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PREFACE

The Wiley Biotechnology Encyclopedias, composed of
the Encyclopedia of Molecular Biology; the Encyclopedia of
Bioprocess Technology: Fermentation, Biocatalysis, and
Bioseparation; the Encyclopedia of Cell Technology; and
the Encyclopedia of Ethical, Legal, and Policy Issues in
Biotechnology cover very broadly four major contemporary
themes in biotechnology. The series comes at a fascinating
time in that, as we move into the twenty-first century, the
discipline of biotechnology is undergoing striking para-
digm changes.

Biotechnology is now beginning to be viewed as an in-
formational science. In a simplistic sense there are three
types of biological information. First, there is the digital or
linear information of our chromosomes and genes with the
four-letter alphabet composed of G, C, A, and T (the bases
guanine, cytosine, adenine, and thymine). Variation in the
order of these letters in the digital strings of our chromo-
somes or our expressed genes (or mRNAs) generates infor-
mation of several distinct types: genes, regulatory machin-
ery, and information that enables chromosomes to carry
out their tasks as informational organelles (e.g., centrom-
eric and telomeric sequences).

Second, there is the three-dimensional information of
proteins, the molecular machines of life. Proteins are
strings of amino acids employing a 20-letter alphabet. Pro-
teins pose four technical challenges: (1) Proteins are syn-
thesized as linear strings and fold into precise three-di-
mensional structures as dictated by the order of amino acid
residues in the string. Can we formulate the rules for pro-
tein folding to predict three-dimensional structure from
primary amino acid sequence? The identification and com-
parative analysis of all human and model organism (bac-
teria, yeast, nematode, fly, mouse, etc.) genes and proteins
will eventually lead to a lexicon of motifs that are the build-
ing block components of genes and proteins. These motifs
will greatly constrain the shape space that computational
algorithms must search to successfully correlate primary
amino acid sequence with the correct three-dimensional
shapes. The protein-folding problem will probably be
solved within the next 10–15 years. (2) Can we predict pro-
tein function from knowledge of the three-dimensional
structure? Once again the lexicon of motifs with their func-
tional as well as structural correlations will play a critical
role in solving this problem. (3) How do the myriad of
chemical modifications of proteins (e.g., phosphorylation,
acetylation, etc.) alter their structures and modify their
functions? The mass spectrometer will play a key role in
identifying secondary modifications. (4) How do proteins
interact with one another and/or with other macromole-
cules to form complex molecular machines (e.g., the ribo-
somal subunits)? If these functional complexes can be iso-
lated, the mass spectrometer, coupled with a knowledge of
all protein sequences that can be derived from the com-
plete genomic sequence of the organism, will serve as a
powerful tool for identifying all the components of complex
molecular machines.

The third type of biological information arises from com-
plex biological systems and networks. Systems informa-
tion is four dimensional because it varies with time. For
example, the human brain has 1,012 neurons making ap-
proximately 1,015 connections. From this network arise
systems properties such as memory, consciousness, and
the ability to learn. The important point is that systems
properties cannot be understood from studying the net-
work elements (e.g., neurons) one at a time; rather the col-
lective behavior of the elements needs to be studied. To
study most biological systems, three issues need to be
stressed. First, most biological systems are too complex to
study directly, therefore they must be divided into tracta-
ble subsystems whose properties in part reflect those of the
system. These subsystems must be sufficiently small to an-
alyze all their elements and connections. Second, high-
throughput analytic or global tools are required for study-
ing many systems elements at one time (see later). Finally,
the systems information needs to be modeled mathemati-
cally before systems properties can be predicted and ulti-
mately understood. This will require recruiting computer
scientists and applied mathematicians into biology—just
as the attempts to decipher the information of complete
genomes and the protein folding and structure/function
problems have required the recruitment of computational
scientists.

I would be remiss not to point out that there are many
other molecules that generate biological information:
amino acids, carbohydrates, lipids, and so forth. These too
must be studied in the context of their specific structures
and specific functions.

The deciphering and manipulation of these various
types of biological information represent an enormous
technical challenge for biotechnology. Yet major new and
powerful tools for doing so are emerging.

One class of tools for deciphering biological information
is termed high-throughput analytic or global tools. These
tools can be used to study many genes or chromosome fea-
tures (genomics), many proteins (proteomics), or many
cells rapidly: large-scale DNA sequencing, genomewide
genetic mapping, cDNA or oligonucleotide arrays, two-
dimensional gel electrophoresis and other global protein
separation technologies, mass spectrometric analysis of
proteins and protein fragments, multiparameter, high-
throughput cell and chromosome sorting, and high-
throughput phenotypic assays.

A second approach to the deciphering and manipulation
of biological information centers around combinatorial
strategies. The basic idea is to synthesize an informational
string (DNA fragments, RNA fragments, protein frag-
ments, antibody combining sites, etc.) using all combina-
tions of the basic letters of the corresponding alphabet,
thus creating many different shapes that can be used to
activate, inhibit, or complement the biological functions of
designated three-dimensional shapes (e.g., a molecule in a
signal transduction pathway). The power of combinational
chemistry is just beginning to be appreciated.
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A critical approach to deciphering biological informa-
tion will ultimately be the ability to visualize the function-
ing of genes, proteins, cells, and other informational ele-
ments within living organisms (in vivo informational
imaging).

Finally, there are the computational tools required to
collect, store, analyze, model, and ultimately distribute the
various types of biological information. The creation pres-
ents a challenge comparable to that of developing new in-
strumentation and new chemistries. Once again this
means recruiting computer scientists and applied mathe-
maticians to biology. The biggest challenge in this regard
is the language barriers that separate different scientific
disciplines. Teaching biology as an informational science
has been a very effective means for breeching these bar-
riers.

The challenge is, of course, to decipher various types of
biological information and then be able to use this infor-
mation to manipulate genes, proteins, cells, and informa-
tional pathways in living organisms to eliminate or pre-
vent disease, produce higher-yield crops, or increase the
productivity of animals for meat and other foods.

Biotechnology and its applications raise a host of social,
ethical, and legal questions, for example, genetic privacy,
germline genetic engineering, cloning of animals, genes

that influence behavior, cost of therapeutic drugs gener-
ated by biotechnology, animal rights, and the nature and
control of intellectual property.

Clearly, the challenge is to educate society so that each
citizen can thoughtfully and rationally deal with these is-
sues, for ultimately society dictates the resources and reg-
ulations that circumscribe the development and practice of
biotechnology. Ultimately, I feel enormous responsibility
rests with scientists to inform and educate society about
the challenges as well as the opportunities arising from
biotechnology. These are critical issues for biotechnology
that are developed in detail in the Encyclopedia of Ethical,
Legal, and Policy Issues in Biotechnology.

The view that biotechnology is an informational science
pervades virtually every aspect of this science, including
discovery, reduction to practice, and societal concerns.
These Encyclopedias of Biotechnology reinforce the emerg-
ing informational paradigm change that is powerfully po-
sitioning science as we move into the twenty-first century
to more effectively decipher and manipulate for human-
kind’s benefit the biological information of relevant living
organisms.

Leroy Hood
University of Washington
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INTRODUCTION

Activated carbon is a predominantly amorphous solid that
has an extraordinarily large internal surface area and pore
volume. These unique characteristics are responsible for
its adsorptive properties, which are exploited in many dif-
ferent liquid- and gas-phase applications. Activated carbon
is an exceptionally versatile adsorbent because the size
and distribution of the pores within the carbon matrix can
be controlled to meet the needs of current and emerging
markets (1). Engineering requirements of specific appli-
cations are satisfied by producing activated carbons in the
form of powders, granules, and shaped products. Through
choice of precursor, method of activation, and control of
processing conditions, the adsorptive properties of prod-
ucts are tailored for applications as diverse as the purifi-
cation of potable water and the control of emissions from
bioproduct recovery processes.

In 1900, two very significant processes in the develop-
ment and manufacture of activated carbon products were
patented (2). The first commercial products were produced
in Europe under these patents: Eponite, from wood in
1909, and Norit, from peat in 1911. Activated carbon was
first produced in the United States in 1913 by Westvaco
Corp. under the name Filtchar, using a by-product of the
papermaking process (3). Further milestones in develop-
ment were reached as a result of World War I. In response
to the need for protective gas masks, a hard, granular ac-
tivated carbon was produced from coconut shell in 1915.
Following the war, large-scale commercial use of activated
carbon was extended to refining of beet sugar and corn
syrup and to purification of municipal water supplies (4).
The termination of the supply of coconut char from the
Philippines and India during World War II forced the do-
mestic development of granular activated carbon products
from coal in 1940 (5). More recent innovations in the man-
ufacture and use of activated carbon products have been
driven by the need to recycle resources and to prevent en-
vironmental pollution.

PHYSICAL AND CHEMICAL PROPERTIES

The structure of activated carbon is best described as a
twisted network of defective carbon layer planes, cross-
linked by aliphatic bridging groups (6). X-ray diffraction
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patterns of activated carbon reveal that it is nongraphitic,
remaining amorphous because the randomly cross-linked
network inhibits reordering of the structure even when
heated to 3,000 �C (7). This property of activated carbon
contributes to its most unique feature, namely, the highly
developed and accessible internal pore structure. The sur-
face area, dimensions, and distribution of the pores depend
on the precursor and on the conditions of carbonization and
activation. Pore sizes are classified (8) by the International
Union of Pure and Applied Chemistry (IUPAC) as micro-
pores (pore width �2 nm), mesopores (pore width 2–50
nm), and macropores (pore width �50 nm).

The surface area of activated carbon is usually deter-
mined by application of the Brunauer-Emmett-Teller
(BET) model of physical adsorption (9,10) using nitrogen
as the adsorptive (8). Typical commercial products have
specific surface areas in the range 500–2,000 m2/g, but val-
ues as high as 3,500–5,000 m2/g have been reported for
some activated carbons (11,12). In general, however, the
effective surface area of a microporous activated carbon is
far smaller because the adsorption of nitrogen in micro-
pores does not occur according to the process assumed in
the BET model, which results in unrealistically high val-
ues for surface area (10,13). Adsorption isotherms are usu-
ally determined for the appropriate adsorptives to assess
the effective surface area of a product in a specific appli-
cation. Adsorption capacity and rate of adsorption depend
on the internal surface area and distribution of pore size
and shape but are also influenced by the surface chemistry
of the activated carbon (14). The macroporosity of the car-
bon is important for the transfer of adsorbate molecules to
adsorption sites within the particle.

Functional groups are formed during activation by in-
teraction of free radicals on the carbon surface with atoms
such as oxygen and nitrogen, both from within the precur-
sor and from the atmosphere (15). The functional groups
render the surface of activated carbon chemically reactive
and influence its adsorptive properties (6). Activated car-
bon is generally considered to exhibit a low affinity for wa-
ter, which is an important property with respect to the ad-
sorption of gases in the presence of moisture (16). However,
the functional groups on the carbon surface can interact
with water, rendering the carbon surface more hydrophilic
(15). Surface oxidation, which is an inherent feature of ac-
tivated carbon production, results in hydroxyl, carbonyl,
and carboxylic groups that impart an amphoteric charac-
ter to the carbon, so that it can be either acidic or basic.
The electrokinetic properties of an activated carbon prod-
uct are, therefore, important with respect to its use as a
catalyst support (17). As well as influencing the adsorption
of many molecules, surface oxide groups contribute to the
reactivity of activated carbons toward certain solvents in
solvent recovery applications (18).

In addition to surface area, pore size distribution, and
surface chemistry, other important properties of commer-
cial activated carbon products include pore volume, parti-
cle size distribution, apparent or bulk density, particle den-
sity, abrasion resistance, hardness, and ash content. The
range of these and other properties is illustrated in Table
1 together with specific values for selected commercial

grades of powdered, granular, and shaped activated carbon
products used in liquid- or gas-phase applications (19).

MANUFACTURE AND PROCESSING

Commercial activated carbon products are produced from
organic materials that are rich in carbon, particularly coal,
lignite, wood, nut shells, peat, pitches, and cokes. The
choice of precursor is largely dependent on its availability,
cost, and purity, but the manufacturing process and in-
tended application of the product are also important con-
siderations. Manufacturing processes fall into two catego-
ries, thermal activation and chemical activation. The
effective porosity of activated carbon produced by thermal
activation is the result of gasification of the carbon at rela-
tively high temperatures (20), but the porosity of chemi-
cally activated products is generally created by chemical
dehydration reactions occurring at significantly lower tem-
peratures (1,21).

Thermal Activation Processes

Thermal activation occurs in two stages: thermal decom-
position or carbonization of the precursor and controlled
gasification or activation of the crude char. During carbon-
ization, elements such as hydrogen and oxygen are elimi-
nated from the precursor to produce a carbon skeleton pos-
sessing a latent pore structure. During gasification, the
char is exposed to an oxidizing atmosphere that greatly
increases the pore volume and surface area of the product
through elimination of volatile pyrolysis products and from
carbon burn-off. Carbonization and activation of the char
are generally carried out in direct-fired rotary kilns or
multiple-hearth furnaces, but fluidized-bed reactors have
also been used (22). Materials of construction, notably steel
and refractories, are designed to withstand the high-
temperature conditions (i.e., �1,000 �C) inherent in acti-
vation processes. The thermal activation process is illus-
trated in Figure 1 for the production of activated carbon
from bituminous coal (23,24).

Bituminous coal is pulverized and passed to a briquette
press. Binders may be added at this stage before compres-
sion of the coal into briquettes. The briquetted coal is then
crushed and passed through a screen, from which the on-
size material passes to an oxidizing kiln. Here, the coking
properties of the coal particles are destroyed by oxidation
at moderate temperatures in air. The oxidized coal is then
devolatilized in a second rotary kiln at higher tempera-
tures under steam. To comply with environmental pollu-
tion regulations, the kiln off-gases containing dust and vol-
atile matter pass through an incinerator before discharge
to the atmosphere.

The devolatilized coal particles are transported to a
direct-fired multihearth furnace where they are activated
by holding the temperature of the furnace at about 1,000
�C. Product quality is maintained by controlling coal feed
rate and bed temperature. As before, dust particles in the
furnace off-gas are combusted in an afterburner before dis-
charge of the gas to the atmosphere. Finally, the granular
product is screened to provide the desired particle size. A
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Table 1. Properties of Selected U.S. Activated Carbon Products

Manufacturer Gas-phase carbons Liquid-phase carbons

Property

Precursor
Product grade
Product form
Typical range

Calgon
coal
BPL

granular

Norit
peat
B4

extruded

Westvaco
wood

WV-A 1100
granular

Calgon
coal
SGL

granular

Norit
peat
SA 3

powdered

Westvaco
wood
SA-20

powdered

Particle size, U.S. mesha,b �4 12 � 30 3.8 mm 10 � 25 8 � 30 60% �325 65–85% �325
Apparent density, g/cm3 0.2–0.6 �0.48 0.43 0.27 0.52 0.46 0.34–0.37
Particle density, g/cm3 0.4–0.9 0.80 0.50 0.80
Hardness number 50–100 �90 99
Abrasion number �75
Ash, wt % 1–20 �8 6 �10 6 3–5
BET surface area, N2 m2/g 500–2,500 1,050–1,150 1,100–1,200 1750 900–1,000 750 1,400–1,800
Total pore volume, cm3/g 0.5–2.5 0.8 0.9 1.2 0.85 2.2–2.5
CCl4 activity, wt% 35–125 �60
Butane working capacity,

g/100 cm3 4–14 �11.0
Iodine number 500–1,200 �1,050 �900 800 �1,000
Decolorizing index

Westvaco 15–25 �20
Molasses number

Calgon 50–250 �200
Norit 300–1,500 440

Heat Capacity at 100 �C,
J/(g K)c 0.84–1.3 1.05 1.05

Thermal conductivity,
W/(m•K) 0.05–0.10

Note: Specific values shown are those cited in manufacturers’ product literature (19). Typical ranges shown are based on values reported in the open literature.
aUnless otherwise noted.
bApproximate mm corresponding to cited meshes are (mesh:mm 4:4.76; 8:2.38; 10:2; 12:1.68; 25:0.72; 30:0.59; 325:0.04.
cTo convert J to cal, divide by 4.184.

��
Pulverizer

Bituminous
coal

Briquette
press

Crusher

Screen

Fines

Oxidizer kiln

Devolatilizing kiln

Off-gas

Off-gas

Off-gas

Dust
collector

To
atmosphere

To
atmosphere

Steam
Air

Hot gas

Multihearth
furnace Screen

Activated
carbon

Afterburner
Incinerator

Figure 1. Thermal activation of bituminous coal.

typical yield of activated carbon is about 30–35% by weight
based on the raw coal.

The process for the thermal activation of other carbo-
naceous materials is modified according to the precursor.
For example, the production of activated carbon from co-
conut shell does not require the stages involving briquet-
ting, oxidation, and devolatilization. To obtain a high-
activity product, however, it is important that the coconut

shell is charred slowly prior to activation of the char. In
some processes, the precursor or product is acid-washed to
obtain a final product with a low ash content (23,25).

Chemical Activation Processes

In contrast to the thermal activation of coal, chemical ac-
tivation is generally carried out commercially in a single
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Figure 2. Chemical activation of wood.

kiln. The precursor, usually wood, is impregnated with a
chemical activation agent, typically phosphoric acid, and
the blend is heated to a temperature of 450–700 �C (26).
Chemical activation agents reduce the formation of tar and
other by-products, thereby increasing carbon yield. The
chemical activation process is illustrated in Figure 2 for
the production of granular activated carbon from wood
(23,27).

Sawdust is impregnated with concentrated phosphoric
acid and fed to a rotary kiln, where it is dried, carbonized,
and activated at a moderate temperature. To comply with
environmental pollution regulations, the kiln off-gases are
treated before discharge to the atmosphere. The char is
washed with water to remove the acid from the carbon, and
the carbon is separated from the slurry. The filtrate is then
passed to an acid-recovery unit. Some manufacturing
plants do not recycle all the acid but use a part of it to
manufacture fertilizer in an allied plant. If necessary, the
pH of the activated carbon is adjusted, and the product is
dried. The dry product is screened and classified into the
size range required for specific granular carbon applica-
tions. Carbon yields as high as 50% by weight of the wood
precursor have been reported (26).

Novel Manufacturing Processes. Different chemical ac-
tivation processes have been used to produce carbons with
enhanced adsorption characteristics. Activated carbons of
exceptionally high surface area (�3,000 m2/g) have been
produced by the chemical activation of carbonaceous ma-
terials with potassium hydroxide (28,29). Activated car-
bons are also produced commercially in the form of cloths
(30), fibers (31), and foams (32) generally by chemical ac-
tivation of the precursor with a Lewis acid such as alu-
minum chloride, ferric chloride, or zinc chloride.

Forms of Activated Carbon Products

To meet the engineering requirements of specific applica-
tions, activated carbons are produced and classified as

granular, powdered, or shaped products. Granular acti-
vated carbons are produced directly from granular precur-
sors, such as sawdust and crushed and sized coconut char
or coal. The granular product is screened and sized for spe-
cific applications. Powdered activated carbons are obtained
by grinding granular products. Shaped activated carbon
products are generally produced as cylindrical pellets by
extrusion of the precursor with a suitable binder before
activation of the precursor.

Shipping and Storage

Activated carbon products are shipped in bags, drums, and
boxes in weights ranging from about 10 to 35 kg. Contain-
ers can be lined or covered with plastic and should be
stored in a protected area both to prevent weather damage
and to minimize contact with organic vapors that could
reduce the adsorption performance of the product. Bulk
quantities of activated carbon products are shipped in
metal bins and bulk bags, typically 1–2 m3 in volume, and
in railcars and tank trucks. Bulk carbon shipments are
generally transferred by pneumatic conveyors and stored
in tanks. However, in applications such as water treatment
where water adsorption does not impact product perfor-
mance, bulk carbon may be transferred and stored as a
slurry in water.

Specifications

Activated carbon producers furnish product bulletins that
list specifications, usually expressed as a maximum or
minimum value, and typical properties for each grade pro-
duced. Standards helpful in setting purchasing specifica-
tions for granular and powdered activated carbon products
have been published (33,34).

ECONOMIC ASPECTS

Excluding eastern European countries and China, where
production figures have not been published, the world pro-
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Table 2. World Production Capacity, Estimated 1990

Country Capacity (103 t)

United States 146
Western Europe 108
Japan 72
Pacific Rim, other 49

Total 375

Note: Excluding eastern Europe and China.

duction capacity of activated carbon was estimated to be
375,000 metric tons in 1990 (35). The price of most prod-
ucts was 0.70 to 5.50 $/kg, but some specialty carbons were
more expensive (36, pp. 731.2001P, 731.2001Q). Forty per-
cent of the production capacity was in the United States,
30% in western Europe, 20% in Japan, and 10% in other
Pacific Rim countries (Table 2).

Production capacity was almost equally split between
powdered and nonpowdered activated carbon products.
Powdered activated carbon, a less expensive form used in
liquid-phase applications, is generally used once and then
disposed of. In some cases, however, granular and shaped
products are regenerated and reused (35). In 1990 produc-
tion capacity for granular and shaped products was split,
with about two-thirds for liquid-phase and one-third for
gas-phase applications (37).

Over the last decade, production capacity in the United
States remained essentially unchanged, but minor fluctu-
ations occurred in response to changes in environmental
regulations (36pp.731.2000S–731.2000Y). A similar reac-
tion was noted worldwide (35). The current demand for
activated carbon is estimated at 93% of production capac-
ity. The near-term growth in demand is projected to be ap-
proximately 5.5%/year (37pp.4,5).

In 1970 the U.S. Congress enacted the Clean Air Act,
the Clean Water Act, and the Safe Drinking Water Act.
Because activated carbon can often be used to help meet
Environmental Protection Agency (EPA) regulations, the
U.S. activated carbon industry reacted by increasing its
production capacity. A proposed amendment to the Safe
Drinking Water Act in 1979 required the use of granular
activated carbon systems, but the amendment was not en-
acted. In response to the projected increase in demand for
activated carbon, production capacity remained high until
the late 1980s, but when the anticipated need did not ma-
terialize, some production facilities were shut down. Cur-
rently, because of stricter EPA regulations implementing
all three acts in 1990, the industry will increase production
capacity by 25% during the next several years (35,38).

The estimated production capacity of activated carbon
in the United States is shown in Table 3 for seven manu-
facturers (35pp.54–65). The principal producers are Cal-
gon Carbon (37%), American-Norit (26%), Westvaco (19%),
and Atochem (10%). Several other companies purchase ac-
tivated carbon for resale but do not manufacture products.

Western Europe has seven manufacturers of activated
carbon. The two largest, Norit and Chemviron (a subsidi-
ary of Calgon), account for 70% of western European pro-
duction capacity, and Ceca accounts for 13% (35p.13),
Japan is the third-largest producer of activated carbon,

having 18 manufacturers, but 4 companies share over
50% of the total Japanese capacity (35p.25–32). Six Pacific
Rim countries account for the balance of the world produc-
tion capacity of activated carbon, 90% of which is in the
Philippines and Sri Lanka (35p.13). As is the case with
other businesses, regional markets for activated carbon
products have become international, leading to consolida-
tion of manufacturers. Calgon, Norit, Ceca, and Sutcliffe-
Speakman are examples of multinational companies.

Activated carbon is a recyclable material that can be
regenerated. Thus the economics, especially the market
growth of activated carbon, particularly granular and
shaped products, is affected by regeneration and industry
regeneration capacity. The decision to regenerate an acti-
vated carbon product is dependent on the cost, size of the
carbon system, type of adsorbate, and the environmental
issue involved. Large carbon systems, such as those used
in potable and wastewater treatment, generally require a
high-temperature treatment, which is typically carried out
in rotary or multihearth furnaces. During regeneration,
carbon losses of 1 to 15% typically occur from the treat-
ment and movement of the carbon (39). However, material
loss is compensated for by the addition of new carbon to
the adsorber system. In general, regeneration of spent car-
bon is considerably less expensive than the purchase of
new activated carbon. For example, fluidized-bed furnace
regeneration of activated carbon used in a 94,600-m3/day
water treatment system cost only 35% of new material
(40). For this system, regeneration using either infrared or
multihearth furnaces was estimated to be more expensive
but still significantly less so than the cost of new carbon.

Because powdered activated carbon is generally used in
relatively small quantities, the spent carbon has often
been disposed of in landfills. However, landfill disposal is
becoming more restrictive environmentally and more
costly. Thus large consumers of powdered carbon find that
regeneration is an attractive alternative. Examples of re-
generation systems for powdered activated carbon include
the Zimpro/Passavant wet air oxidation process (41), the
multihearth furnace as used in the DuPont PACT process
(41pp.389–447,42), and the Shirco infrared furnace
(40p.51,43).

Other types of regenerators designed for specific ad-
sorption systems may use solvents and chemicals to re-
move susceptible adsorbates (44), steam or heated inert
gas to recover volatile organic solvents (45), and biological
systems in which organics adsorbed on the activated car-
bon during water treatment are continuously degraded
(46).

ANALYTICAL TEST PROCEDURES AND STANDARDS

Source references for frequently used test procedures for
determining properties of activated carbon are shown in
Table 4. A primary source is the Annual Book of American
Society for Testing and Materials (ASTM) Standards (54).
Other useful sources of standards and test procedures in-
clude manufacturers of activated carbon products, the
American Water Works Association (AWWA) (33,34), and
the U.S. Department of Defense (54).
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Table 3. Production Capacity in the United States, Estimated 1990

Company Location Capacity (103 t)

Acticarb Division, Royal Oak Enterprises Romeo, Fla. 6.8
American Norit Co. Marshall, Tex. 38.6
Barneby and Sutcliffe Columbus, Ohio 3.0
Calgon Carbon Corp. Catlettsburg, Ky. and Pittsburgh, Pa. 53.5
Ceca Division, Atochem NA Pryor, Okla. 15.0
Trans-Pacific Carbon Blue Lake, Calif. 2.3
Westvaco Corp. Covington, Va. 27.2

Total 146.4

Table 4. Source References for Activated Carbon Test Procedures and Standards

Title of procedure or standard Source

Standard Definitions of Terms Relating to Activated Carbon ASTM D2652
Apparent Density of Activated Carbon ASTM D2854
Particle Size Distribution of Granular Activated Carbon ASTM D2862
Total Ash Content of Activated Carbon ASTM D2866
Moisture in Activated Carbon ASTM D2867
Ignition Temperature of Granular Activated Carbon ASTM D3466
Carbon Tetrachloride Activity of Activated Carbon ASTM D3467
Ball-Pan Hardness of Activated Carbon ASTM D3802
Radioiodine Testing of Nuclear-Grade Gas-Phase Adsorbents ASTM D3803
pH of Activated Carbon ASTM D3838
Determination of Adsorptive Capacity of Carbon by Isotherm Technique ASTM D3860
Determining Operating Performance of Granular Activated Carbon ASTM D3922
Impregnated Activated Carbon Used to Remove Gaseous RadioIodines from Gas Streams ASTM D4069
Determination of Iodine Number of Activated Carbon ASTM D4607
Military Specification, Charcoal, Activated, Impregnated Ref. 47
Military Specification, Charcoal, Activated, Unimpregnated Ref. 47
AWWA Standard for Granular Activated Carbon Ref. 33
AWWA Standard for Powdered Activated Carbon Ref. 34
BET Surface Area by Nitrogen Adsorption Refs. 6, 8, 9, 48
Pore Volume by Nitrogen Adsorption or Mercury Penetration Refs. 10, 49–52
Particle Density Ref. 53

HEALTH AND SAFETY

Activated carbon generally presents no particular health
hazard as defined by NIOSH (55). However, it is a nuisance
and mild irritant with respect to inhalation, skin contact,
eye exposure, and ingestion. On the other hand, special
consideration must be given to the handling of spent car-
bon that may contain a concentration of toxic compounds.

Activated carbon products used for decolorizing food
products in liquid form must meet the requirements of the
Food Chemical Codex as prepared by the Food and Nutri-
tion Board of the National Research Council (56).

According to the National Board of Fire Underwriters,
activated carbons normally used for water treatment pose
no dust explosion hazard and are not subject to sponta-
neous combustion when confined to bags, drums, or stor-
age bins (67). However, activated carbon burns when suf-
ficient heat is applied; the ignition point varies between
about 300 and 600 �C (58p.353).

Dust-tight electrical systems should be used in areas
where activated carbon is present, particularly powdered
products (58pp.84,85). When partially wet activated car-

bon comes into contact with unprotected metal, galvanic
currents can be set up; these result in metal corrosion (59).

Manufacturer material safety data sheets (MSDS) in-
dicate that the oxygen concentration in bulk storage bins
or other enclosed vessels can be reduced by wet activated
carbon to a level that will not support life. Therefore, self-
contained air packs should be used by personnel entering
enclosed vessels where activated carbon is present (60).

LIQUID-PHASE APPLICATIONS

Activated carbons for use in liquid-phase applications dif-
fer from gas-phase carbons primarily in pore size distri-
bution. Liquid-phase carbons have significantly more pore
volume in the macropore range, which permits liquids to
diffuse more rapidly into the mesopores and micropores
(61). The larger pores also promote greater adsorption of
large molecules, either impurities or products, in many
liquid-phase applications. Specific-grade choice is based on
the isotherm (62,63) and, in some cases, bench or pilot-
scale evaluations of candidate carbons.
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Figure 4. Adsorption and breakthrough curve for fixed bed of
granular or shaped activated carbon.

Table 5. Liquid-Phase Activated Carbon Consumption
(103 t) in the United States in 1987.

Granular-shaped Powdered Total

Potable water 4.5 13.6 18.1
Wastewater

Industrial 6.4 6.6 13.0
Municipal 0.9 2.0 2.9

Sweetener decolorization 6.8 9.1 15.9
Chemical processing

and misc. 4.1 2.3 6.4
Food, beverage, and oils 0.9 3.9 4.8
Pharmaceuticals 2.0 2.3 4.3
Mining 1.6 2.5 4.1
Groundwater 0.9 2.3 3.2
Household uses 1.4 0.9 2.3
Dry cleaning 0.7 0.4 1.1
Electroplating 0.2 0.4 0.6

Total 30.4 46.3 76.7
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Figure 3. Multistage countercurrent application of powdered ac-
tivated carbon.

Liquid-phase activated carbon can be applied either as
a powder, granular, or shaped form. The average size of
powdered carbon particles is 15–25 lm (62). Granular or
shaped carbon particle size is usually 0.3–3.0 mm. A sig-
nificant factor in choosing between powdered and nonpow-
dered carbon is the degree of purification required in the
adsorption application. Granular and shaped carbons are
usually used in continuous flow through deep beds to re-
move essentially all contaminants from the liquid being
treated. Granular and shaped carbon systems are pre-
ferred when a large carbon buffer is needed to withstand
significant variations in adsorption conditions, such as in
cases where large contaminant spikes may occur. A wider
range of impurity removal can be attained by batch appli-
cation of powdered carbon, and the powdered carbon dose
per batch can be controlled to achieve the degree of puri-
fication desired (61).

Batch-stirred vessels are most often used in treating
material with powdered activated carbon (64). The type of
carbon, contact time, and amount of carbon vary with the
desired degree of purification. The efficiency of activated
carbon may be improved by applying continuous, counter-
current carbon-liquid flow with multiple stages (Fig. 3).
Carbon is separated from the liquid at each stage by set-
tling or filtration. Filter aids such as diatomaceous earth
are sometimes used to improve filtration.

Granular and shaped carbons are generally used in con-
tinuous systems where the liquid to be treated is passed
through a fixed bed (41pp.8–19,64). Compounds are ad-
sorbed by the carbon bed in the adsorption zone (Fig. 4).
As carbon in the bed becomes saturated with adsorbates,
the adsorption zone moves in the direction of flow, and
breakthrough occurs when the leading edge of the adsorp-
tion zone reaches the end of the column. Normally at least
two columns in series are on line at any given time. When
the first column becomes saturated, it is removed from ser-
vice, and a column containing fresh carbon is added at the
discharge end of the series. An alternative approach is the
moving bed column (41pp.8–19). In this design the adsorp-

tion zone is contained within a single column by passing
liquid upward while continuously or intermittently with-
drawing spent carbon at the bottom and adding fresh car-
bon at the top.

The total activated carbon consumption for liquid-phase
applications in the United States in 1987 was estimated
to be about 76,700 t, which accounted for nearly 80% of the
total activated carbon use. The consumption by application
is summarized in Table 5 (36pp.731.2000V–731.2001L)

Potable Water Treatment

Treatment of drinking water accounts for about 24% of the
total activated carbon used in liquid-phase applications
(36pp.731.2000V–731.2001L). Rivers, lakes, and ground-
water from wells, the most common drinking water
sources, are often contaminated with bacteria, viruses,
natural vegetation decay products, halogenated materials,
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and volatile organic compounds. Normal water disinfection
and filtration treatment steps remove or destroy the bulk
of these materials (65). However, treatment by activated
carbon is an important additional step in many plants to
remove toxic and other organic materials (66–68) for safety
and palatability.

Groundwater Remediation

Concern over contaminated groundwater sources in-
creased in the 1980s, and in 1984 an Office of Groundwater
Protection was created by the EPA (36pp.731.2000V–
731.2001L). This led to an increase in activated carbon con-
sumption in 1987 for groundwater treatment to about 4%
of the total liquid-phase usage, and further growth is ex-
pected in the 1990s. There are two ways to apply carbon
in groundwater cleanup. One is the conventional method
of applying powdered, granular, or shaped carbon to adsorb
contaminants directly from the water. The other method
utilizes air stripping to transfer the volatile compounds
from water to air. The compounds are then recovered by
passing the contaminated air through a bed of carbon
(69,70).

Industrial and Municipal Wastewater Treatment

Wastewater treatment consumes about 21% of the total
U.S. liquid-phase activated carbon (36pp.731.2000V–
731.2001L), and governmental regulations are expected to
increase demand over the next several years. Wastewater
may contain suspended solids, hazardous microorganisms,
and toxic organic and inorganic contaminants that must
be removed or destroyed before discharge to the environ-
ment. In tertiary treatment systems, powdered, granular,
or shaped carbon can be used to remove residual toxic and
other organic compounds after the primary filtration and
secondary biological treatment (71). Powdered carbon is
also used in the PACT process by direct addition of the
carbon to the secondary biological step (41pp.389–447).

Sweetener Decolorization

About 21% of the liquid-phase activated carbon is used for
purification of sugar (qv) and corn syrup (36pp.731.2000V–
731.2001L). White sucrose sugar is made from raw juice
squeezed from sugarcane or sugar beets. The clarified li-
quor is decolorized using activated carbon or ion exchange
resins (58pp.87–125,274–292). High-fructose corn sweet-
eners (HFCS) are produced by hydrolysis of corn starch
and are then treated with activated carbon to remove un-
desirable taste and odor compounds and to improve stor-
age life. The demand for HFCS rose sharply in the 1980s
primarily because of the switch by soft drink producers
away from sucrose (83).

Chemical Processing

Activated carbon consumption in a variety of chemical
processing applications is about 8% of the total
(36pp.731.2000V–731.2001L). The activated carbon re-
moves impurities to achieve high quality. For example,
organic contaminants are removed from solution in the
production of alum, soda ash, and potassium hydroxide

(58pp.87–125,274–292). Other applications include the
manufacture of dyestuffs, glycols, amines, organic acids,
urea, hydrochloric acid, and phosphoric acid (35pp.92–
135).

Food, Beverage, and Cooking Oil

Approximately 6% of the liquid-phase activated carbon is
used in food, beverage, and cooking oil production
(36pp.731.2000V–731.2000L). Before being incorporated
into edible products, vegetable oils and animal fats are re-
fined to remove particulates, inorganics, and organic con-
taminants. Activated carbon is one of several agents used
in food purification processes. In the production of alcoholic
beverages, activated carbon removes haze-causing com-
pounds from beer, taste and odor from vodka, and fusel oil
from whiskey (58pp.87–125,274–292). The feed water for
soft drink production is often treated with carbon to cap-
ture undesirable taste and odor compounds and to remove
free chlorine remaining from disinfection treatment. Caf-
feine is removed from coffee beans by extraction with or-
ganic solvents, water, or supercritical carbon dioxide prior
to roasting. Activated carbon is used to remove the caffeine
from the recovered solvents (35pp.92–135).

Pharmaceuticals

Pharmaceuticals account for 6% of the liquid-phase acti-
vated carbon consumption (36pp.731.2000V–731.2000L).
Many antibiotics, vitamins, and steroids are isolated from
fermentation broths by adsorption onto carbon followed by
solvent extraction and distillation (58pp.87–125,274–292).
Other uses in pharmaceutical production include removal
of chromogenic impurities, process water purification, and
removal of impurities from intravenous solutions prior to
packaging (35pp.92–135).

Mining

The mining industry accounts for only 4% of liquid-phase
activated carbon use, but this figure may grow as low-
grade ores become more common (36pp.731.2000V–
731.2000L). Gold, for example, is recovered on activated
carbon as a cyanide complex in the carbon-in-pulp extrac-
tion process (58pp.87–125, 274–292). Activated carbon
serves as a catalyst in the detoxification of cyanides con-
tained in wastewater from cyanide stripping operations
(46pp.8–19). Problems caused by excess flotation agent
concentrations in flotation baths are commonly cured by
adding powdered activated carbon (58pp.87–125,274–
292).

Miscellaneous Uses

Several relatively low-volume activated carbon uses com-
prise the remaining 6% of liquid-phase carbon consump-
tion (36pp.731.2000V–731.2000L). Small carbon filters are
used in households for purification of tap water. Oils, dyes,
and other organics are adsorbed on activated carbon in dry
cleaning recovery and recycling systems. Electroplatingso-
lutions are treated with carbon to remove organics that can
produce imperfections when the thin metal layer is depos-
ited on the substrate (58pp.87–127,274–292). Medical ap-
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Table 6. Gas-Phase Activated Carbon Uses in the United
States in 1987

Application Consumption (103 t)

Solvent recovery 4.5
Automotive/gasoline recovery 4.1
Industrial off-gas control 3.2
Catalysis 2.7
Pressure swing separation 1.1
Air conditioning 0.5
Gas mask 0.5
Cigarette filters 0.5
Nuclear 0.3

Total 17.4

plications include removal of toxins from the blood of pa-
tients with artificial kidneys (35pp.92–135), and oral
ingestion into the stomach to recover poisons or toxic ma-
terials (58pp.87–125,274–292;72). Activated carbon also is
used as a support for metal catalysts in low-volume pro-
duction of high-value specialty products such as pharma-
ceuticals, fragrance chemicals, and pesticides (73).

GAS-PHASE APPLICATIONS

Gas-phase applications of activated carbon include sepa-
ration, gas storage, and catalysis. Although only 20% of
activated carbon production is used for gas-phase appli-
cations, these products are generally more expensive than
liquid-phase carbons and account for about 40% of the total
dollar value of shipments. Most of the activated carbon
used in gas-phase applications is granular or shaped. Ac-
tivated carbon use by application is shown in Table 6 (74).

Separation processes comprise the main gas-phase ap-
plications of activated carbon. These usually exploit the
differences in the adsorptive behavior of gases and vapors
on activated carbon on the basis of molecular weight and
size. For example, organic molecules with a molecular
weight greater than about 40 are readily removed from air
by activated carbon.

Solvent Recovery

Most of the activated carbon used in gas-phase applica-
tions is employed to prevent the release of volatile organic
compounds into the atmosphere. Much of this use has been
in response to environmental regulations, but recovery and
recycling of solvents from a range of industrial processes
such as printing, coating, and extrusion of fibers also pro-
vides substantial economic benefits.

The structure of activated carbons used for solvent re-
covery has been predominantly microporous. Micropores
provide the strong adsorption forces needed to capture
small vapor molecules such as acetone at low concentra-
tions in process air (75). In recent years, however, more
mesoporous carbons, specifically made for solvent recovery,
have become available and are giving good service, espe-
cially for the adsorption of heavier vapors such as cumene
and cyclohexanone that are difficult to remove from micro-
pores during regeneration (75). Regeneration of the carbon

is performed on a cyclic basis by purging it with steam or
heated nitrogen.

Gasoline Emission Control

A principal application of activated carbon is in the capture
of gasoline vapors that escape from vents in automotive
fuel systems (76). Under EPA regulations, all U.S. motor
vehicles produced since the early 1970s have been
equipped with evaporative emission control systems. Most
other auto-producing countries now have similar controls.
Fuel vapors vented when the fuel tank or carburetor are
heated are captured in a canister containing 0.5–2 L of
activated carbon. Regeneration of the carbon is then ac-
complished by using intake manifold vacuum to draw air
through the canister. The air carries desorbed vapor into
the engine where it is burned during normal operation.
Activated carbon systems have also been proposed for cap-
turing vapors emitted during vehicle refueling, and acti-
vated carbon is used at many gasoline terminals to capture
vapor displaced when tank trucks are filled (77). Typically,
the adsorption vessels contain around 15 m3 of activated
carbon and are regenerated by application of a vacuum.
The vapor that is pumped off is recovered in an absorber
by contact with liquid gasoline. Similar equipment is used
in the transfer of fuel from barges (78). The type of carbon
pore structure required for these applications is substan-
tially different from that used in solvent recovery. Because
the regeneration conditions are very mild, only the weaker
adsorption forces can be overcome, and therefore the most
effective pores are in the mesopore size range (79). A large
adsorption capacity in these pores is possible because va-
por concentrations are high, typically 10–60%.

Adsorption of Radionuclides

Other applications that depend on physical adsorption in-
clude the control of krypton and xenon radionuclides from
nuclear power plants (80). The gases are not captured en-
tirely, but their passage is delayed long enough to allow
radioactive decay of the short-lived species. Highly micro-
porous coconut-based activated carbon is used for this ser-
vice.

Control by Chemical Reaction

Pick-up of gases to prevent emissions can also depend on
the chemical properties of activated carbon or of impreg-
nants. Emergency protection against radioiodine emis-
sions from nuclear power reactors is provided by isotope
exchange over activated carbon impregnated with potas-
sium iodide (81). Oxidation reactions catalyzed by the car-
bon surface are the basis for several emission control strat-
egies. Sulfur dioxide can be removed from industrial
off-gases and power plant flue gas because it is oxidized to
sulfur trioxide, which reacts with water to form nonvolatile
sulfuric acid (82,83). Hydrogen sulfide can be removed
from such sources as Claus plant tail gas because it is con-
verted to sulfur in the presence of oxygen (84). Nitric oxide
can be removed from flue gas because it is oxidized to ni-
trogen dioxide. Ammonia is added and reacts catalytically
on the carbon surface with the nitrogen dioxide to form
nitrogen (85).
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Protection against Atmospheric Contaminants

Activated carbon is widely used to filter breathing air to
protect against a variety of toxic or noxious vapors, includ-
ing war gases, industrial chemicals, solvents, and odorous
compounds. Activated carbons for this purpose are highly
microporous and thus maximize the adsorption forces that
hold adsorbate molecules on the surface. Although acti-
vated carbon can give protection against most organic
gases, it is especially effective against high molecular
weight vapors, including chemical warfare agents such as
mustard gas or the nerve agents that are toxic at parts per
million concentrations. The activated carbon is employed
in individual canisters or pads, as in gas masks, or in large
filters in forced air ventilation systems. In air-conditioning
systems, adsorption on activated carbon can be used to
control the buildup of odors or toxic gases such as radon in
recirculated air (86).

Inorganic vapors are usually not strongly adsorbed on
activated carbon by physical forces, but protection against
many toxic agents is achieved by using activated carbon
impregnated with specific reactants or decomposition cat-
alysts. For example, a combination of chromium and cop-
per impregnants is used against hydrogen cyanide, cyan-
ogen, and cyanogen chloride, whereas silver assists in the
removal of arsine. All of these are potential chemical war-
fare agents; the Whetlerite carbon, which was developed
in the early 1940s and is still used in military protective
filters, contains these impregnants (87). Recent work has
shown that chromium, which loses effectiveness with age
and is itself toxic, can be replaced with a combination of
molybdenum and triethylenediamine (88). Oxides of iron
and zinc on activated carbon have been used in cigarette
filters to absorb hydrogen cyanide and hydrogen sulfide
(89). Mercury vapor in air can be removed by activated
carbon impregnated with sulfur (90). Activated carbon im-
pregnated with sodium or potassium hydroxide has long
been used to control odors of hydrogen sulfide and organic
mercaptans in sewage treatment plants (91). Alkali-
impregnated carbon is also effective against sulfur dioxide,
hydrogen sulfide, and chlorine at low concentrations. Such
impregnated carbon is used extensively to protect sensitive
electronic equipment against corrosion by these gases in
industrial environments (92).

Process Stream Separations

Differences in adsorptivity between gases provides a
means for separating components in industrial process gas
streams. Activated carbon in fixed beds has been used to
separate aromatic compounds from lighter vapors in pe-
troleum refining process streams (93) and to recover gas-
oline components from natural and manufactured gas
(94,95).

Molecular sieve activated carbons are specially made
with restricted openings leading to micropores. These ad-
sorbents are finding increasing use in separations utilizing
pressure swing adsorption, in which adsorption is en-
hanced by operation at high pressure and desorption oc-
curs upon depressurization (96). Larger molecules are re-
stricted from entrance into the pores of these carbons and,
therefore, are not retained as strongly as smaller mole-

cules. The target product can be either the adsorbed or
unadsorbed gases. Examples include separation of oxygen
from air and recovery of methane from inorganic gases in
biogas production. Hydrogen can be removed from gases
produced in the catalytic cracking of gasoline, and carbon
monoxide can be separated from fuel gases. Use of pres-
sure swing techniques for gas separation is an area of
growing interest in engineering research.

The hypersorption process developed in the late 1940s
used a bed of activated carbon moving countercurrent to
gas flow to separate light hydrocarbons from each other
and from hydrogen in refinery operations. The application
is of interest because of its scale, treating up to 20,000
m3/h of gas, but the plants were shut down within a few
years, probably because of problems related to attrition of
the rapidly circulating activated carbon (97). It should be
noted, however, that in recent years moving-bed and fluid-
bed adsorption equipment using activated carbon has been
successfully employed for solvent recovery (98).

Gas Storage

Adsorption forces acting on gas molecules held in micro-
pores significantly densify the adsorbed material. As a re-
sult, activated carbon has long been considered a medium
for lowering the pressure required to store weakly ad-
sorbed compressed gases (99). Recent work with modern
high-capacity carbons has been directed toward fueling
passenger cars with natural gas, but storage volume tar-
gets have not yet been attained (100). Natural gas storage
on activated carbon is now used commercially in portable
welding cylinders (101). These can be refilled easily at
about 2,000 kPa and hold as much gas as a conventional
cylinder pressurized to 6,000 kPa (59 atm).

Catalysis

Catalytic properties of the activated carbon surface are
useful in both inorganic and organic synthesis. For exam-
ple, the fumigant sulfuryl fluoride is made by reaction of
sulfur dioxide with hydrogen fluoride and fluorine over ac-
tivated carbon (102). Activated carbon also catalyzes the
addition of halogens across a carbon-carbon double bond
in the production of a variety of organic halides (73) and is
used in the production of phosgene from carbon monoxide
and chlorine (103,104).
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INTRODUCTION

The design of a process for the large-scale purification of
biological molecules is one of the several complex tasks
that must be successfully completed to bring a product
to market. Most downstream processes include some chro-
matography steps as well as other conventional separation

methods. Chromatography is generally recognized as the
technique that enables the highest degree of purification
of biomolecules. For example, the U.S. Food and Drug
Administration (FDA) recommends that at least two
chromatography steps be used in the purification of
therapeutic-grade monoclonal antibodies.

Chromatography separations are sophisticated and can
be expensive processes, which explains the continuous
development of effective approaches by scientists and en-
gineers to improve the productivity of chromatography
technologies. Fluidized bed adsorption, various column
technologies, computerized optimization strategies, and
continuous and semicontinuous processes are some of the
recent approaches that have been proposed. However, one
of the most important aspects of chromatography technol-
ogy is the choice of matrix.

In this article, we examine the use of inorganic rigid
matrices in chromatography separation processes of bio-
logical molecules, with emphasis on the preparation, prop-
erties, and applications of controlled pore glass (CPG).

CHOICE OF MATRICES FOR BIOPROCESS SEPARATIONS

The subject of matrices for process chromatography and
the requirements of an ideal matrix have been reviewed
by many authors (1–3). In process-scale purification, the
important characteristics of a matrix are chemical and
physical stability, rigidity of the matrix to withstand high
flow rates and differing hydrodynamic pressure, uniform
porosity, and high surface area. In addition, for most chro-
matography applications, surface modification of the ma-
trix will be necessary to facilitate ligand immobilization,
which requires the presence of suitable functional groups
on the matrix. Finally, the cost and commercial availability
of the matrix are also important considerations in selecting
a matrix.

The majority of matrices used in chromatography pro-
cesses can be divided into two categories: natural and syn-
thetic. Natural matrices include glass, silica, ceramic, alu-
mina, agarose, chitosan, and cellulose. Synthetic matrices
are prepared by polymerization of functional monomers.
The incorporation of monomers with suitable functional
groups can provide activation sites on these supports for
ligand attachments. There are also the composite matri-
ces, which are mixed networks constituted of at least two
components. Generally, one component acts as a rigid
skeleton, and the other component has active groups that
interact with the biological molecule to be separated.
Dextran-coated silica and polyacrylamide-agarose are ex-
amples of composite matrices that have been applied to the
separation of biological molecules.

INORGANIC MATRICES

A large selection of inorganic matrices are commercially
available for incorporating homogenous catalysts, and
some have been applied to chromatography separations.
These matrices include silica, alumina, glass, zeolite, clay,
celite, zerconia, titania, magnesium oxide, and carbon.
Only a limited number of these matrices with suitable pore
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Table 2. Properties of Alumina Matrix (Selecto Scientific)

Nominal pore diameter
(nm)

Surface area
(m2/g)

Particle size range
(lm)

6 120–150 60–120
10 100 60–120
15 75 60–120
30 80 40
50 50 40

100 8 40
180 6–8 20

Table 1. Properties of Matrex� Silica

Nominal pore
diameter

(nm)
Surface area

(m2/g)
Pore volume

(ml/g)

Particle size
range
(lm)

6 540 0.93 20–500
10 320 1.20 45–300
25 160 1.10 45–70
50 90 1.10 50

100 45 1.10 50–130
150 25 1.10 50

structure, particle size, and mechanical stability can be
used for chromatography separation of biomolecules. Sil-
ica, alumina, and glass are available with a large variety
of surface areas, pore structure, and particle sizes, and
some have been used extensively in both analytical and
preparative chromatography of biological molecules.

Controlled Pore Glass

Controlled pore glass (CPG) has excellent mechanical sta-
bility and can be manufactured with a wide range of pore
diameters, a high surface area, and a range of particle
sizes. The material is almost pure silica and has a very
narrow pore size distribution. Surface-modified CPG with
the trade name PROSEP manufactured by Bioprocessing
Limited has been extensively used in large-scale purifica-
tion of biomolecules. (See later sections on CPG for a more
detailed discussion of this material.)

Silica

Silica is extensively used in the analytical field (HPLC)
and to a much lesser extent for preparative chromatogra-
phy of biomolecules. Silica matrices for chromatography
applications are generally produced by a wet process, that
is, by acidification of sodium silicate in water (4,5), and are
available in particle sizes of up to 40 lm and pore sizes of
up to 30 nm. In most cases, these materials are unsuitable
for large-scale purification processes. The small particle
size causes excessive backpressure in preparative chro-
matography columns, and the pore size of 30 nm is not
large enough for the separation of most proteins, especially
in the field of affinity chromatography, where both the li-
gand and the ligate could be large proteins.

In our laboratories, we have used Matrex� silica (Ami-
con) for the large-scale purification of biomolecules. This
material is available in a range of pore diameters and par-
ticle sizes (Table 1) and is manufactured by first forming
a hydrosol from organosilicic acid. Hydrosol is then allowed
to set to a jelly-like mass called hydrogel. After setting, the
hydrogel is thoroughly washed to remove salts resulting
from the reaction. Temperature and pH of the washing me-
dium and the washing time influence the specific surface
area, pore volume, and purity of the hydrogel. The hydro-
gel is subsequently dried to give a structurally stable xero-
gel. This material is 99.5% silica, with impurities including
Na�, Ca2�, Fe3�, , and Cl� ranging from 600 to 602�SO4

ppm.

Alumina

Alumina-based materials have a much wider pH stability
than silica matrices and therefore are of great interest in
chemical separations and industrial-scale chromatogra-
phy. Commercially available alumina matrices are all al-
uminium oxides prepared by thermal dehydration of alu-
minum hydroxide (6,7). The origin of the starting material
together with other factors, such as the heating rate, dry-
ing time, and temperature, influence the properties of the
final product.

Alumina matrices can be obtained in a wide range of
particles and pore sizes (Table 2). The physical stability of
alumina particles in chromatography columns, even under
moderate flow rates and pressure, has been a major prob-
lem in our laboratories. Generally, the particles break up
and cause a substantial increase in the backpressure gen-
erated by the column. Furthermore, any risk of contami-
nation of the purified product with aluminum may not be
acceptable to the pharmaceutical and biotechnology indus-
tries, particularly when the reports relating to Alzheimer’s
disease to aluminum are considered (8).

Zirconia and Titania

Recently, there has been an increasing interest in zirconia-
and titania-based matrices in chromatography applica-
tions, mainly because of their chemical stability over a
relatively wide pH range and their physical characteris-
tics. Zirconia or titania supports with properties suitable
for preparative chromatography or HPLC are not commer-
cially available, although zirconia and titania powders can
be obtained commercially from a number of sources and
have been used by researchers to prepare matrices with a
small particle size (1–10 lm) and pore sizes of up to 100
nm, suitable for HPLC applications (9). More recently,
larger porous zirconia particles (30–150 lm) have been
prepared and used in packed and fluidized beds for protein
purification (10–13).

Zirconia and titania as base stable matrices not only
enable separation of biomolecules at high pH values, but
they can also be sanitized with alkaline media, which is
the standard sanitization procedure in downstream pro-
cessing of biological molecules. Various adsorbents such as
affinity, ion-exchange, and reversed phase can be prepared
from these matrices for protein purification by either poly-
mer coating or reaction with organosilanes (14–17).
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Hydroxyapatite

Hydroxyapatite is a special crystalline form of calcium
phosphate that has been used in the separation of biologi-
cal molecules. The adsorbent consists of a mosaic of crys-
tals that result from a combination of phosphate and cal-
cium salts after a number of steps of wet alkaline
treatment and heat aging. The application of hydroxyapa-
tite to the field of protein separation was first introduced
by Tiselius et al. (18). The standard procedures for the
operation of hydroxyapatite columns were developed by
Bernardi and Gorbunoff (19,20) using a number of differ-
ent proteins in several solvent systems, Bernardi also pro-
posed a mechanism for protein adsorption to, and desorp-
tion from, hydroxyapatite.

Proteins bind reversibly to hydroxyapatite by a complex
ionic mechanism different from the principle of ion-
exchange chromatography (19,20). Both the amino and
carboxyl groups on the protein molecules act in the ad-
sorption mechanism. The adsorption of proteins to hy-
droxyapatite via the amino groups is the result of their
positive charges and the negative charge on the adsorbent
when the column is equilibrated in phosphate buffer. The
surface of hydroxyapatite crystals consists of sites with
both positive (calcium) and negative (phosphate) charges.
When the hydroxyapatite columns are equilibrated in
phosphate buffers, normally at pH 6.8, the surface of the
adsorbent can be regarded as negative because of partial
neutralization of the positive calcium loci by phosphate
ions. The carboxyl groups act in two ways. First, they are
repelled electrostatically from the negative charge of the
adsorbent; second, they bind specifically by complex for-
mation with the calcium sites.

The elution of basic proteins from hydroxyapatite is
generally carried out by specific displacement with Ca2�

and Mg2� ions that neutralize the negative charges of the
hydroxyapatite phosphate sites by complex formation.
Acidic proteins are eluted by displacement of their car-
boxyl groups from hydroxyapatite calcium sites by ions,
such as fluoride or phosphate, which form stronger com-
plexes.

The difficulty with using hydroxyapatite in medium-
and large-scale purification of biological molecules is the
physical nature of the material. The crystals are highly
fragile, generating small particles resulting in column
clogging and precluding any long-term usage of the col-
umn. An improved form of hydroxyapatite crystals has re-
cently been prepared and is commercially available from a
number of sources, including Bio-Rad. The new ceramic
material from Bio-Rad is spherical and has been reported
to be stable both chemically and physically.

CONTROLLED PORE GLASS

The method used for the preparation of CPG was originally
invented by Hood and Nordberg (21). They discovered that
by heat treating a certain sodium borosilicate glass com-
position, the glass separated into two intermingled and
continuous glassy phases. One phase, rich in boric oxide,
was soluble in acids; the other phase was high in silica and
stable toward acid solutions. This process was used by the

inventors to prepare nonporous silica particles by first re-
moving the boron phase with an acid solution to obtain
porous particles and then revitrifying this material by
heating to 900 �C or above to yield transparent homogen-
ous nonporous particles having a composition of greater
than 95% silica.

The porous glass material obtained by this method typ-
ically had an average pore diameter of about 4 to 5 nm. A
procedure for enlarging the pore size to approximately 20
nm was invented by Chapman and Elmer (22). This was
carried out by impregnating a porous glass body with an
aqueous solution of a weakly reactive fluorine-containing
compound, reacting the compound in situ with a mineral
acid to release hydrofluoric acid at a temperature sufficient
to dissolve a portion of the glass body and washing the body
to remove the soluble constituents. Ammonium bifluoride
and nitric acid at 95 �C were applied to a porous glass disc
to enlarge the pore size from 4 to 24 nm.

The process for making porous glass was modified by
Haller (23) to produce the material with a range of con-
trollable pore sizes. This was achieved by varying the tem-
perature and duration of the heat treatment to obtain po-
rous glass with pore sizes from 12 to 250 nm. Larger pore
sizes were also obtained by the addition of a sodium hy-
droxide leaching process.

Manufacturing Process

CPG can be commercially obtained from a number of
sources, and the manufacturing processes are all based on
the process invented by Haller (23). The composition of the
starting metal oxides mixture and the exact conditions
used for the heat treatment and leaching of the glass,
which influence the quality and physical properties of the
porous glass, are the propriety technology of the manufac-
turing companies. An outline of the general procedure used
for preparing CPG is shown in Figure 1.

CPG is manufactured in a range of particle sizes, 40 to
200 lm, and different pore sizes, 7 to 300 nm (Table 3). The
manufacturing batch sizes are generally much smaller
than silica particles, possibly because of the heat treat-
ment process. The largest batch size commercially avail-
able is in the region of 50 L (20 kg).

Physical Characteristics

Most commercially available CPG granules are irregularly
shaped and highly porous (Figs. 2 and 3). CPG has a nar-
row pore size distribution, with 80 to 90% of the pores
showing a deviation less than �10% from the nominal
pore diameter (Fig. 4). CPG has a very high surface area
that varies according to the pore diameter and pore vol-
ume. The surface area increases with increasing pore vol-
ume and decreases with increasing pore diameter, as is
shown by the data in Table 3. CPG is a rigid insoluble ma-
trix, compatible with most reagents used in the purifica-
tion of biological molecules. Because CPG is essentially
pure silica, it generally exhibits a high degree of solubility
in alkali solutions. The solubility of CPG is a function of
temperature, time, and pH of the solution.

The surface of native CPG is slightly hydrophobic and
contains acidic hydroxyl groups that could denature bio-
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Glass mix;
Na2O, B2O3 and SiO2

Homogenous glass melt
furnace at 1,200–1,500 °C,

continuous stirring

Chill the melt
to form glass discs

Heat treat in furnace
500–700 °C, 4–16 h,
two-phase separation

Crush the glass discs and
fractionate the particles

Dry in oven
at > 100 °C

Acid wash; 3 M HCl
Water wash

Alkali leach
to remove colloidal silica
0.5 M NaOH, 25–30 °C

Water wash

Acid leach to
remove silica poor phase
1–3 M HCl, 50–90 °C

Second alkali leach
to enlarge pores

0.5 M NaOH, 25–30 °C

Figure 1. Process for the preparation of porous glass.

Table 3. Properties of Controlled Pore Glass (CPG, Inc.)

Nominal
pore

diameter
(nm)

Surface area (m2/g);
pore volume � 1.0 cm3/g

Surface area (m2/g);
pore volume � 0.9 cm3/g

7.5 340 240
12 210 150
17 150 100
24 110 75
35 75 50
50 50 35
70 36 25

100 25 18
140 18 13
200 13 9
300 9 7

logical molecules and cause strong, often irreversible bind-
ing of proteins. For most separation applications, surface
modification of CPG with organosilanes is necessary, al-
though native CPG has been used for the purification of a
number of biological molecules, such as factor VIII (24).
Surface modification also enhances the stability and du-
rability of CPG.

Surface Modification

Siliceous materials such as CPG can be reacted with the
organosilane compounds in a number of different ways to
obtain the desired bonding through hydrolyzable groups of
the organosilane. Depending on the type of organosilane,
the reaction can be performed in organic, aqueous, or va-

pour phase, resulting in matrices suitable for different ap-
plications. The majority of the work cited on this subject
relates to the surface modification of silica material (25),
which is not always applicable to CPG because of the dif-
ference in the surface characteristics of the two matrices.

Surface modification of CPG is carried out by treating
the material with an organosilane containing an organic
functional group at one end and a silylalkoxy group at the
other. Attachment of the silane compound to the matrix is
through the surface silanol or oxide groups to the silyl-
akoxy groups with polymerization between the adjacent
silanes. The result is an inorganic matrix with available
organic functional groups that can be used in the prepa-
ration of chromatography adsorbents. A large number of
different organosilanes are commercially available with
functional groups such as epoxy, amine, and sulfhydryl
(Table 4).

The first step in the surface modification of porous glass
is to clean the surface by washing the matrix in nitric acid
at elevated temperature. The matrix is then washed with
water and dried in the oven at temperatures not exceeding
180 �C. The dry matrix is reacted with the silane compound
dissolved in water or an organic solvent at temperatures
ranging from 40 �C to 120 �C, depending on the solvent.
After removing the excess silane by washing the matrix
with suitable solvents or water, the functional groups on
the matrix can be further modified to obtain various ad-
sorbents. The exact conditions used in the surface modifi-
cation of CPG will depend on the nature of the silane com-
pound and the application of the resulting adsorbent.

Extensive optimization of the surface modification pro-
cedure is usually required to obtain a suitable adsorbent
for a specific application. At Bioprocessing, special tech-
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Figure 2. The irregularly shaped granules of CPG matrix.

Figure 3. Scanning electron micrograph of CPG matrix.
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Figure 4. Pore size distribution of CPG matrix as determined by
mercury porosimetery method. Average pore diameter was deter-
mined to be 0.1125 l.

Table 4. Surface Modification of CPG

Organosilane Reactant Activated CPG

3-Aminopropyltriethoxysilane — CPG-amine
3-Aminopropyltriethoxysilane Glutaraldehyde CPG-aldehyde
3-Aminopropyltriethoxysilane Succinic anhydride CPG-carboxyl
3-Glycidoxypropyltrimethoxysilane — CPG-epoxy
3-Glycidoxypropyltrimethoxysilane Acid solution CPG-diol
3-Glycidoxypropyltrimethoxysilane Sodium periodate CPG-aldehyde
Mercaptopropyltrimethoxysilane — CPG-sulfyhyryl

niques for preparing surface modified CPG (PROSEP�)
have been developed for applications in affinity and other
types of separation processes. PROSEP� has been de-
signed for effective immobilization of both large and small
ligands, resulting in affinity adsorbents with a high capac-
ity for the target molecules, minimum nonspecific binding
of contaminating proteins, and low ligand leakage (26).

Applications

CPG has been effective in the separation of a range of bio-
logical molecules, using a variety of chromatography tech-
niques that include adsorption, size exclusion, affinity, and
ion exchange. It has also been used extensively in the field
of enzyme immobilization for the modification of biological
molecules. The rigidity and incompressibility of the matrix
allows it to be used in large columns at very high flow rates
generating low backpressure (Fig. 5), which makes this
matrix especially useful for processing large volumes of
feedstock in short cycle times.

Application of native CPG in adsorption chromatogra-
phy has been generally limited because of its denaturing
surface characteristics and irreversible binding of pro-
teins. A number of proteins, such as factor VIII (24), have
been purified from plasma by first blocking the surface of
CPG with albumin. The use of CPG in ion exchange chro-
matography applications has also been very limited be-
cause of the instability of the matrix in sodium hydroxide
solution, which is the standard cleaning and sanitization

solution for ion exchange adsorbents. Furthermore, ion ex-
change adsorbents prepared with CPG as the matrix have
generally shown low functional capacity when compared to
the polymetric matrices. Nevertheless, some applications
of surface-modified CPG in ion exchange chromatography
have been reported (27–29).

The use of CPG in size-exclusion chromatography has
generally been for the separation of macromolecules such
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Figure 5. Backpressure generated from a column (11.3 � 10.0
cm) packed with PROSEP�.

as viruses, cell components, and polymers (30,31). Sepa-
ration of these species from low molecular weight contam-
inants has been achieved by taking advantage of the very
sharp exclusion limits and narrow pore size distribution of
CPG. Generally, surface-modified CPG has been used for
size-exclusion chromatography to eliminate the problem of
nonspecific and irreversible binding of biological molecules
to native CPG. The surface of the matrix is modified with
glycidoxypropyltrimethoxysilane, converting the solid
phase to diol-CPG (Table 4). This is a nonionic, hydrophilic
coating compatible with aqueous and most solvent systems
(32).

Surface-modified CPG has been widely applied in the
area of affinity chromatography for the purification of bio-
logical molecules. Biologically active molecules will often
bind to other molecules in a reversible and highly specific
manner. The formation of these stable, specific, and dis-
sociable complexes forms the basis of this powerful sepa-
ration technique.

Affinity adsorbents prepared using PROSEP� and other
surface-modified CPG have been used in many applica-
tions for the purification of biological molecules, such as
antibodies (33,34) and enzymes (35). PROSEP� adsorbents
have been used in packed-bed chromatography columns
and in fluidized or expanded bed mode (Fig. 6) for the direct
capture of biological molecules from feedstocks containing

particulate or colloidal solids (36,37). Table 5 shows the
application of PROSEP� adsorbents in the field of affinity
purification.

FUTURE TRENDS

The progress of inorganic matrices such as silica and CPG
as adsorbents in the downstream processing of biological
molecules is hampered by their instability toward alkaline
solutions. Sodium hydroxide solution up to 0.5 M concen-
tration is the standard cleaning and sanitizing reagent for
chromatography adsorbents used in the separation pro-
cesses of biomolecules. Furthermore, certain chemistries
used in the surface modification of matrices and some pu-
rification protocols require alkaline conditions.

Alkaline-resistant inorganic matrices are under devel-
opment using different approaches. Development of zirco-
nia and titania matrices by sol-gel techniques have already
been mentioned. Surface coating of silica and CPG with an
inert metal oxide such as zirconium oxide and preparation
of glass–ceramic matrices may result in suitable products
that satisfy all the requirements of an ideal matrix for the
purification of biomolecules.

Methods for coating silica matrices with zirconium ox-
ide were studied by Meijers et al. (38) and applied to CPG
at Bioprocessing. Great improvement in the stability of the

Figure 6. Principle of fluidized-bed adsorption. From left to right:
PROSEP� adsorbent is packed into a column specially adopted for
fluidized-bed operation. The bed is gradually expanded by an up-
ward flow of solution through the column until full expansion is
reached.

Table 5. Application of Surface-Modified CPG (PROSEP�) in Separation Processes

Product Trade name Application

Protein A adsorbent PROSEP�-A High Capacity Purification of IgG from all species and subclasses except rat IgG
Protein G adsorbent PROSEP�-G Purification of IgG from all species and subclasses
Heparin adsorbent PROSEP�-Heparin Purification of antithrombin III and blood clothing factors
Lysine adsorbent PROSEP�-Lysine Purification of plasminogen and tPA
Metal-chelating adsorbent PROSEP�-Chelating A metal-binding adsorbent used in purification of metal-binding proteins

and metal removals from dilute solutions
Thiophilic adsorbent PROSEP�-Thiosorb Purification of antibodies
Immobilized antibodies — Purification of specific antigens and second antibodies

Note: IgG, immunoglobulin G; tPA, tissue-type plasminogen activator.
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coated CPG to alkaline solutions were observed; however,
total stability has not yet been achieved.

A preferred approach for making alkaline-stable inor-
ganic matrices is the glass–ceramic route. Porous glass–
ceramic with a skeleton of CaTi4(PO4)6 crystals has been
prepared by controlled crystallization of glasses in the
CaO-TiO2-P2O5-Na2O system and subsequent acid leach-
ing of the resulting dense glass–ceramic (39). The medium
pore diameter has been reported to be controllable in the
range of 40 to 150 nm by changing the temperature of the
heat treatment. Such an approach is being examined at
Bioprocessing in collaboration with a glass–ceramic re-
search center for developing alkaline stable inorganic ma-
trices suitable for downstream processing of biological mol-
ecules.
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INTRODUCTION

Expanded-bed adsorption is a technique based on fluidiza-
tion for recovery of proteins directly from unclarified feed-
stocks such as fermentation broths, cell homogenates, and
other solutions containing suspended particulates. An ex-
panded bed is a chromatography bed with an increased
void volume between the adsorbent particles, as compared
to a packed chromatography bed. An expanded bed is
formed when high-density adsorbent particles are lifted by
an upward liquid flow through a column specially designed
for expanded bed adsorption. When the bed has expanded
and is stable, the particulate-containing feedstock is ap-
plied, and the protein of interest can bind to the adsorbent
particles while the particulates in the feedstock can pass

unhindered through the void of the bed. Expanded-bed ad-
sorption is a one-passage technique designed for large-
scale recovery processes. Traditionally, when conventional
packed-bed chromatography is used to recover proteins,
the feedstock has to be clarified by centrifugation or filtra-
tion prior to application or the particulates can block the
bed. Expanded-bed adsorption can handle particulate-
containing feedstocks; as a result, clarification, concentra-
tion, and initial purification are accomplished in one unit
operation. Reducing the number of unit operations in a
downstream processing scheme decreases the risk of prod-
uct loss, decreases the processing time, and lowers the
overall production costs. The basic principles of expanded-
bed adsorption and some applications are described in this
article.

BACKGROUND

The biotechnology industry produces proteins for thera-
peutic and diagnostic use by using biological systems such
as bacteria, yeast, and mammalian cells. A common bot-
tleneck in the production of these proteins is the initial
purification, during which the proteins are recovered from
large volumes of cell- and debris-containing feedstocks,
such as fermentation broths and homogenates. The puri-
fication processes are usually based on packed-bed chro-
matography techniques in which the protein is bound to
an adsorbent packed in a column. A packed bed (fixed bed)
cannot handle particulates very well and would eventually
become totally blocked if an unclarified feedstock was
passed through it. Another concern with these types of
feedstocks is that because of the sometimes low production
level of the protein of interest, the feedstock volume is
large. A large volume takes a long time to pass through a
chromatography column, and a long processing time in-
creases the risk of proteolytic breakdown of the protein.
Unit operations to clarify and reduce the volume of these
feedstocks are therefore vital for a successful purification
process. It is not uncommon for a purification process to
consist of a sequence of unit operations just to achieve ini-
tial recovery. The techniques traditionally used for feed-
stock clarification are centrifugation and filtration (1).

Centrifugation is well suited to industrial processes be-
cause the throughput is high and it can be performed in a
contained environment (a requirement when handling re-
combinant host organisms). The efficiency of the centrifu-
gation process will depend on the properties of the feed-
stock, but it is usually difficult to remove all particulates
by centrifugation, and the resulting fluid may therefore not
be sufficiently free of particulates for direct application to
a packed chromatography bed (2). Whole cells are rela-
tively easy to remove by centrifugation but disrupted cells
are not, and cells (especially mammalian) may even be
damaged by the centrifugation process (3) because of shear
stress and centrifugal forces. New and improved centri-
fuges that are more gentle can be used for mammalian
cells (4), but often the clarification problem remains be-
cause at harvest, culture fluids usually contain relatively
large amounts of subcellular particulates, such as debris.
When the feedstock is secreting bacteria or a bacterial ho-
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mogenate, for example, clarification is even more difficult
and centrifugation is not very efficient.

When filtration is used for clarification of feedstocks, it
is usually performed in cross-flow mode (5,6). The fluxes
that can be used will depend on the properties of the feed-
stock, but it is often difficult to reach an acceptable eco-
nomic limit (100 L/m2/h) (7) for a cross-flow filtration pro-
cess because fluxes are typically less than 50 L/m2/h.
Cross-flow filtration can easily be operated as a completely
contained system, and it yields a particulate-free solution.
The fouling of the filtration membranes is a major concern,
and the resulting decrease in flux per filter area often leads
to long processing times. In addition, the cost of mem-
branes must be taken into account in a process where
membrane fouling is severe because the membranes have
to be replaced frequently. Because of the drawbacks asso-
ciated with both the centrifugation and the filtration tech-
niques, they are often used in combination in a purification
process to achieve the best clarification of the feedstock.

The volume of the feedstock is not significantly reduced
by either centrifugation or filtration, which is why product
concentration does not usually increase until the protein
has been adsorbed to a chromatography adsorbent in a
packed-bed column. Because the feedstock volume is not
reduced before application to the packed bed, processing
time will be long. Thus, for a number of reasons, the best
option for successful initial recovery of a protein from a
large-volume cell- or debris-containing feedstock is direct
adsorption of the protein.

A variety of methods for direct recovery have been tried.
One such method is to use a batch procedure in which an
adsorbent is added directly to the unclarified feedstock in
a stirred tank (8,9). The advantage of using a batch pro-
cedure is that the feedstock does not have to be clarified.
The disadvantage is that adsorption of protein to the chro-
matography adsorbent is inefficient, because the stirred
tank acts as one single theoretical plate in a separation
process (10). Several attempts, however, have been made
to improve batch adsorption, for example, continuous-
batch adsorption processes (11).

Another alternative for direct recovery is fluidized bed
adsorption. This technique uses high-density adsorbent
particles in an upflow fluidized bed column (12,13). As with
a batch procedure, a fluidized bed behaves like a column
with a low number of theoretical plates. The adsorbent
particles and the feedstock are constantly “back-mixed,”
which usually results in poor adsorption of the protein by
the adsorbent particles, making it necessary to recirculate
the feedstock through the column, leading to long process-
ing times. A number of solutions to improve the efficiency
of fluidized beds have been suggested, such as columns fit-
ted with perforated horizontal plates (14). This creates a
column with a number of smaller, each completely back-
mixed, fluidized beds. The number of fluidized beds de-
pends on the number of plates inserted. The end result is
a column with more than one theoretical plate and conse-
quently a more efficient process. Another way to improve
the efficiency of a fluidized bed is to use magnetically sta-
bilized fluidized beds (15). The adsorbent particles are
magnetically susceptible and are fluidized while being sta-
bilized by a magnetic field. Stabilizing the particles in this

way prevents back-mixing and gives the column several
theoretical plates. There are, however, drawbacks that
have prevented this technique from being used at indus-
trial scale, such as the heat generated by the magnetic
field.

The concept of expanded-bed adsorption (or expanded-
bed chromatography) was introduced after another at-
tempt to stabilize and prevent back-mixing in a fluidized
bed. An expanded bed is a chromatography bed in which
the bed voidage is larger than in a settled or packed bed.
Furthermore, it displays no or very low back-mixing of ad-
sorbent and liquid. An expanded bed can be also be de-
scribed as a stable fluidized bed because the liquid flow
shows a constant velocity profile over the whole cross-
section of the bed (i.e., plug flow) (Worth mentioning is that
the terms fluidized bed and expanded bed are used differ-
ently in the literature, and sometimes authors do not differ
between the expressions.) The early expanded bed exper-
iments were performed using Sepharose� Fast Flow
(Amersham Pharmacia Biotech, Uppsala, Sweden) as the
adsorbent and a sintered glass filter as the liquid flow dis-
tributor at the bottom of the column (16). The results
showed that if the bed expansion was limited to approxi-
mately twice the settled bed height, the liquid flow through
the column was close to plug flow and the protein adsorp-
tion efficiency was similar to that of a packed bed. These
promising results showed that in an expanded bed it is
possible to combine the fluidized bed’s ability to handle
unclarified feedstocks with a packed bed’s characteristic of
efficient protein adsorption. The adsorbent used in these
early experiments is intended for use in packed beds. The
density of the particles is relatively low, which meant that
the flow through the expanded bed column also had to be
low, otherwise the bed would expand to an extent that ad-
sorbent would start to pack at the top of the column. For
this technique to be attractive at industrial scale, the flow
velocities must be significantly increased. The sintered
glass filter that was used as a flow distributor is not ap-
propriate for large-scale operations for a number of rea-
sons: particulates may get trapped in the filter, the filter
is difficult to clean, and it is difficult to produce large ho-
mogenous sinters. Hence, it soon became apparent that for
expanded-bed adsorption to be successful at industrial
scale, new types of adsorbent particles and new column
designs were needed.

Many different types of adsorbents have been tested:
agarose (17,18), zirconia, silica (19), glass (20,21), hydro-
philized perfluorocarbon (22), and composites such as kie-
selguhr/agarose (23), cellulose/titanium dioxide (24), and
dextran/silica (25). These adsorbents are suitable for cer-
tain applications, but they lack the combination of prop-
erties needed for an efficient expanded-bed adsorption pro-
cess. Agarose adsorbents are well suited for protein
recovery but they are not dense enough to allow high flow
velocities. Silica cannot withstand the harsh cleaning and
sanitization conditions that are used in early recovery pro-
cesses (26). Zirconia particles are the most dense, are sta-
ble at high pH, and are sterilizable. Porous glass and the
described perfluorocarbons have promising sedimentation
properties, but porous glass sometimes shows quite low
protein-binding capacities (21), and the perfluorocarbons
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have low protein capacities because of the low particle po-
rosity (22).

With the recent development of STREAMLINE�
(Amersham Pharmacia Biotech) adsorbents (agarose/
crystalline quartz composite, agarose-dextran/crystalline
quartz composite, and agarose/metal alloy composite) and
STREAMLINE� columns, it was possible to secure a re-
covery system that has the properties needed for an effi-
cient expanded-bed process. The columns have a flow dis-
tributor in the bottom that generates an even flow
distribution over the whole cross-section of the bed. The
density of the adsorbent permits process flow velocities
(300–500 cm/h), and the size distribution creates a classi-
fied bed that enhances the stability of the expanded bed.
The result is a bed with protein adsorption characteristics
similar to those of a packed chromatography bed. Ex-
panded-bed adsorption is a scalable, one-passage tech-
nique that is intended for industrial-scale operations (27).

There have been a number of applications reported that
use expanded bed adsorption with various feedstocks: se-
creting bacteria (28), periplasmic preparations of bacteria
(29), bacterial homogenates (30,31), secreting yeast (32–
34), yeast homogenates (35,36), mammalian cells (37–45),
milk/whey (46–48), and inclusion body preparations (49).

THEORY

As mentioned earlier, an expanded bed is a fluidized bed
that is devoid of or shows low back-mixing of liquid and
adsorbent. The stability of the expanded bed makes it re-
semble a packed bed in that it shows an almost constant
flow velocity profile and yields a bed with an increased
number of theoretical plates (relative to a fully mixed fluid-
ized bed). These characteristics are achieved by a combi-
nation of column and adsorbent design.

Column

The liquid flow in a column used for expanded-bed adsorp-
tion must be uniform over the entire cross-section of the
bed. A conventional packed-bed chromatography column
with one or a few inlets cannot meet this criterion. In a
packed bed, the bed itself creates a pressure drop that
achieves the desired plug flow. In an expanded bed, there
is a very low pressure drop over the column, thus requiring
a specially designed flow distributor at the bottom of the
column (50). This distributor must ensure that the flow is
directed in a vertical direction only, because radial flow
inside the column will cause disturbances in the expanded
bed. It must also prevent the adsorbent particles from leav-
ing the column while allowing cells and debris to pass
through. Other requirements are that it must not create
high shear stresses, or cells and shear sensitive molecules
may break, and it should be designed to facilitate cleaning.
There should be no stagnant zones in the column where
cells and other contaminants can accumulate and, in the
worst case, escape cleaning.

Adsorbent

The adsorbents used for expanded-bed adsorption must ex-
hibit additional properties to those required of an adsor-

bent used in packed-bed chromatography. The density of
the particles must be relatively high to enable high liquid
flow velocities through the expanded bed without the ad-
sorbent particles packing against the adaptor. The adsor-
bent particles in a fluidized/expanded bed are in constant
motion; however, an efficient protein adsorption process re-
quires that the solid dispersion (the movement of the ad-
sorbent particles) is reduced to a minimum. This can be
achieved if the adsorbent is polydispersed with respect to
size, that is, the particles exhibit a size distribution. When
such a polydispersed adsorbent with a small variation in
particle density is expanded, each particle will find its
equilibrium position in the upward flow. The result is
called a classified bed (51), and at a closer look the larger
particles will be found at the bottom of the bed and the
smaller ones at the top. A distribution of density with size
(a large particle exhibiting a larger density than a small
particle) will further enhance the classification of the bed.
One way of describing the behavior of such an adsorbent
in an expanded bed is the Richardson-Zaki (52) model for
monodispersed particles:

nu /u � �0 t

where u0 is the superficial velocity of the fluid, ut is the
terminal falling velocity of a particle in infinite dilution, �
is bed voidage, and n is an index. The model describes ex-
pansion for a bed that has reached equilibrium (the expan-
sion height is constant). The terminal falling velocity ut is
described by Stoke’s law:

2u � ((d ) g(q � q))/18lt p p

where dp is particle diameter, g is acceleration due to grav-
ity, qp is particle density, q is fluid density, and l is fluid
viscosity. Stoke’s law can only be used for particles with a
Reynold number lower than 0.2. The Reynold number Rep

for a particle in a fluid is defined by:

Re � ud q/�lp p

The Richardson-Zaki model is corrected for the particle
size distribution of the adsorbent by using the perfectly
classified bed model (51):

DH(�) � H (1 � � )DF /(1 � �)0 0 v

where H0 is sedimented bed height, �0 is sedimented bed
voidage, DFv is the proportion of the total volume of par-
ticles having the diameter within the interval d � Dd/2
� d � d � Dd/2, and � is bed voidage for the particles
within that interval. This means that the particle size
group between d and (d � Dd) is found within the ex-
panded bed between heights h and (h � Dh). Thus, each
segment of height is considered a bed with a specific void-
age that can be calculated using the Richardson-Zakiequa-
tion. The total bed height is obtained by adding up the
heights of each segment.
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Table 1. Number of Theoretical Plates (N and Axial
Dispersion (Da) for Expanded-Bed Columns with Inner
Diameters from 25 to 600 mm

Column N Da (m2/s)

STREAMLINE� 25 50–70 3–5 10�6

STREAMLINE� 50 40–60 4–6 10�6

STREAMLINE� 200 35–50 5–7 10�6

STREAMLINE� 600 35–50 5–7 10�6

Note: The experiments were performed at 300 cm/h flow velocity and 15 cm
settled bed height adsorbent using acetone as tracer substance.
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Figure 1. Protein breakthrough capacity. Breakthrough curves
for bovine serum albumin (BSA) on STREAMLINE� DEAE (15
cm settled bed height at 300 cm/h flow velocity) using STREAM-
LINE� expanded-bed columns with inner diameters ranging from
25 to 1,200 mm. C0 is the concentration of BSA in the applied
feedstock, and C is the concentration in the flowthrough. Source:
Copyright Amersham Pharmacia Biotech, Uppsala, Sweden, mod-
ified and reproduced with permission.

EQUIPMENT AND METHODOLOGY

Column

The major difference between a standard packed-bed col-
umn and a column used for expanded-bed adsorption is the
liquid distribution system. STREAMLINE� columns are
specially designed for expanded bed adsorption and have
a fixed bottom distributor and a movable top distributor
(adaptor). The bottom and top distributors have essen-
tially the same design: a perforated plate with a single-
weave screen or net facing the adsorbent. The distributor
plate in the adaptor has a lower pressure drop than the
bottom distributor. The purpose of the top distributor plate
is to create a more even flow (compared with a column with
one or a few inlets in the adaptor) when the column is run
in downward mode during elution in settled bed mode. The
steel screens help to stabilize the flow and confine the ad-
sorbent particles to the column. These columns do not
cause cell damage, and it has been shown that shear-
sensitive cells pass through the column without breaking
(40,42).

Expanded-bed adsorption handles unclarified feed-
stocks, and for this reason, harsh cleaning procedures are
necessary. The columns are constructed of materials that
withstand the chemicals used in such procedures and are
also designed to have the minimum of stagnant zones
where cells could accumulate and risk contaminating the
next run. It has been shown that the columns can be effi-
ciently cleaned and sanitized after passage of unclarified
feedstocks such as whole cultures of bacteria and yeast
(27).

Columns range in size from small lab-scale columns
with a 25-mm inner diameter to industrial-scale columns,
presently the largest with a 1,200-mm inner diameter.
They all have essentially the same design, but differ in the
material used for the column tube: the smaller columns
have tubes made of glass and industrial columns have
tubes made of stainless steel. The larger columns also have
a greater number of inlets and a higher pressure drop over
the distributors than the smaller columns. One method of
verifying successful scale-up and comparing the perfor-
mance of different sizes of expanded-bed columns is to de-
termine the axial dispersion of a tracer substance (the
method is described in “Operation of an Expanded Bed”).
Another method is to determine protein breakthrough ca-
pacity using a model protein in a buffer system. The results
obtained from these methods give a good measure of bed
stability, a factor that is crucial for a successful expanded-
bed process. The hydrodynamic properties of the columns
are tested using the axial-dispersion method, and the
“function”—the protein adsorption properties—is evalu-
ated using the protein breakthrough method. The columns
have been tested using both methods, and the results dem-
onstrate that the performance of an industrial-sized col-
umn is very similar to that of a small lab-scale column (27).
Table 1 shows that the number of theoretical plates, and
the axial dispersion varies little between the different col-
umn sizes. Figure 1 compares protein breakthrough curves
(bovine serum albumin [BSA] at 300 cm/h using 15-cm set-
tled bed height), illustrating the maintained protein ad-
sorption characteristics from lab scale to industrial scale.

Because industrial-scale columns have to be automated,
these columns are equipped with an adsorbent sensor that
locates the position of the expanded bed surface. In re-
sponse to the signal from the sensor, the adaptor is auto-
matically adjusted to its correct position. Figure 2 shows
different scales of expanded-bed columns.

UpFront� Columns (UpFront Chromatography A/S,
Denmark) offer another approach to expanded-bed column
design (53). The columns are without screens and without
distribution plates, and the feedstock is introduced at the
bottom of the column, right below a stirring device that
distributes the feedstock over the cross-section of the col-
umn. The stirrer causes a mixed zone, but gradually above
that zone plug flow is obtained. Columns of 20-, 50-, and
200-mm inner diameter are available.

BioProcessing Ltd. (England) uses modified standard
chromatography columns for expanded bed adsorption
(54). The standard column bottom support net or screen is
replaced with a 300-lm nylon mesh, and then the column
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Figure 2. Different sizes of STREAMLINE� expanded bed col-
umns: 25-mm, 600-mm, and 1,200-mm inner diameters. Source:
Courtesy of Amersham Pharmacia Biotech, Uppsala, Sweden.

is packed with a layer (approximately 3 cm in height) of
surface-modified solid glass beads (0.4–0.52 or 0.85–1.23
mm in diameter). This bed of beads serves as a distributor
of fluid to the bed. The adsorbent particles are then added
directly on top of the distributor beads. During operation
of the column, the bed of the relatively heavy distributor
beads remains static, and the bed of adsorbent particles
expands.

Adsorbent

STREAMLINE� adsorbents are specially designed for ex-
panded bed adsorption. To ensure that the bed does not
expand too much at industrial chromatography flow veloc-
ities, a dense core material has been incorporated into the
agarose particles to increase the apparent density. The ad-
sorbent has a defined Gaussian-like particle size distri-
bution, which yields a stable classified bed when the ad-
sorbent is expanded. The influence of particle size
distribution on protein adsorption performance has been
studied using three different particle fractions (120–160
lm, 250–300 lm, and 120–300 lm) (55). The results
showed that a wide particle size distribution gives an ex-

panded bed with low axial dispersion and that small par-
ticles give high dynamic protein capacity (due to reduced
diffusion length and large surface area). The results also
showed that with increasing (settled) bed heights, the dy-
namic binding capacity increases over a wide range of flow
velocities (due to reduced axial dispersion and increased
numbers of transfer units for pore and film diffusion).

The STREAMLINE� DEAE, Q XL, SP, and SP XL, che-
lating and heparin adsorbents are spherical, macroporous,
cross-linked 6% agarose particles with crystalline quartz
as core material. The Q XL and SP XL adsorbents have
dextran chains coupled to the agarose, and the Q and SP
charged groups are attached to the dextran through chem-
ically stable ether bonds. This increases the exposure of
the Q and SP groups and results in very high protein bind-
ing capacities. The adsorbents can be cleaned with 1 M
NaOH. The matrix used for the protein A adsorbent con-
tains highly cross-linked 4% agarose with a metal alloy
core. The alloy is stable and composed of 77% Ni, 15.5%
Cr, and 7.5% Fe. No leakage of metal was detected in 0.1
M glycine, pH 3.0, a solution commonly used in protein A
chromatography. The metal leakage was below the detec-
tion limit of the analysis method (0.02 lg/mL eluent using
induced coupled plasma atomic-emission spectroscopy).
The protein A adsorbent is stable in all aqueous buffers
commonly used in protein A chromatography and cleaning.
No significant change was observed in chromatographic
performance after either 1 week’s storage or 100 cycles,
normal use, at room temperature with 10 mM HCl (pH 2),
0.1 M sodium citrate (pH 3), 1 mM NaOH (pH 11), 6 M
GuHCl, or 20% ethanol. Figure 3 shows micrographs of the
adsorbent particles, and Table 2 summarizes the proper-
ties of the various STREAMLINE� adsorbents.

Apart from the purpose-designed column and adsor-
bent, the equipment and the experimental set-up used for
expanded bed adsorption is very similar to that used for
packed bed chromatography. An example of an industrial-
scale set-up with a 600-mm-diameter column is seen in
Figure 4.

Method Development

The strategy for developing an expanded-bed process is in
general analogous to that of a conventional packed-bed
process. In order to save time, it is advisable to do the first
experiments with clarified feedstock, using the expanded-
bed adsorbent in a small, packed-bed column, for example,
15 mm in diameter and with 15-cm bed/height. (A bed
height below 10 cm of these relatively large particles usu-
ally results in a decreased dynamic binding capacity. The
increase in dynamic binding capacity with increased bed
height is an effect of longer residence time for the sample.)
From the packed-bed experiments, the most suitable ad-
sorbent is selected (e.g., ion exchanger or chelating adsor-
bent), and the conditions for protein binding and elution
are determined. It is important to establish that the con-
ditions selected for protein binding are compatible with the
properties of the unclarified, cell- or debris-containing
feedstock (e.g., low pH might cause aggregation). Such
problems are not apparent with clarified feedstock and
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(a)

(b)

Figure 3. STREAMLINE� adsorbents. Micrographs of
STREAMLINE� DEAE (a) and STREAMLINE� rProtein A (b).
Source: From Bioseparation and Bioprocessing, Vol. 1 Biochro-
matography: Expanded Bed Adsorption Chromatography, Wiley-
VCH Verlagsgesellschaft, Weinheim, Germany, 1998.

should be investigated before the process has progressed
too far. Once the most promising method has been selected
from the packed-bed experiments, it is then optimized in
a lab-scale expanded-bed column using unclarified feed-
stock. At this stage, the effect of the now present cells or
debris on protein binding is evaluated. In theory, if the net
surface-charge of the cells and debris is negative, the pro-
tein and the cells or debris may compete for binding sites
on an anion exchanger. A consequence of this may be that
the feedstock load per milliliter adsorbent has to be de-
creased. When STREAMLINE� DEAE was used to re-
cover insulinase from whole yeast culture, the presence of
cells did not cause any reduction in protein capacity (33).
However, it has been reported that when the same adsor-
bent was used to recover glucose-6-phosphate dehydroge-
nase from a yeast homogenate, the presence of cell debris
did cause a slight reduction in capacity of the adsorbent

(36). Feedstock properties and their effects on the ex-
panded-bed process are discussed further in “Feedstocks.”
Before the process is transferred into larger columns, ap-
propriate cleaning procedures should be determined. The
whole process is then verified at pilot scale before scaling
up to the final production scale.

Operation of an Expanded Bed

Figure 5 is a schematic representation of how an expanded
bed is operated—essentially as a packed bed. Avoid getting
air into the column; air trapped in the bottom distributor
may disturb the bed. If air does enter the column, it can
usually be removed with high-flow velocity pulses com-
bined with back-flushes (reversal of flow direction). Before
start-up always check that the column tube is positioned
vertically; otherwise, flow will be turbulent when the liquid
hits the inside walls of the column tube. The height of the
settled bed (H0) is noted before start-up.

Bed Expansion and Equilibration. The bed is expanded
and equilibrated with buffer. It usually takes 20–30 min
at a flow velocity of 300 cm/h before the bed is stable and
has stopped expanding. The height of the expanded bed
(H) is then noted. At this stage, the bed can be checked
empirically, before application of the feedstock, by deter-
mining the axial dispersion of a tracer substance. Figure
6 shows the UV signal recording from such a test proce-
dure. Before applying the tracer substance, the adaptor is
lowered to a position where the adaptor screen is 0.5–1.0
cm above the expanded-bed surface. When the signal from
the UV monitor is stable, the solution is changed to buffer-
tracer substance mixture (e.g., 0.25% acetone v/v), that is,
positive step input signal. The solution is changed to buffer
when the UV signal is stable at maximum absorbance
(100%), that is, negative step input signal. The change is
marked on the chart recorder paper, and the UV signal is
allowed to stabilize at the baseline level (0%). The number
of theoretical plates (N) is calculated from the negative
step input signal (57):

2 2N � t /r

where t is the mean residence time, the distance from the
mark on the chart recorder paper to 50% of the maximum
absorbance; and r is the standard deviation, half the dis-
tance between the points 15.85% and 84.15% of maximum
absorbance.

The procedure gives the number of theoretical plates
not only in the column but also the contribution from
pumps, valves, tubing, and so forth. Because different ex-
perimental set-ups may vary in their contribution to N, the
results should only be compared between runs performed
using the same set-up. The negative input signal is rec-
ommended for evaluation (at least when acetone is used as
tracer) because the reproducibility of the results is higher
than that obtained from the positive step input signal
(from 0% to 100%).

The relation between N and the axial dispersion coef-
ficient (Da) is
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Table 2. Properties of STREAMLINE� Adsorbents Used in Expanded-Bed Adsorption

Adsorbent name
and base matrix

Ligand and
functionality

Particle size
distribution

(lm)
Mean density

(g/mL) Ligand density

Breakthrough
capacity
(mg/mL)

Total binding
capacity
(mg/mL)

STREAMLINE� DEAE DEAE
Agarose/quarts Anion exchange 100–300 1.15 0.13–0.21 35 55
STREAMLINE� Q XL Q
Agarose-dextran/quartz Anion exchange 100–300 1.2 0.23–0.33 �110 Not done
STREAMLINE� SP SP
Agarose/quartz Cation exchange 100–300 1.15 0.17–0.24 65 75
STREAMLINE� SP XL SP
Agarose-dextran/quartz Cation exchange 100–300 1.2 0.18–0.24 �140 Not done
STREAMLINE� Chelating IDA
Agarose/quartz Metal affinity 100–300 1.15 40 8 40
STREAMLINE� Heparin Heparin
Agarose/quartz Affinity 100–300 1.15 4 Not done Not done
STREAMLINE� rProtein A rProtein A
Agarose/metal alloy Affinity 80–165 1.3 6 20 50

Note: Adsorbent name: XL stands for extreme load and consists adsorbents with very high loading capacities. Ligand: DEAE, diethyl aminoethyl; Q, quatenary
amine; SP, sulphopropyl; IDA, iminodiacetic acid; rProtein A, recombinant protein A. Functionality: Functionality of STREAMLINE Heparin was evaluated
by its ability to bind antithrombin from bovine plasma. Ligand density: Ligand densities for STREAMLINE DEAE, Q XL, SP, and SP XL were determined
as millimole charged groups per milliliter of adsorbent. For STREAMLINE Chelating, ligand density is expressed as Cu2� binding capacity in lmole per
milliliter adsorbent. Ligand density for STREAMLINE Heparin is milligram of heparin bound per milliliter adsorbent. For STREAMLINE rProtein A, ligand
density is expressed as milligram protein A per milliliter adsorbent. Breakthrough capacity: For STREAMLINE DEAE, SP, and rProtein A, breakthrough
capacity was determined at 300 cm/h linear flow velocity in expanded-bed mode (15 cm settled bed height) at 1% breakthrough of 2 mg/mL bovine serum
albumin (DEAE) or lysozyme (SP) or human immunoglobulin G (IgG) (rProtein A). For STREAMLINE Q XL AND SP XL, the breakthrough capacity was
determined at 300 cm/h in packed bed mode (10 cm bed height) at 10% breakthrough of 2 mg/mL bovine serum albumin (Q XL) or lysozyme (SP XL).
Breakthrough capacity for STREAMLINE Chelating was determined in packed bed mode at 300 cm/h flow velocity (5 cm sedimented bed height) at 1%
breakthrough of 2 mg/mL bovine serum albumin. Total binding capacity: Total binding capacity was determined in packed bed mode at 50 cm/h flow velocity
(15 cm bed height) at 100% breakthrough of 2 mg/mL bovine serum albumin (DEAE, Chelating), lysozyme (SP), or human IgG (rProtein A).

D � (u • H)/(2 • N • �)a 0

where u0 is the superficial velocity, H is the expanded bed
height, and � is the bed voidage in expanded mode. � is
calculated from H/H0 � (1 � �0)/(1 � �). In a settled bed,
the bed voidage (�0) is approximately 0.4. The higher the
value for N, the lower the value for Da, indicating a low
degree of back-mixing (a flow profile approaching plug
flow). The relation between N and Da is derived from the
coupling between the tanks in series and the axial disper-
sion models by comparing the variances between the mod-
els’ step-response curves. It is not completely accurate to
make this comparison because the responses of the two
different models are never identical (56). But for a system
with a low degree of back-mixing, this way of calculating
the axial dispersion is accurate.

Feedstock Application. The feedstock is applied in ex-
panded bed mode, usually at a constant flow velocity (e.g.,
300 cm/h). The adaptor is kept at its uppermost position,
or at a position 5–10 cm above the expanded-bed surface.
The uppermost position is usually the choice when a new
(unknown properties) feedstock is applied or when there
are feedstock batch variations, making it difficult to pre-
dict how the feedstock will behave in the expanded bed
from run to run. If feedstock properties, such as viscosity
or biomass or others that affect expansion, are known to
be consistent and do not vary, then the adaptor can be left
at a position closer to the bed surface. The feedstock is
always stirred during application to prevent cells and de-
bris from settling. If there is a build-up of cells and debris

on the adaptor, the column is intermittently back-flushed.
The duration of a back-flush is about 5–10 seconds, and
the interval between back-flushes is usually 10 to 30 min-
utes, depending on the properties of the feedstock. Another
method of applying the feedstock is to change the flow ve-
locity (normally lowering it) during the run, so that the
expansion height is kept constant. It has been reported
that this approach, under certain conditions, may give a
higher productivity than the constant flow velocity method
does (58).

Wash. The wash is performed in expanded-bed mode at
the highest possible flow velocity. This means that the flow
velocity at the beginning of the wash is often the same as
during feedstock application, but as the bulk of the cells
and debris are washed out, the flow velocity is increased.
At the beginning of the wash, the column is usually back-
flushed as described in the previous section. During the
wash, when the bulk of the particulates has been washed
out, the adaptor is lowered closer to the bed surface. Low-
ering the adaptor significantly reduces the volume of wash
buffer and shortens the time required for the wash step.
If, instead, the wash is performed with a wide gap between
the bed surface and the adaptor, mixing of the liquids is
usually severe (a low density wash buffer being introduced
after the high density/viscosity feedstock), resulting in a
large wash volume. After the wash, when the UV curve
has levelled out, the column is back-flushed to remove any
trapped cells or debris from the distribution system. The
bed is allowed to settle and the adaptor is lowered to the
bed surface. The wash is continued in settled-bed mode, in
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Figure 4. Experimental set-up for production-scale expanded-bed adsorption using a 600-mm in-
ner diameter column. Source: From Ref. 27.

a downward flow direction at 300 cm/h, for at least one
settled bed volume or until the UV curve levels out. When
the wash step has been optimized approximately, it then
requires 15 settled bed volumes of wash buffer to flush out
particulates and unbound proteins (59).

Elution. Elution is usually performed in settled bed
mode with downward flow. The flow velocity is lower than
during the previous steps, usually 100 cm/h, in order to
keep the elution volume as small as possible. A high flow
velocity during elution will increase the elution volume. It
has been shown that elution in expanded-bed mode may
increase the volume by approximately 40% (58).

Cleaning. Cleaning is performed in expanded bed mode
to allow any trapped particulates in the bed or column to

be flushed out. The adaptor is typically placed at a position
corresponding to twice the settled bed height, and the flow
velocity is about 100 cm/h. Cleaning is facilitated if it is
performed directly after each purification cycle. As with
any protocol for cleaning, it will depend on the adsorbent
and on the nature of the feedstock, etc. A general cleaning
protocol suggested by the manufacturer for the different
types of adsorbents (e.g., ion exchanger) is always a good
starting point, as is a cleaning protocol used for a corre-
sponding packed-bed process (if such exists). As previously
mentioned, the cleaning is facilitated if as many of the par-
ticulates as possible have been washed out during the pre-
vious wash step. Back-flushes disturb the build-up of par-
ticulates, and it has been shown that back-flushes at a high
flow velocity were effective in removing the build-up of
sticky yeast from the distributor plate in an industrial-
scale expanded-bed column (27).
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After cleaning, the adsorbent can be stored in the col-
umn in an appropriate storage solution.

Feedstocks

Particulate-containing feedstocks can be applied to an ex-
panded bed without prior clarification steps such as cen-
trifugation and filtration; however, there are certain physi-
cal properties a feedstock must have to make it suitable
for an expanded-bed process. The size and shape of the
particulates must be such that they can pass through the
screen or net in the column, that is, the particulates must
be smaller than approximately 60 lm in diameter. Feed-
stocks containing small, round single cells or fine precipi-
tates (e.g., renatured inclusion body preparations) will eas-

ily pass through the screens, but large aggregates of cells
will not. If the particulates are too large, they will build
up under the bottom screen and eventually block the col-
umn. When the feedstock contains particulates that are too
large, they can be removed by centrifugation or by filtering
through a simple mesh screen. It is of course desirable for
these steps to be avoided completely, but they are rela-
tively easy to perform and should not be compared to the
complete clarification procedures needed for a packed-bed
process. It is important to stir all feedstocks during appli-
cation, otherwise the particulates may settle and disturb
the expanded bed. Other parameters that will influence
the performance of an expanded bed are the viscosity and
biomass content of the feedstock. High values for these pa-
rameters will cause the bed to overexpand (relative to a
buffer); if the bed expands up to the adaptor, the adsorbent
particles will start to pack against the adaptor. This build-
up will act as a filter and eventually cause the column to
block. Furthermore, if the viscosity or the biomass content
is too high, flow may become turbulent and channels may
appear in the bed. If the turbulence is severe, the feedstock
will pass through the channels in the bed, resulting in poor
adsorption efficiency. The upper limits for feedstock vis-
cosity and biomass content will vary from case to case, but
for STREAMLINE� with homogenates of Escherichia coli,
there are a few guidelines (30). A dry weight of 3 to 4%
gives the best result, 5% gives an acceptable result, and 7
to 8% is the upper limit. Viscosities up to 10 mPa s (mea-
sured at a shear rate of 1/s) give the best results; the upper
limit is about 50 mPa s (at 1/s). In cases where the viscosity
or biomass content of the feedstock does not cause the bed
to expand too much, build-up on the adaptor can be pre-
vented if the column is intermittently back-flushed. The
only way to lower the biomass content of the feedstock is
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to dilute it. The disadvantage is the resulting increase in
feedstock volume. Dilution is only one of way of lowering
viscosity. When the viscosity is caused by nucleic acids, the
feedstock may be treated with a nuclease (30). When such
a feedstock is a homogenate, further homogenization can
be used to shear the nucleic acids and thereby lower the
viscosity. The viscosity of a feedstock decreases with in-
creased temperature, making it advantageous to apply the
feedstock directly from the fermentor without prior cool-
ing. Since temperature also has a positive effect on protein
adsorption (59), expanded-bed adsorption should always
be performed at room temperature (or without feedstock
cooling), unless the protein of interest is, for example, sen-
sitive to proteases.

To keep aggregation of cells and debris to a minimum,
any pH adjustment of the feedstock should be performed
immediately before application to the expanded-bed col-
umn. Aggregation of cells usually occurs at low pH and is
therefore a problem associated with cation exchange,
where pH has to be below the isoelectric point of the pro-
tein for it to bind to the adsorbent. If aggregation of cells
and debris occurs within the expanded bed, when the feed-
stock is in contact with the adsorbent, and blocks the
screen in the adaptor, the expanded bed may be operated
without the adaptor screen (provided that the bed has not
expanded all the way up to the adaptor) (49). As mentioned
previously, cells or debris may, under certain conditions,
interact with the adsorbent particles. If this occurs, it is
usually with anion exchangers because they are positively
charged and may attract the negatively charged cells or
debris. A slight change in the binding conditions can help,
for example, the addition of some salt and/or lowering the
pH.

Alternatively, the feedstock load per milliliter adsor-
bent may have to be decreased, or it might be necessary to
change to an adsorbent with another type of ligand, such
as a cation exchanger.

INDUSTRIAL-SCALE APPLICATIONS

Expanded-bed adsorption is a technique with great poten-
tial for initial purification. The number of published in-
dustrial scale applications is limited because until recently
columns and adsorbents suitable for use in expanded beds
were not available. In addition to the three industrial-scale
applications described below, an IND (Investigational New
Drug) application has been filed with the Food and Drug
Administration for a therapeutic recombinant protein in
which expanded-bed adsorption is central to the purifica-
tion process (60).

Purification of Recombinant Human Serum Albumin from
Whole Yeast Culture

The number of unit operations in the process for purifica-
tion of recombinant human serum albumin (rHSA) from
yeast was reduced by three when expanded-bed adsorption
replaced the conventional packed-bed method (32). In the
conventional packed-bed method, three filtration steps
were necessary to prepare the yeast culture for the first
cation exchange column; when using expanded-bed ad-

sorption, the unclarified culture could be applied directly
to the expanded cation exchanger. By reducing the number
of unit operations, the total processing time was deceased
and the overall yield was increased. In contrast to the con-
ventional packed-bed process, the expanded bed process
could be performed in a totally closed system, and the qual-
ity (determined as degree of coloring) of the rHSA was re-
ported to be higher using the expanded-bed process. The
process was successfully scaled up (determined by com-
paring yield of rHSA) from a 50-mm diameter column with
300 mL adsorbent to a 1,000-mm diameter process scale
column with 150 L adsorbent. Approximately 2,000 L un-
clarified feedstock (1,000 L culture diluted with 1,000 L
distilled water) was applied to the process scale column,
and the average yield of rHSA from four different runs was
87% (ranging from 82 to 91%). Using a specially made col-
umn with a 4-mm inner diameter, the lifetime of the resin
was investigated. The results showed that the adsorbent
could be reused up to 1,000 times without compromising
performance (61).

Purification of Monoclonal Antibodies from Whole
Mammalian Cell Culture

A process for recovery of recombinant monoclonal antibod-
ies was directly scaled up from a small lab-scale expanded-
bed column containing 70 mL cation exchange adsorbent
to a process-scale expanded-bed column to which 12,000 L
of cell culture was applied (45). In this single process step,
all the cells were removed, the monoclonal antibody was
concentrated fivefold, and the yield of antibody obtained
was 95%.

Purification of Bovine Serum Albumin from Whole
Yeast Culture

In a mimicked purification process, a 4.5% dry weight
yeast culture was spiked with bovine serum albumin (2
mg/mL) and used as feedstock. The bovine serum albumin
was then recovered from the feedstock using expanded-bed
adsorption with an anion exchange adsorbent (27). The
process was scaled up from a 25-mm diameter column to
a pilot scale column with a 200-mm diameter and finally
run in a fully automated system with a production-size col-
umn with a 600-mm diameter. The settled bed height was
15 cm throughout all scales, and the feedstock volume was
approximately 750 mL in the 25-mm column and 430 L in
the 600 mm column. The results from the different scales
showed good agreement. The yield of bovine serum albu-
min was approximately 89% (ranging from 87 to 92%). The
wash volume was approximately 11 settled bed volumes,
and the volume of the elution peak was approximately 2
settled bed volumes.

Potential Industrial-Scale Applications

The successful use of expanded beds at laboratory and pilot
scales has increased significantly during the past few
years, giving rise to a number of potential industrial-scale
applications. One such example is the purification of the
protease inhibitor aprotinin (34), which has good potential
as a therapeutic and diagnostic compound. Aprotinin was



30 ADSORPTION, EXPANDED BED

expressed and secreted from the methylotrophic yeast
Hanensula polymorpha, and the initial recovery was per-
formed using 300 mL cation exchange adsorbent in a 50-
mm diameter expanded-bed column. The only pretreat-
ment of the yeast culture was a 1 � 1 dilution with water
and an adjustment of pH. The final volume of the feedstock
was 6.4 L. The dilution achieved two goals: it lowered the
conductivity to favor binding to the ion exchanger, and it
reduced the biomass and viscosity of the feedstock so that
the bed did not expand too much. The yield of aprotinin
was 76%, the purification factor was 4, and the concentra-
tion factor was 7.

Another example is the recovery of a recombinant mi-
totoxin fusion protein, fibroblast growth factor–saporin
(rFGF-2-SAP) (31), which is a possible therapeutic agent
for the treatment of diseases characterized by cellular pro-
liferation (e.g., cancer). The fusion protein was expressed
in E. coli. After homogenization, it was recovered from the
diluted homogenate using 300 mL cation exchanger in a
50-mm diameter expanded-bed column. Homogenate from
300 to 400 g (wet weight) cells was applied to the
expanded-bed column. The yield of fusion protein was 65%,
and the purification factor was 20. It was also reported that
a somewhat modified process was scaled up to handle
8,000 g (wet weight) cells. This process was carried out
under GLP (good laboratory practice) conditions, and one
such process yielded an average of 1.6 g of protein. The
yield and quality of the fusion protein were comparable
between the different scales.

Recombinant human nerve growth factor (rhuNGF)
produced in Chinese hamster ovary cells is another ex-
ample of a potential industrial scale application (38). Here,
the rhuNGF was recovered using a 25-mm diameter
expanded-bed column with cation exchange adsorbent us-
ing flow velocities up to 375 cm/h. The yield of rhuNGF
was approximately 95% and concentrated approximately
45 to 50 times. During method development, it was found
that the dynamic binding capacity increased when the
feedstock was applied at 37 �C (normally at 25 �C). The
optimal conditions for recovery were determined in this
small scale before the process was scaled up 65-fold.

In another example, E. coli was used to express modi-
fied exotoxin A from Pseudomonas aeruginosa (29). The
exotoxin lacks the enzymatic activity but has retained
binding activity. It accumulates in the periplasm of E. coli.
After release of the exotoxin by osmotic shock, it was re-
covered using expanded-bed adsorption with an anion ex-
change adsorbent. To reduce the viscosity of the extract, it
was treated with a DNase prior to application to a pilot-
scale expanded-bed column with a 200-mm diameter. Cell
extract from 4.5 kg of E. coli was applied to 4.7 L adsorbent
at 400 cm/h. Recovery by expanded-bed adsorption gave
an exotoxin with a concentration three times greater than
that obtained using the conventional packed-bed process
and with a slightly higher yield. Furthermore, the entire
process was completed in one third of the time.

Humanized immunoglobulin G4 was affinity purified
from myeloma cell culture using expanded-bed adsorption
at pilot scale (41). A 200-mm diameter expanded-bed col-
umn containing 4.7 L protein A adsorbent was used. The
cell reactor was connected directly to the expanded bed,

and approximately 100 L of cell culture was applied to the
column at 37 �C. The purification process (application,
wash, and elution) took 2.5 h and 40 g of the antibody was
quantitatively recovered. The purity of the antibody was
comparable to that obtained by the corresponding packed-
bed process.

Other potential large-scale processes include the puri-
fication of proteins from milk or whey (46–48).

BIBLIOGRAPHY

1. S.-M. Lee, J. Biotechnol. 11, 103–118 (1989).

2. W. Berthold and R. Kempken, Cytotechnology 15, 229–242
(1994).

3. R. Kempken, A. Preißmann, and W. Berthold, J. Indust. Mi-
crobiol. 14, 52–57 (1995).
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technol. Bioeng. 44, 922–929 (1994).

31. J.R. McDonald, M. Ong, C. Shen, Z. Parandoosh, B. Sos-
nowski, S. Bussell, and L.L. Houston, Protein Express. Pur. 8,
97–108 (1996).

32. European Patent Application EP 0 699 687 A2 (Published
1996), M. Noda, A. Sumi, T. Ohmura, and K. Yokoyama (to
The Green Cross Corporation, Osaka, Japan).

33. A. Pessoa Jr., R. Hartmann, M. Vitolo, and H. Hustedt, J.
Biotechnol. 51, 89–95 (1996).

34. C. Zurek, E. Kubis, P. Keup, D. Hörlein, J. Beunink, J.
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42. D. Lütkemeyer, N. Ameskamp, H. Tebbe, J. Wittler, and J.
Lehmann, Abstract from Recovery of Biological Products VIII,
Tucson, Ariz., Oct. 1996, p. 78.
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INTRODUCTION

Batch adsorption technology has been successfully applied
in a number of important protein separation processes.
The principles of batch adsorption are used in a wide range
of diverse applications, including several commercial-scale
processes for the purification of protein products, a large
number of biochemical assays (e.g., enzyme-linked immu-
nosorbent assays), and design of biosensors and biomedical
devices, where the aim could be to promote or retard pro-
tein adsorption. The focus of this article is on methods for
recovery and purification of proteins, although the princi-
ples and considerations can be readily applied to the full
range of applications.

Batch adsorption is considered here as a separation
technique in which an entire protein-containing solution is
contacted simultaneously with a fixed quantity of adsor-
bent. This is in contrast to adsorption in a fixed-bed column
mode, where the feed stream flows through the column and
is differentially contacted with the adsorbent. After ad-
sorption, the wash and desorption procedures can be per-
formed in a number of different ways. For example, elution
may be performed in the original mixing vessel by chang-
ing the surrounding solution, in a different vessel after ad-
sorbent recovery through an additional step such as cen-
trifugation, or after transfer of the adsorbent into a column
for ease of flowthrough operation. For desorption to be con-
sidered a batch operation, however, the elution must be
performed in a manner consistent with single-stage solid–
liquid contact. This implies that the eluting solution will

have uniform product concentration, which is in contrast
to the differential elution characteristic of chromatogra-
phy.

Protein batch adsorption is often regarded as an out-
dated unit operation now superseded by modern column
chromatography techniques incorporating a new genera-
tion of chromatographic supports. Before the introduction
of rigid resins and high-performance liquid chromatogra-
phy techniques, however, stirred tank batch contactors
were the preferred configuration for scale-up of adsorptive
separation steps, because the highly compressible resins
could not even support their own weight when packed into
process-scale chromatography columns. Nevertheless, an
appropriate train of such stirred tanks could provide a
moderate number of theoretical separation stages.

Although it is true that modern chromatographic tech-
niques in many applications offer efficiencies and purifi-
cation factors far superior to the stirred tank systems,
there remain a number of applications where creative im-
plementations of batch adsorption offer decided advan-
tages. Because of the immediate and uniform contact of
solution and adsorbent, batch adsorption can be performed
faster than column-mode adsorption. Thus, it could offer
an advantage in applications where a large volume of feed
solution must be processed quickly to achieve efficient cy-
cle times or where the limited stability or proteolytic sus-
ceptibility of protein products makes rapid processing es-
sential. Batch adsorption may also be favored for handling
crude feedstreams having high viscosity or debris that can-
not be processed readily through column operations.

This review summarizes the physicochemical principles
that define and control batch adsorption, describes a va-
riety of classical and novel applications of these principles,
and attempts to demonstrate that a widely overlooked unit
operation still has significant utility in bioprocessing.

PRINCIPLES GOVERNING PROTEIN BATCH ADSORPTION

The overall effectiveness of batch adsorption processes will
depend on both the equilibrium adsorbent capacities as
well as the mass transfer and kinetic limitations. This sec-
tion reviews the fundamental principles of protein adsorp-
tion phenomena, through which the suitability of batch ad-
sorption as a separation or recovery process may be more
readily understood or predicted.

Models for Protein Adsorption: Capacity and Competition

Single Component Adsorption. The specific mechanisms
by which large macromolecular proteins contact and ad-
sorb to a solid surface are varied and generally highly com-
plex. Depending on the choice of protein, adsorbent, and
solution properties, the surface attachment mechanism
may be driven by several different general types of inter-
actions, such as ion exchange, affinity (protein–ligand re-
action), less-specific hydrophilic, hydrophobic, van der
Waals, or hydrogen bonding. In principle, the thermody-
namic treatment of protein adsorption from solution could
be directly analogous to that for adsorption of small non-
polar molecules from the vapor phase for which there are
several well-developed surface equations of state. For such
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simple molecule adsorption, the adsorbent surface geo-
metric and energetic irregularities along with specific
sorbate–surface interactions are generally the chief com-
plexities (1). For protein adsorption in practice, however,
thermodynamic treatment of equilibria is severely limited
by the additional complexities arising from specific
solvent–protein interactions, protein conformational vari-
ations both in solution and on the adsorbent surface, and
frequent multipoint attachment configurations.

As a consequence of the somewhat intractable experi-
mental and mathematical complexities, most models used
for protein adsorption equilibria are simple empirical or
semitheoretical models that are useful according to their
goodness-of-fit to the experimental data. The semitheoret-
ically based Langmuir adsorption isotherm given by

q � q C/(K � C) (1)m D

where q is quantity adsorbed per unit of adsorbent, C is
concentration of protein in solution, qm is maximum quan-
tity adsorbed at high C, and KD is the disassociation or
binding constant has been frequently fitted to protein ad-
sorption data with adequate correlation. Although the
physical assumptions underlying the development of this
model are not followed by protein adsorption via ion ex-
change (2), the model nonetheless has provided a good fit
if salt concentration-dependent parameters are used. For
example, Weaver and Carta (3) fitted data for lysozyme on
POROS 50 HS (a macroporous resin based on styrene-
divinyl benzene copolymer) and on S-Hyper D-M
(polystyrene-coated silica filled with functionalized poly-
acrylamide hydrogel), both of which possess strong cationic
functionality. In their studies, the fitted values for qm

ranged from 109 to 262 mg/cm3, and disassociation con-
stants ranged from 5.3 � 10�3 to 2.6 � 10�1 mg/cm3. The
isotherms displayed classical protein adsorption charac-
teristics; the nearly rectangular-shaped isotherms indica-
tive of highly favorable adsorption at low salt concentra-
tion moderated to an almost linear-shaped isotherm
indicative of weak adsorption at high salt concentration.
Numerous other ion exchange protein adsorption studies
have been performed with similar relative measures of ad-
herence to the Langmuirian behavior.

Affinity adsorption may be highly selective, depending
on the specific ligand–protein interaction, which may often
be driven by a combination of electrostatic, hydrophobic,
or hydrogen bonding type forces. Some affinity adsorption
data has been successfully correlated with simple equilib-
rium models, based on the assumed simple reaction

[P] � [L] ⇔ [P � L] (2)

where [P] and [L] denote concentration of protein and li-
gand, respectively, and from which an equilibrium con-
stant may be defined such as

K � [P][L]/[P � L ] (3)eq complex

Generally, Keq is small, often ranging between 10�4 M to
10�10 M, implying that binding is nearly irreversible or
that the rate constants are related by kadsorp � kdesorp. Ad-

sorption data for many affinity systems can also be ap-
proximated through the fitted Langmuir model, although
the range of fitted constants vary widely, depending on
substrate–enzyme, antigen–antibody, carrier protein–
hormone, or base sequence nucleic acid interactions. As an
example, Chase describes the fit of data to equation 1
above for b-galactosidase adsorbing onto monoclonal anti-
bodies immobilized on agarose gels, where it was found
that KD and qm typically had values of 1.5 � 10�8 M and
6 � 10�9 gmol/mL, respectively (4).

Protein adsorption onto dye–ligand modified supports
generally is controlled by a combination of electrostatic
and hydrophobic protein–dye interactions. The Langmuir
equation provides a reasonable fit to the data for many
systems (5), although some data are better correlated
through other models, such as the Freundlich isotherm.
Typically, qm for such systems is between those observed
for high capacity ion exchange and the lower capacity af-
finity adsorbents. There are many other protein–adsorbent
systems in which adsorption is driven predominantly by
nonspecific mechanisms of interaction that could be used
for either batch adsorption or chromatographic separa-
tions. Some of these systems are adequately fitted by sim-
ple models, whereas others, such as those displaying sig-
moidal isotherms, clearly follow more elaborate adsorption
mechanisms. A listing of representative adsorption capac-
ities for several typical types of protein–adsorbent systems
is shown in Table 1.

As indicated in Table 1, the choice of adsorbent and so-
lution conditions provide a wide range of possible adsor-
bent capacities and relative strengths of adsorption. The
suitability of any particular adsorbent–solution system to
accomplish an effective separation process, however, will
depend significantly on the adsorption capacity for the pro-
tein of interest relative to other competing proteins as well
as on the relative rates of protein component adsorption
and desorption.

Multicomponent Adsorption. Application of adsorption
models to protein mixtures has been much more limited
because of several factors:

1. Limitations of applicability of the empirical or semi-
theoretical models when extended to multiple ad-
sorbing protein components

2. Limited adsorption database available for even
model protein mixtures

3. The fact that industrially important separations,
whether by batch adsorption or chromatographic ad-
sorption processes, typically involve mixtures con-
taining numerous protein components (many of
which may be poorly characterized) or additional im-
purities that substantially confound the analysis

As an example model binary system, adsorption of
mixtures of bovine serum albumin (BSA) and lysozyme on
the strong cation exchanger S Sepharose FF has been stud-
ied (9). For this system, the single component isotherms
were well correlated by the Langmuir equation. For the
mixture data, the authors evaluated both competitive and
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Table 1. Representative Capacities and Binding Constants for Protein Adsorption

Protein Adsorbent Mode qm (mg/mL) KD (mg/mL) Ref. no.

BSA DEAE Sepharose CL-6B Ion exchange 82.1 6.0 � 10�2 6
BSA Q Sepharose (CL-4B) FF Ion exchange 41.2 7.0 � 10�2 6
�-Chymotrypsinogen SynChroprep Propyl HIC Hydrophobic 70.7 3.7 � 10�2 7
b-galactosidase Monoclonal antibody on agararose Affinity (antibody) 3.2 � 10�3 8.1 � 10�6 4
IgG (human) Avid AL gel Affinity 22.7 5.8 � 10�3 8

Note: BSA, bovine serum albumin; IgG, immunoglobulin G.

noncompetitive multicomponent extensions of the Lang-
muir equation. Neither model gave an accurate correlation
to the data, although from this comparison and from
additional chromatographic data it was concluded that
competitive adsorption was apparent but that additional
factors such as interprotein interactions were likely im-
portant as well. More recently, Lassen and Malmsten (10)
reported on a study of multicomponent adsorption from
ternary mixtures of human serum albumin (HSA), human
immunoglobulin G (IgG) and human fibrinogen (Fgn) in
0.01 M phosphate buffer on three different polymer sur-
faces. The three surfaces were prepared to yield a spec-
trum of overall surface properties covering hydrophobic
and hydrophilic with either positive or negative overall
charge, respectively. For all surfaces, the single component
isotherms were approximately Langmuirian in shape,
with the relative maximum quantities adsorbed falling in
the pattern Fgn � IgG � HSA. Adsorption from the mul-
ticomponent mixtures was notable in that (1) the total
quantity adsorbed relative to the single component iso-
therms was reduced, and (2) the emergent dominant pro-
tein varied depending on the specific surface evaluated.
Overall, the observed ternary behavior could not be readily
predicted from the single component data.

Although not strictly of concern with respect to equilib-
rium loadings, the so-called Vroman effect, through which
some protein mixtures exhibit sequential adsorption with
smaller molecular weight proteins generally adsorbing
early only to be later displaced by larger molecular weight
proteins, has been noted for several protein–adsorbent sys-
tems (11). This rate-based competitive effect could occur
within the time scale of practical application in separa-
tions, and thereby provide a contributing factor to adsorp-
tive process performance.

The complex adsorption behavior observed even in rela-
tively simple binary or ternary mixtures amply highlights
the limitations of adsorption models and weakness of ex-
tensions thereof to multicomponent mixtures. It is there-
fore clear that the development of batch adsorption sepa-
ration processes must be firmly based on experimental
data.

Implications of Adsorption Performance to Separations.
Equilibrium adsorption capacities (or q vs. C isotherms)
define the first criteria for adsorption process feasibility. If
capacity appears sufficient and if competitive adsorption
is not a major problem, then the next concern would be
fractional recovery. As discussed by Scopes (12), for prac-
tical applications that use small or modest volumes of ad-
sorbent relative to solution (e.g., a ratio of volume adsor-

bent Va to volume solution Vs of �0.1), the separation
factor �, defined by � � q/(C � q), should be greater than
approximately 0.98. This in turn implies that Keq values
less than about 10�6 M are needed to achieve high frac-
tional recoveries (e.g., a recovery of �90% in one adsorp-
tive stage).

Assuming loading capacity and fractional recoveries
from solution would be practical, the next major challenge
in applying batch adsorption is to identify appropriate
combinations of adsorbent and solution properties to pro-
vide a useful selectivity. Selectivity among a mixture of n
components may be defined by

S � [(q /C )/(q /C )] (4)1 1 i i

where subscript 1 denotes the desired product and i de-
notes some unwanted component, with i ranging from 2 to
n. The required value for S depends of course on the objec-
tive of the separation. To achieve a 10-fold purification
from an equimolar solution, for example, would require
that S be greater than 10. High selectivity may be achiev-
able through a particular combination of adsorption and
desorption conditions; however, it is uncommon for most
general adsorbents to provide high selectivity between
many proteins. Because of the broad range of proteins gen-
erally present in bioseparation feedstreams (such as clar-
ified broths or cell lysates originating from fermentation
operations), the adsorbent candidates more likely to en-
able a successful application would employ specific inter-
actions. Affinity adsorbents, for example, may be able to
achieve such selectivity, and immunoadsorbents should be
especially capable in light of the highly specific antigen–
antibody complexation. If the selectivities of interest are
low, highly effective separations could be more readily
achieved through non–batch operations such as column
chromatography, which can exploit even modest selectivity
differences in equilibrium loadings or in relative rates of
adsorption.

Dynamics of Protein Adsorption

Kinetic and Mass Transfer Considerations. Separations of
practical industrial application will generally require sub-
stantial adsorbent capacity. The large surface areas con-
sequently required will usually be provided through exten-
sive macroporous structures. A general schematic of the
paths available for a protein molecule in the bulk liquid
phase to adsorb to the surface of such an adsorbent is in-
dicated in Figure 1. The overall process will likely involve
several diffusional steps as well as multiple interactions
with the adsorbent surface moities.
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Figure 1. Schematic representation of available paths for protein
adsorption on macroporous adsorbents.

The bulk phase in batch adsorption applications or ex-
periments will normally be well mixed through appropri-
ate design of mixing conditions in the contacting vessel. As
such, the concentration of protein throughout the bulk
phase will be uniform, as denoted by CB. Surrounding each
adsorbent particle will be a stagnant fluid layer, the thick-
ness of which (d) will depend on the hydrodynamic condi-
tions. Diffusion through this film is normally approxi-
mated using a linear driving force in concentration

J � �D � (C � C )/d (5)B S

where J is the protein mass flux, D is the free solution
diffusivity, and CS is the concentration at the external sur-
face of the adsorbent. Diffusion within the macroporous
structure is generally approximated by an equation of form

J � �� � D � dC/dx (6)p e

where �p is the adsorbent void fraction and De is the effec-
tive diffusivity, related to the free solution diffusivity by
the approximation

D � D/s (7)e

where s is the tortuosity factor. There are a number of
means to measure or estimate values for D and d (13,14)
as well as s (15). Although the approximation of pore dif-
fusional mass transfer with such simplistic equations al-
lows for practical modeling and data correlation, the
mechanistic inaccuracies are quite apparent. For example,
because of the irregular geometry of the pores, there will
be a large distribution of actual mass transfer trajectories
(or random walks). Furthermore, because the proteins may
be of comparable size to some pore passageways in certain
adsorbents, there may be frequent opportunities for pore
blocking, diffusional hindrances, or substantial variation
in the number of contacts with the surface.

The kinetics of interaction between the protein in so-
lution and the adsorbent surface will depend on many fac-

tors. Because the transitions in three-dimensional confor-
mational states of the protein during the adsorption
process are not well known, simplistic mechanisms are
usually postulated in order to construct a mathematical
representation. Normally, the adsorption kinetics are mod-
eled using first- or second-order reaction rate equations to
describe rates of transition between a few different states
of protein or protein–adsorbent complexes. The kinetic
constants thereby serve as adjustable model parameters.
The rationale for the use and the accuracy of such repre-
sentations is discussed in the next section.

Kinetic Studies: Ideal Surfaces and Industrial Adsorbents.
Recent progress has been made in the study of protein–
adsorption kinetics using well-characterized surfaces. In
contrast to macroporous industrial adsorbents, in which
diffusional limitations will usually be significant, planar
surfaces within small experimental reactor volumes often
will not be diffusion limited and hence can allow intrinsic
adsorption rate measurement. Adsorption onto planar op-
tical waveguide surfaces as monitored through reflectance
techniques can be measured to within approximately �10
molecules per lm�2 at high sample frequencies (14). Kur-
rat et al. (16), for example, evaluated the kinetics of HSA
and BSA adsorption onto a hydroxylated silica-titania sur-
face. Approach to half saturation was achieved within 5 to
10 min, although adsorption toward equilibrium loadings
continued out beyond 50 min. In developing and fitting ki-
netic equations, based on an elementary mechanistic
model, they found that the model required at least two
states of protein (distinguished by reversibly and irrevers-
ibly bound, respectively) to provide an acceptable fit to the
data. Within the context of their equations, the adsorption
kinetic constants ka were on the order of 10�6 cm/s.

Wahlgren and Eloffson (17) studied adsorption kinetics
of b-lactoglobulins A and B to hydrophobic methylated sil-
ica waveguide surfaces. Adsorption of these proteins,
which show complicating self-associating behavior in so-
lution, proceeded to completion over the time course of ap-
proximately 50 min. In applying their kinetic model, which
allowed for both a first-order surface conformational
change as well as an exchange reaction between adsorbed
and solubilized protein, a reasonable fit to the data was
obtained. It appears that an increase in model accuracy,
however, would have to come through an allowance of ad-
ditional nonidealities, such as from the range of protein
orientations and conformations, surface heterogeneity, and
probability factors for interactions, steric hindrances, etc.
Along these lines, Jin et al. (18) attempted to account for
steric hindrance effects by applying random sequential ad-
sorption (RSA) principles to the case where adsorption may
proceed reversibly. The resulting formalism provided an
explanation for why the apparent adsorption kinetic con-
stants can show a functional dependence on surface cov-
erage.

The state-of-the-art adsorption rate modeling exempli-
fied in the works cited earlier are useful for correlation of
data required for practical applications and for aiding the
development of theoretical understanding of viable bio-
physical mechanisms. However, the data analysis and
modeling efforts also highlight a fundamental limitation:
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the inability to experimentally distinguish or measure pro-
tein conformational variations and the distribution thereof
on adsorbent surfaces. Until further progress in technique
is achieved, modeling and understanding will remain lim-
ited to semitheoretical models based on an indirectly as-
sessed distribution of proteins between only a few postu-
lated states of conformation and surface binding.

The kinetics of protein adsorption to industrial macro-
porous adsorbents has been evaluated for many systems,
of course, since the definition of adsorption rates is a pre-
requisite to application of any batch adsorption process.
Basic rate data have generally been obtained through clas-
sical methods using either batch- or column-based exper-
iments. As mentioned above, the adsorption dynamics will
often have some significant diffusional resistances, and
hence the kinetic data will reflect combined mass transfer
and intrinsic adsorption reaction rates.

Modeling of Adsorption Process Dynamics. The ultimate
success of potential applications of batch adsorption sep-
aration depends on the adroit manipulation of the ther-
modynamic and kinetic properties of the adsorbent-solute
system to achieve high process efficiency. This aim can best
be realized through development and application of a
mathematical model for the process dynamics, which nec-
essarily would be based on the underpinning factors gov-
erning intrinsic adsorption kinetics, equilibrium phase dis-
tribution, and mass transfer effects. The model used to
simulate the process dynamics would facilitate the follow-
ing:

1. Feasibility analysis. To assess the performance,
whether for batch or column mode, for approximate
performance in terms of yield and purification
achievable

2. Process design. To enable detailed design, including
scale-up effects, as well as to perform operational
analyses to ascertain cycle times, economics of
operation, etc.

3. Optimization. To readily calculate effects resulting
from changes to the myriad of variables, such as ad-
sorbent properties, relative volumes, initial concen-
tration, contact times, regeneration procedures, etc.,
all of which could have substantial impact on process
viability

Modeling of adsorption process dynamics is straightfor-
ward in principle but requires numerous simplifications at
the detail level in order to retain mathematical tractability
as well as biophysical reality in the adjustable model pa-
rameters. The general approach follows directly from the
differential equations for mass balance, mass transfer, and
kinetics for adsorption and any additional reactions. The
process model, which is the resulting system of differential
equations, will vary in complexity depending on the sim-
plifying assumptions used to approximate the collective
molecular behavior, which is usually highly complex be-
cause of the distribution of interaction rates and pathways
occurring throughout an irregular three-dimensional ge-
ometry.

A number of models for protein adsorption within a fi-
nite batch have been published. As an example, Mao et al.
(19) have presented a model for batch protein adsorption
applicable specifically for nonporous adsorbents along with
a simplified extension for porous adsorbents. By combining
variants of equations 1 and 2, along with the differential
form of the overall mass balance and an assumed second-
order adsorption kinetic equation, the resulting equations
could then be integrated to provide C and q as functions of
time. The parameters in their model were first fitted to
adsorption data for single component proteins HSA, lyso-
zyme, and ferritin, as adsorbed onto either dye-affinity or
ion-exchange adsorbents. In assessing the model fits, it
was observed that the sensitivity of the models with re-
spect to the kinetic constants may not be significant
enough relative to the accuracy of the adsorption data to
accurately ascertain true values of parameters. This con-
clusion may generally be extended to more elaborate mod-
els as well, where the accuracy of the fitted model may be
improved by including additional kinetic parameters to ac-
count for additional reactions (states of conformation, etc.),
but where the resulting understanding and the accuracy
of extrapolation using the models is not improved. Mao et
al. further used the models to evaluate relationships be-
tween various operational parameters and system perfor-
mance. For example, calculations showed that the initial
concentration of HSA could significantly affect both the fi-
nal concentrations as well as the time required to approach
equilibrium (e.g., time to 90% of final C/Co), where a Co

varied from 0.8 to 0.05 mg/mL increased the required ad-
sorption time from about 10 to more than 30 minutes. Of
particular note was the extreme sensitivity of both the rate
of adsorption and the equilibrium loadings to the ratio of
adsorbent volume to liquid volume, Rv(Va/Vs). This would
clearly be an important parameter to routinely evaluate in
process design and operational optimization.

These sample calculations highlight the real utility of
such models, which is that once proven capable of accu-
rately representing the mass transfer and kinetic reaction
rates of adsorption, they can be readily applied to adsorp-
tive system design and optimization for either batch or col-
umn modes of operation.

Implications and Applications to Batch Separations.
Knowledge of the mass transfer and kinetic limitation
principles provides several general guidelines. In terms of
process timing, for many systems it can be appreciated
that equilibrium loadings may take hours to attain, but
practical process-type loadings may be achieved on the or-
der of 10 minutes. Analogously, adsorbent regeneration
will often require hours, depending on the conditions em-
ployed to induce complete desorption and the require-
ments for regenerated adsorbent site occupancy. Although
some approximate predictions of capacity and adsorption
rates could be made by considering the basic features of
the adsorbent (particle diameter, average pore size, pri-
mary mode of interaction with the protein, etc.) and of the
protein in solution (molecular weight, size and shape, av-
erage surface potential, etc.), it is clear that acquisition of
adsorption rate data for the specific system under consid-
eration will always be an important prerequisite to suc-
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cessful process applications. Along these lines, relative to
column-based experiments, batch experiments will gener-
ally be easier to perform and will provide more accurate
information on the fundamentals of equilibrium capacity
and limitations for mass transfer and kinetics of adsorp-
tion for particular protein–adsorbent systems.

The rationale for successful batch adsorption applica-
tions reviewed later in this article can be readily inter-
preted from the performance characteristics of relative ad-
sorption rates and capacities. For example, it can be seen
that if fast adsorption is required because of product labil-
ity, then a batch mode may be preferred to the column
mode of operation. If speed and overall cycle time is a main
driver, it has been shown (20) that a batch system may be
more efficient than a column-based system under some
conditions. Batch-contacting systems may also be sug-
gested if there are other hydrodynamic factors, such as
high solids/debris content or high viscosity which would
negate other column operational advantages. Batch opera-
tions will also allow greater flexibility in choice of adsor-
bent, since even highly compressible gels can readily be
contacted with the solution. On the other hand, if a high
purification factor is desired from the adsorptive separa-
tion process, then a column mode of differential protein-
adsorbent contact will generally be required other than for
highly specific affinity adsorbents.

BATCH ADSORPTION AS A PRIMARY SEPARATION STEP

Except for highly specific affinity methods, batch adsorp-
tion techniques are not generally applicable to high-
resolution separations. Instead, batch adsorption is ideal
for so-called capture applications, where entire classes of
impurities are to be eliminated in advance of high-
resolution purification techniques, such as differential elu-
tion chromatography. Such bulk adsorptions also serve to
reduce large volumes of dilute cell culture fluids or micro-
bial lysates to more manageable volumes for further down-
stream processing.

Whereas solvent extraction is a popular first step in re-
covery of antibiotics from fermentation broths, adsorption
is generally more gentle to proteins, which can be adsorbed
without the denaturation often produced by organic ex-
traction (21). Ion exchange adsorbents are preferred for
highly polar molecules that, even in neutral form, exhibit
low distribution coefficients for extraction.

Selectivity in batch ion exchange adsorption can be en-
hanced by judicious choice of adsorption buffer conditions
(e.g., moderate salt concentration) to exploit differences in
properties between the desired product and contaminants.
This may be especially true in the case of recombinant pro-
teins, which may be fundamentally different from the host
organism’s natural proteins. Adsorption equilibria that
rely on weak physical interactions such as hydrophobic in-
teraction, hydrogen bonding, and ion exchange are desir-
able for separations because these low-energy interactions
can be readily reversed. Additional selectivity can be in-
troduced during the desorption step so that adsorption pro-
cesses are not without resolving power. Nonetheless, high
selectivity is not the primary requirement for such an early
process step.

With the introduction of the more specific nature of af-
finity interactions, well-thought-out batch adsorptions
could accomplish clarification, concentration, and at least
partial purification in one integrated step. Creative new
configurations such as expanded-bed adsorption to ap-
proach this one-step purification ideal are discussed in
more detail later (“Expanded Bed Chromatography”).

CLASSICAL BATCH ADSORPTION PROCESSES

Antibiotic Purification

Much of the technology for batch adsorption of proteins
and other biomolecules was originally developed for anti-
biotic purification from microbial fermentation sources.
Both ion-exchange and hydrophobic adsorbents have been
used for antibiotic purifications. Like other packed-bed ap-
plications, column adsorption is extremely susceptible to
plugging by suspended insoluble materials in a feed-
stream. Therefore, either efficient precolumn filtration or
stirred tank adsorber configurations predominated.

In the late 1950s, Bartels et al. (22) developed the tech-
nology for sorption of the basic antibiotic streptomycin on
cation exchange resins directly from fermentation broths
in well-agitated tanks (actually in the form of upflow col-
umns fitted with agitators to keep solids dispersed) with-
out need for costly and loss-associated prefiltration. This
breakthrough helped make adsorption processes competi-
tive with traditional solvent extraction methods. Belter et
al. published a similar anion exchange process to isolate
the acidic antibiotic novobiocin in a series of specially de-
signed, well-mixed columns with screens to pass mycelia
but retain the resin (23). Periodically, the lead column was
removed from the train, washed free of insolubles, and
eluted in fixed-bed mode. Periodic countercurrent opera-
tion was obtained in the sorption sequence by advancing
each of the uneluted columns one position and placing a
freshly eluted column in the trail position of the train.

Modifications to surface chemistry of nonpolar adsor-
bent resins such as XAD-2 allowed specific capture of
known fermentation by-products, such as removal of de-
sacetylcephalosporin C from cephalosporin C, to produce a
more potent antibiotic (24).

Blood Plasma Fractionation

The well-known Cohn fractionation process, originally de-
veloped in the 1940s to isolate albumin as a blood volume
expander during World War II, relies primarily on a series
of ethanol fractionation steps to separate the various pro-
teins of human blood plasma from one another according
to their solubility behavior in the presence of ethanol (25).
As the role of other plasma components became recog-
nized, such as factors VIII and IX for the treatment of clot-
ting disorders and IgG for use in passive immunization,
higher yield and higher purity large-scale purification
methods for these components were sought, and the im-
portance of adsorption techniques grew.

With the development of cellulose ion exchangers in the
mid-1950s, followed by the introduction of agarose-based
resins (Sephadex�) a few years later, new chromatographic
techniques specifically designed for protein separations be-
came available for use in purification of blood plasma com-
ponents. Despite the advances made, large-scale applica-
tion of these methods in the biological industry developed
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slowly. One reason was the aseptic processing require-
ments often specified for biological raw materials. Chro-
matography using saline solutions and biodegradable sup-
ports could result in bacterial contamination if the
appropriate precautions were not strictly followed. An in-
herent advantage of the Cohn fractionation process is that
ethanol is bacteriostatic. But the main cause for the slow
acceptance of chromatography at the large scale (i.e., fixed-
bed operations rather than stirred-tank adsorption) was
the poor mechanical qualities of the available macroporous
supports designed for protein separations. However, these
soft gels were used for some batch adsorption processes in
stirred tank reactors for recovery of various blood products.
Continual advances in resin technology through the 1970s
provided supports that were mechanically strong and had
surfaces and porosities well suited for protein chromato-
graphic separations.

Although there are a number of advantages associated
with column operations, packed beds of adsorptive media
tended to act as depth filters for many of the biological
feedstocks that were commonly used. This problem could
be avoided by carrying out the adsorption in a stirred tank.
This method has been used for many years for factor IX
isolation from plasma, one of the first major applications
of an adsorption method in plasma fractionation.

Factor IX complex, also known as prothrombin complex,
can be prepared by a number of methods, but one of the
most popular is to use batch adsorption with anion ex-
changers based on diethylaminoethyl (DEAE) groups at-
tached to a stable support matrix such as cellulose, dex-
tran, or agarose. Suomela et al. of the Finnish Red Cross
Blood Transfusion Centre in Helsinki reported on a
method developed to purify coagulation factor IX concen-
trate from human plasma (26). The production scale con-
sisted of starting with 150 L of plasma, which was com-
bined with pretreated and autoclaved DEAE-Sephadex
A-50 and mixed for 30 minutes to complete adsorption.
About 95% of the factor IX along with 5 to 6% of the other
proteins were adsorbed from the plasma. The weakly
bound proteins were removed by a low ionic strength wash.
Adsorption was carried out in stainless steel tanks with
mixing, followed by settling the gel to the bottom of the
tank while the clear plasma was pumped off. The product
containing DEAE-Sephadex gel was then pumped into a
steel cylinder equipped with a bottom screen to retain the
resin. Elution of the factor IX was achieved by increasing
the buffer ionic strength. The resulting factor IX concen-
trate was purified about 100-fold, although it still con-
tained relatively smaller amounts of factors II, VII, and X.
The overall yield of the process was 60%.

A semicontinuous method for purification of factor IX
complex from human plasma was described by Tharakan
et al. (27). In the semicontinuous process, cryosupernatant
plasma is pumped through a stirred column containing
resin. Plasma was pumped out of the bottom of the column
through the flow adapter screen at the same flow rate so
that the volume in the column remained constant. After
all the plasma had contacted the resin, the column was
packed by gravity settling, and an upper flow adapter was
installed. The column was washed with low ionic strength
buffer until the absorbance of the effluent was negligible.
The factor IX complex was then eluted with a higher ionic

strength buffer. It was found that a residence time of 15
minutes was sufficient to capture 95% of the factor IX in
the starting plasma. In the pilot plant, 550 L of plasma
was passed through a 50-L column containing 8.5 L of
resin, yielding a 68% recovery. Comparative studies in-
volving batch, semicontinuous, and packed bed adsorption
methods showed that although the amount of factor IX ad-
sorbed from the plasma remained the same regardless of
contacting mode, the mode of operation did affect the per-
centage of factor IX recovered, with increasing recoveries
encountered as the resin density or ratio of resin to reactor
volume increased (recoveries were 32%, 82%, and 100%
batch, semicontinuous, and packed-bed operations, respec-
tively). These results indicate that the adsorption and de-
sorption process is not simple, and it was speculated that
multipoint attachment resulting in denaturation or com-
petitive binding of other proteins may have played a role.
The semicontinuous method was developed to facilitate
contacting plasma with inexpensive soft resins. It elimi-
nates the need for handling a resin–plasma slurry, and it
reduces total process time and labor requirements in com-
parison to batch adsorption. Furthermore, the resin is con-
tained within one vessel (a modified column) throughout
its use, thus minimizing handling and overall equipment
requirements.

More recently, highly selective chromatography steps
have been combined with the traditional batch adsorption
step to separate factor IX from the other clotting factors
(28) in human plasma. The factor IX concentrate from
batch adsorption is passed through a more efficient anion
exchanger, and factor VII is removed by stepwise elution.
Separation of factor IX from factors II and X is carried out
using a highly selective affinity column using heparin-
derivatized agarose. Both factors II and X have a lower
binding affinity for heparin than does factor IX. The re-
sulting factor IX is purified more than 30-fold, resulting in
an overall purification factor from plasma of about 10,000-
fold.

The DEAE-ion exchangers have also been applied to the
preparation of IgG, which, unlike other plasma proteins,
is not bound by the DEAE-group at a neutral pH and low
ionic strength. Several methods have been described that
use ion-exchange materials alone or in combination with
ethanol fractionation to purify IgG from plasma. A DEAE-
Sephadex in combination with the ethanol fractionation
technique was reported for the fractionation of IgG from
blood plasma (29). The plasma proteins were first sepa-
rated into three main fractions by increasing ethanol frac-
tionations (8%, 25%, and 40% ethanol). The c-globulin was
recovered in the 25% ethanol fractionation precipitate. The
paste was then dissolved and the pH adjusted to 6.5 in low
ionic strength. DEAE-Sephadex (A50 coarse) was added at
a level of about 1 g per gram of protein to be adsorbed, and
the mixture was stirred for 30 minutes. The Sephadex gel
was filtered off on a stainless steel Buchner-type funnel,
and the c-globulin, which was nonbound and in the filtrate,
was subsequently dispensed for direct lyophilization.

Hepatitis B Purification

Fused silica, or Aerosil, was first used in a batch adsorp-
tion mode to adsorb lipoproteins from human serum (30).
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The methodology was then applied to the adsorption of
hepatitis B surface antigen (HBsAg) to remove hepatitis B
virus from donated plasma (31). In the mid-70s, these
methods were refined with respect to optimizing HBsAg
adsorption selectivity and elution conditions for the pur-
pose of purifying HBsAg from human plasma (32,33).

The classical methods for purification of HBsAg from
sera were by isopycnic banding in a CsCl density gradient,
followed by rate zonal centrifugation on a sucrose density
gradient. It was cumbersome, however, to process large
volumes of plasma or serum containing HBsAg by ultra-
centrifugation as the first step of purification. Duimel et
al. (32) described a method whereby large quantities of an-
tigen contained in serum could be partially purified by
means of batch adsorption to colloidal silica (Aerosil) and
then eluted with low ionic strength buffer (0.01 M borax,
pH 9.3). Human positive serum was first extracted with
Freon, which extracted part of the lipoids from serum, and
then adsorbed with 2% Aerosil at 37 �C for 4 hours. After
centrifugation for 15 min at 3,000 rpm, the Aerosil was
washed four times with physiological saline. The Aerosil
was eluted batchwise twice with borax, pH 9.3, for 30 min
at 37 �C. Recoveries of HBsAg across this step were re-
ported to be about 60%, providing a 15-fold purification
factor. Pillot et al. (33) reported improving the recovery of
the desorption step to 100% by eluting with 0.25% sodium
deoxycholate in 0.01 M borax, pH 9.3, at 56 �C. Further-
more, elution at the higher temperature favored HBsAg
desorption relative to some of the serum proteins, particu-
larly albumin, which often represented the major contam-
inating protein eluted along with HBsAg.

The French vaccine manufacturer, Pasteur Merieux,
used Aerosil adsorption with elution conditions similar to
those described above for the production of a commercial
plasma-derived HBsAg vaccine (34). In the mid-1980s, new
second-generation hepatitis B vaccines based on recombi-
nant DNA technology became available commercially.
Many of the general purification principles that were used
for the plasma-derived products were incorporated into pu-
rification schemes for HBsAg from recombinant sources
(35). In the purification process for RECOMBIVAX HB�

(Merck & Co., Inc.), batch adsorption of HBsAg onto col-
loidal silica is employed. The HBsAg is isolated from the
clarified lysate by adsorption onto colloidal silica (Aerosil).
The silica suspension is then collected by centrifugation,
washed multiple times through resuspension and recen-
trifugation, and finally eluted from the silica by treatment
with warm borate buffer. Sanford et al. reported that the
antigen adsorbs to bare silica by a mixed mode and is spe-
cifically eluted by a chemical interaction between the silica
surface and borate ion (36). More recently, this traditional
batch operation has been evaluated for application in a
fixed-bed column mode using a macroporous silica packing
(37). The elution uses an extended warm borate buffer re-
cycle through the column to achieve an equilibrium distri-
bution between the entire bed volume before product col-
lection. Although the adsorption, washing, and elution
steps all take place within a column, it is still fundamen-
tally a batch operation because the separation is achieved
in a truly single stage contactor. The column mode of

operation is able to be scaled and is more efficient in terms
of overall cycle time as a result of the elimination of mul-
tiple centrifugation steps, despite the more lengthy column
adsorption loading time.

NOVEL CONFIGURATIONS OF BATCH ADSORPTION

Fluidized Bed Contactors

In practice, batch adsorption generally requires large
amounts of adsorbent because of relatively low product ad-
sorption. Thus, a continuous or semicontinuous operation
would be more efficient, but until recently, this has been
severely constrained by the difficulties in processing vis-
cous or debris-laden streams through fixed beds that act
as depth filters and quickly clog. The use of a fluidized bed
for batch adsorption of biomolecules is not entirely new,
having been demonstrated in hybrid form for antibiotic re-
covery as early as 1958 (22). Because of the limitation of a
well-mixed fluidized system to one theoretical plate, there
was little inherent advantage of fluidized bed contactors
over stirred tank systems. However, the introduction of
segmented beds, magnetic stabilization, and, most re-
cently, Pharmacia’s expanded bed chromatography system
has allowed multistage contacting in fluidized systems
that exhibit comparable dispersion to packed beds of sim-
ilarly sized particles (38).

Expanded-Bed Chromatography. In process-scale chro-
matography of proteins, most separations rely more on se-
lectivity than on a high number of theoretical plates be-
cause achieving the latter necessarily requires high
pressures (small diameter particles) and costly equipment.
Given the accepted preference for low-pressure operations,
a step from conventional packed-bed systems to recently
developed expanded bed systems is often appropriate for
unclarified feeds. These stable fluidized beds show axial
dispersion and dynamic capacities comparable to those
measured in packed bed.

An analogous technique for stabilizing fluidized beds in-
corporating the application of uniform magnetic fields to
beds of magnetically susceptible adsorbent particles was
extensively investigated by Rosensweig (39) and subse-
quently applied to biological separations by Burns and
Graves (40). Although these systems have not been com-
mercialized, they exhibit similar hydrodynamic character-
istics to expanded-bed adsorption, facilitating processing
of debris-laden streams while maintaining dispersion
characteristics not dramatically greater than correspond-
ing fixed beds. In this case, a uniform magnetic field pre-
vents tumbling of the fluidized bed, creating a multistage
contactor for potentially improved separation efficiency.

Whole Broth Adsorptive Extraction

Integrated fermentation and recovery may enable reduc-
tion of feedback inhibition resulting from product accu-
mulation in the bioreactor, thus providing for an overall
more productive system (41). Whereas integrated solvent
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extraction requires intermittent phase separation and cul-
ture recycle, integrated adsorption can be accomplished ei-
ther by inclusion of adsorbents within the bioreactor or by
passing filter-clarified broth through an external contactor
with continuous recycle to the bioreactor.

An improved system for direct-contact broth extraction
was developed by immobilizing finely divided affinity ad-
sorbent particles in a large hydrogel bead (42). The large
bead size facilitates separation from broth components,
and the reversible Ca2� hydrogel facilitates efficient re-
covery of the costly affinity ligand for recycle and reuse.
Hydrogels, by virtue of their extremely high water content
(�90%), offer limited diffusional resistance to the desired
product while protecting the affinity ligand from fouling
components of the broth. Addition of adsorptive particles
to a cell culture or fermentation broth can also remove
those components from the liquid medium that are respon-
sible for low filtration fluxes frequently encountered in
clarification of untreated streams (43). Even in those cases
where flocculants thus formed raise the viscosity of the me-
dium, the resulting flux is still less significantly impaired
than that decreased by the presence of a significant con-
centration polarization layer.

Incorporation of an external fluidized bed contactor
minimizes attrition to both adsorbent particles and cells
encountered in direct inclusion systems while allowing cir-
culation of whole broth to avoid frequent membrane foul-
ing associated with broth clarification. Single-stage recir-
culating fluidized beds are less susceptible to time-based
changes in biomass and viscosity over the course of a fer-
mentation cycle than expanded beds, which are best suited
to single-pass batch treatments. The greatest limitation on
implementation of such integrated fermentation and re-
covery systems, as in the case of fluidized-bed purification
systems, has been the lack of available supports. Because
of the strict sterility requirements in fermentation or cell
culture applications, any such adsorbents must also with-
stand sterilization.

Continuous Affinity Recycle Extraction

A variant of batch adsorption referred to as continuous
affinity-recycle extraction (CARE) was developed in the
late 1980s. It combines adsorption purification with mem-
brane filtration for the continuous separation of proteins
(44). The method employs two continuous stirred-tank re-
actors (CSTRs), one for adsorption and the other for de-
sorption, between which the adsorbent is recirculated. The
feed solution is continuously added to the adsorption tank,
where the desired product is contacted with the selectively
adsorbing resin. Simultaneously, contaminants are diluted
with the addition of wash buffer and removed by passage
through a screen filter, which allows even crude lysates to
be processed. A stream of the product-containing adsor-
bent is pumped into the second CSTR along with the de-
sorbing buffer. The product is eluted in the tank and re-
covered through an ultrafiltration membrane in the
permeate stream. The regenerated adsorbent is recycled
to the adsorption tank. By controlling the relative rates of
the feed, product, and recycle streams, which are dictated
by the rates of adsorption in CSTR-1 and desorption in

CSTR-2, the system can be operated continuously at a
steady state.

This scheme was demonstrated for both ion exchange
and affinity modes of purification for the recovery of b-
galactosidase from a partially clarified Escherichia coli ly-
sate. A recovery yield of 70% was achieved with a 35-fold
purification factor, although the product was substantially
diluted (45).

Ultrafiltration-Coupled Adsorption Systems

Mattiasson et al. (46) described a method of ultrafiltration
affinity purification to combine purification based on affin-
ity interactions with membrane separation. By selecting
membranes with pore sizes large enough to freely pass the
protein of interest but then introducing recirculating
(membrane-rejected) macromolecular ligands with specific
affinity for this protein, all molecules except the target pro-
tein are rapidly washed from the feed pool. When all pro-
teins not bound to the ligand are removed, the affinity com-
plex may be dissociated, and the liberated material can
pass through the membrane for collection. In batch exper-
iments capturing concanavalin A using yeast cells as li-
gands, yields up to 70% of electrophoretically homoge-
neous product have been obtained. As in column-affinity
chromatography, the adsorption, wash, and desorption
steps can be optimized independently.

Fletcher and Deley (47) applied a similar concept using
recirculating fine adsorbent particles, such as Biocryl bio-
processing aids, to purification of a peptide from highly
colored cell culture streams. After pH adjustment for op-
timal binding to the adsorbent resin and a short incuba-
tion, the bound peptide was concentrated twofold and then
diafiltered to remove remaining color bodies. The permeate
contained colored material but minimal peptide. The
loaded particles were then diafiltered against elution buf-
fer, and product peptide was collected in the permeate.
This preliminary removal of load-limiting contaminant al-
lowed a subsequent reverse phase chromatography step to
be used for polishing purposes, with a 100-fold increase in
column capacity.

OUTLOOK FOR PROTEIN BATCH ADSORPTION

As described in the section on protein adsorption principles
and evidenced within the context of the examples dis-
cussed in the preceding text, the application of batch ad-
sorption operations has been limited by the modest protein
selectivities generally found for most commercially avail-
able adsorbent systems. Development of more sophisti-
cated high-affinity adsorbents through combinatorial
chemistry or phage display approaches, which use high
throughout screening to tailor and design specific ligands,
will certainly enable additional batch adsorption applica-
tions by providing high selectivity separations.

Important future applications of batch adsorption for
biomolecule recovery and purification will likely be devel-
oped for several niche bioseparations. For example,
adsorbent-based purification of very large biomolecules in-
cluding plasmid DNA, viruses, and recombinant viruslike
particles are often characterized by very slow diffusion
through pores in even the most macroporous resins avail-



ADSORPTION, PROTEIN, BATCH 41

able. This can make chromatographic-based operations
problematic, because the overall mass transfer can require
long contact times or make the effective surface area ap-
pear quite small. The development of new adsorbent ma-
terials with megapores may provide improvements in sep-
aration performance. Moreover, limitations in column
operation because of slow adsorption can be overcome in
some cases if the separation is performed in a batch opera-
tion mode. Analogously, slow desorption may be handled
optimally through batch operation using either a well-
mixed contactor or a column with column effluent-recycle
configuration. In such cases, the recycle mode may result
in minimal volumes for product elution relative to the large
volume if carried out in a single-pass flow mode.

Improvements in adsorbents and processing equip-
ment, especially for product-laden adsorbent handling to
be consistent with aseptic operations, along with greater
understanding and modeling of protein transport and ad-
sorptive reactions will allow invention of additional
adsorbent-based process technology schemes. The coupling
of purification technologies, such as through adsorptive
membranes or more specific fluidized bed batch adsorbers,
will likely be increasingly applied as enhanced variants of
traditional batch adsorption.
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INTRODUCTION

In general, the surfaces of materials of almost any type
that come into contact with protein mixtures tend to be-
come quickly occupied by proteins. These protein films can
and often do lead to profound alterations in the properties

of the material–fluid interface, affecting material perfor-
mance in a number of bioprocess and biomedical applica-
tions. Performance of immobilized enzyme bioreactors, pu-
rification of therapeutic proteins in the biotech industry,
drug formulation strategies, bacterial adhesion and con-
tamination of industrial process equipment, and cell ad-
hesion to natural and synthetic materials in the body are
only a few examples of processes impacted by protein be-
havior at interfaces. The key impediment to needed pro-
gress in all these areas continues to be our inability to pre-
dict what the eventual make-up and nature of these films
will be under a given set of conditions. Protein interactions
with solid surfaces have been studied for decades, and sev-
eral reviews are available (1–5). In this treatment, we de-
scribe some generally well-understood, important results
that have provided a basis for meeting the challenges fac-
ing engineers and scientists in this area.

INTERFACES

Interfaces, as well as the interactions that take place in
interfacial regions, can be complex. In fact, the interface
has been described as a fourth state of matter (6). The
properties of atoms or atomic groups at a material surface
are different than those of the bulk material. The first
layer of atoms, in contact with the fluid phase, is particu-
larly unique. Chemical composition, molecular orientation,
and properties relevant to crystallinity differ at the sur-
face. In addition, surfaces have different electrical and
optical properties and can be characterized by atomic- or
molecular-level textures and roughnesses. Surfaces have
wettabilities or hydrophobic/hydrophilic balances related
to the factors named above. Further, surfaces are generally
energetically heterogeneous. For example, although a sur-
face may be assigned a particular wettability, it would
most likely be the result of a distribution of surface regions
of varying wettabilities.

In spite of this complexity, many researchers have met
with success in describing some aspect of protein adsorp-
tion in terms of one or several surface properties. The ef-
fects of charge distribution, surface energy (i.e., whether it
is high or low), and surface hydrophobicity, for example,
have received much attention (1–5). From a purely ther-
modynamic standpoint, the extent of protein adsorption or
biological adhesion in general could be determined purely
by surface energetics, that is, the surface energies of the
synthetic material, liquid medium, and adsorbates in-
volved. Such an approach would imply that the free energy
of adsorption is minimized at equilibrium. Adsorption
would be favored if it caused the free energy function to
decrease and would not be favored if it caused the function
to increase. In the absence of electrostatic and specific
receptor–ligand interactions, the change in free energy
upon adsorption could be written

DF � c � c � c (1)ads AS AL SL

where Fads(J/m2) is the free energy of adsorption per unit
of surface area, and cAS, cAL, and cSL (J/m2) are the
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adsorbate-solid, adsorbate-liquid, and solid-liquid interfa-
cial energies, respectively.

If all the required interfacial energies of equation 1
could be estimated, one could predict the relative extent of
adsorption among different surfaces. This would lead to a
distinction between two situations (7,8), depending on
whether adsorbate surface energy is greater than or less
than the surface energy of the suspending liquid. Concern-
ing protein adsorption from aqueous media, equation 1
would predict increasing adsorption with decreasing sur-
face energy. In other words, a given protein would be ex-
pected to adsorb with greater affinity to hydrophobic as
opposed to hydrophilic surfaces.

The importance of hydrophobic/hydrophilic balance in
protein adsorption has prompted numerous investigators
to develop techniques for measurement of this property at
solid surfaces. Contact angle methods have been promi-
nent in this regard (9). Contact angle analysis is inexpen-
sive, rapid, and fairly sensitive. However, contact angle
data can be difficult to interpret, and the technique is sub-
ject to artifacts caused by macroscopic, energetic hetero-
geneities in the surface, hysteresis, and drop-volume ef-
fects, among others. Still, useful conclusions regarding
biological interactions with surfaces have been based on
the results of contact angle analysis in areas of red blood
cell adhesion, platelet adhesion, bacterial adhesion, and
protein adsorption (9,10). Surface properties have been
correlated to biological responses using other methods as
well, including electron spectroscopy for chemical analysis
(ESCA), secondary ion mass spectroscopy (SIMS), infrared
and vibrational methods, and scanning probe microsco-
pies. These methods and their relevance to biomedical
technology were reviewed by Ratner and Porter (9).

The properties of a synthetic material’s surface play a
large role in dictating any biological response the material
may evoke. But although much is known about selected
surface property effects on protein adsorption, in a quan-
titative sense we know very little about how the molecular
properties of protein influence its adsorption. Interfacial
behavior is a cumulative property of a protein, influenced
by many factors; among these are its size, shape, charge,
and thermodynamic (thermal, structural, or conforma-
tional) stability. Experimentally observed differences in in-
terfacial behavior among different protein molecules have
been very difficult to quantify in terms of these factors be-
cause proteins usually vary substantially from one another
in each category. The following discussion is an attempt to
summarize the salient results from a wide range of exper-
iments, focused on study of surface, solution, and protein
effects on adsorption. Note that many observations have
been explained in terms of a protein’s charge, its tendency
to unfold, and contact surface hydrophobicity.

PROTEINS AT INTERFACES

General Features of Adsorption from Single-Protein
Solutions

Solution Chemistry Effects on Adsorption. The net charge
of a protein in solution is dependent on the difference be-
tween pH of the solution and the isoelectric point (pI) of

the protein. If the pH of the solution is greater than the
pI, the net charge of the protein would be negative,
whereas if the pH is less than the pI, the net charge of the
protein would be positive. It is generally accepted that
maximum adsorption occurs at the isoelectric point. As the
out-of-balance charge of a protein increases, it will be in a
more extended form than when the net charge is zero (11).

Norde and Lyklema (12) suggested that the degree to
which pH affects the adsorption of a protein is determined
by its conformational stability. They found that plateau
values of adsorbed mass were independent of pH for struc-
turally stable proteins, whereas those of less stable pro-
teins varied considerably, apparently because less stable
proteins were able to change structure with solution con-
ditions. The effect of pH on protein adsorption and desorp-
tion can depend on solution history as well (13). Kondo and
Higashitani (14) studied the adsorption of model proteins
with wide variation in molecular properties. They ex-
plained the pH dependence of adsorbed mass in terms of
lateral interactions. In particular, they suggested that lat-
eral interactions between large protein molecules are
stronger than those between small molecules. Large pro-
teins would thus be expected to show maximum adsorption
around their pIs, whereas the effect of pH on smaller pro-
teins would be less pronounced.

The degree to which ionic strength affects protein ad-
sorption is a function of the role electrostatic plays in the
adsorption driving force. At low ionic strength, protein sur-
face charge fully contributes to the total electrostatic in-
teraction (11). At high ionic strength, the surface charges
of proteins are shielded, reducing electrostatic interactions
between proteins, whether attractive or repulsive (13).
Luey et al. (15) showed that ionic strength effects on ad-
sorbed mass are very much related to solid surface prop-
erties. They observed that increased ionic strength re-
duced the electrostatic repulsion between negatively
charged b-lactoglobulin molecules and the hydrophilic,
negatively charged surface they studied, increasing ad-
sorbed mass. By contrast, increased ionic strength resulted
in little change in adsorbed mass at hydrophobic surfaces.

Surface-Induced Conformational Changes. It is well ac-
cepted that a given protein can exist in multiple adsorbed
conformational states on a surface (16–20). These states
can be distinguished by differences in occupied area, bind-
ing strength, propensity to undergo exchange events with
other proteins, and catalytic activity or function. All these
features of adsorbed protein are interrelated and can be
time-dependent. For example, decreases in surfactant-
mediated elution of proteins from an adsorbed layer (an
indirect measure of binding strength) are observed as
protein–surface contact time increases (21). This time-
dependence is illustrated in Figure 1. As conformational
change proceeds, the likelihood of desorption decreases.

It has been observed that the extent of conformational
change experienced by adsorbed fibrinogen increases with
contact surface hydrophobicity (22). This is consistent with
findings of Elwing et al. (23), who used ellipsometry to
make inferences regarding conformational changes expe-
rienced by complement factor III, a plasma protein, on hy-
drophilic and hydrophobic silica surfaces. The results of
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Figure 1. Surface-induced conformational changes undergone by
adsorbed protein, resulting in multiple noncovalent bonds with
the surface and coverage of greater interfacial area per molecule.

Elwing et al. also showed that greater values of adsorbed
mass were found on hydrophobic as opposed to hydrophilic
surfaces. Protein molecules are assumed, in general, to
change conformation to a greater extent on hydrophobic
surfaces. This is due to the effect of hydrophobic interac-
tions between the solid surface and hydrophobic regions in
the protein molecule. In fact, surface-induced unfolding is
often characterized as entropically driven, because the hy-
drophobic protein interior associates with hydrophobic
regions of the surface during unfolding. These interactions
can give the molecule an extended structure, covering a
relatively large area of the surface. If the repulsive force
normally acting between native protein molecules is de-
creased for such structurally altered molecules, one would
expect to measure a greater adsorbed mass on hydrophobic
as opposed to hydrophilic surfaces. On the other hand, ad-
sorption of positively charged protein to hydrophilic (nega-
tively charged) silica can result in greater conformational
change than adsorption of the same protein to hydrophobic
silica, even with a greater extent of adsorption being ob-
served at the hydrophobic silica surface (24). It is thus im-
portant to recognize that multiple factors affect the extents
of protein adsorption and conformational change.

The concept that adsorbed proteins can exist in multiple
states on a surface plays a role in interpretation of most if
not all experiments in protein adsorption. Biophysicists
rather routinely gain information relevant to protein struc-
ture in solution with circular dichroism (CD). It would be
attractive to use CD in structural study of adsorbed protein
as well. A recent innovation has made CD more applicable
to study of structural changes during adsorption, and that
is the use of colloidal silica particles, or nanoparticles (16–
20). In these tests, particles have ranged from less than 10
to about 30 nm and are small enough not to interfere with
the CD spectra. Individual molecules are allowed to adsorb
to nanoparticles, resulting in a stable suspension of ad-
sorbed protein. In this way, structural changes on adsorp-
tion have been unambiguously measured.

Work by Billsten et al. (19) and Tian et al. (20) have
provided the most direct illustration of the effect of stabil-
ity on structural rearrangements at a solid surface. Using
site-directed mutants of bacteriophage T4 lysozyme, these
investigators showed that both the rate and extent of sec-
ondary structure loss upon adsorption to colloidal silica

were clearly related to protein thermal stability. With the
same mutants, Fröberg et al. (25) used the interferometric
surface force technique to study structural characteristics
of adsorbed layers of T4 lysozyme. The results demon-
strated that less-stable mutants lose their tertiary struc-
ture upon adsorption, whereas more stable mutants retain
their globular shape.

Steady-State Adsorption Behavior. A great deal is known
about how various conditions affect the steady-state ad-
sorbed mass of protein. Numerous protein adsorption iso-
therms have been constructed and compared on the basis
of temperature, pH, ionic strength, conformational stabil-
ity of the protein in solution, and solid surface charge and
hydrophobicity. The effects of protein conformational sta-
bility and solid surface properties are perhaps best re-
vealed with reference to effects of pH and ionic strength.

In general, the effect of pH and ionic strength on protein
adsorption is dependent on which type of interactions pre-
dominate (e.g., electrostatic, hydrophobic, or van der Waals
interactions). At a negatively charged surface, if electro-
static interactions predominate, adsorbed mass should be
greater at pH values below the isoelectric point relative to
pH values above it. Below the isoelectric point, the protein
and surface would be of opposite charge, whereas both the
protein and surface would be negatively charged at pH val-
ues greater than the isoelectric point. As ionic strength
increases, the electrostatic interaction would be reduced
because of shielding of the protein by counterions; conse-
quently, increasing the ionic strength should decrease ad-
sorbed mass at pH values less than the isoelectric point
and increase the adsorbed mass at greater values of pH.
The relationship between adsorbed mass and changes in
pH and ionic strength becomes inextricably linked to pro-
tein conformational stability. In general, pH and ionic
strength conditions that lead to a less stable conformation
for the protein in solution will lead to an increased ad-
sorbed mass, assuming that the protein molecule would be
more stable on the solid surface (15).

Another observation of importance is that protein ad-
sorption is often an apparently irreversible process, at
least in the sense that is often irreversible to dilution or
buffer elution. The adsorbed mass remains constant or de-
creases very little when the solution in contact with the
solid surface is depleted of protein. This irreversibility is
more pronounced as protein–surface contact time in-
creases. However, although spontaneous desorption is not
generally observed, adsorbed protein can undergo ex-
change reactions with similar or dissimilar protein mole-
cules adsorbing from solution (26). Such exchange reac-
tions are shown schematically in Figure 2. Adsorbed
protein exchange rates are likely state-dependent, being
slower for more conformationally altered protein.

Some workers have reported that protein adsorbs onto
a solid surface in more than one layer. Arnebrant et al. (27)
studied adsorption of b-lactoglobulin and ovalbumin on hy-
drophilic and hydrophobic chromium surfaces using ellip-
sometry and electrical potential measurements. On hydro-
philic surfaces, their results showed that a highly hydrated
layer is obtained that can be partially removed by rinsing.
They suggested that the protein adopts a bilayer formation
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Figure 2. Exchange reaction between a conformationally altered,
adsorbed protein and a dissimilar protein adsorbing from solution.

on the surface, with the layer in direct contact with the
surface being unfolded and attached by strong polar bonds.
Rinsing showed that the outer protein layer is loosely at-
tached, which would imply that molecules in the outer
layer have a structure closer to that of their native state.
This adsorption behavior was described in terms of
surface-induced conformational changes and charge inter-
actions between the protein and surface. In particular,
there are always polar amino acid side chains that can in-
teract strongly with a surface, even if both the protein and
surface are negatively charged. Such binding might be ex-
pected to result in unfolding of the protein. A consequence
of this might be exposure of hydrophobic regions into aque-
ous solution; adsorption of a second protein layer would
therefore reduce the interfacial free energy. In the case of
protein in contact with a hydrophobic metal surface, values
of adsorbed mass were found to be consistent with forma-
tion of a monolayer. Arnebrant and Nylander (28) reported
possible bilayer formation upon adsorption of oligomeric
units of insulin as well.

Adsorption Kinetics. In considering the kinetics of any
interfacial process, the question of transport versus reac-
tion control must be addressed. Protein adsorption at an
interface is dependent not only on the intrinsic kinetic
rate, which is a function of protein, solution, and surface
properties, but also by the rate of protein transport from
the bulk solution through the concentration boundary
layer near the interface.

Proteins are macromolecules, and they can possess do-
mains that differ chemically and physically. Diffusion co-
efficients may vary widely among proteins, depending on
their concentration and the electrostatic condition of the
solution (29). The initial adsorption rate of protein mole-
cules at an interface can be transport-limited at either low
or high concentration. The diffusion limitation exists as
long as there is a significant concentration gradient near
the solid surface. With careful design of an experimental
system to minimize the transport-limited period, however,
an intrinsic adsorption kinetic rate can be estimated. Still,
relatively little is known about the nature of the adsorbed
layer, and predictive models to describe any aspect of ad-
sorption as a function of protein and interfacial properties
are lacking. Protein adsorption is characterized by the

likely presence of a time dependence in the development
of bonds with the surface, a time dependence in the lateral
mobility and exchangeability of the protein molecules, and
time-dependent conformational changes; it is thus very dif-
ficult to describe mathematically.

Many experimental observations have indicated that a
major portion of the final adsorbed amount had been ad-
sorbed within the first few minutes of contact. Soderquist
and Walton (30) proposed the existence of three distinct
processes contributing to protein adsorption kinetics on
polymeric surfaces. First, rapid and reversible adsorption
of the proteins occurs during a short period of time. At up
to 50 to 60% of surface coverage there is a random arrange-
ment of adsorbed molecules, but then some form of surface
transition occurs that is probably in the direction of surface
ordering, thereby allowing further protein adsorption. Sec-
ond, molecules on the surface undergo structural transi-
tions as a function of time that occur in the direction of
optimizing the protein-surface interaction. Third, as time
increases the probability of desorption decreases, and the
adsorption becomes irreversible to dilution.

Competitive Adsorption

Molecular Structure and Interfacial Behavior. Study of
molecular influences on protein adsorption has received
much attention because of its relevance to better under-
standing of adsorption competition in multiprotein
mixtures. Important contributions to current understand-
ing of molecular influences on protein adsorption have
evolved from several comparative studies of protein inter-
facial behavior, in which similar or otherwise very well-
characterized proteins (31–34), genetic variants (35,36), or
site-directed mutants (19,20,24,25,37–39) of a single pro-
tein had been selected for study. A number of factors are
known to affect protein adsorption, and these studies have
stressed the importance of protein charge, hydrophobicity,
and structural stability in interfacial behavior.

Shirahama et al. (33) studied hen lysozyme, ribonucle-
ase A, and �-lactalbumin adsorption to hydrophilic and hy-
drophobic, polystyrene-coated silica (both negatively
charged surfaces). At hydrophilic silica, they found that
adsorbed mass increased with increasing charge contrast
between the surface and protein. At the hydrophobic sur-
face they found electrostatic interaction to have a lesser
effect, in that the adsorbed mass was not clearly related to
charge contrast between the surface and protein. Arai and
Norde (31) described adsorption from single-protein solu-
tions of hen lysozyme, ribonuclease A, myoglobin, and �-
lactalbumin to synthetic materials varying in surface
charge density and hydrophobicity. They concluded that at
a given surface, adsorption of a globular protein is related
to its structural stability. That is, proteins of high stability
behave like hard particles at a surface, with the interac-
tions governed by surface hydrophobicity and electrostat-
ics, whereas adsorption of proteins of low stability (soft
proteins) may be influenced by structural rearrangement,
allowing adsorption to occur even under conditions of elec-
trostatic repulsion.

Horsley et al. (35) compared isotherms constructed for
hen and human lysozymes at silica derivatized to exhibit
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Figure 3. Experimental approach to evaluating adsorbed
protein-binding strength using surfactant-mediated elution.

negatively charged, positively charged, or hydrophobic sur-
faces. Differences in adsorptive behavior observed between
the two lysozyme variants were largely explained with ref-
erence to the fact that human lysozyme contains one less
disulfide bond and is less thermally stable than hen lyso-
zyme. Xu and Damodaran (36) compared adsorption ki-
netic data measured for native and denatured hen, human,
and bacteriophage T4 lysozymes at the air–water inter-
face. Their results showed substantial differences in ad-
sorption dynamics among the three variants, as influenced
by their structural state and the physical and chemical na-
ture of the protein and surface.

Kato and Yutani (37) evaluated the interfacial behavior
of six site-directed mutants of tryptophan synthase �-
subunits, produced by amino acid substitution in the pro-
tein’s interior, using surface tension, foaming, and emul-
sifying property measurements. The stability of these
subunits, as measured by their free energy of denaturation
in water, varied from about 5 to 17 kcal/mol. They were
able to attribute differences in interfacial behavior to pro-
tein stability with good success. In particular, they ob-
served that less stable mutants were most surface active,
that is, they more rapidly adsorbed or more readily un-
folded at the hydrophobic interfaces studied in that work.

Multicomponent Systems. Shirahama et al. (33) used
hen lysozyme, ribonuclease A, and �-lactalbumin to study
sequential and competitive adsorption at hydrophilic and
hydrophobic, polystyrene-coated silica. At hydrophilic sil-
ica, they found that once an adsorbed layer of a given pro-
tein was formed, almost total displacement of that protein
would occur upon introduction of a second protein to so-
lution if the second protein had a more favorable capacity
for electrostatic attraction with the surface (otherwise, se-
quential adsorption was not observed). In addition, when
adsorbed from a mixture, the protein capable of more fa-
vorable electrostatic attraction with the surface preferen-
tially adsorbed, essentially to the exclusion of the other
protein. At the hydrophobic surface, they found that once
an adsorbed layer of a given protein was formed, only par-
tial displacement of that protein would occur upon intro-
duction of a second protein to solution, even if the second
protein had a more favorable capacity for electrostatic at-
traction with the surface. Moreover, the eventual make-up
of a film adsorbed from a mixture was not related to charge
contrast between the protein and surface. Other experi-
mental observations (40,41) indicated that adsorbed pro-
tein molecules undergo exchange with protein from solu-
tion more readily on hydrophilic than on hydrophobic
regions of a surface. Arai and Norde (32) studied the se-
quential and competitive adsorption behavior exhibited
by hen lysozyme, ribonuclease A, myoglobin, and �-
lactalbumin and concluded that whether introduced in se-
quence or in a mixture, adsorption of a globular protein is
related to its structural stability. In particular, interfacial
behavior of proteins of high stability is governed by surface
hydrophobicity and electrostatics, whereas that of proteins
of low stability are more influenced by structural rear-
rangement.

The elution of adsorbed protein by surfactant has been
used to provide a measure of protein binding strength

(21,24,42–51). The essential steps of this type of experi-
ment are illustrated in Figure 3. Adsorption is allowed to
occur, followed by rinsing with protein-free buffer. A sur-
factant solution is then introduced, after which adsorbed
protein is displaced or solubilized (45). This is followed by
rinsing and comparison of the amounts of protein present
before surfactant addition and after the final rinse. Elution
by dissimilar protein has been used as a measure as bind-
ing strength as well. Slack and Horbett (52) evaluated the
strength of attachment of fibrinogen to solid surfaces by
measuring its time-dependent elution in plasma and mod-
eled fibrinogen adsorption, with reference to its rate of con-
version from a weakly bound (exchangeable) to a tightly
bound (nonexchangeable) state. Wahlgren and Arnebrant
(45,46) used in situ ellipsometry to continuously monitor
the different effects of cationic and anionic surfactants on
the elution of b-lactoglobulin and lysozyme from hydro-
philic and hydrophobic surfaces as well as adsorption from
protein and surfactant mixtures. The elution studies al-
lowed postulation of four mechanisms for surfactant-
mediated elution of adsorbed protein. With the aim of
relating elutability to protein molecular properties, Wahl-
gren et al. (47) studied removal of well-characterized pro-
teins from silica surfaces using dodecyltrimethylammon-
ium bromide. Some general trends regarding molecular
property effects on elutability emerged from that work, but
clear correlations between molecular properties and elut-
ability remained difficult to quantify. By contrast, similar
tests conducted with synthetic mutants of bacteriophage
T4 lysozyme showed a clear correlation between protein
stability and elutability (24). In particular, less stable pro-
teins are more resistant to elution, presumably because
they are more able to alter their conformation at the sur-
faces.



ADSORPTION, PROTEINS WITH SYNTHETIC MATERIALS 47

�
�

�
�
�

�
�
�

�
�
�

�
�
�

�
�
�

�
�

θ2θ1

k2

k1

Figure 4. A simple mechanism for adsorption from a single-
protein solution, allowing adsorption into one of two states exhib-
iting different resistances to elution and occupying different in-
terfacial areas.

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

θ1A θ2A

k'e1(CB)θ1Ake1(CA)θ1B

k1A(CA)

k'e2(CB)θ2Ake2(CA)θ2B

k2A(CA)

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

θ1B θ2B

k'e1(CB)θ1Ake1(CA)θ1B

k1B(CB)

k'e2(CB)θ2Ake2(CA)θ2B

k2B(CB)

Figure 5. A mechanism for competitive adsorption between two
proteins A and B, based on the single-component mechanism of
Figure 4.

Modeling the Process. A number of mathematical mod-
els of protein adsorption at air–water and solid–water in-
terfaces have been constructed (38,53–57). The problem is
generally approached as an issue of molecular diffusion
through a potential gradient, a reaction-diffusion problem
involving interactions between diffusive-convective pro-
tein transport from the bulk solution and competitive ad-
sorption and exchange kinetics on the surface, or as a ki-
netically controlled phenomenon, involving adsorption,
unfolding, and exchange. Such models and the kinetic sim-
ulations they allow provide a framework with which the
complexity of protein adsorption can be better understood
and quantified. In addition, they can be used to provide
direction for further experiments, particularly involving
surface modification.

Lundström (58) presented an equilibrium model of pro-
tein adsorption on solid surfaces. The model described the
fractional surface coverage of adsorbed molecules as a
function of equilibrium concentration and allowed for re-
versible adsorption and conformation change. Later, Lund-
ström and Elwing (26) described a model that allowed for
bulk-surface exchange reactions among proteins in single-
component and binary mixtures. The work featured ma-
nipulation of the equations describing the fractional sur-
face coverage of protein in specific states and simulations
of total surface coverage as a function of equilibrium con-
centration and as a function of time. Although no experi-
mental data were presented, the shapes of the curves were
in qualitative agreement with experimental observations.
Currently, there is no adequate method to directly monitor
changes in fractional surface coverages of protein in dif-
ferent adsorbed states. A less-complex model that can be
statistically compared with the available data would be
useful, because it would enable individual rate constants
to be related to surface, solution, and protein properties.

Past work with synthetic mutants of bacteriophage T4
lysozyme have involved in situ ellipsometry and
surfactant-mediated elution (24,51), ring tensiometry (38),
the interferometric surface force technique (25), CD
(19,20), and spectrophotometric assays of bound enzyme
activity (39). These studies have shown that structural al-
terations definitely occur upon adsorption, with the extent
and rate of structural change being related to thermal sta-
bility. In addition, mutants exhibited resistances to
surfactant-mediated elution that were proportional to
thermal stability and consequently related to extent of
structural change. Finally, concerning a number of T4 ly-
sozyme variants, results could be explained by modeling
adsorption as occurring such that molecules adopt one of
only two states, each varying in binding strength and oc-
cupied area, with differences in behavior among the mol-
ecules attributable to the relative populations in each
state.

The simplest adsorption mechanism consistent with the
fact that adsorbed proteins can exist in multiple states
would include two adsorbed states. Figure 4 shows such a
mechanism. Rate constants k1 and k2 govern adsorption
into states 1 and 2, respectively. Although the mechanism
is drawn to depict molecules adsorbing directly into states
1 and 2 from solution, a more accurate and detailed mech-
anism might include a multistep path to state 2. However,

for modeling purposes, the actual path to state 2 is not
consequential; we need only account for the different rates
of generation of two functionally dissimilar forms of ad-
sorbed protein. If adsorption of practically relevant pro-
teins can be adequately described in this way, extension to
the case of competitive protein adsorption would be
straightforward.

Figure 5 shows a mechanism for competitive adsorption
(between two proteins, A and B) based on Figure 4. In each
case, all associated rate constants can be determined a
priori. The protein-specific k1C and k2C of Figure 4 can be
obtained from single-component kinetic data, and the vari-
ous exchange constants can be determined through se-
quential adsorption experiments (59). Figure 5 can be eas-
ily redrawn to depict competitive adsorption of three
proteins, A, B, and C or more. As long as sequential ad-
sorption data are available for each pair permutation of A,
B, and C, for example, an a priori estimate of all rate con-
stants can be made, and the adsorption competition can be
simulated. Such comparisons would provide a basis for de-
sign of further experiments to better resolve molecular ef-
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fects on competition in complex mixtures, subsequently en-
abling more quantitative prediction of adsorbed layer
effects on practically relevant phenomena.
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INTRODUCTION

The strong, specific, and well-characterized interaction be-
tween the Fc part of immunoglobulin G (IgG) and Staphy-
lococcus aureus protein A (SpA) was the first biointeraction
exploited for the creation of an affinity fusion system al-
lowing affinity chromatography purification of expressed
recombinant gene products (1). To date, hundreds of pro-
teins have been produced as SpA fusions in a wide variety
of host cells (2–5). During the past decade a large number
of additional affinity fusion systems have been presented
(for reviews, see 2,6–9). Affinity fusions are primarily used
to simplify recovery of a fused target gene product but are
also widely employed for detection and immobilization
purposes (10). Most affinity tags are easy to use as detec-
tion moieties to monitor the production or distribution of
a produced fusion protein, and certain affinity tags are par-
ticularly suited to obtain efficient and directed immobili-
zation of a target protein.

This article describes the use of two affinity tags, the
IgG-binding SpA domains and the serum albumin–binding
region of streptococcal protein G (SpG), which both carry
a number of features that make them highly suited as fu-
sion partners in different applications. The wide spectrum
of applications for affinity fusions in biotechnology is illus-
trated by selected examples in which SpA or SpG fusion
proteins have been used to (1) improve the stability to pro-
teolysis of produced recombinant proteins, (2) allow inte-
grated downstream processing schemes by careful genetic
design, (3) improve in vitro renaturation schemes for ex-
pressed gene products, (4) enable affinity-assisted folding
in vivo of target proteins, (5) prolong the in vivo half-life of
therapeutic proteins, (6) facilitate subunit vaccine devel-
opment and functional cDNA analysis, and (7) select novel
receptor variants with new specificities by the use of phage
display technology.
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Table 1. Commonly Used Affinity Fusion Systems

Fusion partner Size Ligand Supplier Refs.

Protein A 31 kDa hIgG Pharmacia Biotech 5,11
Z 7 kDa hIgG Pharmacia Biotech 12,13
ABP 5–25 kDa HSA 5,14
Poly His �1 kDa Me2� chelator Novagen, Qiagen 15,16
GST 25 kDa Glutathione Pharmacia Biotech 17,18
MBP 41 kDa Amylose New England Biolabs 19,20
FLAG 1 kDa MAbs M1/M2 Kodak 21,22
PinPointa 13 kDa Streptavidin/avidin Promega 23,24
Biob 13 aa Streptavidin/avidin 25,26

Note: aa, amino acids; ABP, albumin-binding protein; GST, glutathione S-transferase; hIgG, human immunoglobulin G; HSA, human serum albumin; MAb,
monoclonal antibody; MBP, maltose-binding protein.
aA 13-kDA subunit of the transcarboxylase complex from Propionibacterium shermanii, which is biotinylated in vivo by the E. coli cells.
bA 13-amino acid peptide that is selected from a combinatorial library and found to be biotinylated in vivo.

COMMONLY USED AFFINITY TAGS

A large number of different affinity fusion systems have
been described involving fusion partners that range in size
from one amino acid to large multisubunit proteins capable
of selective interaction with a ligand immobilized onto a
chromatography matrix. Different types of interactions
have been utilized, such as enzymes–substrates, bacterial
receptors–serum proteins, polyhistidines–metal ions, and
antibodies–antigens (2). The degree of specificity in the in-
teraction and conditions for the affinity purification differ
from system to system. The environment tolerable by the
target protein is an important factor for deciding which
affinity fusion system to choose. Also, other factors, includ-
ing costs for the affinity matrix and buffers and the pos-
sibilities for column sanitation and reuse, are important to
consider. Numerous gene fusion systems for affinity puri-
fication have been described in the literature, all with dif-
ferent characteristics (2,6–9). Some of the most commonly
used systems are listed in Table 1, and some relevant ref-
erences are given for each system. These different affinity
fusion systems, with their advantages and disadvantages,
were described in a recent review (10). The polyhistidyl
tags, which suffer from a somewhat lower specificity, have
the advantage of allowing affinity purification under de-
naturing conditions. The in vivo biotinylated “Bio-tag” is
particularly suited for immobilization purposes because of
the strong interaction (association constant; KA � 1015

M�1) between biotin and streptavidin, but is inconvenient
to use for affinity purification purposes because efficient
elution is difficult to accomplish. One of the most exten-
sively used affinity tags is the glutathione S-transferase
(GST) from the parasitic helminth Shistosoma japonicum
(17). GST fusion proteins can be purified using glutathione
as immobilized ligand, also following renaturation from in-
clusion bodies after solubilization with 6 M guanidinium
hydrochloride (18). A possible complication associated with
the GST fusion system is the use of reduced glutathione (a
reducing agent) for elution, which can affect target pro-
teins containing disulfides (10).

Although a multitude of systems have been described,
no single affinity fusion strategy is ideal for all expression
or purification situations. For example, if secretion of the
product into the periplasm or culture medium is desired,

fusion to affinity tails derived from normally intracellular
proteins (e.g., the b-galactosidase system) is not applicable,
and if the purification must be performed under denatur-
ating conditions, protein ligands such as monoclonal an-
tibodies (mAbs; e.g., anti-FLAG M1 and M2 mAbs) are un-
suitable. Therefore, to obtain general expression vectors
for affinity gene fusion strategies applicable in several sit-
uations, a combination of affinity fusion domains could be
introduced into a single fusion partner. Such composite fu-
sion partners, consisting of several independent affinity
domains, could potentially be used in different detection,
purification, and immobilization situations, employing the
affinity function that is most suitable for the situation.
However, the included affinity domains should be carefully
chosen not to interfere functionally with each other, and
each moiety should be able to withstand the purification
conditions dictated by the affinity domain requiring the
harshest affinity chromatography conditions. A further ad-
vantage using combined affinity tags is that different
methods for the detection and immobilization of the fusion
protein also can be envisioned.

Recently, a new affinity fusion partner was described in
which this strategy was utilized (26). An affinity-tag com-
bination was designed consisting of the in vivo biotinylated
peptide (Bio), a hexahistidyl peptide (His6), and the SpG-
derived albumin-binding protein (ABP) that could allow for
flexible use in different detection, purification, and immo-
bilization situations (26). Fusions to the Bio–His6–ABP af-
finity tag could be used for easy detection using commercial
streptavidin conjugates, for purification under both native
and denaturating conditions, and for directed immobili-
zation purposes with an option to choose among three
strong affinity interactions. In addition, the ABP part of
the affinity tag is highly soluble and effectively refolds af-
ter denaturation, which can be an advantage during re-
folding of the target protein fused to the Bio–His6–ABP
affinity tag. Such composite affinity tags have the potential
of becoming widely used in the future because they offer
flexibility.

This article does not focus on the description of different
characteristics of various affinity-tag systems, as up-to-
date reviews are available (4,9,10), but instead describes
various application areas in which affinity fusions to the
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Figure 1. Schematic presentation of staphylococcal protein A (SpA) and streptococcal protein G
(SpG). (a) The complete SpA gene product and the 7-kDa B-domain analog Z, represented in the
most widely used divalent form. (b) The SpG gene product, with the separate albumin- and
immunoglobulin-binding regions indicated, and a presentation of some of the most commonly used
albumin-binding affinity tags. BB (25 kDa) was the first isolated serum albumin–binding affinity
tag (14). More recently, the new tags ABP (15 kDa) and ABD (5 kDa), containing two or one serum
albumin–binding motifs, respectively, were designed on the basis of postulated borders for the
albumin-binding protein domains (13,47). The three postulated minimal albumin-binding motifs
are indicated as bars above the SpG.

IgG-binding domains of SpA and the serum albumin-
binding regions of SpG have been used.

PROTEIN A AND PROTEIN G AFFINITY FUSION SYSTEMS

SpA (Fig. 1a) is an immunoglobulin-binding surface recep-
tor found in the Gram-positive bacterium Staphylococcus
aureus. SpA has found extensive use in immunological and
biotechnological research (2–4,11,27,28). SpA binds to the
constant (Fc) part of certain immunoglobulins, but the ex-
act biological significance of this property is not clarified
(29). Functional and structural analysis of SpA has re-
vealed the presence of a signal peptide, S, which is pro-
cessed during secretion, five highly homologous domains
(E, D, A, B and C) all capable of binding to IgG (30), fol-
lowed by a cell wall–attaching structure designated XM
(31–35) (Fig. 1a). Here, X represents a charged and repet-
itive region, postulated to interact with the peptidoglycan
cell wall (31), whereas M is a region common for Gram-
positive cell surface-bound receptors containing an
LPXaaTG motif, linked to a C-terminal hydrophobic region

ending with a charged tail (32–35). It has been demon-
strated that the complete M region is required for cell sur-
face anchoring and that the cell wall sorting is accompa-
nied by proteolytic cleavage at the SpA C-terminus and
subsequent covalent linking of the surface receptor to the
cell wall (32–35). SpA binds to IgG from most mammalian
species, including humans. Of the four subclasses of hu-
man IgG, SpA binds to IgG1, IgG2, and IgG4 but shows
only weak interaction with IgG3 (36).

Several characteristics of the IgG-binding domains of
SpA have made them suitable as fusion partners for the
production and purification of recombinant proteins: (1)
SpA is proteolytically stable. (2) The structure of the IgG-
binding domains, each being a three-helix bundle (37–39),
appears to be favorable for independent folding of the fu-
sion partner and the fused product because the N- and C-
termini of each IgG-binding domain are solvent exposed
(38,40). (3) It has been demonstrated to be feasible to in-
troduce sequences accessible for site-specific cleavage of
SpA fusion proteins so as to release the target gene product
(41). (4) The high solubility of SpA enables the production
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of soluble fusion proteins to very high concentrations
within the Escherichia coli cell (42,43).

To create a “second-generation” affinity tag, an engi-
neered IgG-binding domain, Z, was designed based on do-
main B of SpA (Fig. 1a) (12). This domain naturally lacks
methionines, making it resistant to CNBr cleavage. In ad-
dition, an NG dipeptide sequence present in all native do-
mains was changed to NA by altering the glycine codon to
a codon for alanine, rendering the Z-domain also resistant
to cleavage by hydroxylamine (12). Analysis of the inter-
action between IgG and Z domains, polymerized to differ-
ent multiplicities, demonstrated that a dimeric form, ZZ
(Fig. 1a), was the optimal fusion partner by its strong IgG-
binding (44) and efficient secretion (12).

A different affinity-tag system, which has a number of
features in common with the SpA system but also some
additional advantageous properties, is based on the serum
albumin-binding region of streptococcal protein G (SpG;
Fig. 1b) (14,45). The regions of SpG mediating binding ac-
tivities to serum albumin and IgG have been shown to be
structurally separated (Fig. 1b) (14). Figure 1b illustrates
SpG schematically and presents some existing variants of
albumin-binding affinity tags. SpG binds to serum albu-
mins of different mammalian species, including humans,
mouse, and rat (45). The complete region comprises three
serum albumin-binding motifs (46), each being approxi-
mately 46 amino acids in size. One of these postulated min-
imal motifs has been produced and tested for its serum
albumin binding (47) and is considered to be a suitable
affinity tag in a mono- or divalent fashion. However, tags
comprising one, two, two-and-a-half, or three serum
albumin-binding motifs (Fig. 1b) have all been successfully
produced and used in different applications (4,13,27,47–
50). The affinity tags, denoted BB, ABP (for albumin-bind-
ing protein), and ABD (for albumin-binding domain) (Fig.
1b), are proteolytically stable, highly soluble, and possible
to produce at high yields (13,26,48,51). The 46–amino acid
albumin-binding domain (ABD) was recently subjected to
a heteronuclear nuclear magnetic resonance (NMR) anal-
ysis, concluding that it constitutes a three-helix bundle
(52), remarkably similar to that of the IgG-binding do-
mains of SpA.

Host Cell Systems, Affinity Resins, and Detection Systems

To date, a multitude of proteins have been produced as
fusions to the IgG-binding domains of SpA (native domains
or the engineered Z-domains; see following), in host cells
from all five kingdoms of living organisms: (1) Gram-
negative bacteria, such as E. coli (more than 100 published
examples, including Refs. 13,28,53–55) and Salmonella ty-
phimurium (56,57), as well as Gram-positive bacteria such
as Staphylococcus aureus (58,59), Streptococcus sanguis
(60), and Bacillus subtilis (61); (2) the yeast Saccharomyces
cerevisiae (62–66); (3) plants (67); (4) insect cells (68,69);
and (5) mammalian cells (70–75).

The SpG-derived expression systems have found sev-
eral applications (as are described later), some completely
new, and some as a complement to the SpA/ZZ systems.
The albumin-binding tags have not yet been evaluated for
production in all host organisms but have been success-

fully expressed for different purposes in Gram-negative
bacteria such as E. coli (13,14,26,47,51), Gram-positive
bacteria such as Staphylococcus xylosus and Staphylococ-
cus carnosus (48,76–80), and mammalian cells such as Chi-
nese hamster ovary (CHO) cells (81).

The SpA fusion proteins, which bind to the Fc region
of IgG, are commonly affinity purified using IgG-Sepharose
(50,82) and the serum albumin-binding SpG fusions
are normally purified on human serum albumin (HSA)
Sepharose (14,50). However, other matrices, such as
protein-coated paramagnetic beads, have also been util-
ized (83). SpA (ZZ) and SpG (BB, ABP, or ABD) fusion pro-
teins can be easily detected during expression, without the
need of specific antisera, by blotting techniques after poly-
acrylamide gel electrophoresis (PAGE) by taking advan-
tage of their IgG- (Fc) and HSA-binding properties, re-
spectively. SpA fusions are efficiently stained using a
commercially available complex of rabbit anti-horseradish
peroxidase–IgG and horseradish peroxidase (13). SpG fu-
sions are stained using biotinylated HSA and conjugated
streptavidin–alkaline phosphatase (13).

Expression Vector Systems for E. coli

A number of expression vectors based on gene fusions to
the SpA gene, often in the form of the divalent SpA ana-
logue ZZ (12), or all five native IgG-binding domains, have
been developed for recombinant protein production in E.
coli (11,82,84). The promoter and secretion signals of SpA
are functional also in the Gram-negative E. coli (1). Protein
A fusions expressed in E. coli can thus be efficiently se-
creted to the periplasm of the bacteria, and in many cases
also to the culture medium (50,53,55,85,86) from which
they can be easily purified by IgG affinity chromatography
(86,87). In the vectors designed for secretion, the expressed
SpA-fusion products are in most examples transcribed
from the SpA promoter, which is constitutive and effi-
ciently recognized in E. coli (27,50).

Analogous expression vectors for production of secreted
fusions also to the serum albumin–binding regions of SpG
have been developed (14,50), taking advantage of the same
SpA promoter and secretion signals. Fusion proteins pro-
duced in this way can be efficiently affinity purified using
human serum albumin (HSA) columns (14).

There exists no general strategy applicable to all recom-
binant gene products to guarantee secretion. Instead, the
inherent properties of the target protein largely dictate if
a secretion route is possible to use. However, a large frac-
tion of the proteins produced as SpA fusions are soluble
and efficiently secreted to the periplasmic space and cul-
ture medium of E. coli (2,55,86). This may at least be par-
tially caused by the high solubility of the ZZ domains,
which most likely increases the overall solubility of the fu-
sion proteins. There are a number of advantages connected
with a secretion strategy. First, the gene product will be
less exposed to cytoplasmic proteases, which might enable
production of also labile proteins (88). Second, disulfide
bond formation, which is occurring in the nonreducing en-
vironment outside the cytoplasm, could improve on the
folding of certain gene products (86). Third, the recovery of
the recombinant protein is simplified because a large de-
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gree of the purification from host cell proteins has been
achieved through the secretion (55,86). Hansson and co-
workers (55) described the E. coli production of a fusion
protein ZZ-M5, a malaria subunit vaccine candidate, using
a secretion strategy. More than 65% of the recombinant
gene product was found to be secreted to the culture me-
dium, from which it could be recovered in a single step by
expanded-bed anion exchange adsorption. As the ZZ-M5
protein was to be used in a preclinical malaria vaccine trial
in Aotus monkeys (89), a polishing step was included in
which the IgG-binding capacity of the fusion protein was
employed. After affinity chromatography on IgG-Sephar-
ose, contaminating DNA and endotoxin levels were well
below the demands set by regulatory authorities. The over-
all yield of the process, performed in pilot scale, exceeded
90%, resulting in 550 mg product per liter of culture (55).

As mentioned earlier, there is no guarantee that a cer-
tain protein can be secreted even if an expression system
with secretion signals is chosen for the production. Pro-
teins with a strong tendency to precipitate intracellularly
and proteins containing hydrophobic transmembrane
regions may be extremely difficult to secrete (27,80). Intra-
cellular expression of such proteins could be a more at-
tractive alternative because of recent advances in in vitro
renaturation of recombinant proteins from intracellular
precipitates, that is, inclusion bodies (90). The mechanism
for inclusion body formation is not fully elucidated, but ex-
pression driven from exceptionally strong promoters such
as the T7 promoter (91), leading to very high expression
levels, seems to increase the tendency for intracellular ag-
gregation of the produced recombinant protein (90). Pro-
duction by the inclusion body strategy has the main ad-
vantages that the recombinant product normally is
protected from proteolysis and that it can be produced in
large quantities. Levels up to 50% of total cell protein con-
tent have been reported (90).

Vectors for intracellular production of SpA fusions have
thus been constructed in which the transcription is under
the control of inducible promoters, such as lacUV5 (11), kPR

(11), trp (92,93), trc (94), or T7 (13), enabling a more con-
trolled expression. Also, for intracellular production of BB
and ABP fusion proteins, inducible vector systems have
been used, employing trc (94), trp (51,93), or T7 (13) pro-
moters, respectively. The most robust and in addition the
most tightly controlled of these systems seems to be the T7
RNA polymerase–regulated promoter system (91). Using
this system, Larsson and coworkers (13) recently described
the expression of five different mouse cDNAs as fusions to
ZZ and ABP, respectively. Expression levels ranged from 4
to 500 mg gene product per liter of culture.

Intracellularly produced and still soluble fusion pro-
teins can be released by sonication or high-pressure ho-
mogenization of cells before purification by IgG or HSA
affinity. However, precipitated gene products need to be
solubilized before the affinity purification procedure. It
was recently demonstrated that affinity purification in-
deed can be useful also for the recovery of proteins with a
strong tendency to aggregate during renaturation from in-
clusion bodies following standard protocols (93). Murby
and coworkers (93) devised a recovery scheme for the pro-
duction of such ZZ and BB fusions, applied on various frag-

ments of the fusion glycoprotein (F) from the human res-
piratory syncytial virus (RSV). Earlier attempts to produce
these labile and precipitation-prone polypeptides in E. coli
had failed, but several different F fusion proteins could by
this novel strategy be produced and recovered as full-
length products with substantial yields (20–50 mg/L). Be-
cause it was demonstrated that the IgG and HSA affinity
ligands both were resistant to 0.5 M guanidine hydrochlo-
ride, efficient recovery from inclusion bodies of the ZZ-F
and BB-F fusions could be achieved by affinity chromatog-
raphy in the presence of the chaotropic agent throughout
the purification process (93). The described strategy has so
far been successfully evaluated for a number of proteins of
low solubility and should be of interest for efficient recov-
ery of other heterologous proteins that form inclusion bod-
ies when expressed in a bacterial host.

It is, of course, almost impossible to give general infor-
mation concerning the production levels for the described
expression systems because production levels are strongly
dependent on inherent properties of the target gene prod-
ucts. It is however evident that both the secretion strategy
and intracellular protein production in E. coli using the
SpA and SpG expression systems can give high expression
levels. For the secreted production, expression levels of 0.5
to 0.8 g product per liter of culture have been reported
(55,95), and for intracellular production levels up to 3 g
gene product per liter of culture have been obtained (96).
The SpA and SpG expression systems are thus for many
gene products a good choice because high expression levels
can be obtained and efficient affinity purification of pro-
duced fusion proteins can be easily achieved.

Mild Elution of Protein A and Protein G Fusions by
Competition

One possible drawback associated with the SpA and SpG
affinity purification systems has been the need for elution
by low pH from the affinity column. The elution of fusion
proteins at pH 3, used routinely, has for some products
been destructive, yielding biologically inactive products.
By a recently presented concept, the low-pH elution can be
circumvented by competitive elution based on an engi-
neered competitor protein that can be efficiently removed
from the eluate mix after elution. The principle for the
competitive elution strategy was described by Nilsson and
coworkers (47) (Fig. 2). The target protein in the presented
examples was produced as a fusion to a monovalent Z-
domain of SpA. A sample (e.g., crude cell lysate) containing
the recombinant fusion Z-target is passed through an IgG-
Sepharose column. The recombinant fusion protein is thus
captured, enabling extensive washing to remove contami-
nants. A stoichiometric excess of an engineered bifunc-
tional competitor fusion protein ZZ-BB (Fig. 2) was added
in which BB constitutes a second affinity tail capable of
selective binding (association constant; KA � 1.4 � 109

M�1) to HSA. The competitor ZZ-BB, having an affinity to
human IgG more than 10-fold higher than that to the
monovalent Z, is used for competitive elution of the Z-
fusion at neutral pH. Specific removal of ZZ-BB from the
effluent mix is accomplished by a passage through a second
affinity column (HSA) to which the ZZ-BB fusion is bound.
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Figure 2. The concept of competitive elution, here used for elu-
tion of a monovalent Z-fusion by the competitor ZZ-BB. Source:
Modified from Nisson and coworkers (47).
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Figure 3. The concept of dual-affinity fusions for recovery of pro-
teolytically labile target proteins. The gene encoding the target
protein X is fused between the genes encoding the ZZ and BB tags,
respectively. A first passage over an IgG column results in recov-
ery of the full-length product as well as potential degradation
products. A second passage over an HSA column results in recov-
ery of only the full-length product.

The described strategy has been used to produce the Kle-
now fragment of E. coli DNA polymerase I as a Z-Klenow
fusion, and the recovered product retained full enzymatic
activity (47).

Stabilization to Proteolysis of Labile Gene Products

When expressing mammalian proteins in a heterologous
host such as E. coli, proteolytic degradation is one of the
more common problems encountered. A review describing
the different strategies available to minimize proteolytic
degradation of recombinant gene products was recently
presented (97). Fusion of a proteolytically labile target pro-
tein to stable fusion partners, such as the ZZ and ABP tags,
has been shown to have a certain, but limited, stabilizing
effect (88,97). However, a much more pronounced stabiliz-
ing effect has been obtained when employing a dual affin-
ity fusion concept (Fig. 3) (98), where the protein of inter-
est, X, is fused between the two different affinity tag

proteins, ZZ and BB. The concept was applied to the pro-
duction of proteolytically sensitive human insulin-like
growth factor II (IGF-II) in E. coli. The concept first of all
allows the use of two consecutive affinity chromatography
steps, but in addition, dramatic stabilization effects can be
obtained as compared with more conventional expression
routes. The dual affinity fusion approach was found to have
a stabilizing effect on three small and labile recombinant
proteins, namely human proinsulin, a domain from rat
protein disulfide isomerase, and a fragment from a human
T-cell receptor (88), when expressed in E. coli. The concept
of dual affinity fusions has thereafter been employed also
with affinity tags other than the SpA and SpG tags (99–
102).

Strategies for Integrated Downstream Processing

An important part of modern biotechnology is to develop
simplified schemes for fermentation and downstream pro-
cessing of recombinant proteins by the integration of unit
operations. Genetic product design can be used in several
ways to obtain such schemes, that is, by influencing the
yield and localization of the product as well as to adapt the
gene product by fusion technology to specific unit opera-
tions suitable for large-scale downstream processing.

The recently presented expanded-bed adsorption pro-
cedure (mentioned earlier) constitutes a nice example of
process integration (55). Efficient recovery of a secreted re-
combinant fusion protein ZZ-M5 was achieved directly
from a crude fermentor broth without prior cell removal.
The fusion protein had a relatively low isoelectric point
(pI), which allowed anionic exchange adsorption at pH 5.5
at which most E. coli host proteins are not adsorbed. This
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strategy allowed an integration of the cell separation step
with ion exchange adsorption of the gene product with si-
multaneous volume reduction, which resulted in a highly
condensed but still efficient recovery process (55). The two-
step purification process, ion exchange chromatography in
an expanded-bed format followed by IgG affinity chroma-
tography for polishing, demonstrated an overall yield of
more than 90%.

An alternative strategy to simplify downstream pro-
cessing was investigated by Köhler and coworkers (92),
where recombinant technology was applied to alter the
partitioning properties of a ZZ-fusion protein, which
thereby could be efficiently recovered by aqueous two-
phase extraction as the primary purification step. An at-
tractive approach to simplify recovery of products, which
may be produced with modified primary sequences, e.g.,
industrial enzymes, would be to alter the partitioning
properties by substitution of one or more surface amino
acid residues, which are not involved in the biological ac-
tivity, for tryptophans, which are known to influence par-
titioning characteristics. This type of protein engineering
will most probably be used in the future to reduce produc-
tion costs for bulk proteins.

A third example of how unit operations can be inte-
grated by careful design of the gene product and the recov-
ery process was recently demonstrated for the production
of native human insulin and its C-peptide in E. coli
(96,103). Human proinsulin was genetically fused to ZZ,
and recovered from inclusion bodies via solubilization and
refolding of the intact fusion protein, followed by IgG affin-
ity chromatography. Native insulin, consisting of cystein-
bridged A- and B-chains, as well as the clinically relevant
C-peptide (104), could be released by a single-step trypsin
treatment, cleaving off the ZZ-tail simultaneously to the
processing of the C-peptide (96,103). The careful genetic
design of a fusion protein as an intermediate product,
which could be efficiently converted to the final products,
allowed the design of a pilot-scale process involving few
unit operations (96) that thus might result in a cost-
efficient bioprocess. A further improved bioprocess for pro-
duction of the proinsulin C-peptide was presented (105) in
which the C-peptide-encoding gene fragment was hepta-
merized to increase yields. A fusion protein containing
seven copies of the C-peptide was thus produced, and after
affinity purification, enzymatic digestion was employed to
release native C-peptide (105).

Improved Renaturation Schemes for Recombinant Gene
Products

The recovery of biologically active or native proteins by in
vitro refolding from insoluble inclusion bodies can in some
cases be hampered by the aggregation of the product dur-
ing the procedure, leading to low overall yields. To make
the procedure more efficient, several improved protocols
have been developed, including the addition of different
“folding enhancers” (4). Alternatively, the protein itself can
be engineered to facilitate the refolding. The presence of
hydrophilic peptide extensions during the refolding can
dramatically improve the folding yield, probably by con-
ferring a higher overall solubility of the protein (90). Sam-

uelsson and coworkers (42) showed that the reshuffling of
misfolded disulfides in recombinant insulin-like growth
factor I (IGF-I) was greatly facilitated by fusion to the
highly soluble ZZ fusion partner (42). Compared to unfused
IGF-I, the fusion ZZ-IGF-I could be successfully refolded
at a 100-fold higher concentration (1–2 mg/mL), without
forming precipitates (43).

Affinity-Assisted In Vivo Folding

A completely new concept to improve the fraction of cor-
rectly folded recombinant IGF-I was recently presented
(106). It was demonstrated that coexpression of a specific
binding protein, IGF binding protein 1 (IGFBP-1), signifi-
cantly increased the relative yield of IGF-I having native
disulfide bridges when expressed in a secreted form in E.
coli. In addition, a glutathione redox buffer was added to
the growth medium to enhance formation and breakage of
disulfide bonds in the periplasm of the bacteria. In the pre-
sented example, both IGF-I and IGFBP-1 were produced
as affinity fusions, to Z and BB (Fig. 4a), respectively,
which facilitated the purification of in vivo–assembled het-
erodimers by alternative purification methods (106). A fur-
ther development of the strategy would be to express the
target protein as a nonfused gene product and the specific
binding protein in an affinity-tagged configuration (Fig.
4b). Correctly folded target protein would thus be affinity
captured as a heterodimer via the tagged binding protein.
This would employ the benefits of high specificity for affin-
ity chromatography without introducing requirements of
proteolytic processing (see following) to recover the native
target protein.

Affinity-Tagged Proteases for Site-Specific Cleavage of
Fusion Proteins

When gene fusion strategies are used for the production of
native proteins, efficient means for site-specific cleavage of
the fusion protein and subsequent removal of the affinity
fusion partner are needed. In addition, if employing en-
zymatic strategies for cleavage, strategies for the removal
of the proteolytic enzyme itself must be developed. Special
considerations must be taken if the target protein itself
also has to be further processed to give the desired final
product (96,103). Careful upstream design of the fusion
protein construct using genetic strategies can greatly fa-
cilitate the subsequent purification of the target protein
and also allow for integrated systems involving coprocess-
ing of the protein and efficient removal of the affinity fu-
sion partner as well as the protease used for cleavage
(96,102).

Enzymes for use in biotechnological applications should
preferably be highly specific proteases, easy to produce by
recombinant means in large scale. Interesting candidate
enzymes can be found in human picorna viruses, whose
maturation relies on the site-specific cleavage of a large
polyprotein precursor to yield the viral components. Some
of these proteases are functionally produced at high levels
in bacterial expression systems (107,108), and this could
facilitate the production of variants constructed by protein
engineering. Recently, a new general strategy was de-
scribed where the 3C protease of rhinovirus was fused to
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Figure 4. Affinity-assisted in vivo
folding and its use for recovery of
correctly folded gene products.
(a) Schematic description of the ex-
ample presented by Samuelsson and
coworkers (106) where a fusion pro-
tein Z-IGF-I, with correctly folded
IGF-I, could be recovered using al-
ternative affinity chromatography
strategies, taking advantage of the
interaction between IGF-I and
IGFBP-I. (b) The basic principle
might be suitable for general use
both to increase the yield of cor-
rectly folded target protein and to
achieve recovery of only correctly
folded target protein via the inter-
action of a specific binding protein
(BP), which binds only to the cor-
rectly folded form of the target pro-
tein. If the binding protein is ex-
pressed as an affinity fusion (Aff),
this fusion protein should be a suit-
able ligand for recovery of correctly
folded target protein.
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an affinity tag and subsequently used for specific cleavage
of a target protein (108). This enabled removal of the
affinity-tagged protease and the cleaved affinity fusion
partner by simple affinity chromatography steps. It was in
addition possible to add any desired amount of protease to
ensure efficient cleavage because the protease could be
easily removed after cleavage (108). Recently, a different
affinity-tagged protease, consisting of coxsackievirus 3C
(3Cpro) fused to the serum albumin–binding ABP at the N-
terminus and His6 at the C-terminus, was produced in E.
coli and used for the production of a truncated Taq DNA
polymerase (DTaq) (102). The heat-stable polymerase was
produced as an ABP-DTaq fusion protein having a 3Cpro

cleavage site introduced between the two protein moieties.
After affinity purification of ABP-DTaq, the fusion was ef-
ficiently cleaved using the affinity-tagged protease ABP-
3Cpro, which allowed for subsequent recovery of nonfused,
fully active DTaq via passage of the cleavage mixture over
an HSA-column (102). Note that the affinity-tagged pro-
tease, ABP-3Cpro, is removed together with eventual re-
mains of unprocessed ABP-DTaq fusion protein.

The use of affinity fusions for recombinant production
of therapeutic target gene products has probably been
hampered by the difficulties with efficiently cleaving off
the affinity tag and thereafter removing not only the tag
but also the used protease. The increasing availability of
affinity-tagged, highly specific proteases for cleavage of fu-
sion proteins to enable straightforward methods for recov-
ery of unfused authentic gene products (102,108) will prob-
ably influence researchers to further increase their use of
fusion strategies for production of target proteins.

Increased In Vivo Half-Lives for Therapeutic Gene Products

Gene fusion technology might also prove to be useful in
prolonging the in vivo half-life of pharmaceutical proteins

by administering the therapeutic protein as fused to a pro-
tein with extended half-life. The principle was demon-
strated to be efficacious by Capon and coworkers (109),
who showed that by fusing a soluble portion of CD4 (the
target receptor for the human immunodeficiency virus par-
ticle) to the Fc part of IgG, the serum half-life of CD4 in
rabbits increased 200-fold. Nygren and coworkers (110) de-
scribed an alternative strategy where in vivo stabilization
was achieved by fusion of the unstable CD4 protein to BB,
leading to the formation of complexes between the fusion
protein and serum albumin. The serum half-lives of differ-
ent fusion proteins containing the albumin-binding recep-
tor were tested in mice. In these studies, the half-life of the
CD4 fusion in vivo was shown to be comparable to the CD4-
IgG molecule described earlier. Interestingly, the albumin-
binding receptor in macaque monkeys was found to have
a serum half-life similar to that of serum albumin itself
(110). Recently, the same strategy was employed to in-
crease the serum half-life of human soluble complement
receptor type 1 (sCR1) in rats, by fusion to different serum
albumin–binding fragments of SpG (81). These examples
suggest that gene fusions to BB, ABP, or the minimal bind-
ing motif ABD of SpG might constitute useful strategies to
improve the in vivo stability of pharmaceutical proteins. It
may also be possible to combine these approaches with new
methods for drug targeting or slow drug release.

Protein A Fusions in Immunodetection Techniques

Bifunctional SpA fusion proteins have found extensive use
for various analytical purposes, for example, in enzyme im-
munoassays. Protein A fusion proteins can after expres-
sion be efficiently purified using the IgG-binding activity,
and in most assays the protein A moiety binds antibodies
to be quantified and the activity of the fused gene product
is monitored. Thus, the fusion protein can replace more
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Figure 5. Schematic presentation of some sandwich
concepts utilizing SpA fusion proteins and interacting
DNA fragments for detection and purification purposes.
(a) Colorimetric detection of DNA fragments containing
the lac operator (lacO) sequence, using a lac repressor
(LacI)-SpA fusion protein immobilized to IgG-Sephar-
ose. The colorimetric signal was obtained using a strep-
tavidin–alkaline phosphatate conjugate. The DNA frag-
ments, generated by the PCR technique, introduce
biotin and the lac operator by the PCR primers. This
assay has been used to detect Plasmodium falciparum
DNA in clinical samples (118). (b) This system takes
advantage of the same interactions as described in a,
with the only difference that paramagnetic beads with
covalently coupled streptavidin are used as solid sup-
port. The technique has been used to purify different
proteins and also whole cells using specific antibodies
reversibly immobilized to the paramagnetic beads via
the LacI-SpA fusion and a biotinylated DNA fragment.
Mild recovery of the antigen–antibody complexes can be
achieved using deoxyribonuclease (DNase) or restriction
endonucleases (119). (c) In this system, the antigen, im-
mobilized on a microtiter plate, is allowed to react with
a monoclonal antibody, linked to a biotinylated DNA
fragment via an SpA-streptavidin chimera. The detec-
tion is accomplished by PCR amplification using primers
specific for the bound DNA. The generated fragment is
analyzed by agarose gel electrophoresis (120).

traditional reagents, such as secondary antibodies conju-
gated to an enzyme. The concept of genetically engineered
conjugates in immunoassays was recently reviewed (111).
The fusion between catechol dioxygenase and protein A
produced in E. coli was used in an enzyme immunoassay
to quantify antibodies (112). The principle of a biolumi-
nescent immunoassay using the fusion between protein A
and bacterial luciferase has also been demonstrated (113),
and recently a bifunctional fusion between domain D of
SpA and luciferase from sea-firefly was used in a sandwich
enzyme-linked immunosorbent assay (ELISA) (72). Fur-
thermore, an SpA-streptokinase fusion was shown to be
equally useful as a commercial SpA-horseradish peroxi-
dase conjugate for use in immunoassays (60). A fusion be-
tween SpA and LacG, 6-phospho-b-galactosidase from S.
aureus, was shown to be able to replace secondary anti-
bodies in an ELISA (114). In a similar approach, an SpA–
alkaline phosphatase fusion was used in ELISA (115) and
a fusion between maltose-binding protein and protein A
was used for a solid-phase immunoassay, in which the fu-
sion protein was immobilized to determine IgG concentra-
tions (116).

Recently, the use of SpA-LacI and SpA-streptavidin fu-
sion proteins in various immunodetection techniques was
reviewed (3). Using sandwich techniques, DNA fragments
also can be involved in various purification and detection
strategies (Fig. 5). Taking advantage of the lac repressor
(LacI) from E. coli, binding to the lac operator sequence, a
LacI-SpA fusion protein was produced (117) for simplified
analysis of polymerase chain reaction (PCR) amplified
DNA fragments generated for diagnosis of pathogens (118)
(Fig. 5a). In addition, this LacI-SpA fusion protein has
been used for mild reversible recovery of protein antigens

or whole cells using paramagnetic beads with a coupled
DNA fragment containing the lacO recognition sequence
(119) (Fig. 5b).

An antigen detection system, termed immuno-PCR, has
been described (120) in which the principle of immunode-
tection was combined with the sensitivity of PCR. A
streptavidin-SpA chimera was used to attach a biotiny-
lated DNA fragment to antigen–IgG complexes immobi-
lized on microtiter plate wells (Fig. 5c). Although the
method gives a sensitivity greater than any existing
antigen–antibody detection system, the sensitivity of the
PCR assay could have the drawback of causing false posi-
tives resulting from nonspecific binding of IgG, fusion pro-
tein, or DNA. Nevertheless, SpA fusion proteins have
through the IgG Fc binding activity found extensive use in
a vast number of immunodetection techniques.

Protein G Fusion Used to Accomplish “Hot-Start PCR”

Immobilization of enzymes has proven to be a useful pro-
cedure for many applications because of the altered char-
acteristics of the immobilized enzyme as compared with
the enzyme’s soluble counterpart (121). One practical ap-
plication utilizing such differential activities was recently
described in which a heat-mediated release of an affinity-
immobilized recombinant Taq DNA polymerase (TagTaq)
was used to create a hot-start PCR procedure. Taq DNA
polymerase was produced in E. coli as fused to the multi-
functional Bio–His6–ABP tag (see foregoing text; 122) for
affinity purification and immobilization. HSA-affinity im-
mobilization of the fusion employing the ABP moiety re-
sulted in an apparent deactivation of the Taq DNA poly-
merase. However, the ABP–HSA interaction was shown to
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Figure 6. A flow chart representation of how the dual expression
concept has been used in subunit vaccine research. Note that the
BB-P fusion protein can be used both as coating antigen in various
assays to analyze elicited immune responses and also in an im-
mobilized form for enrichment of antigen-specific antibodies from
the immune sera. The use of this concept has been thoroughly
reviewed (27).

be disrupted at elevated temperatures (�70 �C), resulting
in a restored DNA polymerase activity of released Taq
DNA polymerase fusion protein. This concept for control-
ling the activity of the Taq DNA polymerase was demon-
strated to be of practical use to achieve a so-called hot-start
PCR procedure, where it is desired to suppress the DNA
polymerase activity until temperatures are reached at
which nonspecific annealing of PCR primers is eliminated.
The affinity immobilization concept for hot-start PCR was
successfully used in full multiple-cycle PCR amplification
and was shown to eliminate artefactual primer-dimer
products in the amplification of the human oncogene K-ras
gene in contrast to standard amplification protocols. Note-
worthy, the ABP affinity fusion partner was still functional
after 30 PCR cycles, allowing post-PCR reimmobilization
of the Taq DNA polymerase fusion protein onto fresh HSA-
Sepharose, facilitating the removal of the DNA polymerase
from reaction mixtures after PCR (122). Further studies
are needed to investigate if this concept for modulating
biological activity can also be applied to other widely used
enzymes, for example, reverse transcriptase.

Protein A and Protein G Fusion Proteins in Subunit Vaccine
Development

Immunogenic proteins and peptides that are produced as
fusion proteins have been frequently used for immuniza-
tion purposes and represent a strategy to construct sub-
unit vaccines against infectious diseases. An important as-
pect regarding production of antigens by recombinant
DNA technology is the purification of the gene product
from contaminating host components. The approach to ex-
press peptides or proteins as one part of a fusion protein,
where the other part constitutes an affinity handle, allows
rapid and efficient affinity purification of the gene product.

As a powerful strategy in subunit vaccine development,
a dual expression system was devised, combining the two
similar affinity-fusion expression systems (ZZ and BB) for
the parallel expression of immunogenic peptides and pro-
teins (Fig. 6) (50). After affinity purification, one fusion
protein is used for immunization while the corresponding
second fusion protein is used to analyze the induced anti-
body response to the fused peptide. This strategy elimi-
nates any background originating from antibodies reactive
with the affinity tag of the fusion used for immunization.
In addition, the second fusion protein can, after immobi-
lization, be used as a ligand for affinity purification of
peptide-specific antibodies (Fig. 6). The dual expression
system has been used to produce immunogenic structures
derived from different Plasmodium falciparum malaria
blood-stage antigens, and the expressed fusion proteins
have been shown to be immunogenic in mice, rabbits, and
monkeys and to induce antigen-specific antibody and T-cell
responses (for review, see Ref. 27). The dual expression
strategy has thus shown to be of significant value in sub-
unit vaccine research.

Besides the use of BB and ABP fusion proteins in the
dual expression concept for analysis of elicited immune re-
sponses, the serum albumin–binding region of SpG has
been shown to have inherent immunopotentiating prop-
erties when used as a carrier protein genetically fused to

the immunogen used for immunization (27,49,123,124).
Recently, it was demonstrated that a BB-fusion protein
(BB-M3), containing a malaria peptide, induced significant
antibody responses in mice strains that were nonrespon-
ders to the malaria peptide (M3) alone, suggesting that BB
has the ability to provide T-cell help for antibody produc-
tion (49). Furthermore, a fusion protein BB-G2N, compris-
ing a 101–amino acid sequence from human RSV, was
shown to induce protective immunity in mice to RSV chal-
lenge (123,124). It was shown that, by inclusion of the BB
part, a more potent G2N-specific B-cell memory response
was evoked (124). This indicates that the SpG-derived BB
can function both as an affinity tag to facilitate purification
and as a carrier protein with immunopotentiating prop-
erties. To date, it is not fully elucidated whether this ca-
pacity results from strong T-cell epitopes (49) or is related
to the serum albumin–binding activity resulting in a pro-
longed exposure of the immunogen to the immune system,
or is due to a combination of both.

Protein A and Protein G Fusion Proteins in Functional cDNA
Analysis

The principle of dual expression systems was recently also
implemented for functional analysis of cDNA-encoded pro-
teins (Fig. 7) (13). Selected cDNAs were then expressed as
ZZ fusion proteins and used for immunization to elicit an-
tibodies, whereas the corresponding ABP fusion protein,
having the cDNA-encoded portion in common, was used for
purification of target protein–specific antibodies. Such
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Figure 7. A flow chart representation showing how the dual ex-
pression concept has been used in functional cDNA research. The
concept is thus used for the generation of highly specific antibodies
employed in various analyses to assign function to cDNA-encoded
proteins. Such sera have indeed shown to be useful to localize gene
products to a certain cell type within a tissue section and also
further down to subcellular levels (13).

highly enriched antisera should be suitable for functional
analysis of the cDNA-encoded protein, for example, in
Western blots and immunohistology on tissue sections or
within cells. The principle was evaluated by expressing
five cDNAs, isolated from prepubertal mouse testis by a
differential cDNA library screening strategy. All five clones
could be expressed intracellularly in E. coli as fusion pro-
teins with high production levels, and affinity purification
yielded essentially full-length products. Characterization
of affinity-purified antibodies revealed that there existed
no cross-reactivity between the two fusion systems, and
that such antibodies indeed were valuable for various anal-
yses to elucidate the functions of the cDNA-encoded pro-
teins (13). For example, in the presented study a previ-
ously unknown cDNA, with no sequence homology to genes
in the public databases, could be connected with a gene
product found in nuclear bodies within spermatogonial
cells (13).

To make it possible to use the dual expression system
for functional analysis of cDNA, where robustness of the
expression systems is crucial, completely new expression
vectors were constructed. Intracellular expression was
used and transcription was tightly controlled by the T7
promoter system (13). This method should ensure that a
higher fraction of investigated cDNA-encoded proteins are
successfully produced. The different ongoing genome proj-
ects have generated enormous amounts of partially se-
quenced cDNAs, and there exists a significant need for
various alternative systems to take care of this informa-

tion to elucidate the function of the corresponding proteins.
By automation of some of the unit operations, the system
described by Larsson and coworkers (13) might have the
potential to make large-scale functional analysis of cDNA
libraries possible.

Bacterial Surface Display

The display of heterologous proteins on the outer surface
of bacteria has become an emerging topic in different fields
of research within biotechnology, microbiology, and im-
munology (125,126). Genetic insertion of a target sequence
into the genes for various outer membrane proteins has
constituted the general strategy to enable secretion and
subsequent surface anchoring of the recombinant target
gene products. For Gram-negative bacteria, represented
by E. coli and Salmonella spp., a number of different types
of heterologous proteins have been surface displayed in-
cluding antigenic determinants for the purpose of vaccine
development, enzymes, metal-chelating histidyl peptides,
and single-chain antibodies, as well as entire peptide li-
braries (125–128). Recently, surface display on Gram-
positive bacteria has gained interest in the context of vac-
cine development. Approaches based on the attenuated
mycobacteria (129), commensal streptococci (130), and
nonpathogenic food-fermenting staphylococci have been
presented (48,76–78).

To achieve surface display of various target proteins,
the staphylococcal systems take advantage of the cell sur-
face anchoring regions (XM) of SpA (see Fig. 1). The
surface-exposed proteins are thus genetically fused be-
tween a functional signal peptide, responsible for the
translocation from the cell, and the XM-regions of SpA.
Heterologous antigenic determinants of various origin
(bacteria, protozoa, and human virus) have been expressed
as anchored on recombinant staphylococci, which are being
investigated as a bacterial vaccine delivery system (48,76–
78,80,131–133). Even active single-chain antibody frag-
ments have been surface displayed on recombinant staph-
ylococci (79). Such recombinant bacteria could be envi-
sioned as inexpensive tools in diagnostic tests.

Protein A Domains and Phage Technology for Selection of
“Affibodies”

An example of emerging interest in which gene fusions
have made new technology possible is the display of li-
braries of peptides or proteins on filamentous phage sur-
faces. Phage particles decorated in such manner can be
enriched in vitro from a background of irrelevant phages
by biopanning techniques, employing an immobilized li-
gand capable of binding to the displayed protein. Moreover,
inside its protein coat the captured phage carries the ge-
netic information of the displayed protein, which allows
later identification by DNA sequencing. Thus, the technol-
ogy provides a link between genotype and phenotype and
allows the selection of peptides or proteins of desired func-
tions to be expressed on the surface of the filamentous
phage. This technology, as pioneered by Smith (134), has
emerged into a powerful technology to select, rather than
screen, for rare phages capable of binding to a defined tar-
get molecule from libraries comprising as many as 1010
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Figure 8. Schematic description showing how the Z-domain has been used as molecular scaffold
in search of domain variants with novel binding specificities. (a) Using phage display technology,
Z-variants can be expressed for presentation on the surface of filamentous phage particles. Phage
libraries containing large numbers of phage clones, each displaying an individual Z-variant, can
be subjected to rounds of biopannings in which Z-variants capable of binding to a desired target
molecule can be selected. Identification of binding variants is accomplished through DNA sequenc-
ing of the packed phage DNA, containing the gene of the displayed Z-variant. (b) Top view of the
Z-domain consisting of a triple �-helix. The library is constructed through randomization of amino
acids present at the domain surface and involved in the Fc binding of the wild-type domain. Using
the selection procedure (biopanning), variants with new molecular surfaces are isolated that are
capable of binding the desired target.

phage species. Such phage libraries are obtained by the
fusion to phage pIII or pVIII genes, of cassettes encoding
randomized peptides (usually 6- to 10-mers), antibody rep-
ertoires, or multiple variants of a protein (135). Thus, it is
possible to rapidly and efficiently select high-affinity li-
gands or effector molecules that can be used for analytical
or preparative applications.

The Z-domain from SpA has several features including
proteolytic stability, high solubility, small size, and com-
pact and robust structure, which makes it ideal as a fusion
partner for the production of recombinant proteins. The
residues responsible for the IgG Fc–binding activity have
been identified from the crystal structure of the complex
between its parent B-domain and human IgG Fc, showing
that these residues are situated on the outer surfaces of
two of the helices making up the domain structure and do
not contribute to the packing of the core (37). The Fc-
binding surface covers an area of approximately 600 Å2,
similar in size to the surfaces involved in many antigen–
antibody interactions. Taken together, these data suggest
that if random mutagenesis of this binding surface was
performed, novel domains could be obtained with the pos-

sibility of finding variants capable of binding molecules
other than Fc of IgG. In addition, these domains would
theoretically share the overall stability and �-helical struc-
ture of the wild-type domain.

Recently, an attempt to obtain such ligands with com-
pletely new affinities was initiated, employing phage dis-
play technology (136) (Fig. 8a). A genetic library was cre-
ated in which 13 surface residues (involved in the IgG Fc
binding) of the Z-domain were randomly and simulta-
neously substituted to any of the 20 possible amino acids.
This Z-library has, after genetic fusion to the gene for coat
protein 3 of filamentous phage M13, resulted in a phage
library adapted for selection of novel specificities by bio-
panning (137). The library has been subjected to such af-
finity selection against different molecules for investiga-
tion as a source of novel binders (Fig. 8b). So far, novel
Z-variants, so-called affibodies, have successfully been se-
lected to diverse targets, such as Taq DNA polymerase,
human insulin, and a human apolipoprotein variant (137).
This concept suggests that the described strategy might
prove to be beneficial in generating a “next generation” of
ligands or artificial antibodies to various target molecules,
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to be used for purification, detection, immobilization, and
perhaps even therapeutic purposes.

CONCLUSIONS

In this article, we have illustrated how fusions to the
immunoglobulin-binding domains of SpA and the serum
albumin-binding regions of SpG, respectively, have become
important tools in many fields of research. Several strat-
egies for improved heterologous expression and simplified
recovery are based on such gene fusions. We focused on
some current trends in certain fields of applications for
SpA and SpG fusion proteins. It is apparent that SpA and
SpG fusion proteins will soon find extensive use in novel
applications in medicine, immunology, and biotechnology.
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27. A. Sjölander, S. Ståhl, and P. Perlmann, ImmunoMethods 2,

79–92 (1993).
28. M. Uhlén and T. Moks, Methods Enzymol. 185, 129–143

(1990).
29. J.J. Langone, Adv. Immunol. 32, 157–252 (1982).
30. T. Moks, L. Abrahmsén, B. Nilsson, U. Hellman, J. Sjöquist,
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Nygren, Prot. Expr. Purif. 9, 125–132 (1997).

103. P. Jonasson, J. Nilsson, E. Samuelsson, T. Moks, S. Ståhl,
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INTRODUCTION

There is a group of reductases that catalyze the reduction
of various aldehydes and ketones (1,2). They occur widely
in living organisms and are suggested to be involved in the
metabolism of biogenic and xenobiotic carbonyl com-
pounds. From the viewpoint of the practical application of
these reductases, the stereospecific reduction of carbonyl
compounds with enzymes exhibiting stereospecificity is an
effective method for the production of various optically ac-
tive alcohols (3–6).

Among these enzymes catalyzing the reduction of vari-
ous carbonyl compounds, a class of monomeric NADPH-
dependent oxidoreductases with molecular masses of
about 35 kDa, called the aldo-keto reductase superfamily
(7), has been well characterized. This superfamily contains
many reductases, such as aldehyde reductase (EC 1.1.1.2),
aldose reductase (EC 1.1.1.21), and so forth, and these pro-
teins show high similarity in their substrate specificities
and primary amino acid sequences (7). Here we describe
aldehyde reductase and the application of microbial alde-
hyde reductase to the production of chiral alcohols.

ALDEHYDE REDUCTASE AND ALDO-KETO REDUCTASE
SUPERFAMILY ENZYMES

The aldo-keto reductase superfamily is a class of mono-
meric NADPH-dependent oxidoreductases with molecular
masses of about 35 kDa (7). This group includes aldehyde
and aldose reductases (8–14), prostaglandin F synthase
(EC 1.1.1.188) (15), 2,5-diketogluconate reductase (16,17),
morphine dehydrogenase (EC 1.1.1.218) (18), chlordecone
reductase (EC 1.1.1.225) (19), a number of hydroxysteroid
dehydrogenases (EC 1.1.1.62, 1.1.1.149, 1.1.1.213) (20–25),
plant chalcone reductases (26,27), and so on. From the
strong similarity in their amino acid sequences, q-
crystallin (28) and a yeast protein encoded by the GCY
gene (29), which do not exhibit oxidoreductase activity, are

also included in this superfamily. (A list of current mem-
bers of the aldo-keto reductase superfamily can be seen on
the AKR Web page at http://pharme26.med.upenn.edu./.)
Among them, aldehyde reductase and aldose reductase
catalyze the NADPH-dependent reduction of a wide range
of aromatic and aliphatic aldehydes, such as p-nitroben-
zaldehyde, pyridine-3-aldehyde, and glyceraldehyde, to
the corresponding alcohols (8–14). These two enzymes are
widely distributed in various kinds of mammals including
humans, cows, pigs, rats, and mice.

Because aldose and aldehyde reductases cause compli-
cations in diabetes (30), the crystal structures of human
and pig aldose reductases and aldehyde reductases have
been determined by X-ray diffraction methods (31–34). As
oxidoreductases, the enzymes are unique in that they have
a b/�–triosephosphate isomerase (TIM) barrel structure,
and are the first oxidoreductases known to possess such a
structure instead of a dinucleotide, or Rossmann, binding
fold. Elucidation of the tertiary structures and reaction
mechanisms of these enzymes will facilitate the design of
specific inhibitors that may be used as drugs for the treat-
ment of diabetic complications.

NOVEL MICROBIAL ALDEHYDE REDUCTASE

Yamada et al. found a novel aldehyde reductase in a red
yeast, Sporobolomyces salmonicolor (35–37), and suc-
ceeded in cloning the aldehyde reductase gene from this
strain (38).

Aldehyde reductase was isolated in a crystalline form
from cells of S. salmonicolor and was characterized in some
detail (35–37). It should be noted that the cellular content
of the enzyme comprised more than 4.5% of the total ex-
tractable protein. The enzyme has a monomeric form of
about 35 kDa. The enzyme absolutely requires NADPH as
a cofactor. The substrate specificity of the enzyme is shown
in Table 1. The enzyme did not catalyze the reduction of
any keto acids or monoketones tested. Several aldehydes
such as p-nitrobenzaldehyde, p-chlorobenzaldehyde,
pyridine-3-aldehyde, or D-glyceraldehyde were readily re-
duced. These aldehydes are typical substrates for aldo-keto
reductase family members, as already described. Qui-
nones, such as p-benzoquinone, �-naphthoquinone, b-
naphthoquinone, and menadione, which are good sub-
strates for carbonyl reductases (14), were not reduced.
Although no detectable oxidation of NADPH was observed
with D-glucuronate, D-glucose, D-xylose, or D-galactose as
the substrate at a low concentration (0.2 mM), the enzyme
effectively catalyzed the reduction of these compounds
when they were present at a high concentration (100 mM).
The Km values for these substrates are quite high in com-
parison with those for other substrates, which suggests
that the affinity of the enzyme for these substrates is very
low. Furthermore, the enzyme effectively catalyzed the re-
duction of 4-haloacetoacetate esters to the corresponding
(R)-4-halo-3-hydroxybutanoate esters (100% ee) (35,36).
Because the reduction products derived from 4-haloaceto-
acetate esters are optically active alcohols, the enzyme can
recognize the stereopositions of these substrates.
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Table 1. Substrate Specificity of the Aldehyde Reductase from S. salmonicolor

Relative activity (%)Substrate Substrate Relative activity (%)

100

25

240

65

75

153

330

74

74

219

75

17

16

0

14

56

52

58

468

63

14

228

54

64

81

24

472

173
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H
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H
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Cl
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N O
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H
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OH OH

O

H
HO
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OH OH

O
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OHOH

OH

O

HHOOC

OHOH

OH OH

Note: See Refs. 35 and 36 for details.

2-Chloroacetoacetate esters were also effective substrates.
Initial velocity and inhibition studies indicated that the
enzyme reaction sequence is ordered, with NADPH bind-
ing to the free enzyme, and NADP� being the last product
to be released. Quercetin, dicoumarol, and some SH-
reagents inhibited the enzyme activity. These results of en-
zymological studies suggested that the enzyme of S. sal-
monicolor belongs to the aldo-keto reductase superfamily.

cDNA coding the aldehyde reductase was cloned from
cells of S. salmonicolor and sequenced (38). The aldehyde
reductase gene comprises 969 bp and encodes a polypep-
tide of 35,232 Da. The deduced amino acid sequence shows

a high degree of similarity to that of other members of the
aldo-keto reductase superfamily. The identities between S.
salmonicolor aldehyde reductase and the bovine (39), rat
(40), human (7), rabbit (41), and barley (42) aldose reduc-
tases, human aldehyde reductase (7), and xylose reductase
from Pichia stipitis (43) are 45.1, 45.0, 43.7, 42.9, 39.5,
43.9, and 37.7%, respectively. In general, aldo-keto reduc-
tases exhibit greater similarity in their N-terminal regions
than in their C-terminal regions (Fig. 1). Analysis of the
genomic DNA sequence indicated that the aldehyde reduc-
tase gene was interrupted by six introns (two in the 5� non-
coding region and four in the coding region).
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Figure 1. Comparison of the primary structures of the aldehyde reductase from S. salmonicolor
and aldo-keto reductase superfamily proteins. The sequences of the aldehyde reductase (sALR),
human aldehyde reductase (hALR), human aldose reductase (hADR), rat aldose reductase (rADR),
bovine prostaglandin F synthase (bPGF), frog q-crystallin (fRHO), the yeast nuclear gene product
(sGCY), and 2,5-diketogluconic acid reductase from Corynebacterium sp. (cDKG) are aligned. Gaps
in the aligned sequences are indicated (–). Identical amino acid residues are enclosed in boxes. See
Ref. 38 for details.
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Figure 2. Chemicoenzymatic route for the synthesis of L-carnitine. CAAE, ethyl 4-
chloroacetoacetate; CHBE, ethyl 4-chloro-3-hydroxybutanoate.
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as catalysts, in an organic solvent–water two-phase
system. CAAE, ethyl 4-chloroacetoacetate; CHBE,
ethyl 4-chloro-3-hydroxybutanoate. See Refs. 48–52
for details.

APPLICATION OF MICROBIAL ALDEHYDE REDUCTASE TO
THE PRODUCTION OF OPTICALLY ACTIVE ALCOHOLS

The asymmetric reduction of carbonyl compounds with mi-
croorganisms or enzymes is a useful method for the syn-
thesis of optically active compounds (3–6). The aldehyde
reductase produced by S. salmonicolor effectively catalyzes
the asymmetric reduction of 4-haloacetoacetate esters to
the corresponding (R)-isomers, which are promising chiral
building blocks for the chemical synthesis of L-carnitine
(Fig. 2) and so forth (44–47).

Stereospecific Reduction of Ethyl 4-Chloroacetoacetate

Ethyl (R)-4-chloro-3-hydroxybutanoate formed through
the reduction of ethyl 4-chloroacetoacetate with cells of S.
salmonicolor showed low optical purity (8.5% ee) because
the cells contained a significant amount of an enzyme(s)
catalyzing the reduction of ethyl 4-chloroacetoacetate to
ethyl (S)-4-chloro-3-hydroxybutanoate in addition to the
aldehyde reductase forming ethyl (R)-4-chloro-3-hydroxy-
butanoate. Because heat treatment and acetone fraction-
ation of a cell-free extract of S. salmonicolor remove the
(S)-isomer-forming enzyme(s) from the cell extract, the cell
extract after these treatments was used as the source of
aldehyde reductase. Commercially available glucose de-
hydrogenase, NADP�, and glucose were added as a cofac-
tor regenerator. A practical preparation can be carried out
in an organic solvent–water two-phase system, as shown

in Fig. 3a, because the substrate is unstable in an aqueous
solution, and both the substrate and product strongly in-
hibit the enzyme reaction. In this system, most of the sub-
strate is present in the organic phase; consequently, the
ethyl 4-chloroacetoacetate is quite stable and cannot in-
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hibit the enzyme reaction occurring in the aqueous phase.
n-Butyl acetate is regarded as the most suitable organic
solvent for such a two-phase system because it shows high
partition efficiencies with regard to both the substrate and
product, and both enzymes are stable in the presence of
this organic solvent. In a bench-scale two-phase reaction,
83.8 g/L of ethyl (R)-4-chloro-3-hydroxybutanoate (86% ee)
was produced from ethyl 4-chloroacetoacetate, with a mo-
lar yield of 95.4% (48,53).

Enzymatic Production of Ethyl (R)-4-Chloro-3-
Hydroxybutanoate

The two-phase reaction was improved by using an Esche-
richia coli transformant. The aldehyde reductase gene
from S. salmonicolor (38) and the glucose dehydrogenase
gene from Bacillus megaterium (54) were transformed into
the same E. coli strain; consequently, a transformant over-
producing both aldehyde reductase and glucose dehydro-
genase, E. coli JM109 [pKAR, pKKGDH], was obtained
(49–52). The reduction reaction was carried out in an or-
ganic solvent–water two-phase system containing ethyl 4-
chloroacetoacetate, glucose, and NADP�, and E. coli
JM109 [pKAR, pKKGDH] cells as the catalyst (Fig. 3b).
When the E. coli cells were incubated in the n-butyl
acetate–water two-phase system, 300 mg/mL of ethyl 4-
chloroacetoacetate was almost stoichiometrically con-
verted to ethyl (R)-4-chloro-3-hydroxybutanoate (92% ee)
in 16 h (Fig. 4). Because the use of E. coli transformant
cells as the catalyst is simple and does not require isolation
of the aldehyde reductase, which is necessary for S. sal-
monicolor cells, it is highly advantageous for the practical
synthesis of ethyl (R)-4-chloro-3-hydroxybutanoate.
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INTRODUCTION

Photosynthetic microorganisms play an important role in
the conversion of solar energy into chemical energy
through their photosynthetic activities. Photosynthetic
conversion can be expected to be an efficient and alterna-
tive process in several industrial fields; for example, mi-
croalgae have been studied because they produce a wide
variety of metabolites.

Attempts to develop large-scale methodologies for the
cultivation of microalgae have been summarized in a doc-
ument produced by the Carnegie Institute of Washington
(1), in which algae were predicted to provide an alternative
to fermentation and agriculture products. Algal biomass
has historically served as fertilizer, and as a food source
for both humans and animals (2–4). They are also used for
secondary wastewater treatment (5). This use of algal bio-
mass is an important industrial application of microalgal
cultures. With advances in processing technology, algal
biomass has come to be seen as a possible source of fuel,
as well as of fine chemicals and pharmaceuticals (6). Sev-
eral microalgae that produce useful chemicals, such as
amino acids, vitamins, carotenoids (b-carotene), fatty acids
(DHA, EPA, c-LA), polysaccharides, and antibiotics have
been reported (Table 1). Several microalgal products have
already been commercialized (7).

It is estimated that there are roughly over 10,000 spe-
cies of microalgae in the natural environment. Unique al-
gal strains may be found in highly diversified marine en-
vironments. We have discovered several marine microalgal
strains that produce useful substances, including novel



70 ALGAL CULTURE

Table 1. Commercial Products from Microalgae

Products Uses
Value

(dollars/kg)

Market
(millions

of dollars)

Phycobiliproteins Research 10,000 1–10
Food coloring 100

b-Carotene Provitamin A 500 1–10
Food coloring 300

Xanthophylls Feed 200–500 10–100
Vitamin C Vitamin 10 10–100
Vitamin E Vitamin 50 10–100
Polysaccharides Viscosifiers 5–10 10–1,000
Amino acids

Proline 5–50 1–10
Arginine 50–100 1–10
aspartic acid Gums 2–5 100–1,000

Single cell protein Animal feeds 10–20 100–2,000

Table 2. Production of Useful Materials by Marine Microalgae

Product Strain
Amount

(mg or unit*/g dry wt) Ref.

Coccolith Emiliania huxleyi
Pleurochrysis carterae

740 8–10

c-Linolenic acid Chlorella sp. NKG042401 9.5 11, 12
Palmitoleic acid Phormidium sp. NKBG 041105 47 13
Docosahexaenoic acid (DHA) Isochrysis galbana UTEX LB 2307 15.7 14
Polysaccharide Aphanocapsa halophytia 45 15
Glutamate Synechococcus sp. NKBG040607 15.4 16, 17
Phycocyanin Synechococcus sp. NKBG042902 150 18
UV-A absorbing biopterin glucoside Oscillatoria sp. NKBG 091600 0.2 19, 20
Antimicrobial compound Chlorella sp. NKG 0111 — 21
Plant growth regulator Synechococcus sp. NKBG042902 — 22–24
Lactic acid bacteria growth regulator Synechococcus sp. NKBG040607 —
Tyrosinase inhibitor Synechococcus sp. NKBG15041c 107* 25, 26
SOD Synechococcus sp. NKBG042902 — 27

plant-growth regulators that promote redifferentiation,
germination, and plantlet formation; tyrosinase inhibitors;
a sulfated polysaccharide showing anti-HIV activity; novel
antibiotics with light-regulated activity; and a UV-A ab-
sorbing compound (Table 2).

The development of an efficient culture system is nec-
essary for algal mass production and the industrial appli-
cation of microalgae. Hence, we describe several technol-
ogies for microalgal mass cultivation under open and
closed systems. Furthermore, recent studies of applied mi-
croalgal culture investigating the possible use of biological
CO2 fixation are presented. Also discussed are examples of
the technical designs for on-site CO2 removal systems com-
bined with algal cultures, which promise to play a role in
developing technologies for environmental protection.

MICROALGAL MASS CULTIVATION TECHNOLOGIES

The growth rate and maximum biomass yield of microalgal
strains are affected by culture parameters (light, tempera-
ture, and pH) and nutritional status (CO2, nitrogen, and
phosphate concentrations). On the other hand, increasing

the density of cultures decreases photon availability to in-
dividual cells. Light penetration of microalgal cultures is
poor, especially at high cell densities (Fig. 1), and such poor
photon availability decreases specific growth rates. Higher
biomass yields could be expected if sufficient photons were
provided to high-density cultures of microalgae.

Large-scale culture systems have been constructed
(classified as open and closed systems) with the greatest
attention paid to the light supply (Fig. 2) (28). Strains such
as Chlorella, Scenedesmus, Dunaliella, Spirulina, Por-
phyridium, and Haematococcus have been cultured using
these systems to provide for several useful materials
(6,29–32).

Open Systems

Several different types of open culture systems have been
proposed (Fig. 2a–d). These open culture systems are the
simplest method of algal cultivation and offer advantages
in construction cost and ease of operation. Open culture
systems require a large surface area and shallow depth (ca.
12–15 cm) to improve light utilization. Furthermore, mix-
ing the culture prevents the cells from sinking to the bot-
tom and distributes efficient cell growth with sunlight. The
raceway pound proposed by Oswald (33) has been devel-
oped into various types, including raceway pounds em-
ploying a paddle wheel, which have most generally been
used for outdoor production of microalgae (34,35). The
raceway pounds for commercial production of microalgae
require an area of 1,000–5,000 m2.

Contamination by different algal species and other or-
ganisms is a serious problem in open culture systems.
Chlorella, Dunaliella, and Spirulina, which are tolerant to
extreme conditions (high nutrients, high salinity, and high
pH), are adequate strains for open culture systems. Von-
shak et al. (36) demonstrated that contamination by Chlo-
rella in outdoor Spirulina culture was prevented by main-
taining the culture medium at a high bicarbonate
concentration (0.2 M). Grazers sometimes found in Spiru-
lina culture were arrested by addition of ammonia (2 mM).

The open culture system is easily affected by weather
conditions. Rain dilutes salinity, causing contamination.
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Figure 1. The distribution of light intensity as a function of dis-
tance from the surface at various cell concentrations; solid circles,
2.3 � 108 cells/ml; open circles, 7.9 � 107 cells/ml.

Furthermore, several algae that produce useful chemicals
require more restricted conditions for efficient growth and
for metabolite production.

Photobioreactor (Closed System)

Closed systems have been expected to overcome such open
culture system disadvantages, and several photobioreac-
tors have been devised. Figure 2e–i shows some large-scale
closed photobioreactors. These photobioreactors offer sev-
eral advantages: easier maintenance of monoalgal cultures
because of protection from contamination; avoidance of wa-
ter loss and subsequent increase of salinity in the culture
medium; higher productivity with greater cell densities,
reducing harvesting costs; and applicability to varying mi-
croalgal species under favorable culture conditions. How-
ever, for an efficient and reliable large-scale culture sys-
tem, several criteria need to be considered (37), such as
light-utilization efficiency, homogeneous mixing (turbu-
lence), low-shear environment, temperature control, and
efficient gas transfer.

Yield of algal biomass depends on the light path to each
cell, and therefore, surface-to-volume ratio is an important
factor for efficient light utilization in a photobioreactor.
Tubular reactors have been well studied since their devel-
opment by Tamiya et al. (38). The diameter of a tubular
reactor is now less than 40 cm. Richmond et al. (39) dem-
onstrated that reduction of the tube diameter from 5.0 cm

to 2.8 cm enhanced the biomass yield 1.8 times. Narrower
tube diameters may allow efficient light utilization as well
as a faster flow rate, enhancing the algal productivity and
reducing fouling on the inside walls of the tubes. In tubular
reactors, flow rates of 30–50 cm/s are generally used, and
air-lift is the most effective circulation method of culture,
rather than a centrifugal pump, a rotary positive displace-
ment pump, and a peristaltic pump. The main advantages
of air-lift systems are their low shear and relative simplic-
ity of construction. Furthermore, the advantage of the tu-
bular system in biomass production per volume using An-
abaena siamensis was shown where productivities of an
open raceway (300-L capacity, height of 15 cm) and a tu-
bular reactor with a 2.8-cm-diameter tube were 86 and 550
mg dry wt/L/day, respectively. Several modifications in
tube arrangement have been carried out for optimizing
light penetration. Most of the tubular reactor is laid on the
ground, and the lower parts of the tubes receive less light
than the upper parts. Torzillo et al. (40) have constructed
a two-plane tubular bioreactor for optimizing light avail-
ability, in which each tube in the lower plane was placed
in the vacant space between two tubes in the upper plane.
They showed that this two-plane tubular bioreactor (145
L culture volume) has an effective surface area (ratio of
surface area [m2] to culture volume [m3] � 49/m) and gave
a net volumetric productivity of 1.5 g dry wt/L/day using
Spirulina platensis. Furthermore, a pilot plant called the
Biocoil has been set up (Fig. 2e) (41). This helical tubular
reactor is constructed with a vertical tower coiled up with
a tube, increasing the available efficient land surface area.
When biomass productivity of various tubular reactors is
compared on area basis (surface area), a similar production
range of 15–30 g dry wt/m2/day is obtained for all reactor
types.

The effect of temperature on biomass yield is significant
in algal culture. The culture in the tubular reactor is often
maintained at higher temperature than that in the open
raceway. Richmond et al. (39) demonstrated that the Spi-
rulina culture using the tubular reactor could be warmed
faster than in the open raceway. The culture could be kept
at 35–37 �C, the optimal range for Spirulina growth during
most of the light period. However, the closed reactors are
sometimes overheated and thus are more suitable for the
thermophilic or thermotolerant strains. Temperature con-
trol using a heat exchanger and/or evaporative cooling by
spraying water onto the surface is sometimes required for
the cultivation of general strains (40,42).

A problem in the closed system is photooxidative dam-
age to the cells caused by accumulation of dissolved oxygen
produced by photosynthesis during the light period. In the
open system, evolved oxygen is diffused to the atmosphere.
By contrast, because oxygen cannot escape from the closed
reactors, degasser systems are sometimes required.

The culture part of closed photobioreactors has been
constructed with materials such as glass, methyl polyme-
tacrylate, polyethylene, polypropylene, polyvinylchloride,
silicone, and stainless steel. These photobioreactors have
been designed to utilize external illumination, such as sun-
light. Fiber optics also have been employed as internal
light sources (43). Photobioreactors employing fiber optics
have the merit of controlling the illumination and duration
of the light period. The authors have demonstrated growth

(X 10 )
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Figure 2. Illustration of algal mass culture systems.

(a) Unstirred open pond (b) Circular pond

(c) Paddle-wheel pond (d) Sloping cascade

(e) Tubular reactor (helix) (f) Tubular reactor (plane) (g) Tubular reactor (two layers)

(i) Hanging sleeve(h) Laminar reactor

of a high-density culture using a photobioreactor employ-
ing novel light-diffusing optical fibers (LDOF). Efficient
light distribution was achieved as a result of a bundle of
LDOFs passing through the cell culture (17). The ratio of
surface area to volume was very high (692/m), and uniform
illumination in the cell culture was obtained. Takano et al.
(44) cultured a marine cyanobacterium Synechococcus sp.
in the LDOF photobioreactor, achieving a biomass yield of
2g/L/day.

Photobioreactors are less economical but have many su-
perior aspects to the open culture systems mentioned ear-
lier. Thus, they are limited to high-value products. Suit-
able culture systems have to be adopted according to the
target products and available environmental conditions.

PRODUCTION OF USEFUL MATERIALS BY RECOMBINANT
CYANOBACTERIA

Higher productivity of valuable primary or secondary me-
tabolites in microalgae will be possible by high-density cul-
tivation and/or genetically engineered microalgae. Genetic
engineering of cyanobacteria (blue–green algae) has been
developed in which gene-transfer systems have been es-

tablished in several cyanobacterial strains (45,46), and
these have been used as hosts for production of foreign
proteins (47).

Recent pharmaceutical interest in unsaturated fatty ac-
ids has triggered a search for sources of these valuable
compounds. Monounsaturated fatty acids such as palmi-
toleic acid (C16:1), undecylenic acid (C11:1), and tridecenic
acid (C13:1) have the potential to prevent several diseases.

Several eukaryotic microalgae are known to produce
highly unsaturated fatty acids such as eicosapentaenoic
acid (EPA; C20:5) and docosahexaenoic acid (DHA; C22:6),
which are valuable dietary components (14,48). They may
be involved in preventing several human diseases (49,50).
However, wild-type cyanobacteria do not possess the bio-
synthetic pathway for these fatty acids. The EPA synthesis
gene cluster (ca. 38 kbp) from the marine bacterium She-
wanella putrefaciens SCRC-2738 was cloned into the ma-
rine cyanobacterium Synechococcus sp. using a broad-host
cosmid vector, pJRD215 (10.2 kbp, Smr Kmr). The con-
structed plasmid (pJRDEPA; ca. 48 kbp) could be trans-
ferred by transconjugation to the cyanobacterial host at a
frequency of 2.2 � 10�7. Cyanobacterial transconjugants
grown at 29 �C produced only 0.12 mg EPA/g dry wt,
whereas those grown at 23 �C produced 0.56 mg/g dry wt.
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Figure 3. Design of CO2 fixation by artificial weathering of waste
concrete and culture of coccolithophorid algae.

Table 3. Desired Properties of Microalgae for CO2

Fixation

1. High pCO2 tolerance
2. Low pH tolerance
3. Stable and high growth rate in the linear growth phase
4. Capacity to grow at high cell densities
5. Acidic gas (NOx, SOx) tolerance
6. Thermotolerance

Furthermore, the content of EPA in cells grown at 23 �C
increased by 0.64 mg/g dry wt after preincubation for one
day at 17 �C (51).

Spirulina spp. are commercially valuable cyanobac-
teria. Several Spirulina genes have been characterized
(52). The genetic study of Spirulina has been focused on
the construction of mutants and the cloning of genes. Gene-
transfer systems have not been developed because Spiru-
lina has high restriction endonuclease activity and is re-
sistant to most antibiotics. Establishment of gene-transfer
systems in Spirulina will contribute to their industrial ap-
plication.

CO2 FIXATION USING MICROALGAL CULTURES

Recently, the possible use of biological CO2 fixation to re-
duce anthropogenic CO2 emission has been investigated.
For development of on-site CO2 fixation systems using mi-
croalgae, efficient photobioreactors and strains that can fix
large quantities of CO2 are required. Recently, several ap-
plied studies aimed at the direct biological utilization of
CO2 in emission gas from power plants have been carried
out. In Japan, coal-fired power plants and the steel and
cement industries produce large quantities of CO2. These
industries also emit NOx and SOx. It is known that NOx

and SOx reduce biological CO2 fixation activity, primarily
by inhibiting photosynthesis. Therefore, microalgae that
can grow under such extreme conditions will be required
for direct CO2 fixation.

Identification of microalgal strains capable of growing
rapidly in water sparged with emitted gas and under other
extreme conditions, such as at high pH, has been carried
out. Their ability to grow in saline water (e.g., seawater)
and their resistance to other gas constituents (e.g., SO2

and NOx) are additional considerations. Desirable prop-
erties of microalgae for the direct biological utilization of
CO2 in gas emitted from a power plant are summarized in
Table 3.Several strains have been isolated from environ-
ments that have some of the properties described above.
Among those strains, the marine alga Chlorococcum littor-
ale (53) is characterized by high CO2 tolerance and high
growth rate in the linear growth phase.

A Designed System for the Reduction of CO2 Emission: Case
I—Coal-Fired Power Plants

A designed system for the reduction of CO2 emission from
coal-fired power plants is presented (28). Microalgal cul-
tivation using CO2 in gas emitted from power plants has
been described. In this system, CO2-fixed product by mi-

croalgal culture is used as biomass fuel, which will substi-
tute for fossil fuel (Fig. 3). CO2 recycling in coal-fired power
plants will achieve the reduction of CO2 emission from
power plants.

Cost of microalgae CO2 mitigation using the designed
system has been estimated based on several designed spec-
ifications:

1. Plant size: emission gas from a 500 MW power plant
2. Gas condition: 30.85 kg C/S (CO2) concentration in

dry flue gas: 14.2% (vol)
3. Biofixation conditions

a. One hundred percent of the CO2 produced by the
power plant is fed to biological systems, and 90%
of the CO2 fed to the system is utilized during
daylight summer hours.

b. Direct biofixation of CO2 is applied where CO2 in
emission gas from the power plant is directly fed
to algal ponds for photosynthesis.

c. Both 10% (case 1) and 20% (case 2) of photosyn-
thetic efficiency based on visible light are studied
as are 4.5% (case 1) and 9.0% (case 2) based on
total light.

d. The average solar radiation should be greater
than 200 W/m2.

4. Operation of the plant: The power plant is operated
at 70% operation factor. That is to say, the plant is
operated at 100% of rated capacity for 16.8 h (70%
of 24 h) during the day and is shut down for 7.2 h
(30% of 24 h) during the night.

5. CO2 production rate
a. Hourly CO2 production: 407 tCO2/h
b. Annual CO2 production: 2,495,724 tCO2/year

6. Algal Strain: NANNP2 (Nannochloropsis sp. from
the DOE/NREL/ASP culture collection) The ex-
pected productivities of algal biomass: 42 g/m2/day
(case 1) and 84 g/m2/day (case 2)

Table 4 presents preliminary cost estimates for a large-
scale (over 1,000 ha) microalgal system for biomass fuel
production. Two different productivities, 42 and 84 g/m2/
day, were assumed to correspond to about 10 and 20% solar
conversion efficiencies, based on visible light, and 4.5 and
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Table 4. Capital and Operating Costs

Productivity assumption Case 1 Case 2

Avg. ash-free dry weight (g/m2/day)
@20 Mj/m2/day 42 84

Annual productivity (mt/ha/year) 101.9 203.8
Solar conversion efficiency (%) 10 20
CO2 fixation (tC/ha/year) 48.4 96.8
Average annual utilization of CO2 (%) 54 54
Growth pond area required (ha) 7,390 3,700
Land area required (500 MW power

plant, growth pond � 1.2 ha) 8,900 4,500

Capital costs ($/ha)

Ponds (earthworks, CO2 sumps,
mixing) 31,000 45,000

Harvesting (settling ponds, centrifuge) 10,500 15,000
Systemwide costs (water, CO2 supply,

etc.) 25,100 36,900
Drying 9,800 19,600
Engineering, contingency, fees 16,700 25,700
Land-related costs 3,800 5,800
Total capital cost ($/ha) 96,900 148,000
Capital costs ($tC/year) 2,002 1,529

Operation costs ($/ha/year)

Power, nutrient, maintenance, labor 15,400 27,000
Annualized capital cost (10% DCF) 10,048 15,346
Credit for biomass fuel (82.4 $/mt) �8,400 �16,793
Net operating cost 17,048 25,553
CO2 mitigation cost ($/tC) 352 264

Note: Solar conversion efficiencies are for visible light.
The credit for biomass fuel is $25/barrel of oil.

9%, based on total light. The lower productivity reflects
what could be expected based on present experience. The
higher productivity is the theoretical limit. CO2 mitigation
costs greatly depend on the productivity of algae and solar
radiation. Microalgal strains that can achieve higher pho-
tosynthetic efficiency at higher solar radiation are neces-
sary. A photobioreactor, in which microalgae can convert
from CO2 to biomass at higher photosynthetic efficiency, is
also required.

Further research into microalgae, photobioreactors, the
downstream process of microalgal culture, and the burning
process of microalgal biomass is still needed. If such re-
search is successful and the economic projections shown in
Table 4 are verified, this system will represent one of the
most promising technologies for future CO2 mitigation pro-
cesses.

A Designed System for the Reduction of CO2 Emission: Case
II—Cement Plants

Coccolithophorids are unicellular planktonic marine algae
that produce elaborate structures called coccoliths, com-
prising scales or plates of CaCO3. In the oceans, huge
blooms of coccolithophorid algae occur. These blooms have
been recognized as contributing to ocean floor sediment
formation, and algae play an important role in the global
carbon cycle by recycling CaCO3.

We have chosen coccolithophorid algae as model organ-
ism to investigate biomineralization and have focused on
the ecological significance of CaCO3 recycling. We have
proposed CO2 fixation by artificial weathering of waste
concrete and coccolithophorid algae cultures (Fig. 4). Dur-
ing artificial weathering of waste concrete suspended in
seawater, atmospheric CO2 can be absorbed and dissolved
as bicarbonate ions, which are a major source of coccolith
particles. Coccolithophorid algae can use bicarbonate ions
to form CaCO3 particles. As a result, CO2 absorbed by ar-
tificial weathering can be mineralized and fixed perma-
nently. Artificial weathering of waste concrete is also a use-
ful method to supply bicarbonate ions to cells of the
coccolithophorid alga Emiliania huxleyi.

The CO2 fixation method by artificial weathering of
waste concrete and coccolithophorid algae cultures can be
applied to the reduction of CO2 emission in cement plants.
A designed system for the reduction of CO2 emission in
cement plant is shown in Fig. 5. Coccoliths can be used as
an alternative to limestone, which is a carbonate source
for cement production. In the cement industry, CO2 is
mainly produced by the decomposition of limestone during
the burning of cement clinker. If CaCO3 recycling can be
achieved by artificial weathering of waste concrete and coc-
colithophorid culture, CO2 emission by the cement indus-
try might be reduced (Fig. 5).

Moreover, it is proposed that microalgal biomass with
fixed CO2 products may be stored in concrete. If microalgal
biomass can be stored in concrete without the decomposi-
tion of the biomass back to CO2, removal of anthropogenic
CO2 may be achieved.

CO2 absorption by artificial weathering of concrete has
been determined. When concrete (calcium content was 15%
wt/wt) pieces were weathered by CO2 and seawater, over
310 mg CO2/g concrete could be absorbed and dissolved in
the form of (54). The amount of CO2 absorbed is�HCO3

directly related to calcium content in concrete, 310 mg
CO2/g concrete is equal to almost 1 g CO2/g Portland ce-
ment (calcium content is almost 46%).

On the other hand, amount of emitted CO2 during a
cement production is 708 kg CO2/ton cement. The amount
of absorbed CO2 by the weathering of waste concrete is
greater than that of emitted CO2 during a cement produc-
tion. Moreover, CO2 is absorbed by following coccolitho-
phorid algae cultures.

CONCLUSION

The authors reviewed large-scale algal culture systems.
Open pond systems have lower productivity of algal bio-
mass, require larger land areas, and involve larger land
costs. However, their operation cost is lower. On the other
hand, closed systems can achieve high-density culture, and
the volume of algal culture can be reduced. The reduction
of culture volume decreases the land costs. However, a cer-
tain land area is still required for the collection of solar
energy, and the operating cost is larger than that of open
systems. Moreover, solar radiation, temperature, and
other factors regulating algal productivity are significantly
affected by location. Suitable culture systems have to be
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adopted according to the target products and available en-
vironmental conditions.

Extensive studies of biological CO2 fixation using mi-
croalgal cultures have been pursued for the past 10 years.
A primary goal is the complete removal of CO2 in dis-
charged gas emitted by such an on-site system. Because of
the land-area requirements and the current CO2 mitiga-
tion cost of $264/ton as carbon, it is to be difficult at pres-

ent to apply microalgal cultures to CO2 removal. Most
nations are seriously considering the increase of atmo-
spheric CO2 concentration, and intensive efforts to reduce
the anthropogenic CO2 emission will be made. Microalgae
culture may be one of the important processes used for
such efforts (55).

Regarding technological use of microalgal biomass, sev-
eral examples, including historical findings, have been pre-



76 ALGAL CULTURE

sented. Microalgal production of useful chemicals and en-
ergy resources have been extensively investigated.
Processes that utilize the majority of the resulting microal-
gal biomass as energy sources would be desired. Such pro-
cesses may allow the recycling of evolved CO2 from human
energy consumption rather than a one-way emission, as is
the case with fossil fuels. The following six products can
be produced from microalgal biomass for use as fuels: hy-
drogen (through biophotolysis), methane (through anaer-
obic digestion), ethanol (through yeast or other alcohol fer-
mentation), triglycerides (through extraction of lipids),
methyl ester fuels (through transesterification of lipids),
and liquid hydrocarbon (from Botryococcus braunii).

Increasing attention has been paid to resource sustain-
ability in all industries. It must be considered whether re-
sources used for manufacturing products can be sustain-
able. Developing technologies of microalgal culture will be
expected to provide sustainable resources.
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INTRODUCTION

Glutamic acid was isolated from wheat gluten hydralyzate
by Ritthousen in 1866. Wolff carried out the first chemical
synthesis of glutamic acid in 1890. In 1908, Ikeda (1) iso-
lated the specific taste fraction from the kelplike seaweed
Laminariaceae. Kelp, called konbu in Japan, is tradition-
ally used as a soup-stock component with dried bonito, and
has been identified as the salt of glutamate, used to en-
hance the flavor of foods. He also recognized it as “umami”
taste, which does not belong to the four traditional taste
categories; bitter, sour, salty, and sweet. Immediately after,
Ikeda filed a patent application and began the commercial
production of monosodium L-glutamate monohydrate
(MSG) with his partner, Suzuki, in 1909.

With the increasing demand for MSG is use as a sea-
soning, biochemical procedures were developed for its
production. For example, �-ketoglutaric acid was first fer-
mented from glucose by using a species of Pseudomonas
(2), followed by the conversion with amination to L-
glutamate in a high yield. The vigorous study on the ac-
cumulation of L-glutamate in bacterial cultures by Kinosh-
ita et al. (3) opened the door to the microbial production of
L-glutamate and other amino acids.

The annual amount of production was estimated at
more than 1,000,000 tons in 1997, an amount that in-
creases by about 5% globally every year. Production is in-
creased because of the demand due to changes in eating
habits, and its use in commercially prepared, packaged
foods; ready-made sours; and table seasonings in both
Western and Eastern countries.

METABOLISM

L-glutamic acid is split into �-ketoglutaric acid and am-
monia by glutamate dehydrogenase. By the reverse reac-
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tion, L-glutamic acid is synthesized from �-ketoglutaric
acid, a member of the tricarboxylic acid (TCA) cycle of
glycolysis. Whereas glutamate transaminase is nonspecific
for the pairs of keto acids and amino acids, L-glutamate is
the only amino acid in mammalian tissues that undergoes
oxidative deamination at an appropriable rate. The for-
mation of ammonia from �-amino groups requires their
conversion to the �-amino nitrogen of L-glutamate. Thus,
L-glutamic acid is a key substance in the nitrogen metab-
olism of amino acids. Glutamate dehydrogenase is widely
distributed in microorganisms and higher plants as a
catalyst in the synthesis of L-glutamic acid from �-
ketoglutaric acid and free ammonia. Transaminase is con-
tained in a wide variety of microorganisms.

MICROBIAL PRODUCTION

Although various kinds of microorganisms accumulate
amino acids in culture medium, only bacteria have suffi-
cient productivity to warrant the commercial production of
amino acids. Since amino acids are essential components
of microbial cells, and their biosyntheses are teleologically
regulated to maintain an optimal level, they are normally
synthesized in limited quantities and subject to negative
feedback regulation. It is necessary to overcome this regu-
lation to achieve overproduction of amino acids. Microbial
amino acid overproduction can be achieved using the fol-
lowing procedures and has been attained by introducing
mutation techniques (4):

1. Stimulation of cellular uptake of the starting mate-
rials

2. Hindrance of the side reaction
3. Stimulation of the formation and the activity of the

enzymes for biosynthesis
4. Inhibition or reduction of the enzyme concerned with

the degradation of the amino acids produced
5. Stimulation of the excretion of the product into the

extracellular space

L-Glutamate production by a wild-type strain of Cory-
nebacterium was explained by the release of L-glutamate
regulation and efflux of L-glutamate through the cell mem-
brane by the limitation of biotin or the addition of penicillin
ester of fatty acids to the culture medium (5).

Fermentation Method

Excretion of L-amino acids by Escherichia coli when an ex-
cess of ammonium salt was added was reported in 1950
(6). In 1957, a fermentation process was successfully com-
mercialized (3) that used a strain of bacteria isolated from
soil, later found to be Corynebacterium glutamicum, which
is able to excrete considerable amounts of L-glutamic acid.

Numerous microorganisms have been isolated and
found to be able to overproduce L-glutamic acid, including
Brevibacterium flavum, B. lactofermentum, and Microbac-
terium ammoniaphlum. Because of minor differences in
the character of these bacteria, which are all Gram posi-
tive, non–spore forming, nonmotile, and require biotin for

growth, the name of genus Corynebacterium was suggested
for these coryneform bacteria (7).

For production of L-glutamic acid, the key factors in con-
trolling the fermentation are as follows:

1. The presence of biotin in the range of 5 to 10 lg/L,
which is optimal for the excretion of L-glutamic acid
through cell walls

2. A sufficient supply of oxygen to reduce the accumu-
lation of lactic acid and succinic acid as by-products

When a biotin-rich medium, such as molasses, is used
as the carbon source, the addition of penicillin or cepha-
losporin C favors the overproduction of L-glutamic acid,
supposingly due to the repression of peptide glycan syn-
thesis on the cell membrane. The supplementation of a
fatty acid or surfactant also results in an increased per-
meability of the cell wall, thus enhancing L-glutamic acid
excretion. Kramer (8) reports the existence of specific car-
rier mechanisms that are responsible for active L-glutamic
acid secretion in C. glutamicum.

Generally, the intracellular accumulation of L-glutamic
acid does not reach levels sufficient for feedback control in
glutamate overproducers due to rapid excretion of gluta-
mate. However, the regulatory mechanisms of L-glutamic
acid biosynthesis have been studied intensively to obtain
mutants with increased productivity, as shown in Fig-
ure 1.

Shiio (9) discussed two enzymes that have played key
roles in the biosynthesis of L-glutamic acid. The first, phos-
phoenolpyruvate carboxylase, catalyzes carboxylation of
phosphoenolpyruvate to yield oxaloacetate; it is inhibited
by L-aspartic acid and repressed by both L-aspartic acid
and L-glutamic acid. Second, �-ketoglutaric acid dehydro-
genase converts �-ketoglutaric acid to succinyl-CoA; in L-
glutamic acid–overproducing strains, �-ketoglutaric acid
dehydrogenase limits further oxidation of �-ketoglutaric
acid to carbon dioxide and succinic acid, thus favoring the
formation of L-glutamic acid.

In L-glutamic acid–overproducing strains, the Km value
of �-ketoglutaric acid dehydrogenase was nearly two mag-
nitudes lower than that of L-glutamic acid dehydrogenase,
which catalyzes the last step to L-glutamic acid. Conse-
quently, vmax of L-glutamic acid dehydrogenase proved to
be about 150 times higher than that of �-ketoglutaric acid
dehydrogenase. Borman (10) isolated and characterized
the C. glutamicum glutamic acid dehydrogenase.

A strain of Microbacterium ammoniaphlum cultured
under biotin-deficient conditions produced 58% of L-
glutamic acid formed from glucose via phosphoenolpyr-
vate, citrate, and �-ketoglutaric acid; the other 42% was
formed via the TCA cycle or glyoxylate cycle (11).

The mutants are reported as either having sensitivity
in cell permeability (12), having the capability for in-
creased carbon dioxide fixation (13), or having a too-low
activity level of pyruvate dehydrogenase (14).

Another approach focused on the development of ther-
mophilic mutants. A strain of Corynebacterium thermo-
aminogenes is reported to accumulate L-glutamic acid at
temperatures above 43 �C (15).
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Figure 1. Regulation of L-glutamic acid biosynthesis in
Corynebacterium glutamicum (5). Regulatory enzymes:
1, phosphoenolpyruvate carboxylase; 2, pyruvate ki-
nase; 3, pyruvate carboxylase; 4, pyruvate dehydroge-
nase; 5, citrate synthetase; 6, aconitase; 7, isocitrate de-
hydrogenase; 8, L-glutamate dehydrogenase; 9,
�-ketoglutarate dehydrogenase; 10, isocitrate lyase; 11,
malate synthetase.
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Figure 2. Mechanism of racemization of amino acid.

CHEMICAL PROPERTIES

Dissociation Constant

Amino acids exit aqueous solutions as dipolar ions (zwit-
terions), and glutamic acid may be represented as follows
(16). Following Brönsted, an acid may be defined as a sub-
stance capable of combining with a proton. When an amino
acid is titrated with HCl and NaOH, a curve exhibiting two
points of inflection is obtained. Thus amino acid can react
either as an acid or as a base, that is, as an ampholyte.

The dissociation constants for glutamic acid are pK1

2.19 (COOH), pK2 4.25 (COOH), and pK3 9.67 ( ). (It�NH3

is customary to designate the pK� values of amino acids in
order of decreasing acidity.) The isoelectric point (pI) of glu-
tamic acid is the pH 3.2 calculated from the relation pI �
pK1 � pK2/2, at which there is no net charge on the amino
acid molecule. At this pH, no migration will occur in an
electric field.

Racemization

Racemization proceeds, in general, in alkali solutions as
shown in Figure 2, such that �-H liberated from �-C by a
base-catalyzed reaction yields carboion (C�—C——O) on �-
C, which equilibrates with �,b unsaturated from C——C—
O�. In the case of acidic solutions, racemization proceeds
the same as in alkali, via carboion, C�—C——OH�, which
equilibrates with �,b unsaturated from C——C—O�.

Racemization in neutral solution occurs at 190 �C with
the loss of taste characteristics after the formation of the
lactam and pyroglutamic acid. This reaction is very slow,
but the equilibrium shifts toward the lactam rather than

glutamic acid. Under strongly acidic or alkaline conditions,
the ring-opening reaction requires a very short time; there-
fore, neutralization of L-glutamic acid should be performed
cautiously to avoid intramolecular dehydration even below
190 �C (17).

Racemization is also brought about by a microbial ra-
cemase. As in other amino acids, the racemase of glutamic
acid is found in Lactobacillus fermenti. This enzyme acts
specifically on glutamic acid but cannot act on its simplest
derivatives (18).

PROPERTIES OF L-GLUTAMIC ACID

Salt Formation

An amino acid can react with a copper ion to form a copper
complex of the following type:
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Figure 3. IR spectra of L-glutamic acid– related substances.
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Formation of the copper complex is the basis of a quanti-
tative procedure for the determination of the amino acid.

In alkaline solution, amino acids react with carbon di-
oxide to form carbamino acids, which may be precipitated
as salts:

CaH2O

RCHC     O

O

NH     O

O

Some of these are quite insoluble and have been used for
isolation of amino acids. Decomposition of carbamino acid
occurs by boiling in aqueous solution.

L-Glu is able to react with various kind of cations, es-
pecially with metallic ions to form their corresponding spe-
cific complexes. The complex constant (log Ks) for various
complexes of L-Glu is 10.3 for Ni2�, 8.5 for Zn2�, 8.1 for
Co2�, 4.6 for Fe2�, and 3.0 for Mn2� (19). Glutamic acid
reacted with sodium ion to form monosodium L-glutamate,
on the other hand, reacts as a base with sulfuric acid to
form diglutamate sulfate crystals.

Infrared Spectra

Comparison of the infrared (IR) spectra of L-Glu, L-
GluHCl, and L-GluNa H2O are shown in Figure 3 (20). The
IR spectra of L-Glu shows strong bands at 1,620 and 1,420
cm�1, which correspond to the COO; these are 1,660 cm�1

for COOH and 2,740 cm�1 for , respectively. The spec-�NH3

tra of L-Glu HCl, on the other hand, does not show bands
at 1,620 and 1,420 cm�1 for COO� and that of L-Glu
NaH2O does not show the band at 1,670 cm�1 for COOH,
but does show a strong band at 1,620 and 1,420 cm�1 for
COO�.

Ionic Forms

The four ionic forms of L-Glu exist depending on the pH of
the solution. The dipolar nature of amino acids in solution
has been shown by Raman spectroscopy. The Raman spec-
tra of L-Glu shows a strong line at 1730 cm�1, which cor-
responds to the C——O vibration. The spectrum of sodium
L-Glu�, on the other hand, does not show this frequency
because the salt is completely dissociated and its structure
represented is by the resonant forms

C    O

O

C    O

O

This does not have a C——O group, but instead intermediate

some between C—O and C——O. The spectra of the amino
acids at the isoelectric point of pH do not show the exis-
tence of C——O, which indicates that the —COOH group is
ionized. In a similar way, the ionization of the —NH2 is
indicated.

The optical rotation changes with changing pH in so-
lution at 25 �C; glutamic acid H2O) is �12.0,�[�] (G ;D

; 5N HCl) is �31.8, ; NaOH) is �4.2, and� �[�] (G [�] (GD D

NaOH) is �10.9, which corresponds to the ratio�[�] (G ;D

of ionic form in solution (21).

Solubility

For the production of the umami seasoning MSG, the char-
acteristic solubility changes in L-Glu HCl, L-Glu, and L-
GluNa are used to separate it from other impurities to
meet the category of food additives. The change in solubil-
ity of L-Glu for �- and b-forms, respectively, with tempera-
ture are expressed by the following (22):

log S � 0.0174t � 0.377 (0–30 �C) for �-form

log S � 0.0153t � 0.328 (30–70 �C) for �-form

log S � 0.0159t � 0.461 for b-form

The solubility of the b-form is lower than that of the �-form
throughout the temperature range measured. It follows
that the b-form is a stable form from the aspect of ther-
modynamic kinetics. In Table 1, the solubility for various
salts of L-Glu versus temperature are summarized (23).

The solubility changes with change in the concentration
of both hydrochloric acid and sodium hydroxide in Figure
4, which corresponds to the existence of solid crystals, in



AMINO ACIDS, GLUTAMATE 81

Table 1. Solubility of Various Salts of L-Glu (g/L)

Temperature (�C) L-Glu DL-Glu L-GluNa DL-GluNa L-GluHCl DL-GluHCl

0 3.41 8.55 514 158 298 471
25 8.64 20.5 627 243 479 698
50 21.9 49.3 765 372 769 1,030
75 55.3 119 933 570 1,240 1,540

100 140 285 1,140 875 1,990 2,280
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Figure 4. The change in the solubility of L-glutamic acid with
change in the concentration of both hydrochloric acid and sodium
hydroxide.

equilibrium solution, of the hydrochloride, free, and so-
dium salts of L-Glu, respectively (i.e., in the range of 0 to
30% for HCl and of 0 to 20% for NaOH). In the range of 0
to 7.7% of HCl, the solubility increases linearly so that L-
Glu is soluble until the equivalent amount of HCl in solu-
tion in which L-Glu exists as solid crystals. Above the con-
centration of 7.7% HCl, with an increase in the HCl
concentration, the solubility decreases steeply. It flattens
in the vicinity 20% and then becomes a constant of about
1% above 25% HCl. Above 7.7% HCl, the hydrochloride is
a solid crystal in solution. At the invariant point where
equilibrium is attained between L-Glu and L-Glu HCl, the
maximum solubility of 31.1% is obtained.

On the other hand, in the range of 0 to 9.33% of NaOH,
L-Glu solvates an equal amount of NaOH in solution and
exists as a solid crystal. At the invariant point (NaOH
9.33%), the solubility of L-Glu reaches the maximum of
35.38%. Above the concentration of 9.33% NaOH, L-GluNa
H2O exists as solid crystals. A slight decrease in solubility
is observed in the range from 9.33 to about 13%, and then
increases with increasing concentration of NaOH. The
minimum value of the solubility of L-Glu is obtained from
the range of pH 2 to 4, in the vicinity of the pI.

L-GLUTAMIC ACID (L-GLU)

HOOCCH CH CHCOOH; L-Glu2 2

|
NH2

Chemical formula: C H O N Molecular weight: 147.146 9 4

C � 40.82, H � 6.17, O � 43.50, N � 9.52 (%)

Crystal: L-Glu is a polymorph, having two crystal forms,
� and b. Both are anhydrous.

Crystals of the �-form are obtained by crystallization
from the saturated solution of L-Glu at 60 to 70 �C by cool-
ing rapidly with agitation or from the acidic or alkalic so-
lution of L-Glu to which alkali or acid was added to rapidly
neutralize it until the isoelectric point of L-Glu was
reached (pH 3.2).

The crystal shape is a column or pyramid. The �-form
crystals transform gradually to b-form when kept in solu-
tion for a long time at room temperature. b-form crystals
are obtained from either the saturated solution of L-Glu at
80 to 90 �C, which is cooled gradually with agitation, or the
relatively higher concentration of L-Glu hydrochloride or
sodium salt, to which alkali or acid was added to neutralize
it slowly until pH 3.2 was reached. The crystal shape is a
needle or thin plate (24).

Crystal Structure

The �- and b-forms of the crystals belong to the orthorhom-
bic crystal group, and the space group is P212121 with the
crystal-lattice constant for both crystals as follows (25): a
� 7.06, b � 10.3, and c � 8.75 Å for the �-form and a �
5.17, b � 17.34, and c � 6.95 Å for the b-form. The molec-
ular arrangement obtained from an X-ray diffraction for
two crystals are shown in Figure 5. From the crystal-
structure analysis (25), L-glutamic acid in both forms ex-
ists as a zwitterion; a proton transfers from the �-carboxyl
group to the amino group. The C(1)-O(1) and C(1)-O(2) dis-
tances of 1.24 and 1.27 Å, for both crystal forms, are the
values of the ionized carboxyl group. This discrepancy of
0.03 Å found in both crystal forms can be attributed to
differences in their intermolecular hydrogen bonds. O(2)
makes a very short hydrogen bond with the OH group and
a NH—O hydrogen bond with the group, while O(1)�NH3

makes one NH—O bond with .�NH3

In the c-carboxyl group, the length of C(5)-O(4) and
C(5)-O(3), 1.21 and 1.37 Å for the �-form, and 1.19, and
1.24 Å for the b-form, respectively, indicate that it is
un-ionized in both crystal forms.

The bond angles around C(2), C(3), and C(4) in the �-
form are significantly different from the corresponding
ones in the b-form. This discrepancy may be a result of the
steric repulsions that are due to the conformational differ-
ences. The OH—O bond seems to be most predominant of
the four hydrogen bonds. It is reasonable to assume that
considerable amounts of molecules are connected by OH—
O hydrogen bonds to form chains in solution. The neigh-
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(a) (b)

Figure 5. The molecular arrangement of L-glutamic acid crys-
tals: a, �-form; b, b form; Dashed line shows the hydrogen bond
systems in the crystals, �, carbon; , oxygen, �, nitrogen.

Table 2. The Solubility of L-GluHCl for 20% and 30% of
HCl

Hydrochloric acid

Temperature (�C) 20% 30%

3 1.15 0.38
7 1.31 0.44

10 1.48 0.47
15 1.38 0.58
25 2.60 1.16
35 5.29 1.19
50 8.42 2.68

boring chains can be connected by the NH—O hydrogen
bonds, and the conformation and the arrangement of the
molecules are stabilized by these hydrogen bonds.

Stability

When heated as a dried crystal to 150 �C, L-Glu undergoes
cyclization and is converted to an interdehydrated com-
pound of pyrrolidone carboxylic acid. Moreover, heated to
180–200 �C, the optically inactive DL-pyrrolidone carbox-
ylic acid is obtained. At greater than 200 �C, glutamic acid
begins to decompose (26). At pH 4 or 10 when the solution
is heated at 100 �C for about 50 h, more than 98% of L-Glu
undergoes cyclization. At pH 3 and when heated at 120 �C
for 3 h, 100% cyclization is observed.

The melting point of L-pyrrolidone carboxylic acid is 160
to 161 �C, and the specific optical rotation in water is
�11.35 at 20 �C.

This cyclization is a reversible reaction when treated
with strong acid to yield glutamic acid, or when heated
with 2N HCl or 0.5N NaOH at 100 �C for 1 to 2 h.

L-GLUTAMIC ACID HYDROCHLORIDE

Chemical formula: C5H10O4NCl Molecular weight: 183.61

C � 32.71, H � 5.49, O � 34.86, N � 7.53, Cl � 19.33 (%)

L-Glu HCl forms transparent crystals that crystallize from

the high concentration of hydrochloric acid of L-Glu by cool-
ing. The melting point is 160 �C and optical rotation cal-
culated from the ionic form (G�) is �25.65.

The relationship between the solubility of L-GluHCl and
the temperature is (27):

log S � 1.474 � 0.00825t

The solubility of L-glutamic acid hydrochloride crystals at
20 and 30% HCl with changing temperature is shown in
Table 2.

As mentioned earlier, with an increase in the concen-
tration of HCl above 17%, the solubility of hydrochloride
decreases and at more than 30% becomes constant. Con-
versely, when the temperature is lowered, the solubility
decreases sharply. For example, at 3 �C in 30% HCl, the
solubility is only 0.38%.

It is profitable when crystallizing L-GluHCl crystals to
allow the solution to cool to as low a temperature as pos-
sible. The crystal of DL-GluHCl is racemic compound, and
it is possible to resolute by the seed method. The solubility
of DL-Glu HCl is log S � 1.673 � 0.00685t.

SODIUM SALTS OF L-GLUTAMIC ACID

Monosodium L-glutamate (MSG), L-GluNa

HOOCCH CH CHCOONa H O2 2 2

|
NH2

Chemical formula: C5H8O4N Na H2O
Molecular weight: 187.13

C � 32.09, H � 4.31, O � 34.20,
N � 7.49, Na � 12.29, H2O � 9.63(%)

The monosodium salt of L-Glu crystallizes generally as a
monohydrate. The melting point is 195 �C and dehydration
temperature is 150 �C.

Crystal Structure

This crystal belongs to the orthorhombic crystal group
P212121. The crystal lattice constant is a � 15.30, b �
17.86, and c � 5.54 Å, and the crystal density 1.635 g/cm3.
The packed specific volume is 1.20 to 1.25 cm3/g.
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Figure 6. The solubility of sodium L-glutamate with change in
temperature.

Table 3. Critical Humidity of L-GluNa and NaCl

Critical humidity (%)

Temperature (�C) MSG NaCl

10 96.1 74.9
20 96.0 75.3
30 94.8 75.1
40 92.6 75.2
50 90.0 75.2

The crystal shape is an octahedral column and has bi-
lateral planes at both termini where the atomic coordina-
tion is unstable, causing piezoelectricity. The crystal shows
weak hygroscopic character with increasing temperature,
as summarized in Table 3, which shows the relationship
between the temperature and critical humidity, although
the degree of hygroscopicity was relatively weak, when
compared with that of NaCl. It is easily soluble in water,
and the solubility S is designated by the following relation
(28):

2S � 35.30 � 0.098t � 0.012t

where S is g/100 g H2O and t is in degrees centigrade.

L-Glutamic Acid Monosodium Salt Pentahydrate

HOOCH2CH2CHCOONa 5H2O
|

NH2

Chemical formula of pentahydrate: C5H8O4Na 5H20
Molecular weight: 259.5

The condensed solution of L-Glu Na was cooled between
�0.8 and �8.5 �C, from which pentahydrate crystals were
crystallized (29). The crystal structure belongs to the tri-
clinic and space group P1, and lattice constant is (30)

˚a � 6.12, b � 16.06, and c � 6.01 A
� � 99.3, b � 100.9, c � 99.1

The crystal density is 1.480 g/cm3.
As shown in Figure 6, the transition point form mono-

hydrate to pentahydrate is �0.8 �C. Above �0.8 �C mono-
hydrate crystals exist as the stable form, between �0.8
and �8.5 �C, pentahydrate exists as the stable form, and
below �8.5 �C the solution itself turns into ice. The solu-
bility of pentahydrate is changeable with temperature
compared to monohydrate, and is designated as follows:

2S � 35.72 � 0.630 t � 0.0016 t

CALCIUM SALT OF L-GLUTAMIC ACID

Several forms of calcium salt are reported.
(Glu)2-CaH2O: An equimolar amount of Ca(OH)2 was

added to L-Glu solution to crystallize. This is soluble in
water.

(Glu)-CaH2O: L-Glu HCl in solution reacts with
Ca(OH)2 at 80 �C to form (Glu)-CaH2O. This is sparely sol-
uble in water.

(Glu)2-CaCaCl2H2O: Ca(OH)2 was added to L-Glu-HCl
in solution, saturated with CO2, and boiled. Concentration
yielded the complex salt.

INDUSTRIAL PRODUCTION

Extraction Method

From 1909, when MSG production started, until 1965,
when the extraction process ended, wheat gluten and de-
fatted soybeans were used as the main raw materials, con-
taining as much as 15 to 25% L-glutamaic acid. Crude raw
materials were hydrolyzed by heating with hydrochloric
acid. After concentration under reduced pressure, the hy-
drolyzate was cooled to crystallize L-glutamic acid hydro-
chloride. L-Glutamic acid can be easily separated from
other amino acids in the form of its hydrochloride because
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of its low solubility in concentrated hydrochloric acid. The
crude hydrochloride is dissolved in hot water and filtered
to separate the humic substances formed in the hydroly-
zation process. The pH was adjusted with caustic soda to
3.2, the isoelectric point of L-glutamic acid needed to crys-
tallize L-glutamic acid crystals at a yield of more than 90%.
The crude L-glutamic acid crystals are suspended in water
and neutralized with sodium hydroxide. The solution is de-
colonized with activated carbon and crystallized MSG
(monosodium L-glutamate monohydrate) under reduced
pressure. Commercially preferable crystals are grown with
a small amount of amino acids (31). The crystals are sepa-
rated by centrifuge and then dried for packaging.

Beet, sugarcane molasses or Stefan’s waste (which con-
tained 2-pyrrolidone carboxylic acid) has been used as raw
material for MSG production in the United States and Eu-
rope. The pyrrolidone carboxylic acid was hydrolyzed at 85
�C at pH 10.5 to 11.5 for about 2 h to avoid racemization
(32).

Industrial Fermentation Method

For industrial production of MSG, molasses or starch hy-
drolyzate is generally used as raw material. Sugar molas-
ses usually contains excess amounts of biotin, so when
used, it is necessary to repress the activity of biotin by
adding penicillin or certain surface-active substances at an
early stage of the production to retard microorganism
propagation. Furthermore, sugar concentration in culture
media at below about 10% is necessary so as not to retard
propagation. Additional sugar was fed during fermenta-
tion to obtain a higher concentration of excreted L-
glutamate. This batch-fed fermentation process made pos-
sible a concentration of more than 120 g/L of L-glutamic
acid in media.

Microorganisms used for L-glutamate fermentation are
usually preserved under lyophilization below �80 �C or,
for a short period, by keeping the stock culture below 10
to 15 �C. To refresh the microorganisms, stocked in either
form, they are inoculated on an agar medium composed of
1% yeast extract and polypeptone, 0.5% sodium chloride,
and 2% agar, at an optimum temperature of microorgan-
isms. The refreshed microorganisms are then cultivated in
liquid medium, shaken vigorously, and transferred to a
small fermenter to allow them to propagate to about sev-
eral kiloliters for seed culture. Industrial-scale fermenters
are pressure tight, stainless steel containers, built to hold
up to several hundred kiloliters of cultivating medium.
They are equipped with aeration and stirring devices, as
well as other automatic controls. Fermentation takes from
30 to 45 h.

Gaseous ammonia or a solution of urea and ammonium
salts are convenient nitrogen sources for fermentation, not
only as the initial medium, but also to maintain the pH of
the medium at 7 to 7.5 for microbial growth and product
formation. The culture medium becomes acidic because of
assimilation of ammonium ions and the formation of L-
glutamate. Gaseous ammonia can be used advantageously
to maintain neutral pH and avoid dilution of culture me-
dium, resulting in the high accumulation of L-glutamate
in the fermentation broth, because it does not contain OH�

ions or water.

Microorganisms required several minerals, such as fer-
rous and potassium ions, which play important roles in L-
glutamate fermentation. Other important conditions in-
clude regulating the aeration stirring. The biosynthesis of
glutamate is performed under regulated aerobic condi-
tions. When oxygen is not sufficiently dissolved, lactic acid
and succinic acids accumulate and reduce the accumula-
tion of glutamate. On the other hand, an excess of dis-
solved oxygen results in the formation of �-ketoglutaric
acid. The optimal oxygen transfer rate was determined by
measuring the rate of consumption of sodium sulfite, which
is considered to depend on the characteristics of microor-
ganisms used (33). The pressure of dissolved oxygen was
usually kept above 1 kPa (0.01 atm) by aeration and agi-
tation in the fermenter. The sterilized air is fed through a
filter. Carbon dioxide is formed during fermentation and
causes the medium to become heavy. Mechanical and
chemical defoaming systems are provided.

The optimum temperature for fermentation is depen-
dant on the character of microorganisms used. Regulation
of the temperature using heat exchangers installed inside
of the fermenter is indispensable. Fermentation is an exo-
thermic reaction, and the temperature critically affects not
only the propagation of microorganisms, but also the for-
mation of glutamate.

In large-scale production the formation of trehalose
very often reduces the product yield of glutamate. Treha-
lose consists of two �-1,1-bond glucose molecules and is
excreted by the bacteria as an osmoprotectant. A process
has been developed and successfully industrialized in
which trehalose formation is controlled and decreased by
culturing the overproducing mutant in media with in-
verted sucrose from molasses (34).

When fermentation is complete and after sterilization
of the broth, the glutamate-recovery process is performed.

Separation Process

The separation process consists mainly of the following
two processes (35):

1. Recovery of L-glutamic acid crystals from the fer-
mentation broth

2. The purification of L-monosodium glutamate mono-
hydrate from crude L-glutamic acid crystals

The typical outline of a production flow sheet of L-MSG
from the fermentation broth is shown in Figure 7.

Hydrochloric acid at 35%% is added to the fermentation
broth with agitation to crystallize the L-glutamic acid crys-
tals at pH 3.2, the isoelectric point of L-glutamic acid. The
crude L-glutamic acid crystals, retaining some mother li-
quor when removed from the slurry, are dissolved in water
with equimolar sodium hydroxide; then the solution is ap-
plied to the activated carbon column to obtain the decolo-
nized L-MSG solution, on which most of the color-related
and hydrophobic substances are adsorbed. This purified
L-MSG solution is fed continuously to a vacuum crystal-
lizer to crystallize L-MSG crystals. L-MSG crystals sepa-
rated by centrifugation are dried, sieved, and finally pack-
aged to deliver to the consumers.
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Figure 7. Flow diagram of production of MSG from the fermen-
tation broth.

Crystallization of L-Glutamic Acid

In the fermentation broth, L-glutamic acid exists as an am-
monium salt in the vicinity of pH 7. For obtaining L-MSG
directly from the fermentation broth, it is necessary to ex-
change ammonium ion for sodium ions. This process is
rather complicated, taking into account an environmental
approach. To avoid this complexity, as a first step, crystal-
lization of the �-form of L-glutamic acid crystals, which
show lower solubility as compared to L-MSG and fairly
good sedimentation as compared to b-form crystals, is em-
ployed in actual industrial production. The presence of
salts can affect solubility of L-glutamic acid in solution. For
example, the chloride-related inorganic substances NaCl,
CaCl2, NH4Cl, and KCl increase the solubility of L-
glutamic acid.

When crystallized under ordinary conditions, pyramid-
type �-form crystals are obtained by the effect of the im-
purities contained in the fermentation broth.

Pyramid Type

In the growing of crystals, only those faces having the low-
est translation velocities survive. The face of [001] of the
�-form are fast-growing (high translation velocities) and

this face tends to disappear, as overlapped by slower [111]
faces, and finally results in the pyramid type.

If Ostwald’s step theory is obeyed, as �-form crystals
are unstable from the thermodynamic point of view, �-form
crystals first appear and then gradually transform to b-
form. But this theory is not based on the thermodynamics,
but on the kinetics, so exceptions frequently occur.

The conditions to obtain �-form crystals are summa-
rized as follows (36):

1. When neutralized, 35% hydrochloric acid is added as
quickly as possible to the fermentation broth and
then cooled to below 10 �C instantly with vigorous
agitation.

2. A small amount of a third substance is added to af-
fect the stability of �-form, such as a peptide, active
surfactant, protein hydrolyzate, or amino acid, es-
pecially L-phenylalanine and L-cysteine.

Centrifugation

The �-form of L-glutamic acid crystals are separated by a
centrifuge. Residual mother liquor after centrifugation
amounts to 5 to 15% of the weight of the crystals, depend-
ing on the viscosity of the mother liquor and the degree of
uniformity of crystal size. It is more effective to wash the
crystals on the centrifuge with fresh water to reduce im-
purities than recrystallization. In this process, the bacte-
rial cells remain effectively in the mother liquor, and with-
out another bacterial cell separation process, L-glutamic
acid crystals remain effectively separated from the bacte-
rial cells.

Transformation of �-Crystals to b-Crystals

When the �-form crystals are poured into the water and
the temperature is elevated to 60 to 80 �C, the transfor-
mation of �-form to b-form occurs within about 1 h. During
this solvent-mediated transformation, a large amount of
adhering impurities are rejected out of the crystals, and
higher purified b-form miceous plate-shape crystals are ob-
tained (37). This transformation process has so marked an
efficiency for removing impurities, especially color-related
substances, that when higher purity is required, a small
amount of activated carbon is used to obtain a transparent
MSG solution.

For another purification of L-glutamic acid solution, the
application of UF membrane or NF membrane is investi-
gated: When these membranes are applied to permeate the
fermentation broth, the permeate solution obtained is neu-
tralized followed by cooling. Purified b-form crystals are
obtained directly, without �-form crystallization.

Crystallization of L-MSG

Neutralized L-glutamic acid solution (L-MSG solution) is
applied to the activated carbon column to obtain decolo-
nized solution, which is fed to the continuous evaporator
to concentrate until the saturation of L-MSG (50% at 60
�C). To meet the requirements for L-MSG monohydrate
crystals—crystal size, crystal shape (aspect ratio), and size
distribution—it is necessary to strictly control the opera-
tional conditions of the crystallization process, in which
nucleation and crystal growth occur simultaneously. The
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result of the combined processes on the mentioned require-
ment for crystals depends on the relative rates of nuclea-
tion and growth. To obtain a more uniform product, nucle-
ation is controlled by adding the desired number of
crystals, usually crushed, to the crystallizer when the so-
lution is either saturated or supersaturated. In a contin-
uous crystallizer, the number of nuclei formed per unit
time will be continuous and will equal the number of crys-
tals withdrawn from the crystallizer, so that all nuclei can
receive the same time of growth. Otherwise, there must be
a classifying action in the crystallizer that will retain the
small crystals under treatment until they have grown to
the proper size, when they can be removed from the crys-
tallizer.

For practical control, it is necessary to reduce as much
as possible the local variation in the temperature or con-
centration of the solution that causes excess nucleation.
Usually, the objective of the crystallizer operator is to
achieve the maximum growth rate, consistent with low nu-
cleation rate. More importantly, impurities in solution may
inhibit the formation of new nuclei or retard crystal
growth. The degree of the effect of a given impurity cannot
be predicted; in general, higher molecular weight materi-
als seem to be more effective inhibitors.

Crystal Shape (Aspect Ratio)

When no impurity is contained in the solution the aspect
ratio (referred to as L/D in crystal) is 7 to 8 which is not
convenient for umami seasoning for cooking. To overcome
this problem, the appropriate amount of amino acids is
added. The crystal shape is determined by the change in
the difference in the relative crystal growth of constituted
crystal faces. For L-MSG crystals, a small amount of amino
acids changes the crystal shape, the amino acids such as
L-alanine, L-lysine, and L-arginine are easily adsorbed on
the [110] face of the L-MSG crystal and inhibit the growth
of this face, those having the lowest translation velocities
survive, and the aspect ratio is 4 to 5, which satisfies the
demand of users (38).

Recovery of L-Glutamic Acid from Mother Liquor

In mother liquor–separated L-glutamic acid crystals other
than L-glutamic acid, many impurities derived from the
raw material used as the carbon source, as well as am-
monium hydrochloride and bacterial cells, are found. For
recovery of L-glutamic acid from this mother liquor, the
following process is proposed: The mother liquor is con-
densed and ammonium chloride crystallized by cooling for
a day and night followed by filtration to obtain the am-
monium chloride crystals that are used as fertilizer. The
separated mother liquor is hydrolyzed with excess hydro-
chloric acid to convert the L-glutamic acid to hydrochloride
and the bacterial cells and other debris to insoluble mat-
ters (so-called humic acid). The humic acid is separated by
filtration. The filtrate is condensed, then cooled to crystal-
lize the hydrochloride crystals at lower than 10 �C for more
than several days. This is recycled in the process of L-
glutamic acid crystallization from the fermentation broth
to curtail the consumption of hydrochloric acid. The resid-
ual mother liquor combined with humic acid is used as raw
material for the organic fertilizer.

USES

Seasoning

MSG is widely used as a long-established seasoning or fla-
vor enhancer to improve the palatability of foods. The ef-
fect of MSG is due to its characteristic taste, umami. The
development of food science, including electrophysiology,
psychophysics, and nutrition, have provided evidence that
umami should be regarded as a basic taste, independent
from the traditional four basic tastes—sweet, salty, sour,
and bitter. Glutamate is ubiquitous in foods such as to-
mato, cheese, human milk, and seaweed. Other umami
substances, that is, the 5�-ribonucleotides disodium 5�-
inosinic acid and disodium 5�-guanylic acid, are found in
meats, fish, vegetables, and mushrooms.

When glutamate and nucleotides coexist, a very strong
synergistic effect occurs, and even a small amount of glu-
tamate added to a food containing nucleotide causes
umami to be dramatically enhanced—seven to eight times
as much as the original umami of the food (39).

The taste threshold of MSG is about 0.03% in aqueous
solution. The intensity of umami increases linearly with a
logarithmic increase in the concentration of MSG. The syn-
ergistic effect of MSG with 5�-ribonucleotides is expressed
by the following relation (41):

y � u � A u v

where y is the intensity equivalent to the concentration of
MSG alone, and u and v are the concentrations of MSG
and 5�-ribonucleotides, respectively. A is a constant that is
1,200 for disodium 5�-inosinate (IMP) and 2,800 for diso-
dium 5�-guanylate (GMP). In some commercial umami sea-
sonings, 5�-ribonucleotides are mixed in to take advantage
of the synergistic effect with MSG.

Although MSG increases the palatability of food, it is
not always palatable by itself. When MSG is tested in crys-
tal form or in simple solutions, it does not cause a pleasant
sensation. It gives a pleasant taste only in flavored solution
or in actual foods. Another important property of MSG is
the concentration dependence of its pleasantness rating.
An excess of MSG causes an unpleasant sensation, and
thus the amount of MSG that is added to foods should be
limited (41).

The desirable usage level of MSG depends on the prop-
erties of the food, including the amount of original umami
substances. Results of extensive taste studies indicate that
the optimum MSG level in food ranges from 0.1 to 0.8 wt
%, varying from food to food. In most cases, MSG is used
in combination with salt. A relationship between the levels
of MSG and salt, and palatability of foods, has been clari-
fied. The lower the salt concentration, the higher the MSG
concentration required to maintain the palatability, and
vice versa. When umami substances are added to meals,
the amount of salt can be reduced without a decrease in
the palatability or degree of satisfaction.

Umami taste is considered to be a universal taste
sensation for humankind. An ethnic comparison of taste
sensitivity has shown that there is no difference in the
thresholds of MSG and IMP between Japanese and
European-American Caucasians (42).
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Industrial Use

Depending on the pH, glutamic acid can be used to neu-
tralize acidic or basic compounds, that is, arginine gluta-
mate is used as a pharmaceutical and as a raw material
for cosmetics. The reaction of glutamic acid with hydro-
chloric acid affords glutamic acid hydrochloride, which is
used as a gastric acidifier. The property of glutamic acid
as an amphoteric electrolyte is exploited in chelating
agents, buffers, and builders for detergents.

The sodium salt of pyroglutamic acid (43), which is ob-
tained by dehydration of glutamic acid followed by neu-
tralization with sodium hydroxide, is very hydroscopic and
used as a component of a natural moisturizing factor for
human skin and as a humectant for cosmetics. The N-
acylated compound (44) produced by reaction with a long-
chain fatty acid is an anionic surfactant and is popularly
used for skin and hair cleansers due to its mildness and
high safety. The dibutylamine of the N-acyl-glutamate ge-
latinizes nonpolar oils and can be used as a recovering
agent for marine-oil spills (45).

SAFETY

Monosodium L-glutamate is metabolized in the same way
as glutamic acid from any digested protein. After oral in-
gestion, glutamate is absorbed from the intestine by an
active-transport system. During this process, a large por-
tion is metabolized to alanine and �-ketoglutarate, which
enters the tricarboxylic acid cycle. Glutamate is further
metabolized in the liver to give glucose, lactate, glutamine,
and other amino acids. Consequently, blood glutamate lev-
els do not rise significantly unless very large doses are ad-
ministered. Blood glutamate levels transiently rise when
large doses are ingested on their own, but the coingestion
of foods that contain metabolizable carbohydrate increases
the metabolism of monosodium L-glutamate and elimi-
nates or greatly attenuates this rise. Human infants, in-
cluding premature infants, metabolize glutamate similar
to adults (46,47).

The acute toxicity of MSG is low (48), the oral LD50 for
humans, calculated on the basis of doses administered in
different ways to various animals, would represent a single
dose greater than 1 kg for a person weighing 70 kg. In
contrast, the oral LD50 for sodium chloride in rats is 3.75
kg/kg body weight (49).

The main use of MSG is as a umami seasoning or a food
ingredient, and so its safety when used in the diet is the
most important aspect of its use. Both short-term and
chronic toxicity studies on MSG in the diet of several spe-
cies at doses of up to 4% (approximately 6 to 8 g/kg body
weight/day) in the diet showed no specific toxic effects and
no evidence for carcinogenicity or mutagenecity. Reproduc-
tion studies of up to three generations did not reveal any
adverse effects of dietary MSG ingestion. Fertility, gesta-
tion, viability, and lactation indexes, or the pre- and post-
weaning performance of offspring, were unaffected. In pri-
mates, it was found that the placenta serves as an effective
barrier to the transfer of glutamate from the oral ingestion
of large doses of MSG.

The concentration of glutamate is higher in the brain

than in the blood. The demonstration that injected or force-
fed neonatal rodents given extremely high doses of MSG
showed evidence of brain leisons has led to much addi-
tional research to determine any possible link between
neurotoxicity and human use of MSG (50). However, from
animal tests on monkeys, guinea pigs, rat, and mice, glu-
tamate levels in the brain remain unchanged after the ad-
ministration of large oral doses of MSG (51). Numerous
experiments on rodents, as well as dogs and monkeys, us-
ing dosage levels up to 43 g MSG/kg body weight have
failed to show any link between dietary use of MSG and
brain damage. In the case of dogs and monkeys, even ex-
periments involving injection of MSG have not shown any
effects on the brain.

An anecdotal report in 1968 triggered interest in Chi-
nese restaurant syndrome (CRS), a reaction associated
with transient subjective symptoms of burning, numbness,
and a tight sensation in the upper part of the body. Possible
association with food ingredients such as MSG was sug-
gested. No objective changes in skin temperature, heart
rate, ECG, or tone were observed, and no correlation was
seen between plasma glutamate levels and symptoms. In
1979 a questionnaire survey of more than 3,000 people in
the United States was conducted for CRS. Only 1.8% of
those surveyed acknowledged that they experienced pos-
sible CRS feelings (52), and 0.19% of those with symptoms
attributed them to eating in Chinese restaurants. These
feelings were also found to occur after consumption of spicy
tomato juice, orange juice, coffee, and tea. In 1986 self-
identified MSG responders were challenged in a properly
controlled double-blind study, and it was concluded that
the link between MSG and CRS was not supportable (53).
In 1987, the Joint FAO/WHO Expert Committee on Food
Additives (JECFA), a scientific advisory body to the World
Health Organization and Food and Agriculture Organiza-
tion of the United Nations, concluded that properly con-
ducted double-blind studies among individuals who
claimed to suffer from the syndrome did not confirm MSG
as the causal agent (54).

In 1981 Chinese restaurant asthma was reported fol-
lowing capsule administration of MSG to several asthmat-
ics (55), but the researchers failed to account for other al-
lergens to which the subjects could have been exposed and
did not utilize the scientific practice of a “control” sub-
stance that would have helped to determine if glutamate
triggered this response. In a double-blind crossover study
in which chronic asthmatics were challenged with MSG or
a placebo, no decrease in pulmonary function was observed
(56).

JECFA reviewed the safety studies of glutamate and
endorsed its safety by allocation of an acceptable daily in-
take (ADI) for L-glutamic acid and its monosodium salt,
potassium salt, ammonium salt, calcium salt, and mag-
nesium salt as being “not specified.” This result is ascer-
tained by the scientific committee for food of EC (57).
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Table 1. Estimated Worldwide Production of Amino Acids
(1996)

Amino acids
Estimated production

(ton/year) Processa

Glycine 22,000 C
L-Aspartic acid 7,000 E
L-Arginine 1,200 F
L-Cysteine 1,500 E
Monosodium L-Glutamate 1,000,000 F
L-Glutamine 1,300 F
L-Histidine 400 F
L-Isoleucine 400 F
L-Leucine 500 Ex, F
L-Lysine HCl salt 250,000 F
DL-Methionine 350,000 C
L-Phenylalanine 8,000 F, C
L-Proline 350 F
L-Threonine 4,000 F
L-Tryptophan 500 F, E
L-Tyrosine 120 Ex

Source: Ref. 3.
aC, chemical synthesis; E, enzymatic method; Ex, extraction; F, fermenta-
tion.
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INTRODUCTION

Monosodium L-glutamate (MSG) was found by Ikeda in
1908 as a flavoring component of konbu, or sea tangle. This
was the start of the later development of the amino acid
industry. Initially, MSG was produced industrially by ex-
traction from a protein hydrolysate, more specifically,

first from wheat gluten hydrolysate with hydrochloric acid,
and then from defatted soybean hydrolysate or by conver-
sion from pyrrolidone-5-carboxylic acid in beet molasses,
for use as a seasoning agent. This latter process was not
sufficient to meet the increasing demand because it in-
volved the problem of by-products disposal, requiring the
development of new production processes. Patent appli-
cations filed around that time related to chemical synthe-
sis of MSG from succinate semialdehyde or cyclopentane.
In 1956, Kinoshita et al. discovered a microbial process for
L-glutamic acid production by direct fermentation of a mi-
croorganism (Corynebacterium glutamicum) from sugar
and ammonia (1). Consequently, industrial production of
MSG as a seasoning was rapidly enlarged, and at the same
time, a new industry of amino acid production by fermen-
tation of microorganisms emerged. In 1958, Kinoshita, Na-
kayama, and Kitada found that an auxotrophic mutant of
C. glutamicum requiring homoserine accumulated L-lysine
in a medium (2), which enabled industrial production of L-
lysine by fermentation. Establishing the basis for the de-
velopment of the amino acid fermentation industry, this
technology suggested the possibility of producing various
other amino acids by auxotrophic mutants and also the
importance of research in fermentative production of bio-
logical components with regulatory mutants. Since then,
direct fermentation of various amino acids has been
broadly studied.

Reduction of the cost of amino acids, owing to the de-
velopment of fermentation techniques together with the
establishment of their production processes, facilitated ex-
tended application of amino acids to uses other than as a
seasoning. Particularly, L-lysine, an essential amino acid
that is lacking in several food proteins, has been enjoying
remarkably increased demand as a feed additive. Table 1
shows the production of the major amino acids. Most of the
amino acids produced in large quantities are still manu-
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Table 2. Classification of Fed-Batch
Microbial Reaction Processes

Case 1 (nonfeedback regulation)

Constant feeding-rate method
Exponential feeding method
Optimized feeding method
Others (intermittent feeding, etc.)

Case 2 (feedback regulation)

Indirect control
Direct control
Constant control
Program control
Others

Source: Ref. 4.

factured by fermentation, except for glycine, which does
not have optical isomers, and methionine, which has a
similar effect as a feed additive in both L- and DL-forms.

In addition to being used as a seasoning agent and a
feed additive, amino acids are currently used widely as a
raw material for the sweetener Aspartame (N-L-�-
aspartyl-L-phenylalanine 1-methyl ester), for pharmaceu-
ticals and agrichemicals, for infusion and oral nutrition,
for surfactants, and so forth, based on their reactivities
and nutritional, pharmacological, and flavoring effects.

In connection with amino acid fermentation, many re-
ports have been published on the physiological properties
of amino acid–producing microorganisms. The following
discussions stress problems from the standpoint of prac-
tically manufacturing amino acids on an industrial scale.

FERMENTATION PROCESSES

Amino acid fermentation may be defined in two ways. One
is a definition in the narrow sense and refers to direct ac-
cumulation of amino acids in a medium containing a sugar,
ammonia, and other nutrients, and the other is a broad
definition that covers the fermentation process involving
the addition of specific precursors and amino acid produc-
tion by reaction using enzymatic functions of microorgan-
isms. Here, mainly direct fermentation of the former type
is discussed.

Fermentation processes generally have a number of ad-
vantages and benefits that accrue to the user of the pro-
cess. On the other hand, they also have drawbacks. Both
are summarized as follows:

Benefits
• Mild conditions are used both in fermentation and in

product recovery; hence, little product degradation
takes place.

• Fermentation requires relatively less complex opera-
tion.

• Once the plant is built and operation has begun,
there are relatively low maintenance costs.

• Only L-form amino acids are obtained.

Problems
• Operations provide low product concentrations com-

pared with chemical synthesis processes and require
large volumes of water, large fermenter capacity, and
comparatively high capital investment.

• The requirements for strict sterility add to capital
costs and operation costs.

• Large amounts of energy for oxygen transfer and
mixing are required.

• Product recovery may be complex, difficult, and ex-
pensive.

• The process time necessary to reach maximum con-
centrations of the desired product is usually compar-
atively long.

The aforementioned narrow-sense definition of direct
fermentation of amino acids includes three types of fer-
mentation: batch-type, fed-batch-type, and continuous.

Batch Fermentation

Industrial fermentation is mostly performed using batch
processes. In a batch process, a large volume of a medium
containing nutrients and substrate material is inoculated
with a viable culture of one or more appropriate microor-
ganisms. Microbial growth and biochemical synthesis are
allowed to proceed until an optimum yield of metabolite or
a desired biochemical transformation has been obtained.
Although this process is the basic form of fermentation, it
is not frequently practiced on an industrial scale because
productivity is limited by the amount and nature of the
nutrients present at the time of inoculation. In most amino
acid fermentation, enhanced product concentration is im-
portant to improve production efficiency and requires more
advanced fermentation processes.

Fed-Batch Fermentation

Fed-batch fermentation types are classified in Table 2.
This fermentation method is aimed at efficiently carrying
out fermentation and is characterized by a low concentra-
tion of components in the initial medium to minimize met-
abolic regulation. At the time of inoculation the medium
promotes initial growth of microbes; subsequent supplies
of more raw materials drive the desirable increase in me-
tabolite biosynthesis. Feeding is effected either intermit-
tently or continuously. Industrial fermentation of most
amino acids is accomplished with this method. Fed-batch
fermentation requires feeding equipment in addition to the
equipment required for batch fermentation and therefore
leads to higher fixed costs (Fig. 1). However, the process
can provide improved productivity as a whole because of
the enhanced yield and reduced fermentation time. Actual
product cost depends on the cost of the carbon source or
specific precursors that are used for feeding. The nitrogen
source is supplied generally through pH control with am-
monia. This process is of particular importance in indus-
trial operations where the reaction of the microbial cata-
lyst does not last long; hence, continuous fermentation
cannot be practiced, unlike in the case of L-glutamic acid
fermentation from cane molasses using penicillin, de-
scribed next.
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Figure 1. Typical system for fed-batch fermentation. AF, air filter; DF, defoamer; PC, penicillin;
FIC, flow indication control; PHIC, pH indication control; TIC, temperature indication control; PIS,
pressure indication sum; PIA, pressure indication alarm; HIC, highest indication control; FRCS,
flow record control sum.

Continuous Fermentation

In continuous fermentation, a complete medium is fed to
a fermenter after an appropriate period of batch fermen-
tation, and the same quantity of broth is continuously
taken from the fermenter to maintain the fermentation
broth at a fixed volume. This may be performed either by
the chemostat method using a substrate or limiting sub-
stance, or by the turbidostat method in which the cell level
is adjusted to maintain constant cell mass. Because the
continuous fermentation process allows improvement of
productivity compared with the ordinary fermenter, the
initial investment in equipment is small relative to the
production volume, and operation cost is low. However, one
drawback is that it is not suitable for small-scale produc-
tion, and the challenges of sterile operation and equipment
maintenance are more necessary than they are for batch
and fed-batch fermentation.

This process shifts from batch fermentation to contin-
uous fermentation when productivity per unit time in the
former is relatively high. There are many reports analyz-
ing the steady-state condition in continuous fermentation.
Most of them relate to cell culture, but a few reports are
available specifically on amino acid fermentation (5). One
of the reasons may be that studies on amino acid fermen-
tation have been mainly directed to the influence of met-
abolic regulation, as in the case of the penicillin addition
method in glutamic acid fermentation, or because some
amino acid processes have a distinct growth phase and pro-
duction phase, and continuous culture cannot be used.
Many of the microbial strains used in amino acid fermen-
tation are released from metabolic regulation to a remark-
able extent. This makes it easier to analyze continuous

processes and thereby optimize them. It is necessary to
study optimum conditions for each process and to optimize
their industrial application.

Unlike processes of chemical synthesis, continuous fer-
mentation processes have their own restrictions and du-
ration. This is because microbes undergo spontaneous mu-
tation within the system, and an increase in the fraction
of microbes with decreased productivity may lead to rapid
reduction in productivity (Fig. 2). Hence, it is necessary to
breed a strain with high genetic stability.

Enzymatic Method

Of the amino acid production processes using direct enzy-
matic biotransformation, those for L-alanine (6), L-aspartic
acid (7), L-lysine (8), and L-tryptophan (9,10) have been the
most extensively studied, and some of the results have led
to standard industrial processes. Although the enzymatic
production process of L-lysine from DL-aminocaprolactam
did not result in practical application, this technology is
interesting because of its use of petrochemical products for
fermentation raw materials. The outline of the process is
shown in Figure 3.

MICROORGANISMS

In amino acid fermentation, screening/breeding of micro-
organisms to be used for the process is the most important
step. These microorganisms are classified into (1) wild-
type strains isolated from nature to meet a specific pur-
pose, (2) mutants that provide the desired properties that
are developed by spontaneous or artificial mutation of
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Figure 3. L-Lysine production by a combination of synthetic and
enzymatic reactions. Source: Ref. 8.

Table 4. Isolation and Productivities of Tryptophan-Producing C. glutamicum

Strains Phenotypea Production of L-Trp (g/L)

KY 9456 Phe�, Tyr� 0.15
MT-11 Phe�, Tyr�, 5MTr, TrpHxr, 6FTr, 4MTr 4.9
PFP-2-32 Phe�, Tyr�, 5MTr, TrpHxr, 6FTr, 4MTr, PFPr 5.7
PAP-136-50 Phe�, Tyr�, 5MTr, TrpHxr, 6FTr, 4MTr, PFPr, PAPr 7.1
TX-49 Phe�, Tyr�, 5MTr, TrpHxr, 6FTr, 4MTr, PFPr, PAPr, TyrHxr 10.0
Px-115-L-67 Phe�, Tyr�, 5MTr, TrpHxr, 6FTr, 4MTr, PFPr, PAPr, TyrHxr, PheHxr 12.0

Source: Ref. 14.
a5Mt, 5-methyltryptophan; TrpHx, tryptophanhydroxamate; 4MT; 4-methyltryptophan; 6FT, 6-fluorotryptophan; PFP, p-fluorophenylalanine; PAP, p-amino-
phenylalanine; TyrHx, tyrosinehydroxamate; PheHx, phenylalaninehydroxamate.

Table 3. L-Lysine-Producing Microorganisms

L-Lysine HCl
productivities

Microorganismsa
Conc.
(g/L)

Yield
(%) Ref.

C. glutamicum (Hse�) 13 13 2
B. flavum (Thr�, Met�) 34 34 11
B. flavum (AECr) 32 32 12
C. glutemicum

(Hse�, Leu�, Pant�, ACEr) 42 42 13

Source: Refs. 2, 11–13.
aAEC, S-(2-aminoethyl)-L-cysteine; Pant, pantothenate.

wild-type strains, and (3) recombinant strains bred or con-
structed through genetic recombination technologies.

Wild-Type Strains

Microorganisms suitable for the purpose are selected from
nature. They are cultured under adjusted fermentation
conditions so as to produce excess amounts of the desired
products. Typical examples are C. glutamicum and Brevi-
bacterium flavum used for L-glutamic acid fermentation.

Mutant Strains

Auxotrophic strains and amino acid analog–resistant
strains fall into the mutant strain category. Most amino
acids can be produced by these types of microorganisms.
Currently, most fermentative production of amino acids is
accomplished in this fashion. Tables 3 and 4 and Figure 4
show L-lysine producers and L-tryptophan producers as
typical examples of strain improvement.
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Figure 4. Metabolic regulation of aromatic amino acids
in C. glutamicum. 1, DAHP synthetase; 2, chorismate
mutase; 3, anthranilate synthetase; 4, prephenate de-
hydrogenase; 5, prephenate dehydratase. PEP, phospho-
enolpyruvate; EP, erythrose 4-phosphate; DAHP, 3-
deoxy-D-arabinoheptulosonic acid 7-phosphate; •• • •• •➤ ,
repression; • • • • •➤ , inhibition; •• •• ••➤ , activation.
Source: Ref. 14.

Table 5. Accumulation of Amino Acids by E. coli Strain
No. 29-4 and b-IM4

Amino acids produced (g/L)

Strain Thr Lys Pro Glua Ile Asp Phe

b-IM4b 3.82 0.31 0.25 0.20 0.14 0.09 0.06
No. 29-4c 13.40 0.03 0.00 0.13 0.12 0.00 0.02

Source: Ref. 15.
aOr homoserine.
bThreonine-overproducing mutant.
cRecombinant (self) or b-IM4 with pBR322-thr.

Recombinant Strains

There are many reports on the strains prepared by recom-
bination of the various genes required for amino acid bio-
synthetic enzymes, as well as their possible applications to
amino acid fermentation. Self-cloning recombinants are of-
ten reported in the literature because they are highly prac-
tical from the viewpoint of regulation. They will be put to
use in the future as a primary technology for amino acid
fermentation. Table 5 shows two L-threonine-producing
strains. Whichever types of strains are constructed, con-
ditions such as raw materials, temperature, process, and
so on, as well as the by-products to be produced must be
determined.

MEDIA

Components

Components of a medium are decided upon with regard to
the microorganism, cost, purification process, waste treat-
ment, and so forth. Except for particular cases, the cost of

the carbon source, a main raw material, accounts for most
of the cost of raw materials. Hence, its selection is of pri-
mary importance.

Cane molasses, beet molasses, glucose, methanol, n-
paraffin, and other carbon source materials have been
studied. In enzymatic processes and fermentation pro-
cesses with addition of precursors, petrochemical products
may be used as a precursor for the desired product. Carbon
sources currently used for the industrial production of
amino acids are mostly sugars, including cane molasses,
beet molasses, and corn syrup (glucose), because of their
relatively low cost and availability. When a natural sub-
stance such as molasses is used as a carbon source, com-
position of the medium must be properly adjusted and em-
pirically optimized because natural substances contain
additional components.

Typically, the concentration of the nitrogen source is
relatively low in an initial medium to avoid overregulation
of the biosynthetic pathways, and nitrogen is supple-
mented by way of pH control with ammonia. Because
amino acid fermentation is a process of converting am-
monia into amino groups, the importance of the nitrogen
source is second only to that of the carbon source.

In addition, phosphate and other minerals are added in
the required amounts. When an auxotrophic strain is used
for fermentation, the required substance is added at an
optimum concentration. Furthermore, an antifoam agent
must be added to prevent foaming of the broth at the ster-
ilization and fermentation stages.

Sterilization

When the fermenter has a capacity of approximately
10,000 L or less, the preparation of raw materials and
steam sterilization are often both carried out within the
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Figure 5. Piping and instrumentation drawing of the sterilizing section of a continuous sterilizer.
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lowest indication; LICA, lowest indication control alarm; FIC, flow indication control; TIC, tem-
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fermenter. On the other hand, when a large fermenter
(40,000-L capacity or more) is used, as in the case of amino
acid fermentation, each piece of equipment is separately
sterilized with steam and cooled with sterile air, and raw
materials other than sugar are prepared in a make-up
tank and subjected to steam sterilization and cooling.
Sugar is sterilized separately and sent to the fermenter
with other nutrients. The flow diagram is shown in Fig-
ure 5.

Similar procedures apply to preparation of the feed tank
and the feeding solution in fed-batch fermentation. Feed-
ing is carried out from the feed tank through a sterilized
line while controlling the flow.

FACTORY FERMENTATION OPERATION

Figures 1 and 6, respectively, show a process flow diagram
of amino acid fermentation. The process comprises the
steps of laboratory seed culture, factory seed culture (Fig.
6), and fermentation (Fig. 1), and the size of culturing is
scaled up in this order.

Laboratory Seed Culture and Factory Seed Culture

The most important feature in the steps of laboratory and
factory seed culture is to ensure active microbes. This pro-
motes initial growth of microbes at the fermentation step
and stabilizes fermentation. Although the cost required for

these steps accounts for a relatively large portion of that
of the whole process, the steps are of much importance to
properly operate the process; it is thus necessary to carry
out the steps only under optimum conditions. Laboratory
seed culture requires an exceedingly high level of sterility
because all subsequent steps for all of the lots may be lost
as a result of contamination at this step. Likewise, transfer
from laboratory seed culture to factory seed culture must
be performed under highly sterile conditions. Typically, all
transfer steps after laboratory seed culture are closed, and
the whole fermentation train of equipment must be ster-
ilized carefully before the initiation of transfer. Because
amino acid fermentation is generally carried out under
aerobic conditions at a neutral pH, the process will easily
support the growth of a contaminant.

Fermentation Equipment

Figure 7 illustrates a typical fermenter. Amino acid fer-
mentation is performed aerobically, so an efficient oxygen
supply is required. The effect of oxygen supply on amino
acid fermentation is shown in Table 6, which indicates that
the sufficiency rate of oxygen required (rab/KrM) by mi-
crobes is controlled by the oxygen transfer efficiency of the
fermenter. Oxygen transfer efficiency correlates with aer-
ation and agitation conditions. It strongly affects the re-
sults of fermentation and at the same time constitutes the
main factor of the cost of utilities.
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Process Measurement and Control

In a fermentation process, aeration, pH, feed rate, dis-
solved oxygen, temperature, and foaming level must be
measured and controlled. Parameters automatically mea-
sured during fermentation generally include fermenter
temperature, volume and temperature of cooling water,
volume of air supplied into the fermenter, concentrations
of O2 and CO2 in the exhaust gas, pressure within the tank,
feed volume, agitation rate, agitation energy, pH, dissolved
oxygen, and degree of foaming. Sampled broth is analyzed
mainly for optical density, sugar concentration, amino ac-
ids, and organic acids. Fermentation temperature, pH, aer-
ation, feed volume, and foaming level are automatically
controlled. In continuous fermentation, equipment capable
of controlling the volume of both discharged and the liquid
surface is provided.

Downstream Processing

Amino acids are typically recovered and purified either by
chromatographic methods or by concentration–direct
crystallization methods. Although most amino acids may
be isolated and purified using an ion exchange resin, this
tends to increase the cost of waste-liquor treatment be-
cause of the large volume of diluted waste liquor. On the
other hand, with the concentration–direct crystallization
method, the discharged mother liquors have a high bio-
logical oxygen demand and contain a large amount of
plant-growth-promoting factors and may thus be used as
fertilizer. This makes the cost of waste-liquor treatment
less burdensome; however, this method cannot be applied
to all amino acids because the chemical composition of fer-
mentation broth strongly affects the purification steps.

Wastewater Treatment

In recent years, treatment of fermentation waste liquor
has become more and more important in the planning pro-
cess. When chromatographic purification is employed, the
low concentration and large volume of waste liquor is bur-
densome, and the cost of treatment by the active sludge
method is high, exerting much influence on the cost of the
final product. In this respect, the direct crystallization
method is advantageous, though it may not be applicable
to many products due to characteristics peculiar to those
products. It is necessary to construct a process that takes
waste treatment into consideration as soon as the raw ma-
terials have been selected.

ECONOMY OF THE FERMENTATION PROCESS

As already mentioned, economy of the fermentation pro-
cesses must consider the cost of waste-liquor treatment. It
is difficult to accurately estimate the economic contribu-
tion of waste treatment because this factor is affected by
many factors other than fermentation, such as environ-
mental regulation around the location of the plant and so
forth. In this discussion, process economics is limited to the
steps that begin with the selection of raw materials and
end with the desired products. A primary part of the cost
of fermentation processes is the cost of the carbon source,
which is decided by the (1) unit price of the carbon source,
(2) fermentation yield, and (3) purification yield. In L-
glutamic acid fermentation, because the carbon source to
be used directly affects these three points, selection of the
carbon source is particularly important. On the other
hand, in the case of fermentation of other amino acids in
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Table 6. Rate of Oxygen Sufficiency for L-Glutamic Acid–
Family Amino Acids

Amino acid
Rate of oxygen

sufficiencya
Rate of

productivity

Glutamic acid 0.2 0.1
0.43 0.41
1 1

Arginine 0.22 0.2
0.4 0.44
0.6 0.64
1 1

Proline 0.22 0.2
1 1

Glutamine 0.55 0.39
0.25 0.1
0.4 0.2
0.9 0.8
1 1

Source: Ref. 18.
arab/KrM, where rab is the respiratory rate of the microbe (mol of O2 mL�1

min�1), and KrM is the maximum respiratory rate of the microbe (mol of
02 mL�1 min�1).

which auxotrophic strains are used, the cost of the required
nutrient also is a major factor. Thus, it is necessary to use
a strain requiring a low concentration of such a nutrient.
Production of pharmaceutical-grade neutral amino acids
requires difficult separation of analogous amino acids by-
produced to the level at which they contribute to increased
cost. To overcome this problem, it is necessary to minimize
by-produced amino acids to a level at which purification of
the desired product is not affected, and to this end, breed-
ing of suitable strains and improvement of fermentation
processes that result in few by-products are important.
The cost of utilities supporting fermentation is generally
high because although the fermentation is carried out
mostly at normal temperature and atmospheric pressure,
the following factors create additional demands:

1. Sterility must be secured.
2. Aerobic fermentation is involved.
3. It is necessary to more intensely concentrate the fer-

mentation broth because of low product concentra-
tion compared to other processes.

AMINO ACID PRODUCTION

Monosodium Glutamate

Corynebacterium glutamicum, which produces L-gluta-
mate, requires biotin for growth but excessively forms L-
glutamic acid at a biotin concentration suboptimal for
growth. Under the condition of excess biotin, L-glutamic
acid can be produced by (1) adding penicillin (19) or a
surface-active agent (20), or (2) culturing an oleic acid–
requiring strain at growth-limiting oleic acid concentra-
tions (20,21). Cane molasses, beet molasses, and corn
syrup are mainly used as the carbon source because of
their low cost. By way of example, L-glutamic acid fermen-
tation by the fed-batch method using cane molasses is de-
scribed here. Although cane molasses contains most of the
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Figure 9. Recovery process flow of monosodium L-glutamate.

carbon, nitrogen, phosphate, and minerals for microbial
growth, its use as a carbon source is basic, and the growth
medium is optimized by supplementing with other nutri-
ent sources. Such medium contains an excess concentra-
tion of biotin. Potassium salt of penicillin G (8 units/L) is
added to the culture broth late in the logarithmic growth
phase. Upon addition of penicillin, the microorganism pro-
duces L-glutamic acid—mainly due to a change of the per-
meating system and/or the enzyme activities in TCA cycle
(22)—and L-glutamic acid is excreted into the broth. Fer-
mentation is continued while feeding molasses and con-

trolling the pH to neutrality with liquid ammonia. Molas-
ses is fed until L-glutamic acid is no longer produced in the
broth. The final L-glutamic acid concentration is around 95
g/L. Figure 8 shows a typical fermentation profile in a com-
mercial plant. The method of penicillin addition provides
remarkably high productivity of this amino acid compared
with fermentation under suboptimal biotin conditions.

For purification of L-glutamic acid, two methods are
available: the direct crystallization method and the chro-
matographic ion exchange resin method. Because it is well
known that the resin method can be used to purify all
amino acids produced by fermentation, only the direct
crystallization method is discussed here.

An outline of the recovery process (monosodium L-
glutamate from L-glutamic acid fermentation broth) in a
commercial plant is shown in Figure 9. The purification
process may comprise an L-glutamic acid (GA) extraction
process and an MSG process to obtain MSG from L-
glutamic acid. In Figure 9 the GA extraction process dis-
charges impurities out of the system as a GA mother liquor
(containing microbial cells) to recover high-purity GA from
the fermentation broth and an MSG mother liquor pro-
duced from the MSG process. High purity can be secured
by efficiently washing crystals with water at a pH range
near the isoelectric point. To this end, the crystal type
(there are �- and b-types) must be in the �-form, which can
be easily separated by centrifugation.

In the MSG process it is essential to maintain the purity
of the product while securing a high yield. These may be
achieved by enhancing the purity of L-glutamic acid in the
GA process and efficiently using the carbon source to
achieve minimum levels of residues. Because the MSG
mother liquor contains a high concentration of dissolved
MSG, it is sent back into the GA process to augment the
total yield of L-glutamic acid.

The GA mother liquor (containing spent cells) and a de-
colorized active carbon cake are the main fractions dis-
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charged out of the system. Therefore, it is clear that the
properties of the fermentation broth strongly affect the to-
tal yield of MSG. How the mother liquor of the GA process
is used is also important. Hence, with the direct crystalli-
zation method of MSG production, there is unification of
the whole process from raw materials to final product.

The yield of MSG from the fermentation broth after pu-
rification is 65–70 wt %. This is an excellent and effective
production system with an attractive process economy if
the mother liquor by-product can be used as a fertilizer. As
already mentioned, yield is strongly affected by the ratio
of L-glutamic acid concentration to total solids in the fer-
mentation broth. This ratio varies, depending upon the pu-
rity of raw material sugar and the fermentation efficiency.
Whereas the latter depends on the strain of bacteria used,
purity of the sugar depends on the quality of the raw ma-
terial.

L-Lysine HCl

L-Lysine HCl is demanded in large quantities for animal
feed and must be available at low cost. Reduction of cost
through the improvement of productivity is very impor-
tant, as is the quality of the product.

Mutants of C. glutamicum (regulatory mutants such as
homoserine and/or leucine leaky mutants, which are rev-
ertants from auxotrophic mutants and/or lysine analog–
resistant mutants) are used. The main raw material for L-
lysine fermentation is either molasses or corn syrup.
Addition of a biotin source may be required, depending on
the raw materials. Molasses contains a sufficient amount
of biotin. Because the strains used for L-lysine fermenta-
tion are released from metabolic regulation to a remarka-
ble extent, propagation and product formation proceed si-
multaneously. This is one of the characteristic features of
L-lysine fermentation.

In L-lysine fermentation carried out by the fed-batch
method, more nitrogen must be supplied compared to the
amount required for L-glutamic acid production because L-
lysine is a basic amino acid. It is necessary to add ammo-
nium sulfate to the feed solution to supplement the NH3

supplied for pH control and to neutralize the L-lysine
formed. Furthermore, the feeding rate of the solution is
controlled to maintain the sugar in the broth at a low con-
centration because a rapid increase causes catabolite re-
pression. Fermentation is usually complete in about 60 h
at a concentration of 95 g/L (as L-lysine HCl). Figure 10
shows a typical profile of the L-lysine fermentation process
in a commercial plant. Continuous fermentation of L-lysine
is interesting from the viewpoints of productivity and the
price required by the market. There has been a report on
laboratory-scale steady-state production of L-lysine HCl at
a concentration of 80–100 g/L with a productivity of more
than 3 g/L per h (Fig. 11). To be successful, however, the
following conditions must be satisfied:

1. The equipment for industrial fermentation must en-
sure a pure culture of C. glutamicum.

2. The strain’s production of L-lysine must not be de-
creased in the presence of a high concentration of L-
lysine.

3. The strain must be genetically stable.

If these conditions are met, high productivity is secured by
determining the optimal dilution rate (feeding volume/
working volume) for stable operation (Fig. 11). Continuous
fermentation is superior to batch fermentation in that the
productivity per fermenter is higher. However, it is difficult
to operate a continuous fermenter for a long period, unlike
synthetic chemical processes, due to the three require-
ments just listed. All factors must be taken into consider-
ation when deciding whether to employ this process.

Figure 12 shows a flow diagram of the purification
process for feed-grade L-lysine HCl according to the
adsorption-desorption method using a cation exchange
resin. After separation of the cells, sulfuric acid–acidified
broth is passed through the resin for adsorption, followed
by washing with water and elution with ammonia. (Lysine
is removed from the broth and spent water is sent to the
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Figure 12. Purification process flow of L-
lysine HCl salt (feed-grade).

waste treatment step.) Fractions containing L-lysine are
collected and concentrated by removing ammonia (ammo-
nia recovery). The concentrate is neutralized, further
concentrated in a vacuum pan, and subjected to crystalli-
zation. The resulting mother liquor is spent on the resin-
adsorption step and recovered. The yield of the final prod-
uct from the broth is 80–82 wt %. This process is readily
operable and provides stable product quality. However, the
relatively high cost of wastewater treatment is a problem
because there is a large volume of wastewater with a low-
concentration chemical oxygen demand.

L-Threonine

L-Threonine is used in pharmaceuticals and animal feed.
In recent years, there has been a growing demand for L-
threonine as an additive to low-protein feeds.

The strains used include mutants of C. flavum and
Escherichia coli (mutants requiring diaminopimeric acid,
methionine, or isoleucine, or their partial revertants) and

recombinants of genes involved in the biosynthetic path-
way of threonine. The fermentation process is basically
similar to that of L-lysine. Because L-threonine is a neutral
amino acid, less nitrogen is required compared with L-
lysine fermentation. The purification process differs de-
pending on whether the product is of feed grade or for phar-
maceutical use. In the case of feed-grade L-threonine, the
resin adsorption method or the concentration–direct crys-
tallization methods may be selected depending upon the
composition of the fermentation broth.

L-Tryptophan

L-Tryptophan is used in pharmaceuticals and animal feed.
As with L-threonine, feed-grade L-tryptophan has been in
increasing demand. L-Tryptophan is produced by direct
fermentation, fermentation with a precursor, or an enzy-
matic method using indole and L-serine as raw materials.
In the direct fermentation method, strains of the genus
Corynebacterium requiring aromatic amino acids and hav-
ing a resistance to aromatic amino acid analogues or re-
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combinants of aromatic amino acids biosynthetic genes in
E. coli are used. The direct fermentation method using mu-
tants and recombinants and the enzymatic method are
currently practiced. Because L-tryptophan is not highly
soluble in the aqueous media, the purification methods
have been developed to take this into consideration.

CONCLUSION

Further technical improvement of amino acid fermenta-
tion is expected to greatly reduce the production cost of
amino acids. Development of L-glutamic acid fermentation
resulted in the growth of the seasoning market, and that
of L-lysine promoted development of the market for amino
acids used in animal feed. Likewise, it is expected that low-
cost amino acid production will lead to the development of
new uses of amino acids.
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Table 2. Properties of DCases from Agrobacterium sp.
KNK712 and Pseudomonas sp. KNK003A

KNK712 KNK003A

Molecular weight (monomer)
SDS-PAGE 37,000 38,000
DNA sequence 34,300 35,400

Thermal stability (60 �C, 20 min)
(residual activity) 5% 95%

Optimal temperature 67 �C
Optimal pH 6.8–7.3 7.0–7.5
Number of amino acids (deduced)

Total 304 312
Hydrophobic 162 154
Neutral 50 51
Hydrophilic 92 107
Cystein 5 5

G � C Content 60.3% 62.9%
Homology

DNA 62%
Amino acid 60%
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Figure 1. Restriction maps of pAD108 and pPD304. The thin line
indicates the vector DNA and the boxed line the inserted DNA
fragment. The open reading frame is represented from ATG to
term (the black-boxed line).

Table 1. Substrate Specificities of Screened Enzymes

Mesophile (30 �C) Thermophile (45 �C)

KNK
712

KNK
1415

KNK
003A

KNK
505

c-D-Ala ���� ��� ���� ��

c-D-Val ���� ��� ��� ��

c-D-Leu ���� ���� ���� ���

c-D-Phe ���� ��� ��� ��

c-D-PEG ��� ��� �� �

c-D-PG ��� ��� �� ��

c-D-HPG ��� ��� �� ��

Note: With 1 mL culture broth of each isolated strain, the resting cell re-
action was performed under standard conditions at 30 �C (mesophile, 3-h
reaction) or 45 �C (thermophile, 24-h reaction), followed by analysis by TLC.
Seven N-carbamoyl-D-amino acids (c-D-amino acids) were examined, and
the amount of D-amino acid produced in the reaction is represented ap-
proximately as follows: ��, 0.1 g/L; �, 0.2 g/L; ��, 0.5 g/L; ���, 1–2
g/L; ����, 4 g/L. PEG and PG represent phenetylglycine and phenyl-
glycine, respectively.

Stability of the Immobilized Enzyme
Utilization of the Improved DCase for Industrial
Production
Bibliography

INTRODUCTION

N-Carbamoyl-D-amino acid amidohydrolase (hereinafter
abbreviated as DCase) is the enzyme that catalyzes the
following reaction:

R–C–COOH � H2O

H

NHCONH2

R–C–COOH � CO2 � NH3

H

NH2

Dcase

The DCase converts N-carbamoyl-D-amino acids to D-
amino acids with strict D-form specificity and is expected
to be applicable to the industrial D-amino acid production
process instead of chemical diazonation, in which N-
carbamoyl-D-amino acids are converted by DCase after hy-
drolysis of the corresponding 5-substituted hydantoins by
the hydrolyzing enzyme, D-hydantoinase. These reactions
can be performed separately as two serial reactions or as
one batch reaction with microorganisms possessing both
enzymes.

R–C–CO

H

NHCO

R–C–COOH

H

NHCONH2

R–C–COOH

H

NH2

NH

D-Hydantoinase DCase

D-Amino acids are useful compounds for the prepara-
tion of physiologically active peptides and b-lactam anti-
biotics such as semisynthetic penicillins and cephalospo-
rins. DCase activity was first found in rat liver (1) and
microbial cells (2–5) about 40 years ago. These enzymes
were examined as to their properties and substrate speci-
ficities, and their reaction mechanisms and biological func-
tions were deduced. The enzymes from rat liver and Clos-
tridium uracilicum (2) were found to be involved in the
degradation of pyrimidine, and the enzyme from Pseudo-
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Figure 2. Nucleotide sequences of the insert DNAs of pAD108 (a) and pPD304 (b) and the deduced
amino acid sequences of these DCases. The numbers at the right are nucleotide positions. Se-
quences similar to the �10 and �35 consensus sequences for the E. coli promoter are double-
underlined, and the putative ribosome-binding site (Shine–Dalgarno) sequence and initiation and
termination codons are also double-underlined. The open reading frame of the DCase is underlined.
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Figure 2. Continued.

monas putida 77 (3), which is N-carbamoyl-sarcosine ami-
dohydrolase, is involved in creatinine metabolism. Olivieri
et al. found DCase activity of Agrobacterium radiobacter
NRRL B11291 in intact cells or a cell-free extract, together
with D-hydantoinase activity (4). Yokozeki and Kubota at-
tempted the partial purification of DCase from Pseudo-
monas sp. AJ11220 (5). These two enzymes were examined
as to their substrate specificities and reaction profiles.
They showed relatively broad substrate specificities such
as for aliphatic and aromatic compounds, with strict D-
form specificity, and almost the same optimal conditions,
that is, pH 7 and 55–60 �C. Ogawa et al. screened enzyme

producers by means of enrichment cultures with the N-
carbamoyl-D-amino acids citrulline and ornithine as sole
nitrogen or carbon sources. They isolated alkaliphilic and
thermotolerant enzymes, which were produced by strains
classified as Comamonas sp. and Blastobacter sp., respec-
tively, purified them to homogeneity, and determined their
properties (6,7). These enzymes also showed strict speci-
ficity toward N-carbamoyl-D-amino acids and hydrolyzed
N-carbamoyl-amino acids having a hydrophobic side chain
very efficiently; on the other hand, those having a polar
group or short-chain alkyl group were only weakly hydro-
lyzed.
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However, these enzymes showed that the N-carbamoyl
compounds involved in the metabolism of pyrimidine and
purine are not hydrolyzed at all. On characterization of
these enzymes, the reactive molecular weights of the na-
tive enzymes were found to be about 120,000 and those of
the subunits to be about 40,000. Enzymochemical analysis
was also performed. Recently, Louwrier and Knowles pu-
rified a DCase from Agrobacterium sp. which was com-
posed of genetically engineered self-cloning cells, and char-
acterized it (8). This enzyme was able to cleave a variety
of N-carbamoyl substrates but was strictly D-form specific.
The active enzyme was suggested to be present as a dimer
with a subunit molecular weight of 38,000 Da, differing
from the trimer enzymes of Ogawa et al. (6,7).

Concerning the enzyme genes, some DCase genes have
been cloned and analyzed. The DCase gene from Agrobac-
terium radiobacter NRRL B11291 was cloned, analyzed,
and expressed in Escherichia coli, and the recombinant en-
zyme was then characterized (9,10). By means of a site-
directed mutagenesis experiment, the relationship be-
tween activity and amino acid substitutions was
examined, and some mutations concerning enzyme stabil-
ity were found. Neal et al. also isolated the DCase gene of
Agrobacterium sp. and expressed the gene in E. coli and
Agrobacterium sp. (11).

We also screened some strains producing the enzyme
from mesophile (12) and thermotolerant strains (13) and
cloned two enzyme genes. We tried to improve the native
DCase to obtain a practical DCase that exhibits both high
reactivity and sufficient stability for repeated use in a bio-
reactor system by means of amino acid substitutions using
recombinant DNA technology (14,15). We succeeded in cre-
ating a practical DCase by the substitution of three amino
acids (16), and applied it to an industrial production pro-
cess as an immobilized enzyme (17,18).

In this section, we report our attempts to establish a
new D-amino acid production process, such as screening of
DCase-producing bacteria from soil, purification of the en-
zymes, cloning of the enzyme genes, mutagenesis to obtain
thermostabilized enzymes, and immobilization of the en-
zymes for a bioreactor system to produce D-amino acids.

SCREENING OF N-CARBAMOYL-D-AMINO ACID
AMIDOHYDROLASE

Screening of DCase-Producing Microorganisms

The screening and isolation methods used for soil micro-
organisms were as follows (12). For the isolation of micro-
organisms that can hydrolyze N-carbamoyl-D-amino acids
to D-amino acids, soil samples were suspended in saline
and the supernatants were inoculated into growth medium
containing N-carbamoyl-D-amino acids as sole nitrogen
sources for enrichment culture. After aerobic cultivation,
the reduction of N-carbamoyl-D-amino acids and the pro-
duction of D-amino acids were detected by silica gel thin-
layer chromatography (TLC) with a solvent system of n-
butanol:acetic acid:water (4:1:1). N-Carbamoyl-D-amino
acids and D-amino acids were detected with p-dimethylam-
inobenzaldehyde in a 6 M HCl solution and ninhydrin, re-
spectively. From the culture broth from which N-

carbamoyl-D-amino acids disappeared or in which D-amino
acids accumulated, microorganisms were isolated on agar
plates.

The substrate specificities of these DCases were exam-
ined by means of the resting cell reaction with detection
by the TLC method (Table 1). We screened two good me-
sophile strains producing a lot of enzymes that were clas-
sified as Agrobacterium sp. or Rhizobium sp. (12). A similar
enzyme-producing strain, classified as Agrobacterium ra-
diobacter, was also found by Olivieri et al. (4) and charac-
terized. We also screened thermotolerant strains by means
of enrichment culture at 45 �C and obtained some Pseu-
domonas sp. strains (Table 1) (13). The strain isolated by
Yokozeki and Kubota was classified as Pseudomonas sp.
(5) but was not a thermotolerant strain.

Purification and Characterization of the Enzymes

The DCases from Agrobacterium sp. KNK712 and Pseu-
domonas sp. KNK003A were purified after large-scale in-
cubation by ammonium sulfate precipitation and chroma-
tography such as ion exchange and gel filtration.

DCase activity was assayed by measurement of D-p-
hydroxyphenyl glycine (D-HPG) production from N-carba-
moyl-D-HPG (c-D-HPG) (12). The reaction was started by
the addition of 100 lL of an enzyme solution diluted with
100 mM potassium phosphate buffer, pH 7.0 (hereinafter
abbreviated as KP buffer), containing 5 mM dithiothreitol
(DTT) to the assay mixture containing 47.6 lmol c-D-HPG
and 100 lmol KP buffer in a total volume of 1 mL. After
20 min incubation at 40 �C, the reaction was stopped by
the addition of 0.25 lL of 20% (w/v) trichloroacetic acid.
The D-HPG produced was analyzed by means of the follow-
ing high-performance liquid chromatography (HPLC)
method. N-Carbamoyl-amino acids and amino acids were
detected and quantified by HPLC at 210 nm on a reverse-
phase HPLC column (e.g., Finepack SIL C18-5 column;
Nipponbunko), using 36.7 mM KH2PO4 containing 15%
methanol adjusted to pH 2.5 with phosphoric acid. One
unit of the enzyme was defined as the amount of enzyme
that catalyzed the formation of D-HPG at the rate of 1
lmol/min under the assay conditions already mentioned.

The reactivity of the DCase of Agrobacterium sp.
KNK712 is about 20 times higher than that of Pseudo-
monas sp. KNK003A with c-D-HPG as the substrate, but
as concerns heat stability, in contrast, the Pseudomonas
sp. KNK003A enzyme is more stable, with an about 10 �C
increase in view of its denaturation temperature.

The molecular weights of these DCases were found to
be about 37,000 and 38,000 Da, respectively, on SDS-
PAGE. The properties of these two enzymes are shown in
Table 2.

ISOLATION OF ENZYME GENES

Cloning of Enzyme Genes

The DCase genes from Agrobacterium sp. KNK712 and
Pseudomonas sp. KNK003A were isolated and their DNA
sequences analyzed as follows (12). Chromosome DNA was
partially digested with Sau3AI, and the fractionated DNA
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fragment of 4–9 kb was inserted into pUC18 and then
transformed into E. coli JM109. Recombinant colonies
were collected, inoculated into enrichment culture medium
containing N-carbamoyl-D-amino acids or 5-substituted
hydantoins, and then incubated at 37 �C. After repeating
the enrichment cultures, the recombinant clones were iso-
lated. Plasmid DNAs were prepared from these clones and
analyzed with several restriction endonucleases. The
DCase gene of Agrobacterium sp. KNK712 was located in
a 1.8-kb SalI–EcoRI fragment, and the gene of Pseudo-
monas sp. KNK003A was found in a 1.8-kb SphI–AccI frag-
ment. These fragments were inserted into pUC19, the re-
sultant plasmids being designated as pAD108 and
pPD304, respectively. The restriction maps are shown in
Figure 1. The recombinant strains containing these plas-
mids showed increased DCase expression compared with
the native strains.

Analysis of the Enzyme Genes

The DNA sequences of the genes in the 1.8-kb fragments
were analyzed (Fig. 2), there being one open reading frame
in each case, consisting of 912 and 936 bases with a start-
ing triplet, ATG, and predicted to encode polypeptides of
304 and 312 amino acids with calculated molecular
weights of 34,285 and 35,438, respectively. Upstream of
the open reading frame, sequences similar to the �35 and
�10 consensus sequences for E. coli promoters and a pu-
tative ribosomal-binding site (Shine–Dalgarno sequence)
were found. The G�C contents of the open reading frames
were 60.3% and 62.9%, respectively (see Table 2).

The homologies of the DNA sequences and the deduced
amino acid sequences between these two DCases were 62%
and 60%, respectively. An 8–amino acid length of the C-
terminal region was different in these two enzymes. The
homologies among those of Agrobacterium sp. KNK712
and those of two other reported Agrobacterium strains
(9,10) which had completely the same sequences, were
97.0% (amino acid sequences) and 93.0% (DNA sequences).
The homologies of the N-terminal regions of 30 amino acids
in five DCases (6,7,9,12,13) were about 50%, the homology
between the enzyme of Pseudomonas sp. KNK003A and
the Comamonas sp. E222c DCase being the highest
(56.7%), besides the homology among Agrobacterium
strains. Multiple alignment of the amino acid sequences of
these enzymes is shown in Figure 3.

Similarity research using a database (PIR release, 45.0)
showed that the aliphatic amidase of Pseudomonas aeru-
ginosa (19) showed the highest similarity (30%) to DCase,
but a closely related enzyme was not found. Multiple align-
ment with Clustal W (1.4) software of the DCase and 10
known related enzymes (PIR accession numbers [PIR Ac.
No.] are given in the legend to Fig. 4) showed that 6 amino
acids, that is the 119th amino acid of DCase, glycine (here-
inafter abbreviated as 119th Gly), 126th Arg, 127th Lys,
146th Glu, 153rd Gly, and 172nd Cys, were all at corre-
sponding positions.

IMPROVEMENT OF THE ENZYME IN STABILITY

For its use in a bioreactor, DCase was immobilized on a
resin and used repeatedly. Although a DCase requires both

high reactivity and high enzyme stability for such use, the
known DCases do not have both properties. Thus, the
DCase gene of Agrobacterium sp. KNK712, which exhibits
high reactivity, was mutagenized to increase the enzyme’s
thermostability as an index of enzyme stability.

Mutagenesis

The DCase gene of Agrobacterium sp. KNK 712 was sepa-
rated from recombinant plasmid pAD108 and then in-
serted into M13mp18. Random mutation was performed
using two mutagens, hydroxylamine hydrochloride and
NaNO2 (14,15). For the mutation with hydroxylamine, re-
combinant phage particles containing the DCase gene
were treated with 0.25 M mutagen (pH 6.0) for 1–8 h at 37
�C. For the mutation with NaNO2, single-strand recombi-
nant phage DNA was treated with 0.9 M mutagen (pH 4.3)
for 30 min at 25 �C. After preparation of double-strand
phage DNA, the 1.8-kb EcoRI–HindIII fragment corre-
sponding to the DCase gene was prepared, inserted into
pUC19, and then transformed into E. coli JM109.

The recombinant clones were screened by means of a
newly developed colorimetric enzyme assay to select ther-
mostabilized enzyme-producing colonies. The method is as
follows. For first screening for colony assaying, recombi-
nant E. coli colonies on the plate medium (the plates being
called the master plates) were transferred to sterilized fil-
ter paper and then lysed for 30 min at 37 �C by adding a
lysis solution containing lysozyme and Triton X-100. After
inactivation of the heat-sensitive enzymes (65 �C, 5 min),
a color reagent (1 mL), a mixture of two solutions (Sol. A,
30 mM potassium phosphate buffer, pH 7.4, 3 mg/mL N-
carbamoyl-D-phenylglycine, 10 mM phenol, and 0.8 u/mL
D-amino acid oxidase; Sol. B, 70 u/mL horseradish perox-
idase and 50 mM 4-aminoantipyrine: Sol. A:Sol. B � 100:1,
mixed just before use) was added to the filter paper, fol-
lowed by incubation at 37 �C. The candidate colonies,
which were colored red, were separated from the master
plates. These clones were then subjected to the following
second screening for cell-free assaying to confirm the mu-
tant clones.

Recombinant E. coli cells were disrupted by sonication
and the heat-sensitive enzymes were then inactivated (65
�C, 10 min). The crude enzyme sample was dispensed in
150-lL aliquots onto a 96-well microtiter plate; these ali-
quots were serially diluted twofold and 50 lL of the mod-
ified color reagent (Sol. A:Sol. B � 19:1) was added. The
plate was incubated at 37 �C, and then the enzyme activity
was measured as absorbance at 505 nm.

The candidate clones that exhibited high absorbance
were separated and the enzyme genes were analyzed.

Nucleotide Sequence Analysis of the Mutagenized DCase
Genes

The DNA sequences of the 1.8-kb EcoRI–HindIII frag-
ments that contained the mutagenized DCase genes from
these representative clones were analyzed (Table 3). One
or some nucleotides of the DCase gene were changed. The
amino acid changes related to the thermostability increase
proved that the 57th amino acid of DCase, histidine, was
changed to tyrosine, the 203rd proline was changed to ser-
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1.  MTRQMILAVGQQGPIARAETREQVVVRLLDMLTKAASRGANFIVFPELALTTFFPRWHFTDEAELDSFYETEMPGPVVRPLFEKAAELGIGFNLGYAELV

2.  MTRQMILAVGQQGPIARAETREQVVGRLLDMLTNAASRGVNFIVFPELALTTFFPRWHFTDEAELDSFYETEMPGPVVRPLFETAAELGIGFNLGYAELV

3.  MTRIVNAAAAQMGPISRSETRKDTVRRLIALMREAKARGSDLVVFTELALTTFFPRWVIEDEAELDSFYEKEMPGPETQPLFDEAKRLEIGFYLGYAELA

4.

5.

SRIVNYAAAQLGPIQRADSRADVMERLLAH

ARKLNLAVAQLGPIARAETRDQVVARLMEM
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1.  VEGGVKRRFNTSILVDKSGKIVGKYRKIHLPGHKEYEAYRPFQHLEKRYFEPGDLGFPVYDVDAAKMGMFICNDRRWPEAWRVMGLRGAEIICGGYNTPT

2.  VEGGVKRRFNTSILVDKSGKIVGKYRKIHLPGHKEYEAYRPFQHLEKRYFEPGDLGFPVYDVDAAKMGMFICNDRRWPETWRVMGLKGAEIICGGYNTPT

3.  EEGGRKRRFNTSILVDRSGRIVGKYRKVHLPGHKEPQPGRKHQHLEKRYFEPGDLGFGVWRAFDGVMGMCICNDRRWPETYRVMGLQGVEMVMLGYNTPY
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1.  HNPPVPQHDHLTSFHHLLSMQAGSYQNGAWSAAAGKVGMEENCMLLGHSCIVAPTGEIVALTTTLEDEVITAAVDLDRCRELREHIFNFKQHRQPQHYGL

2.  HNPPVPQHDHLTSFHHLLSMQAGSYQNGAWSAAAGKVGMEEGCMLLGHSCIVAPTGEIVALTTTLEDEVITAAVDLDRCRELREHIFNFKAHRQPQHYGL

3.  DHTGHDDIDSLTQFHNHLSMQAGAYQNSTWVIGTAKCGTEEGSKMVGQSVIVAPSGEIVAMACTIEDEIITARCDLDMGKRYRETIFDFARHREPDAYRL

                                                                 •

1.  IAEL

2.  IAEF

3.  IVERKGAVPPPQ

Figure 3. Multiple alignment of the deduced amino acid sequences of DCases. The amino acid
sequences of the DCases of Agrobacterium sp. KNK712 and homologous amino acid residues in
other DCases are shown in black boxes. 1, Agrobacterium sp. KNK712; 2, Agrobacterium radiob-
acter NRRL B11291; 3, Pseudomonas sp. KNK003A; 4, Comamonas sp. E222C; 5, Blastobacter sp.
A17p-4.

ine or leucine, and the 236th valine was changed to ala-
nine.

Amino Acid Substitution of Thermostability-Related Sites by
PCR

The three thermostability-related sites of the DCase were
substituted (15) through site-directed random amino acid
changes by use of the PCR technique according to Ito et al.
(20), and then thermostabilized DCase-producing strains
were screened by means of the colorimetric colony assay
method. As a result of DNA analysis of the mutant ther-
mostabilized DCases, it was proved that the following
amino acid changes at the sites increased the thermosta-
bility in addition to the known amino acid changes; the
57th amino acid of DCase was changed to leucine; the
203rd amino acid to alanine, asparagine, glutamate, his-

tidine, isoleucine, or threonine; and the 236th amino acid
to serine or threonine. These results are shown in Table 4.

Combination of Thermostability-Related Mutations

To produce multiple mutants with combinations of two or
three thermostability-related amino acid mutations, re-
striction fragments containing the mutations were used to
replace the corresponding mutation-free DNA fragments
(16). In the DCase of Agrobacterium sp. KNK712, the mu-
tation of the 57th amino acid is located in a NdeI–SacI
DNA fragment of about 190 bp; the 203rd amino acid mu-
tation is in a SalI–ClaI DNA fragment of about 170 bp
(hereinafter this fragment is referred to as fragment A);
and the 236th amino acid mutation is in a ClaI–SphI DNA
fragment of about 75 bp. These fragments were replaced
and the thermostabilities of the enzymes were then mea-



AMINOHYDROLASES, FOR PRODUCTION OF D-AMINO ACIDS 107

V

V

R

N

R

V

T

T

S

S

T

S

T

G

G

G

P

P

G

Y

Y

A

G

R

G

A

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

R

R

R

P

A

–

–

–

–

–

–

–

–

K

K

K

K

K

–

–

–

–

–

–

–

–

F

F

F

Y

Y

W

Y

Y

Y

Y

Y

Y

Y

R

R

R

P

P

L

L

L

R

L

L

L

L

T

T

T

T

T

T

T

T

S

T

S

G

T

N

N

N

N

N

N

C

C

L

M

M

L

L

I

I

I

I

V

V

L

L

V

L

M

C

V

S

S

S

L

L

A

A

V

Q

Q

Q

Q

Q

V

V

V

I

I

I

F

F

I

I

I

I

I

L

L

L

L

L

V

F

F

F

V

L

L

L

K

K

R

N

N

N

P

P

Q

A

A

D

P

D

D

D

D

D

S

S

S

D

D

D

D

S

G

G

G

G

G

G

G

G

G

G

G

G

G

S

S

S

K

N

S

Q

Q

N

D

D

K

L

I

I

I

I

I

V

F

F

I

L

T

M

V

K

K

R

E

E

L

Q

Q

D

Q

I

Q

D

G

G

G

Q

Q

G

G

G

A

A

I

W

N

V

V

V

V

V

M

L

L

V

V

K

L

I

Y

Y

Y

Y

Y

T

H

H

R

R

R

R

R

K

K

K

R

K

K

K

K

N

R

R

S

H

K

K

K

K

K

K

K

K

K

K

K

K

K

R

R

R

R

R

R

R

R

R

R

R

R

R

H

H

H

–

–

H

–

–

–

–

–

–

–

I

I

V

I

I

N

L

L

L

L

L

L

I

P

P

P

P

P

P

P

P

P

P

P

P

P

L

L

L

L

I

I

M

M

K

K

K

K

K

H

H

H

C

C

V

–

–

–

–

–

–

–

G

G

G

W

W

R

–

–

–

–

–

–

–

E

E

E

–

–

–

–

–

–

–

–

–

–

K

K

K

P

P

G

–

–

–

–

–

–

–

R

R

R

–

–

–

–

–

–

–

–

–

–

Y

Y

P

–

–

–

–

–

–

–

–

–

–

F

F

H

–

–

–

–

–

–

–

–

–

–

P

P

K

–

–

–

–

–

–

–

–

–

–

E

E

Q

–

–

–

–

–

–

–

–

–

–

Y

Y

G

–

–

–

–

–

–

–

–

–

–

A

A

P

–

–

–

–

–

–

–

–

–

–

H

H

H

–

–

F

S

S

H

H

R

H

H

Q

Q

Q

–

–

D

T

T

T

T

T

T

T

E

E

E

E

E

E

E

E

E

E

E

E

E

L

L

L

I

I

N

L

L

V

V

F

V

V

R

R

R

W

W

T

C

C

T

S

E

T

L

K

K

K

G

G

S

R

R

R

R

R

R

K

F

F

F

–

–

Y

W

W

Y

Y

F

F

Y

Y

Y

Y

Y

Y

Y

I

I

I

V

L

V

V

P

P

P

P

P

E

Q

Q

E

E

E

E

D

E

E

E

–

–

M

G

G

G

G

G

G

G

D

D

D

D

G

N

D

D

N

N

D

Y

S

G

G

G

G

G

G

G

G

G

G

G

G

G

–

–

–

–

–

–

–

–

–

–

–

–

D

–

–

–

–

–

–

G

G

G

G

G

A

G

G

G

G

T

T

G

T

T

D

D

D

D

F

L

L

L

T

Q

L

S

S

T

S

S

R

S

P

P

G

V

V

P

P

P

L

S

Q

I

P

F

F

F

Y

Y

H

I

I

F

I

L

L

E

Y

Y

W

E

E

F

Y

Y

H

Y

A

S

T

V

V

V

T

S

V

V

V

T

V

V

V

V

V

V

A

P

P

T

T

T

F

M

T

T

T

D

D

R

G

G

Q

D

D

D

D

Q

D

Q

A

A

D

G

G

F

I

I

F

F

V

L

I

D

D

F

K

K

Q

P

P

G

P

S

E

E

K

K

V

K

K

R

K

K

R

R

R

R

R

A

A

G

L

M

G

G

G

G

A

G

G

G

G

G

G

S

S

A

G

G

G

G

G

G

G

M

M

M

I

I

I

L

L

V

L

V

V

L

M

M

M

L

L

V

A

A

G

A

A

A

Q

I

I

I

I

I

I

I

I

N

N

N

C

N

F

F

C

I

I

N

A

A

L

L

L

L

L

N

N

N

D

D

Y

W

W

W

W

A

W

W

C

C

C

C

C

C

C

C

C

C

C

C

C

* ** * * *
R

R

R

G

G

R

N

N

H

H

N

H

N

D

D

D

D

D

G

E

E

E

E

E

E

E

W

W

W

Y

Y

H

M

M

Q

Q

Q

S

N

R

R

R

N

N

H

R

R

F

F

L

L

M

E

E

E

E

E

L

L

L

L

L

L

L

F

P

P

P

P

P

P

P

P

P

T

S

P

P

W

W

Y

W

W

W

R

R

K

K

K

K

K

A

T

T

I

I

N

Y

Y

S

T

N

S

L

V

V

V

D

D

M

A

A

M

A

A

A

L

R

R

R

R

R

L

T

T

Y

Y

F

Y

S

G

G

G

A

A

S

Y

Y

Y

Y

A

Y

V

M

M

M

C

C

Y

L

L

M

M

L

L

A

R

K

Q

K

K

N

K

K

L

M

E

Q

R

L

L

L

M

M

V

A

A

S

S

A

S

A

A

A

V

A

A

A

I

I

E

E

E

E

E

G

G

G

G

G

G

G

G

N

H

G

H

G

I

I

M

L

L

I

L

L

I

V

I

I

I

E

E

E

E

E

E

E

E

Q

Q

Q

A

Q

I

I

V

I

I

I

Y

Y

H

H

H

H

H

Figure 4. Optimal alignment with the CLUSTAL W program of the high-scoring segments in the
predicted amino acid sequences of DCases and related enzymes. Identical amino acid residues in
all enzymes are indicated by asterisks. 1, Agrobacterium sp. KNK712 DCase (104–192); 2, Agro-
bacterium radiobacter NRRL B11291 DCase (104–192); 3, Pseudomonas sp. KNK003A DCase (104–
192); 4, Brevibacterium sp. R312 aliphatic amidase, PIR Ac. NO. JC1174 (104–186); 5, Pseudo-
monas aeruginosa aliphatic amidase, PIR Ac. No. A26741 (115–186); 6, rat beta-alaninesynthetase,
PIR Ac. No. S27881 (176–252); 7, Arabidopsis thaliana nitrilase, PIR Ac. No. S31969 (126–199); 8,
Arabidopsis thaliana nitrilase, PIR Ac. No. S22398 (133–206); 9, Rhodococcus rhodochrous ali-
phatic nitrilase, PIR Ac. No. A43470 (117–190); 10, Rhodococcus rhodochrous nitrilase, PIR Ac.
No. A45070 (112–185); 11, Klebsiela ozaenae nitrilase, PIR Ac. No. A28658 (108–181); 12, Alcali-
genes faecalis nitrilase, PIR Ac. No. A47181 (110–183); 13, Gloeocercospora sorghi cyanide hydra-
tase, PIR Ac. No. JQ1613 (109–183).

Table 3. Nucleotide Analysis of Mutagenized DCase
Genes

Mutant
Locations of

nucleotide changes
Amino acid

substitutions

401M 840 C r T 203 Pro r Leu
402M 401 C r T 57 His r Tyr

715 C r T (161 Val r Val)
403M 177 C r T (noncoding)

499 C r T (89 Ile r Ile)
839 C r T 203 Pro r Ser

404M 840 C r T 203 Pro r Leu
406M 839 C r T 203 Pro r Ser
414M 939 T r C 236 Val r Ala

Note: The mutagenized DCase genes of thermostable enzyme-producing
strains were analyzed and the locations of the nucleotide changes were
determined. The amino acid substitutions resulting from the mutations
were deduced.

sured (Table 5). The thermostabilities of the enzymes in-
creased cumulatively with the accumulation of the individ-
ual mutations. Among the mutant enzymes with two
amino acid changes, a mutant with mutations of the 203rd
amino acid, proline, to glutamate, and the 236th, valine,
to alanine, showed a thermostability increase of about 17
�C. Among the mutant enzymes with three amino acid

changes, a mutant enzyme from KNK455M that had mu-
tations of the 57th amino acid to tyrosine, the 203rd to
glutamate, and the 236th to alanine, showed about 19 �C
increase in thermostability.

CHARACTERIZATION OF THE THERMOSTABILIZED
ENZYMES

Effects of Temperature and pH on Enzyme Stability

To evaluate the thermostability of the DCases, a cell-free
extract (100 lL) was incubated at various temperatures
(55–85 �C) for 10 min, the denatured protein was removed
by centrifugation, and then the residual activity was mea-
sured by the standard HPLC method. The heat denatur-
ation profiles of the four mutant enzymes from KNK402M,
KNK404M, KNK416M, and KNK455M and the native en-
zyme were investigated. The relative activities in compar-
ison with the activities of the non-heat-treated enzymes
were plotted against temperature (Fig. 5). The thermosta-
bilities of the mutant enzymes increased about 5–20 �C
under these conditions compared to that of the native en-
zyme.

To examine the effect of pH on DCase stability, a cell-
free extract (200 lL) was mixed with 800 lL of a pH-
adjusted buffer (pH 6–10, 0.1 M each), followed by incu-
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Table 4. Thermostability Analysis of Mutant DCases

Location of
mutation

Substituted
amino acid

Thermostable
temperature

(�C)

57 His Tyr* 67.3
Leu 67.5

203 Pro Leu* 68.0
Ser* 66.5
Ala 67.7
Asn 67.0
Glu 70.0
His 65.2
Ile 67.2
Thr 67.5

236 Val Ala* 71.4
Ser 72.0
Thr 69.5

Native type — 61.8

Note: The mutagenized DCase genes were analyzed and the amino acid
substitutions resulting from the mutations were deduced. To compare the
thermostability of the mutant enzymes easily, the index of thermostability,
thermostable temperature, was defined as the temperature on heat treat-
ment for 10 min that caused a decrease in DCase activity of 50%. The sub-
stituted amino acids, on random mutagenesis, in these mutants are indi-
cated by asterisks.

Table 5. Thermostability of Mutant DCases Having Two
or Three Mutations

Thermostable
temperaturea Amino acid mutation

Strain (�C) 57 His 203 Pro 236 Val

KNK712 61.8 — — —
KNK421M 71.5 Tyr Leu —
KNK422M 70.0 Tyr Ser —
KNK423M 75.4 Tyr — Ala
KNK424M 77.5 — Leu Ala
KNK425M 75.9 — Ser Ala
KNK426M 78.8 Tyr Leu Ala
KNK427M 77.8 Tyr Ser Ala
KNK451M 74.0 Tyr Glu —
KNK452M 75.3 Tyr — Ser
KNK453M 76.0 — Glu Ser
KNK461M 79.0 — Glu Ala
KNK454M 80.4 Tyr Glu Ser
KNK455M 80.8 Tyr Glu Ala
KNK456M 78.5 Tyr Leu Ser

aThermostable temperature is defined as the temperature on heat treat-
ment for 10 min that caused a decrease in the DCase activity of 50%.
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Figure 5. Effect of temperature on the stability of the mutagen-
ized enzymes. A cell-free extract of each mutant DCase-producing
strain was kept at various temperatures and the remaining activ-
ity was assayed under standard conditions. The remaining activ-
ities of the mutant enzymes from KNK402M (solid line, squares),
KNK404M (dotted line, circles), KNK416M (solid line, triangles),
and KNK455M (solid line, circles), and the native enzyme (aster-
isks), are expressed as a percentage of the activity of each non-
heated enzyme.
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Figure 6. Effect of pH on the enzyme stability of the mutagenized
DCases. The mutant enzyme from KNK455M was incubated at
40 �C for 4 h at the indicated pH in 0.1 M K2HPO4-KH2PO4 (solid
line), 0.1 M Tris-HCl (dashed line), or Na2CO3-NaHCO3 (dotted
line) buffer. The remaining activities were then assayed under
standard conditions and expressed as a percentage of the activity
of each nontreated enzyme. As a control, the native enzyme (as-
terisk) was treated in the same manner.

bation at 40 �C for 4 h, and then the residual activity was
measured under standard conditions. The relative activity
compared with the activity of each nontreated sample was
plotted against the incubation pH (Fig. 6). The stability of
the mutant enzyme from KNK455M was increased in the
lower- and higher-pH regions in comparison with those of
the native enzyme.

Substrate Specificities of the DCases

The substrate specificity of the enzyme from KNK455M
was investigated using a broad range of N-carbamoyl-D-
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Table 6. Comparison of Substrate Specificities of Native
and Mutant DCases

Relative activity (%)a

Substrate Native DCase DCase of KNK455M

c-D-HPG 100 100
c-D-Phenylglycine 110 130
c-D-Ala 86 75
c-D-Val 42 47
c-D-Leu 120 110
c-D-Met 180 160
c-DL-Ile 79 76
c-DL-Phe 55 46
c-DL-Ser 58 39
c-DL-Asp 7.2 3.4
c-DL-Norvaline 82 69
c-DL-Norleucine 120 99
c-DL-�-Amino butyrate 100 87

aRelative activity is expressed as a percentage of the DCase activity in com-
parison with the activity with c-D-HPG as a substrate.

Table 7. Comparison of the Properties of Native and
Mutant DCases

Native
DCase

DCase of
KNK455M

Specific activity (U/mg) 6.8 6.6
Optimum pH 7.0 6.4
pH stability 6.5–7.5 6.0–8.0
Optimum temperature (�C) 65 75
Thermostable temperature (�C) 61.8 80.8
Substrate specificity c-D-amino acid c-D-amino acid
Km (mM, pH 7.0 c-D-HPG) 0.89 1.3
Vmax (lmol/min/mg, c-D-HPG) 9.6 7.6

amino acids and related compounds. Like the native en-
zyme, the enzyme showed strict specificity toward N-
carbamoyl-D-amino acids, N-carbamoyl-L-amino acids not
being hydrolyzed. N-Carbamoyl-D-amino acids having a
hydrophobic side chain, as well as N-carbamoyl-amino ac-
ids having a polar group or short-chain alkyl group, were
hydrolyzed. The substrate specificity of the mutant en-
zyme was almost the same as that of the native enzyme
(Table 6). It seemed that these three thermostability-
related amino acid changes little affected the substrate
specificity. The other known DCases from Agrobacterium
showed relatively similar tendencies as to substrate spec-
ificity.

Kinetic Properties of the Enzymes

The kinetic properties of the enzymes from Agrobacterium
sp. KNK712 and mutant KNK455M were measured using
c-D-HPG as a substrate. The Km and Vmax values obtained
on Lineweaver–Burk plotting are shown in Table 7.

As the affinity toward substrates and the reactivity
were slightly decreased by the mutations, the mutant en-
zyme was thought to be utilized under industrial condi-
tions.

PRODUCTION OF AN IMPROVED ENZYME

Construction of an Expression Vector

To express the DCase gene effectively, the mutant DCase
gene was inserted into a newly constructed vehicle,
pUCNT. This vehicle was constructed as follows (21).

To insert the improved DCase gene just after the lac
promoter of pUC19, a NdeI cleavage site was generated in
the initiation codon of the lacZ gene, through PCR ampli-
fication of the HindIII–Cfr10I 1.3-kb fragment. The am-
plified fragment was used to replace the corresponding
fragment of pUC19, and the plasmid constructed was des-
ignated as pUCNde. After generating a NdeI site instead
of the NcoI site of pTrc99A in the same manner, a 0.6-kb
NdeI–SspI fragment was ligated into the 2.0-kb NdeI-SspI
fragment, pUCNT being constructed.

The 455M mutant DCase gene was inserted into
pUCNT between the NdeI and PstI cleavage sites, the re-
combinant plasmid pNT4553 being constructed (Fig. 7).

Expression of the Thermostabilized Enzyme

The expression plasmid was transformed into E. coli
HB101, and then the recombinant clone was cultivated
overnight in 2 � YT medium at 37 �C. In the recombinant
E. coli, the plasmid was stably maintained without the ad-
dition of ampicillin and was expressed efficiently without
IPTG, which revealed that the DCase accounted for nearly
50% of all the soluble protein in a cell.

PREPARATION OF AN IMMOBILIZED ENZYME

Immobilization of the Improved DCase

Escherichia coli JM109 (pAD108) and JM109 (pAD404)
cells were harvested by centrifugation, suspended in 50
mL of 0.1 M KP buffer, pH 7.0, containing 5 mM DTT, and
then disrupted by sonication. The cell debris was removed
and the supernatant was obtained, as was the enzyme so-
lution. Duolite A-568 (Rohm and Haas) was washed with
1 M NaCl, water, and then 0.1 M KP buffer, pH 7.0, and
then equilibrated with the same buffer for 18 h at room
temperature. The wet resin was subjected to filtration, and
then DTT (final concentration of 5 mM) was added to the
enzyme solution, followed by stirring at 4 �C for 20 h under
nitrogen sealing. For adsorption, the weight of the wet
resin and that of protein in the enzyme solution were in
the ratio of 1 to 0.04. After adsorption, the resin was
washed three times with a fivefold volume of 0.1 M KP
buffer, pH 7.0, containing 10 mM DTT, cross-linked with a
fivefold volume of 0.2% (w/w) of glutaraldehyde at 4 �C for
10 min, washed three times with a fivefold volume of the
same buffer at 4 �C, and then filtered (17,18).

Stability of the Immobilized Enzyme

For repeated batch reactions with the immobilized DCase,
a substrate solution (3%) of c-D-HPG (pH 7.0) was pre-
pared, with nitrogen gas bubbling at 40 �C. The DCase
immobilized on Duolite A-568 and the prepared substrate
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Figure 7. Construction profile of pNT4553.
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solution were stirred at 40 �C under a stream of nitrogen
gas while the pH was controlled at pH 7.0 with 2 M HCl.
Samples were taken for activity measurement at 10 and
60 min, the reaction being continued for 23.5 h in total.
The reaction mixture was removed by suction, after which
a fresh substrate solution was introduced and allowed to
react in the same manner as already described. The resid-
ual activity was measured as the relative activity com-
pared with the initial activity and plotted against the re-
action times (Fig. 8). The stability of the mutant en-

zyme increased in comparison with that of the native
enzyme.

UTILIZATION OF THE IMPROVED DCASE FOR
INDUSTRIAL PRODUCTION

An enzymatic conversion process involving the improved
DCase in an immobilized form was introduced for D-HPG
production instead of chemical diazonation. As a result of
the introduction of the new process, the efficiency of the
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Figure 8. Stability of the immobilized DCase on repeated batch
reactions. Repeated batch reactions were carried out using the
immobilized mutant DCase from KNK404M (circles) and the na-
tive enzyme (asterisks).

reaction was greatly increased, the purification process be-
came simpler because of the decrease in the undesirable
color formation of the product, and the energy required for
production was reduced. In addition to these advantages,
by-products such as inorganic salts were greatly reduced
by the change in the reaction mechanism. By means of
these advantages, the new process decreases the burden
on the environment.
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Table 1. Substrate Specificity of D-Aminopeptidase from
O. anthropi SCRC C1-38

Substrate

Relative
activity

(%)
Km

(mM)
Vmax

(U/mg)

D-Alanine amide 100 0.65 600
Glycine amide 44 22.3 365
D-�-Aminobutyric acid amide 30 18.3 576
D-Serine amide 29 27.0 22.0
D-Threonine amide 9 100 60.3
D-Methionine amide 2
D-Norvaline amide 1.8
D-Norleucine amide 0.8
D-Phenylglycine amide 0.7
D-Alanylglycine 95 0.98 1,000
D-Alanylglycylglycine 45 0.37 799
D-Alanyl-D-alanine 21 10.2 326
D-Alanyl-D-alanyl-D-alanine 92 0.57 866
D-Alanyl-D-alanyl-D-alanyl-D-alanine 89 0.32 702
D-Alanyl-L-alanine 46 1.03 312
D-Alanyl-L-alanyl-L-alanine 100 0.65 730
DL-Alanyl-DL-serine 27
DL-Alanyl-DL-methionine 20
DL-Alanyl-DL-phenylalanine 9
DL-Alanyl-DL-asparagine 7
DL-Alanyl-DL-leucine 1
DL-Alanyl-DL-valine 0.5
Glycine methyl ester 229
D-Alanine methyl ester 75
D-Alanine-b-naphthylamide 32
D-Alanine benzylamide 72 0.51 768
D-Alanine anilide 73
D-Alanine-p-nitroanilide 96 0.51 696
D-Alanine n-butylamide 66 0.73 670
D-Alanine-3-aminopentane amide 32 2.27 288
D-Alanine n-laurylamide 19
D-Threonine benzyl ester 3.2

Table 2. D-Aminopeptidase-Catalyzed Synthesis of D-
Amino Acid Derivatives in Organic Solvents

Acyl donor
Acyl

acceptor
Yield
(%)

In 1,1,1-trichloroethane
D-Alanine methyl ester HCl 3-Aminopentane 99
D-Alanine methyl ester HCl Neopentylamine 98
D-Alanine methyl ester HCl n-Butylamine 66
D-Alanine methyl ester HCl Benzylamine 15

In butyl acetate
D-Alanine methyl ester HCl 3-Aminopentane 99
Glycine methyl ester HCl 3-Aminopentane 80
D-�-Aminobutyric acid methyl

ester HCl 3-Aminopentane 44
In toluene

D-Alanine methyl ester HCl D-Alanine methyl
ester HCl

58a

aProduct: D-alanine dimer (plus D-alanine trimer, yield 6%).
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Figure 1. Kinetic resolution of DL-alanine amide by O. anthropi
D-aminopeptidase. A reaction mixture containing 0.5 mmol
tris(hydrochloride), pH 8.0, 0.1 mmol DL-alanine amide hydro-
chloride, and 5 units of the purified enzyme in a total volume of
5.0 mL was incubated at 30 �C. The content of L-alanine was mea-
sured by L-alanine dehydrogenase.

Synthesis of D-Phe Oligopeptides by the Alkaline D-
Peptidase (55)

Bibliography

INTRODUCTION

Enzymatic reaction has increasingly been applied to or-
ganic synthesis (1–3), and there are several reports of the
attempted in vitro synthesis of the D-amino acid–contain-
ing peptides and amides (4–10). However, because these
enzymatic reactions are not stereospecific for substrates
with D-configurations, they are at an innate disadvantage.
Some peptidases and amidases act on peptides and amides
containing D-amino acids. Soluble Streptomyces carboxy-
peptidase DD catalyzes not only the transpeptidation
reaction on the peptide intermediate in peptidoglycan bio-
synthesis but also the hydrolysis of N�,N�-diacetyl-L-lysyl-
(D-Ala)2 in water (11). A D-peptidase has been purified and
characterized from an actinomycete, although it is not
strictly specific toward peptides containing D-amino acids
(12). In Enterococcus, the vanX gene product (D-Ala)2 hy-
drolase plays a role in vancomycin resistance (13). The
chemically synthesized D-enzyme of an HIV-1, in which all
the amino acids were replaced with the corresponding D-
amino acids, displays D-stereospecificity (14). D-Stereospe-
cific amino acid amidases (amidohydrolases) were isolated
from some microorganisms (15–17). Of the enzymes, a D-
alaninamide–specific amidohydrolase from Arthrobacter
has been used in the industrial manufacture of D- and L-
alanine (17,18). Production of D-amino acids by use of D-
or L-specific enzymes such as D-amino acylase, D-hydan-
toin hydrolase, N-carbamoyl-D-amino acid hydrolase,
D-amidase, D-transaminase, and amino acid racemase was
recently reviewed (19,20).

A new enzyme, D-aminopeptidase, was isolated from
Ochrobactrum anthropi and characterized. We describe its
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Figure 2. Synthesis of D-alanine from alanine amide HCl by the
cells of E. coli JM109/pC138DP. The reaction mixture contained
various amounts of racemic alanine amide HCl, washed E. coli
cells harvested from 2.0 mL of culture broth, and 50 lmol of
tris(HCl), pH 8.0, in a total volume of 2.0 mL. The enzyme activity
shown by the E. coli transformant was 288,000 Units per liter of
culture. The mixtures were incubated at 30 �C. Formation of D-
alanine from D-alanine amide is shown as yield (%).

function, structure, and application to the D-stereospecific
hydrolysis of racemic amino acid amides and the formation
of peptide bonds. A new enzyme, alkaline D-peptidase, act-
ing on a synthetic peptide, (D-Phe)4, was also isolated from
Bacillus cereus. We describe its structure and function, as
well as its application to the synthesis of D-phenylalanine
oligomers. We propose that these two enzymes are new
members of the group of penicillin-recognizing enzymes.

D-AMINOPEPTIDASE

During the course of studies on the enzyme-catalyzed or-
ganic synthesis of D-amino acid derivatives, a D-stereospe-
cific aminopeptidase was needed. It was speculated that
microorganisms might be a likely source for such an en-
zyme, given their important role in the environment as
synthesizers and degraders of a wide variety of substances.

Isolation and Properties of the D-Aminopeptidase

An enrichment culture in a medium containing a synthetic
substrate (D-Ala-NH2) as the sole nitrogen source led to
isolation of a bacterial strain, Ochrobactrum anthropi
SCRC C1-38. The enzyme hydrolyzing D-Ala-NH2, named
D-aminopeptidase (EC 3.4.11.19), was purified to homo-
geneity from the cell-free extract of the strain and char-
acterized in detail (21). The molecular weight of the native
enzyme was estimated to be approximately 122,000, with
two identical subunits of molecular weight of about 59,000.

A typical time course for the stereoselective hydrolysis
of D-alanine amide is shown in Figure 1, with racemic al-
anine amide as a substrate. D-Alanine amide was com-
pletely hydrolyzed by the action of the enzyme, whereas
the L-enantiomer remained unhydrolyzed in the reaction
mixture. The rate of the hydrolysis of L-alanine amide was
less than 0.01% that of D-alanine amide. The enzyme

showed strict chemo- and stereospecificities toward D-
amino acid amides, peptides, and esters, as shown in Table
1. Each substrate (100 mM) was incubated under the stan-
dard enzyme assay condition (21). The substrates include
D-alanine amide (relative velocity: 100%, Km value: 0.65
mM); glycine amide (44%, 22.3 mM); D-�-aminobutyram-
ide (30%, 18.3 mM); D-serine amide (29%, 27.0 mM); D-
alanine 3-aminopentane amide (32%, 2.27 mM); D-alanine-
p-nitroanilide (96%, 0.51 mM); D-alanine methyl ester
(75%), dimer (21%, 10.2 mM), trimer (92%, 0.57 mM), and
tetramer (89%, 0.32 mM) of D-alanine; D-alanylglycine
(95%, 0.98 mM), D-alanylglycylglycine (45%, 0.37 mM);
and D-alanyl-L-alanyl-L-alanine (100%, 0.65 mM). These
results show that the enzyme has higher affinity toward
peptide substrates than amino acid amides. The enzyme
showed neither endopeptidase nor carboxypeptidase activ-
ity. The mode of action of the enzyme toward a peptide
substrate was studied with D-alanylglycylglycine. The re-
action was followed over time, and it was observed that
alanine and glycylglycine were released until the substrate
tripeptide was nearly completely consumed, whereupon
glycine release began, and finally alanine and glycine were
produced. This result shows that the enzyme catalyzes the
hydrolysis of a single amino acid from the N-terminus of a
peptide. Because the mode of action is typical of an ami-
nopeptidase, we named the enzyme D-aminopeptidase.

Application to Organic Synthesis

The D-aminopeptidase from O. anthropi SCRC C1-38 was
utilized for a stereoselective synthesis of D-alanine N-
alkylamide from an amine and D-amino acid amide or D-
amino acid methyl ester (22). In water, D-alanine N-
alkylamide once formed by the enzyme was successively
hydrolyzed to yield D-alanine. The enzyme was immobi-
lized by urethane prepolymer PU-6. When the aminolysis
reaction was performed in water-saturated organic sol-
vents such as butylacetate, benzene, and 1,1,1-trichloro-
ethane with the immobilized enzyme as a catalyst, it pro-
gressed well quantitatively in a highly D-stereoselective
manner, to give optically pure D-alanine N-alkylamides.
The acyl donor specificity of this reaction was rather lim-
ited, with D-alanine, glycine, and D-�-amino butyric acid
as substrates, while the acyl acceptor specificity was rela-
tively wide, with bulky, aromatic-containing, and straight-
chain amines (Table 2). The catalytic center activity (kcat)
of this reaction, 7,700 (min�1), was much higher than in
the case of the nonstereoselective synthesis of D-amino
acid–containing peptides (4,5).

Alkaline conditions are usually essential for peptide
bond formation in kinetically controlled systems (23,24).
Several attempts to oligomerize D-alanine methyl ester
with D-aminopeptidase in an alkaline aqueous medium
were unsuccessful, probably because the substrate is
unstable under alkaline conditions. The immobilized D-
aminopeptidase catalyzed the synthesis of D-alanine olig-
omers from D-alanine methylester in organic solvents (25).
Dimer and trimer of D-alanine were obtained in 58% and
6% yield, respectively, when urethane prepolymer PU-6
immobilized D-aminopeptidase (1.5 U/mL) was incubated
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Figure 3. Comparison of the amino acid sequences of the dap gene from O. anthropi SCRC C1-
38, carboxypeptidase DD from Streptomyces R61, and class C b-lactamase from E. coli: asterisk (*),
identical residue; single dot (•) similarity of functional group.The first amino acid sequence (dd) is
the sequence of carboxypeptidase DD from Streptomyces R61 (sequence size: 406) (30). The second
amino acid sequence (dap) is that of D-aminopeptidase from O. anthropi (sequence size: 521) (28).
The third amino acid sequence (bla) is that of class C b-lactamase from E. coli K12 (sequence size:
377) (32).

in water-saturated toluene with 250 mM of D-alanine
methyl ester HCl and 750 mM of triethylamine (Table 2).
The kcat of the reaction was calculated to be 19,500 (min�1),
which is several tens of thousands times greater than that
of the known enzymatic syntheses of amino acid oligomers
(26,27).

The gene for the D-aminopeptidase was cloned in Esch-
erichia coli JM109 to overproduce the enzyme (28). An ex-
pression plasmid pC138DP was constructed. The amount
of the enzyme in a cell-free extract of E. coli JM109/
pC138DP was elevated to 288,000 units per liter of culture,

which is about 3,600-fold over that of the wild strain (29).
The intact cells of E. coli transformant were used as a cat-
alyst for the D-stereospecific hydrolysis of several racemic
amino acid amides HCl. Complete hydrolysis of D-alanine
amide was achieved in a short time (4.5 h) from 5.0 M of
racemic alanine amide HCl using the cells of E. coli trans-
formant (Fig. 2). The concentration of D-alanine reached
up to 220 g/L. The cells or the cell-free extract catalyzed
the synthesis of D-�-aminobutyric acid, D-methionine, D-
norvaline, and D-norleucine from their amides in a similar
manner.
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DAP O. anthropi D L R T R T P M T L D T R M P I C S V S K Q F T C A V L L D A V G E P E L L 28
BLA Class A E. coli RTEM S G K I L E S F R P E E R F  P M M S T F K V L L C G A V L S R V D A G Q E Q 33

B. licheniformis G T N R T V A Y R P D E R F  A F A S T I K A L T V G V L L Q Q K S I E D L N 34
        Class C C. freundii D I A N N H P V T Q Q T L F E L G S V S K T F N G V L G G D R I A R G E I K 31

E. coli K12 L I A K K Q P V T Q Q T L F E L G S V S K T F T G V L G G D A I A R G E I K 32
E. cloacae D I A A N K P V T P Q T L F E L G S I S K T F T G V L G G D A I A R G E I S 52
S. marcescens Q T G K P I T E Q T L F E V G S L S K 51

        Class D Staphylococcus A M L V F D P V R S K K R Y  S P A S T F K I P H T L F A L D A G A V R D E F 41
S. marcescens S C A T N D L A R A S K E Y L P A S T F K I P N A I I G L E T G V I K N E H 42

PBP 1A E. coli F N Q S K F N R A T Q A L R Q V G S N I K P F L Y T A A M D K G L T L A S M 36
         1B P Q F A G Y N R A M Q A R R S I G S L A K P A T Y L T A L S Q P K I Y R L N 36
         2 K S G K E V K F N S D K R F  A Y A S T S K A I N S A I L L E Q V P Y N K L N 37
         3 P K E A M R N R T I T D V F E P G S T V K P M V V MT A L Q R G V V R E N S 35
         5 S G K V L A E Q N A D V R R D P A S L T K MM T S Y V I G Q A M K A G K F K 36
         6 S G K V L A E G N A D E K L D P A S L T K I M T S Y V V G Q A L K A D K I K 36
PBP S. aureus D K K E P L L N K F Q I T T  S P G S T Q K I L T A M I G L N N K T L D D K T 38
PBP 2 N. gonorrhoeae D S E Q R R N R A V T D M I  E P G S A I K P F V I A K A L D A G K T D L N E 40
CPase Streptomyces D R A T G R A I T T T D R F R V G S V T K S F S A V V L L Q L V D E G K L D 30

Reference

Figure 4. Partial alignments of the amino acid sequences of D-aminopeptidase and active sites of
the penicillin-recognizing enzymes: BLA, b-lactamase; Cpase, carboxypeptidase; DAP, D-aminopep-
tidase; PBP, penicillin-binding protein.
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Table 3. Substrate Specificity of Alkaline D-Peptidase
from Bacillus cereus DF4-B

Substratea

Relative
activity

(%)b
Km

(mM)
Vmax

(U/mg)
Vmax/Km

(U/mg/mM)

(D-Phe)6 1.8c

(D-Phe)4 100c 0.398 199 500
(D-Phe)3 90c 0.127 130 1020
(D-Phe)2 0.2d 50.1 13.7 0.270
D-Phe-L-Phe �0.1d

(D-Phe)2-L-Phe 14.9c 0.522 30.6 59.0
L-Phe-(D-Phe)2 119e 0.455 154 346
L-Phe-D-Phe-L-Phe 28.1e 1.63 66.0 41.0
D-Tyr(D-Phe)2 83.6d

(D-Phe)2-D-Tyr 83.6c

D-Phe-OMe 15c 1.8d

D-Phe-NH2 0.1c 0.1d

D-Phe-p-Nitroanilide 4.2d

Boc-(D-Phe)4 1.8f 0.8g

Boc-(D-Phe)3 3.2f 1.1g

Boc-(D-Phe)2 7.0f

Boc-(D-Phe)3-OtBu 1.2f 0.3g

Boc-(D-Phe)4-OMe 0.5f 0.2g

Boc-(D-Phe)3-OMe 0.7f 0.3g

Boc-(D-Phe)2-OMe 1.4f

Ampicillin 8.9h 73.1 262 3.58
Penicillin G 9.7h 48.9 250 5.11

aOtBu, tert-butyl ester; OMe, methyl ester.
bFormation of five D-Phe compounds and consumption of a b-lactam com-
pound were measured.
cFormation of (D-Phe)2.
dFormation of D-Phe.
eFormation of L-Phe-D-Phe.
fFormation of Boc-D-Phe.
gFormation of Boc-(D-Phe)2.
hConsumption of a b-lactam compound.
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Figure 6. Time course of (D-Phe)4 hydrolysis by D-aminopepti-
dase. The reaction mixture consisted of 2 mM of (D-Phe)4, 100 mM
of tris (HCl), pH 9.0, 2 mM of MgSO4, 2% (v/v) of DMSO, and 0.038
unit of the enzyme solution in a total volume of 500 lL. The re-
action was carried out at 30 �C and terminated with HClO4. The
amounts of (D-Phe)4 (circles), (D-Phe)2 (squares), and D-Phe (tri-
angles) in the supernatant were measured by a Waters HPLC
equipped with a Cosmosil 5C18-MS at a flow rate of 1.0 mL/min
with a mixture of methanol (55%) and 5 mmol KH2PO4/H3PO4,
pH 2.9 (45%).

Structural Similarities of D-Aminopeptidase to
Carboxypeptidase DD and b-Lactamases

The nucleotide sequence of the D-aminopeptidase gene was
determined and analyzed to study the structural relation-
ship to other proteins. The gene consisted of an open read-
ing frame of 1,560 nucleotides, which specifies a protein of
Mr of 57,257 (28). The deduced primary structure is con-
siderably similar to that of Streptomyces R61 carboxypep-
tidase DD (30) (27% identical over 287 amino acids) and
class C b-lactamase from E. coli (22% identical over 234
amino acids) (31,32) (Fig. 3). The enzyme is also structur-
ally related to class A b-lactamases (33,34), penicillin-
binding proteins (35–40), and class D b-lactamases (41,42).
The sequence Ser-Xaa-Xaa-Lys is perfectly conserved among
this class of enzymes (Fig. 4). With carboxypeptidase DD
and class C b-lactamase, the sequences at the highly simi-
lar area, Ser-Val-Xaa-Lys-Xaa-Phe-Xaa-Ala-Xaa-Val-Leu-Leu
(30) and Ser-Val-Ser-Lys-Xaa-Phe-Tyr (31), respectively,
are well conserved. Furthermore, some of the residues
scattered around the conserved region are similar among
the enzymes. The Met-57 located four residues upstream
from the Ser-61 is found similarly in the carboxypeptidase
DD and b-lactamases as a hydrophobic residue Phe. A com-
mon observation regarding D-aminopeptidase and the b-

lactamase is that the consensus sequence is located around
60 from the N-terminus of the enzymes (43).

The inhibition by p-chloromercuribenzoate (PCMB) and
other sulfhydryl reagents suggested that the enzyme
would be a thiol peptidase (44). However, the findings of
the site-specific mutagenesis study showed that the amino
acid sequences Ser-Xaa-Xaa-Lys, which had been conserved
in the penicillin-recognizing enzymes, are essential in ex-
erting the D-aminopeptidase activity (28). The sites Ser-61
and Lys-64 are essential in the catalysis, because the Vmax/
Km value measured with the mutants modified to Cys-61
and Asn-64 have been reduced to 0.26% and 0.008%, re-
spectively, of those of the natural enzyme, although these
Km values were hardly lowered. The mutant with the inert
Gly residue in place of the likely active center Ser-61 had
a lower activity (10�5-fold that of the native enzyme). On
the other hand, the mutations at other sites (Met-57 and
Cys-68) did not greatly affect the enzyme activity. The mu-
tations at Cys-60, which is adjacent to the likely active
center Ser-61, gave notable effects on the kinetic profiles,
indicating that the residue is important in the binding of
the substrate. The substitutions at Cys-60 to Ser and Gly
produced mutants with slightly altered Vmax/Km values.
They were tolerant to inhibition by PCMB, which suggests
that the inhibition of the native enzyme by PCMB would
have been due to the steric hindrance by a mercaptide bond
formation between Cys-60 of the enzyme and PCMB.

A mutant of D-aminopeptidase with increased thermo-
stability was obtained. The enhancement of the thermal
stability of mutant enzyme was attributed to the substi-
tution of Gly-155 to Ser (45).

Figure 5 shows similarities of the reactions catalyzed
by D-aminopeptidase, carboxypeptidase DD, and b-lacta-
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Figure 7. Mode of action toward (a) (D-Phe)2-D-Tyr and (b) D-Tyr-
(D-Phe)2: solid circles, D-Tyr; open circles, D-Phe. The reaction mix-
ture (500 lL) containing 2 mM of the substrate (D-Phe)2-D-Tyr or
D-Tyr-(D-Phe)2, 50 mM of tris (HCl), pH 9.0, 2 mM of MgSO4, 2%
(v/v) of DMSO, and 0.038 unit of the enzyme was incubated at 30
�C. After termination of the reaction, the reaction mixture was
analyzed with a Hitachi L-8500 amino acid analyzer.

mase. All three enzymes catalyze the hydrolytic cleavage
of the amide bond between D-amino acids of the same con-
figuration. The former two catalyze the transpeptidation
reaction; carboxypeptidase DD catalyzes the cross-linkage
of the peptideglycan, and D-aminopeptidase catalyzes the
transpeptidation and aminolysis of D-amino acid ester and
amides, respectively, in water and organic solvents. The
aminolysis reaction catalyzed by D-aminopeptidase in bu-
tylacetate is efficient (kcat: 7,700/min) (22). The transpep-
tidation reaction can also be catalyzed in water, although
the product D-alanine-3-aminopentane amide was easily
hydrolyzed in water (22). Inheritance of the carboxypep-
tidase-like tertiary structure in the D-aminopeptidase
would have made the transpeptidation reaction in organic
solvents possible. The enzyme is actually inhibited by b-

lactam compounds, such as 6-APA, 7-ACA, benzylpenicil-
lin, and ampicillin, although none of these is the substrate
for the enzyme.

The D-aminopeptidase is a new member of the
penicillin-recognizing enzymes by virtue of the following
characteristics: similarities in the primary structure by
gene sequencing, similarities in the reactions catalyzed in
water and organic solvents, and the findings obtained by
kinetic studies of the mutants generated by site-directed
mutagenesis and the inhibition by b-lactam compounds.
The mutants generated by inhibition of b-lactam com-
pounds may constitute evidence to rebut the contention
that the b-lactamases evolve from the penicillin-binding
proteins (46). The existence of a third enzyme with a simi-
lar structure, which does not appear to be a selective target
of the b-lactam compounds, was shown. To our knowledge,
this enzyme is the first example of an aminopeptidase with
Ser at the active site.

ALKALINE D-PEPTIDASE

D-Aminopeptidase (EC 3.4.11.19) from Ochrobactrum an-
thropi was discovered, and its primary structure has been
found to have similarity to the b-lactamases and penicillin-
binding proteins (21,28). The enzyme acts mostly on pep-
tides with D-Ala at the N-terminus to yield D-amino acids;
it does not act on D-amino acid derivatives with bulkier
substituents. We proposed that D-aminopeptidase is a new
penicillin-recognizing enzyme (11) based on its primary
structure, inhibition by b-lactam compounds, and the abil-
ity to catalyze peptide bond formation in organic solvents,
although the enzyme does not show b-lactamase activity
(21,47).

Here, we describe the screening of soil microorganisms
for D-stereospecific endopeptidases using a synthetic pep-
tide (D-Phe)4, characterization of the new enzyme alkaline
D-peptidase (ADP), as well as cloning and sequencing of
the adp gene from B. cereus strain DF4-B.

Isolation and Properties of the Alkaline D-Peptidase

An enrichment culture in LB medium containing a syn-
thetic substrate (D-Phe)4 led to the isolation of a bacterial
strain Bacillus cereus DF4-B. The extracellular enzyme
hydrolyzing (D-Phe)4 was purified and characterized (48).
The Mr of the subunit calculated was about 36,000 by gel
electrophoresis (SDS-PAGE), 37,000 by HPLC, and 37,952
by mass spectrophotometry. The absorption of the purified
enzyme in 0.01 M potassium phosphate buffer, pH 7.0, was
maximal at 281 nm. The enzyme is an endopeptidase that
acts D-stereospecifically on peptides composed of aromatic
D-amino acids, recognizing the D-configuration of the
amino acid whose carboxy-terminal peptide bond is hydro-
lyzed. The enzyme had an optimum pH at around 10.3.
Thus, the enzyme was named alkaline D-peptidase (D-
stereospecific peptide hydrolase [EC 3.4.11.–]). The sub-
strate specificity of the enzyme was examined as shown in
Table 3. Each substrate (2 mM) was incubated under stan-
dard enzyme assay conditions (48). The enzyme was active
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5 ' GAA TTC AAT GTT GAC TTT TTT TTT TGG TGG AGA TGA TAG CTG TGT GGT TAA TAC GAA ATA GCA AGA AAC CAC CTA TAC AAT
9 18 27 36 45 54 63 72 81

ATG AAT AGA GGA GAG AAA TGC CCT ATG AAA ACA CGT AGT CAA ATT ACA TGT GCA AGT CTT GCC CTT TTA ATA GCT GGA AGT
Met Lys Thr Arg Ser Gln Ile Thr Cys Ala Ser Leu Ala Leu Leu Ile Ala GGA AGT

90 99 108 117 126 135 144 153 162

TCC CTG TTA TAC GAG ACG CAA ACC
Ser Leu Leu Tyr Thr Thr Gln Thr

TTA ATT GTA AAA GCA GAA CCT ACT CAA AGT GTA TCT AGT TCG GTA CAA ACA AGT ACT
Leu Ile Val Lys Ala Glu Pro Thr Gln Ser Val Leu Ser Ser Val Gln Thr Ser Thr

171 180 189 198 207 216 225 234 243

CAA CGA GAT CGT AAT TCT GTC AAG
Gln Arg Asp Arg Asn Ser Val Lys

CAA GCA GTG CGG GAT ACA TTG CAA CTT GGA TTC CCG GGG ATA CTT GCT AAA ACT TCT
Gln Ala Val Arg Asp Thr Leu Gln Leu Gly Phe Pro Gly Ile Leu Ala Lys Thr Ser

252 261 270 279 288 297 306 315 324

GAG GGT GGA AAA ACA TGG AGT TAT
Glu Gly Gly Lys Thr Trp Ser Tyr

GCC GCT GGG GTA GCG AAT CTG AGC AGC AAG AAA CCC ATG AAA ACA GAT TTT CGC TTT
Ala Ala Gly Val Ala Asn Leu Ser Ser Lys Lys Pro Met Lys Thr Asp Phe Arg Phe

333 342 351 360 369 378 387 396 405

CGC ATT GGT AGC GTG ACG AAG ACG
Arg Ile Gly Ser Val Thr Lys Thr

TTC ACG GCA ACA GTT GTA CTT CAa TTA GCC GAA GAG AAC CGC TTG AAT CTA GAC GAC
Phe Thr Ala Thr Val Val Leu Gln Leu Ala Glu GLu Asn Arg Leu Asn Leu Asp Asp

414 423 432 441 450 459 468 477 486

TCT ATT GAA AAA TCG TTG CCT GGT
Ser Ile Glu Lys Trp Leu Pro Gly

GTC ATT CAA GGA AAT GGG TAT GAT GAT AAA CAG ATT ACT ATC CGG CAA TTA TTG AAC
Val Ile Gln Gly Asn Gly Tyr Asp Asp Lys Gln Ile Thr Ile Arg Gln Leu Leu Asn

495 504 513 522 531 540 549 558 567

CAC ACA AGT GGT ATC GCT GAA TAC
His Thr Ser Gly Ile Ala Glu Tyr

ACA AGG TCA AAA AGT TTT GAT CTT ATG GAT ACT AAA AAA TCG TAT AGG GCT GAA GAA
Thr Arg Ser Lys Ser Phe Asp Leu Met Asp Thr Lys Lys Ser Tyr Arg Ala Glu Glu

576 585 594 603 612 621 630 639 648

AGT GAG CCA AAA GAT GTT ACT TAT
Ser Glu Pro Lys Asp Val Thr Tyr

TAT AAC CCA AGT ATG GGG AGC TCG GCT GGA GAT ATG ATT TCT ACT GCT GAT GAT TTA
Tyr Asn Pro Ser Met Gly Ser Ser Ala Gly Asp Met Ile Ser Thr Ala Asp Asp Leu

900 909 918 927 936 945 954 963 972

AAC AAA TTC TTC TCT TAC TTA CTT
Asn Lys Phe Phe Ser Tyr Leu Leu

GGG GGT AAA TTA CTA AAA GAA CAG CAA CTA AAA CAG ATG CTT ACT ACA GTT CCA ACA
Gly Gly Lys Leu Leu Lys Glu Gln Gln Leu Lys Gln Met Leu Thr Thr Val Pro Thr

981 990 999 1008 1017 1026 1035 1044 1053

GGA GAA GCT GCA CTT GGC AGA TAT
Gly Thr Ala Ala Leu Gly Arg Tyr

GGT CTT GGA ATC TAT GAA ACT AAG CTT CCA AAC GGT GTC TCA ATA TGG GGA CAC GGA
Gly Leu Gly Ile Tyr Glu Thr Lys Leu Pro Asn Gly Val Ser Ile Trp Gly His Gly

1062 1071 1080 1089 1098 1107 1116 1125 1134

GGT AGC ATT CCA GGG TTT GTT ACT
Gly Ser Ile Pro Gly Phe Val Thr

TTT GCT GGA GGC ACA CTT GGA GGC AAG CAT ACA TTA GCT GTC AAT TTG AAC AGC CTT
Phe Ala Gly Gly Thr Leu Gly Gly Lys His Thr Leu Ala Val Asn Leu Asn Ser Leu

1143 1152 1161 1170 1179 1188 1197 1206 1215

Asn Ala Glu Ser Pro Asp Pro Phe Lys Asn Ile Leu Leu Ala Glu Phe Ser Lys ***
AAT GCT GAG AGT CCT GAT CCT TTT AAA AAT ATT TTA CTT GCT GAA TTT AGC AAG TAG GCC AAA AGG AAG AAC GGA TAA ATT

1224 1233 1242 1251 1260 1269 1278 1287 1296

TTA TCA TAT TTT CAT AGT TAA ACA AAT AAA TGA TGA AAT TGA TCA CTT ATC TAA GGA GGC AAT TCC CTC ATG AAA AAT AAA
1305 1314 1323 1332 1341 1350 1359 1368 1377

CTA ACT GGT GTA TTA GCC GCT ACA TTA GCG CTA ACT ATG ATT CTA CCA ACA GGG GCG AAA GCA TTT TCT GAC GGT AAG ACT
1386 1395 1404 1413 1422 1431 1440 1449 1458

ACA GTT GTA TCT AAC GCA GAA GTA GCT AGC CAA GAA CTG AAG AAG ATT GCA GCA GAA AAG GCT GCG CTA CTC ACG AAG TCC
1467 1476 1485 1494 1503 1512 1521 1530 1539

CAT GGG ACG AGT AGC GTG CAG TAT GCG CTA ATT GAT AAT GGC AAG CTT ACT TTG TCG GGG CAG GCT GGA AAG AAC GAT ATG
1548 1557 1566 1575 1584 1593 1602 1611 1620

GAA GGG GAA CAG CCG CTA ACC AAA GAT ACT CTA TAC GGG ATT GGT TCA GTC AGT AAA ATG TAT GCA ACA GCG GCT GTA ATG
1629 1638 1647 1656 1665 1674 1683 1692 1701

AAA TTG GTC GAC 3 '
1710

TTA GTA AAG ATG GGG ATT TCG ATG
Leu Val Lys Met Gly Ile Ser Met

CCC CCA GAT TTT GCT CCA GGA AAG AGC TGG TCT TAT TCA AAT ACA GGA TAC GTA TTA
Pro Pro Asp Phe Ala Pro Gly Lys Ser Trp Ser Tyr Ser Asn Thr Gly Tyr Val Leu

657 666 675 684 693 702 711 720 729

CTT GGG ATC CTT ATT GAA ACA GTA
Leu Gly Ile Lys Ile Glu Thr Val

ACC GGG AAC AGC TAT GCG GAA GAG ATT GAA AAT CGG ATT ATT GAA CCG CTT GAA TTA
THr Gly Asn Ser Tyr Ala Glu Glu Ile Glu Asn Arg Ile Ile Glu Pro Leu Glu Leu

738 747 756 765 774 783 792 801 810

TCG AAT ACA TTC TTA CCT GGC AAT
Ser Asn Thr Phe Leu Pro Gly Asn

TCA AGC GTG ATT CCA GGA ACC AAG CAT GCC CGT GGA TAT ATC CAA CTA GAC GGA GCA
Ser Ser Val Ile Pro Gly Thr Lys His Ala Arg Gly Tyr Ile Gln Leu Asp Gly Ala

819 828 837 846 855 864 873 882 891

Figure 8. Nucleotide sequence of the adp gene and the predicted amino acid sequence. In this
open reading frame of 1,164 bp (388 amino acids), shown with the deduced amino acid sequence,
sequences confirmed by the protein sequencer are underlined.
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Bacillus cereus ADP (48)   55 M K T D F R F R  I G S V T K T F T A T V V   75
Streptomyces Cpase DD (30)   83 I T T T D R F R V G S V T K S F S A V V L 103
Streptomyces lactamdurans PBP (49)   50 V T T D S V F Q S G S V A K V Y T A T L V   70
Bacillus subtilis PBP 4 (50)   50 L K T N S L F E L A S L S K P F T A L G I   70
Serratia marcescens BLA (51)   69 I T E Q T L F E V G S L S K T F T A T L A   89
Enterobacter cloacae BLA (52)   74 V T P Q T L F E L G S I S K T F T G V L G   94
Dichelobacter nodosus Protein D (53) 103 M R V N S R F R Y A S V T K V L T S A L V 123
Ochrobactrum anthropi DAP (28)   55 M T L D T R M P  I C S V S K Q F T C A V L   75
Pseudomonas sp. Esterase (31)   65 W H S D T I V N L F S C T K T F T A V T A   85

Figure 9. Partial alignments of the amino acid sequences of ADP and other similar enzymes. Met55

found in the partial amino acid sequence of ADP corresponds to 387ATG in Figure 8; abbreviations
as in Figure 4.

Table 4. Comparison of Properties of the D-Amino Acid–Containing Peptide Hydrolases

Property D-Aminopeptidase Alkaline D-peptidase

Origin Ochrobactrum anthropi Bacillus cereus
Molecular weight 114,514 (57,252 � 2) 37,952
Number of subunits 2 1
Optimum pH 8.5 10.5–11
Substrates (Vmax/Km)

(D-Ala)4 2,190
(D-Phe)4 364
Ampicillin 0.04 3.58
Penicillin G 0.05 5.11

Mode of action D-Stereospecific aminopeptidase D-Stereospecific endopeptidase
Similarity Cpase DD (27%) Cpase DD (35%)

Class C BLA (22%) Class C BLA (25%)
PBP 4 (29%), DAP (27%)

Note: BLA, b-lactamase; C Base, carboxy peptides; DAP, D-aminopeptidase; PBP, penicillin-binding protein.

toward (D-Phe)3 and (D-Phe)4, forming (D-Phe)2 and D-Phe.
The enzyme is also active toward tripeptides with D-Tyr at
the C- or N-terminus and on Boc-(D-Phe)n (n � 2–4), form-
ing Boc-D-Phe, (D-Phe)2, and D-Phe. The enzyme had es-
terase activity toward D-Phe methyl ester and (D-Phe)2

methyl ester. The products from Boc-(D-Phe)3 tert-butyl es-
ter were Boc-D-Phe, D-Phe, and D-Phe tert-butyl ester. The
enzyme was not active toward L-Phe methyl ester, (L-Phe)2

methyl ester, (L-Phe)4, Boc-(L-Phe)4, Boc-(L-Phe)4 methyl
ester, (D-Val)3, (D-Leu)2, and (D-Ala)n (n � 2–5). These
properties indicated that the enzyme is an endopeptidase
that acts D-stereospecifically on peptides composed of ar-
omatic D-amino acids. On the other hand, a dimer was
formed when D-Phe methyl ester and D-Phe amide were
the substrates. Since the enzyme is found to be a serine
peptidase as described it is anticipated that later, the en-
zyme will be useful in the kinetically controlled synthesis
of peptides.

Eight stereoisomers of phenylalanine trimer were syn-
thesized, and their effectiveness as substrates for the en-
zyme was tested. The enzyme recognized the configuration
of the second D-Phe of tripeptides and catalyzes the hydro-
lysis of the second peptide bond from the N-terminus. The
calculated Vmax/Km values for the peptides containing L-
Phe were lower than that for (D-Phe)3, affected by the
neighboring L-Phe. The enzyme also showed b-lactamase
activity toward ampicillin and penicillin G. The calculated
Vmax values of the enzyme for b-lactam compounds were
about the same as those for (D-Phe)3 and (D-Phe)4, whereas

the Km values were several hundred times larger. On the
other hand, carboxypeptidase DD (30) and D-aminopepti-
dase (28) activities were undetectable.

The time course of the (D-Phe)4 degradation was mea-
sured. As shown in Figure 6, (D-Phe)4 was hydrolyzed to
(D-Phe)2 and D-Phe. No (D-Phe)3 was detected. These re-
sults coincide with the kinetic properties of the enzyme
described earlier. The mode of action of the enzyme was
examined with the synthetic substrates D-Tyr-(D-Phe)2 and
(D-Phe)2-D-Tyr, as shown in Figure 7. When D-Tyr-(D-Phe)2

was the substrate, D-Phe was released first, then D-Tyr
was slowly formed. When (D-Phe)2-D-Tyr was used as a
substrate, D-Tyr was released first, then D-Phe was slowly
formed. In both reactions, the second peptide bond from
the N-terminus of the substrate was hydrolyzed first.
These results showed that the enzyme acts as a D-stereo-
specific dipeptidylendopeptidase.

The enzyme activity was maximal at 45 �C. About 60%
activity remained after an incubation at 43 �C in 0.1 M
potassium phosphate buffer, pH 8.0, for 10 min. No activity
was lost between pH 5.0 and 10.0 after an incubation at
30 �C for 1 h in 0.05 M buffers at various pH values (48).

The enzyme activity was enhanced by Mg2� (138%),
Mo3� (130%), and Ba2� (123%). When measured after in-
cubating at 30 �C for 30 min, the activity was inhibited to
94% by phenylmethylsulfonyl fluoride (PMSF), 76% by
Ag�, 74% by Fe2�, and 32% by Hg2� at 5 mM. These re-
sults, together with the information about its primary
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structure as described later, indicated that the enzyme is
a serine peptidase (48).

Cloning of the Gene for the Alkaline D-Peptidase

The gene coding for alkaline D-peptidase (adp) was cloned
into plasmid pUC118, and a 1,164 bp open reading frame
consisting of 388 codons with an Mr of 42,033 was identi-
fied as the adp gene (Fig. 8) (48). The enzyme would be
synthesized with a signal peptide.

The deduced primary structure of the enzyme is similar
to carboxypeptidase DD from Streptomyces R61 (35.0%
identical over 346 amino acids [a.a.]) (14), penicillin-bind-
ing proteins from Streptomyces (Nocardia) lactamdurans
(28.1% over 263 a.a.) (49) and that of B. subtilis (28.5%
over 309 a.a.) (50), and class C b-lactamases of Serratia
marcescens (24.9% over 217 a.a.) (51), class C b-lactamases
of Enterobacter cloacae (25.1% over 191 a.a.) (52), fimbrial
protein D from Dichelobacter nodosus (24.1% over 261 a.a.)
(53), D-aminopeptidase from O. anthropi (27.5% over 182
a.a.) (28), and esterase from Pseudomonas sp. (30.5% over
154 a.a.) (54). As shown in Figure 9, the sequence of Ser-
Xaa-Xaa-Lys is perfectly conserved among this class of en-
zymes and the consensus sequence is located around 60
residues from the N-termini of most of the enzymes. Thus,
we propose that alkaline D-peptidase from B. cereus be
categorized as a new member of the penicillin-recognizing
enzymes, which include penicillin-binding proteins, b-
lactamases, and D-aminopeptidase. Table 4 summarizes
the properties of the D-amino acid–containing peptide hy-
drolases, D-aminopeptidase, and alkaline D-peptidase.

Synthesis of D-Phe Oligopeptides by the Alkaline
D-Peptidase (55)

The alkaline D-peptidase not only hydrolyzed (D-Phe)3 and
(D-Phe)4 to form (D-Phe)2 and D-phenylalanine but also
acted on D-Phe methyl ester and D-Phe amide to form (D-
Phe)2. This finding gave us the opportunity to use the en-
zyme to further investigate the synthesis of D-Phe oligo-
peptides from D-Phe methyl ester. Because the alkaline
D-peptidase was found to be a serine peptidase (48), we
attempted to use it for kinetically controlled peptide syn-
thesis. An expression plasmid pKADP was constructed by
placing the alkaline D-peptidase gene (adp), amplified by
means of the polymerase chain reaction, under the tac pro-
moter of pKK223-3. Oligomerization of D-phenylalanine
methyl ester by means of the purified enzyme from the
transformant E. coli was investigated under several con-
ditions. D-Phe dimer, (D-Phe)2, and trimer, (D-Phe)3, were
produced in 25.4% and 8.6% yield, respectively, when 50
mM of the substrate was incubated for 8 h with ADP (2.0
and 0.4 U/mL, respectively) in 100 mM triethylamine HCl
(pH 11.5). Addition of dimethyl sulfoxide to the reaction
mixture resulted in the production of tetramer (D-Phe)4 in
6.7% yield with the decrease of the (D-Phe)2 and (D-Phe)3

production. This is the first example of the synthesis of D-
phenylalanine oligomers by means of a D-stereospecific en-
dopeptidase.
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INTRODUCTION

Mammalian cells are used for the production of several
important biologicals including interferons, growth fac-
tors, vaccines, hormones, and monoclonal antibodies (1–4).
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The process efficiency of cell culture fermentation should
be increased in most cases for economically viable produc-
tion (4). Maintaining high numbers of viable cells in the
bioreactor for extended periods of time results in higher
product concentration and higher reactor productivity,
thus increasing process efficiency.

The cell growth rate and the number of cells attained
in the bioreactor are determined, in part, by the concen-
tration of nutrients available to the cells. Even though
fed-batch or perfusion systems can eliminate nutrient de-
pletion, they are still prone to inhibitory metabolite accu-
mulation. Several metabolic by-products have been re-
ported to inhibit cell growth. Ammonia* and lactate are
major metabolic by-products of glucose and glutamine me-
tabolism (5,6), and their presence has been demonstrated
to diminish growth of mammalian cells and to influence
protein production. Lactate is generated mainly from in-
complete oxidation of glucose, and it affects the cells
through alteration of culture pH and osmolarity (6). The
effects of ammonia on cells are more direct and occur at
much lower concentrations. Thus, ammonia is generally
more important as an inhibitory metabolic by-product in
cell culture.

Ammonia is produced mainly from glutamine, an essen-
tial component of cell culture media. Glutamine gives rise
to ammonia through chemical degradation and cellular
metabolism. Concentration of ammonia in cell culture is
influenced by many factors, including the mode of reactor
operation, cell concentration, glutamine concentration,
and cellular metabolism. Typically, ammonia concentra-
tions reach 2 to 5 mM in batch cultures. This concentration
can be still higher in fed-batch reactors where glutamine
is the limiting substrate and therefore supplemented con-
tinually, leading to increased ammonia accumulation.

Although different cells exhibit different tolerance to
ammonia, ammonia concentrations as low as 2 mM have
been shown to adversely affect mammalian cells. Numer-
ous studies have reported the effect of ammonia on mam-
malian cells in different cell culture systems. It has been
established that ammonia not only affects cell growth but
also alters cell metabolism, product expression, and prod-
uct quality (7). The action mechanism for ammonia is com-
plicated and not well characterized. Ammonia was shown
to alter intracellular pH, membrane potential, and intra-
cellular composition and to result in futile cycles.

Minimization of ammonia inhibition should yield better
cell growth and increase the longevity of the cultures. Sev-
eral techniques were used to minimize ammonia accumu-
lation in cell culture systems. Media modification involves
replacement or elimination of glutamine from cell culture
medium. The success of this method depends on the cell
line, and in most cases the cells should be adapted or ge-
netically altered. Alternatively, the ammonia generated in
the media can be removed by physical and chemical means.

In this article, we review the current knowledge on am-
monia inhibition in cell culture. The sources of ammonia

*In this text we use ammonia in reference to both gaseous (am-
monia) and ammonium ion. The ammonia and ammonium ion are
present simultaneously in the culture. The relative concentration
of ammonium ion is determined by the pH-dependent equilibria.

accumulation; the effects of ammonia on cell growth, me-
tabolism, product secretion, and product quality; the mech-
anism of ammonia inhibition; and the methods of reducing
ammonia concentration in cell culture are discussed.

SOURCES OF AMMONIA ACCUMULATION

There are two major sources for ammonia accumulation,
and in both cases glutamine is involved. Glutamine is one
of the important energy sources for the mammalian cells
in vitro (8,9). Addition of glutamine has been shown to
stimulate cell growth and antibody production (10–15). Be-
cause almost all conventional cell culture media contain
glutamine, the problem of ammonia accumulation is of uni-
versal importance (16,17). However, depending on the cell
line and media composition, the effects can be different
from one case to another.

Generation of Ammonia Caused by Glutamine Degradation

Glutamine is not stable in aqueous solutions and is de-
graded to yield a five-member ring structure, pyrrolidone
carboxylic acid, and ammonia (18–20):

�Glutamine r Pyrrolidone carboxylic acid � NH (1)4

This reaction is irreversible, and the extent of the re-
action is affected by the chemical environment of the me-
dium. Glutamine degradation follows first-order kinetics,
the half-life of glutamine is reported to be between 6 and
20 days, depending on the conditions (16,21–23).

Glutamine degradation is pH (18,21,22,24) and tem-
perature (20) dependent. Alkaline pH increases the deg-
radation rate, and altering pH from 7.2 to 7.6 was reported
to elevate the degradation rate by 300% (21,22). The pres-
ence of serum, especially if not heat inactivated, can ele-
vate degradation of glutamine and subsequent ammonia
accumulation caused by glutaminase and asparaginase ac-
tivity (25). The media composition, especially the phos-
phate levels in the media, affects glutamine degradation
significantly (22).

Glutamine degradation is an important problem for cell
culture. The degradation not only generates inhibitory am-
monia, but also decreases the level of glutamine available
to the cells. The cell performance is affected negatively be-
cause of these two factors.

Generation of Ammonia Caused by Cell Metabolism

Although ammonia can be produced from other amino ac-
ids, glutamine metabolism is established to be the most
important pathway. The pathways involving ammonia are
summarized in Figure 1 and have been studied extensively
in the literature (9,26–46).

Glutamine metabolism primarily takes place in mito-
chondria. Glutamine is initially deaminated by glutami-
nase, with ammonia as a byproduct (47,48). Ammonia can
also be removed from glutamine via biosynthetic path-
ways, where the ammonia group is used in the formation
of a biosynthetic product, particularly for pyrimidine and
purine base synthesis (Fig. 1). The product formed by ei-



AMMONIA TOXICITY, ANIMAL CELLS 123

Glycolysis

R-X R-NH2

NH4

Glutamate �-Ketoglutarate TCA cycle

PyruvateLactate

Transaminase

Dehydrogenase

Alanine

NH4

NH4

Glutamine

Pyrrolidone
carboxylic acid

Biosynthesis

Glutaminase

C
h

em
ic

al
d

ec
om

po
si

ti
on

Figure 1. Ammonia generation by glutamine degradation and cell metabolism.

Table 1. Amount of ATP Produced and Ammonia
Generated in Different Metabolic Pathways

End product
ATP produced
(mol/mol Gln)

NH4 produced
(mol/mol Gln) NH4/ATP

Alanine 9 1 0.11
Aspartate 9 1 0.11
Acetyl-CoA 15 2 0.13
Pyruvate 12 2 0.17
Lactate 9 2 0.22

Source: Glacken (49).

ther route is glutamate. The second step of glutaminolysis
is the conversion of glutamate to �-ketoglutarate. Again,
this conversion may be accomplished by more than one en-
zyme. An active transaminase can remove the ammonia
group from glutamate. Less-active transaminases appear
to deliver the ammonia group to the glycolytic intermedi-
ate 3-phosphoglycerate to form serine, which subsequently
can be transformed to glycine. Glutamate can also be
transformed by glutamate dehydrogenase to form �-
ketoglutarate, which liberates a second ammonium ion. �-
Ketoglutarate is then metabolized via the tricarboxylic
acid (TCA) cycle.

The amount of ammonia generated is dependent on the
metabolic pathway for glutamine. Depending on the path-
way and the fate of glutamine, the ammonia yield on glu-
tamine varies. Based on stoichiometry, Glacken (49) re-
ported possible scenarios for glutamine metabolism and
ammonia yield, between 1 and 2 mol of ammonia are gen-
erated per mole of glutamine consumed (Table 1). These
yield coefficients, however, are very high and are not typ-
ically observed in cell culture.* For hybridoma cells, the

*It should be noted that the determination of ammonia yield from
glutamine requires inclusion of the glutamine degradation rate in
the analysis. When the degradation rate is omitted, the analysis
results in erroneously high “apparent yields” (22).

ammonia yield was reported to be between 0.5 to 1 mol of
ammonia generated per mole of glutamine consumed
(6,33,50–52). Glutamine concentrations in typical cell cul-
ture media range between 1 and 7 mM (17). Thus, the am-
monia concentrations in cell culture can reach 5 mM (6,50–
53). Consequently, the higher glutamine concentrations
found in special media formulations yield much more am-
monia levels. Glutamine concentrations used in fed-batch
cultures, for instance, can vary between 8 and 40 mM, and
very high ammonia concentrations are obtained (14,54,55).

EFFECTS OF AMMONIA ON CELL PHYSIOLOGY

The influence of ammonia concentration on mammalian
cell growth and product expression has been reported for
a variety of cell lines and culture conditions (56). Most of
these studies emphasized the influence of ammonia on cell
growth. The effects of elevated ammonia concentrations on
metabolic rates and cell productivity have been studied
less extensively. Although it is not discussed in detail in
this article, the effect of ammonia on virus replication and
virus production from cell culture was demonstrated
clearly in the literature (57–63).

Effects of Ammonia on Cell Growth

Although ammonia inhibited cell growth in all these stud-
ies, the sensitivity of the growth rate to ammonia concen-
tration varied among the cell lines used. The extent of am-
monia inhibition seems to be more severe for primary cells,
whereas transformed cells tolerate higher ammonia levels.
For 3T3 cells, ammonia levels as low as 0.6 mM reduced
cell growth by 60%. However, when the cells are trans-
formed, the reduction was reduced to 15% (64). Addition of
2 mM ammonia reduced growth by 30% for BSC-1 monkey
epithelial cells (65). For established cell lines, inhibitory
effects of ammonia were observed at higher ammonia con-
centrations. Hassell et al. (66) reported reduction of cell
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Figure 2. Effect of ammonia on murine hybridoma culture. (a)
Cell growth and death rates, and (b) maximum viable and total
cell concentrations in batch culture. Source: Data obtained from
Ozturk and Palsson (88).

growth at 2 mM for a variety of cell lines. Several reports
indicate ammonia inhibition for hybridoma cells with vary-
ing severity (6,41,50,52,67–82). Inhibitory concentrations
of ammonia were observed to be in the range of 2 to 10 mM
in these studies. For BHK cells, even lower concentrations
of ammonia resulted in growth inhibition. Wentz and
Schügerl (83) reported a 80% reduction at 1 mM ammonia,
and Butler and Spier (84) reported a 75% decrease in
growth at 3 mM of ammonia in BHK cells. For CHO cells,
the inhibitory ammonia levels seems to be higher. Kurano
et al. (85) obtained a 50% reduction in growth at 8 mM
ammonia. Some cell lines are reported to be more resistant
to ammonia. For instance, Schneider (81) observed only a
20% reduction in growth at 6 mM ammonia for HeLa cells,
and Hansen and Emborg (86) did not observe any inhibi-
tion at up to 8 mM for a CHO clone. Other factors that can
influence the inhibitory effects of ammonia on growth are
the serum level and cell adaptation. Holley et al. (65) for
instance, observed that increasing the level of serum from
0.1 to 10% reduced the ammonia inhibition. Miller et al.
(52) observed adaptation of hybridoma cells to 8 mM am-
monia. Maiorella et al. (54) used serial passaging in the
presence of 5 mM ammonia and demonstrated that the
resulting cells survived better in 10 mM ammonia. Adap-
tation to high ammonia concentrations can be used for se-
lection of ammonia-resistant cell lines.

The effects of ammonia on cell growth in most of these
studies reported were quantified as the reduction in cell
density, and only a few studies evaluated the specific
growth rates as a function of ammonia concentration. Am-
monia inhibition on the specific growth rate can be de-
scribed by a second-order inhibition model:

l0
l � (2)� 21 � [NH ] /K4 a

where l and l0 are the growth rates in the presence and
absence of ammonia, respectively; is the initial am-�[NH ]]4

monia concentration; and Ka is the inhibition constant. The
square root of Ka corresponds to the ammonia concentra-
tion at which the specific growth rate decreases by 50%.
Figure 2 presents the effect of ammonia on cell growth rate
and cell density for 163.4.G5.3 murine hybridoma cells.
Equation 2 describes the cell growth rate accurately with
parameters l0 � 0.037/h and Ka � 24 mM2. For compar-
ison, Ka value of 26 mM2 was reported for the CRL-1606
hybridoma cell line (87), however, the value reported for
the SB-4082 hybridoma cell line was almost one order of
magnitude lower (Ka � 3.2 mM2) (65).

Effects of Ammonia on Cell Death

Even though ammonia affects the cell growth rate and
maximum cell density, effect on cell death is not well doc-
umented. Ozturk et al. (6) reported no effect of ammonia
on the cell-specific death rate in the range of 0 to 5 mM;
their data on the death rate are presented in Figure 2.
When the ammonia concentration was increased from 0 to
3.75 mM, the specific death rate did not change. Ozturk
and Palsson (88) also observed that elevated ammonia con-
centrations did not significantly influence the cell viability.

Thus, the reduction in cell density at higher ammonia con-
centrations was simply the result of lower cell specific
growth rates. On the other hand, Goergen et al. (89) used
much higher concentrations of ammonia (up to 17 mM) and
observed an increase in the death rate. Newland et al. (80)
also reported the influence on death rates by ammonia at
high concentrations. More quantitative studies are needed
to verify the effects of ammonia on specific death rates and
the mechanism(s) involved.

Effects of Ammonia on Cell Metabolism

A number of studies reported the effects of ammonia on
cell metabolism. For a murine hybridoma cell line, Ozturk
et al. (6) observed a roughly twofold increase in glucose and
glutamine consumption rates in cultures exposed to 3.75
mM of ammonia, compared to control conditions (Fig. 3).
The production rates of lactate and ammonia were also
enhanced by the presence of ammonia, indicating an ele-
vated metabolic state of the cells. The yield coefficients of
ammonia from glutamine and lactate yield from glucose
decreased about 15% with 3.75 mM ammonia (Fig. 3). A
similar elevation in metabolic rates was reported by Miller
et al. (52) for AB2-143.2 hybridoma cells and by Alex et al.
(90) for C127 cells. Glacken (87) has also shown an increase
in the glutamine consumption rate by added ammonia.
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Figure 3. Effect of ammonia on murine hybridoma culture. (a)
Glucose consumption, lactate production, and lactate yield on glu-
cose; (b) Glutamine consumption, ammonia production, and am-
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Table 2. Amino Acid Consumption and Production Rates
(Parentheses) as a Function of the Ammonia
Concentrations

[ ]�NH4

Amino acid 0 mM 1.25 mM 2.5 mM 3.75 mM

Aspartate 1.74 2.21 2.58 3.75
Glutamate (2.92) (1.69) (2.03) (3.25)
Asparagine 2.13 2.26 2.67 4.18
Serine (2.45) (2.07) (2.03) (0.47)
Glutamine 48.50 58.00 67.50 89.00
Histidine 0.12 0.23 0.35 0.20
Glycine (0.58) (0.32) (0.66) (0.66)
Threonine 3.10 3.01 3.86 4.14
Arginine 3.18 3.24 3.61 4.89
Alanine (34.92) (42.78) (55.33) (72.14)
Tyrosine 3.75 4.51 5.08 6.84
Methionine 2.14 2.98 2.54 3.51
Valine 5.68 8.46 9.61 14.70
Phenylalanine 2.21 3.48 3.86 4.57
Isoleucine 7.06 10.84 11.26 14.16
Leucine 8.64 11.14 13.35 18.57
Lysine 5.39 6.94 8.17 11.73

Source: Ozturk et al. (6).
Note: Rates are in nmol/106/cell/h.

McQueen and Bailey (91) indicated an increase in hybrid-
oma cell yield from glucose and glutamine that resulted
from a decrease in growth rate and an increase in meta-
bolic rate.

Miller et al. (52) and Ozturk et al. (6) studied the effects
of ammonia on amino acid metabolism. Table 2 summa-
rizes the effects of ammonia on amino acid metabolic rates
for murine hybridoma 163.4G5.3 (6). For this cell line, glu-
tamate, serine, glycine, and alanine were produced and all
other amino acids were consumed. The consumption or
production rates of these amino acids were doubled at 3.75
mM ammonia. The increase in the amino acid consumption
or production rates were parallel to the glutamine con-
sumption rate because they increased at higher ammonia
concentrations by the same magnitude. Only serine, argi-
nine, alanine, and valine showed a relatively different re-
sponse to ammonia concentration. The consumption rate
for serine decreased. The rate of increase for arganine (1.5-
fold increase at 3.75 mM ammonia) was lower compared
to glutamine (1.8-fold increase). On the other hand, the
increase in alanine production (2.1-fold) and valine con-
sumption (2.6-fold) was higher (6).

The yield coefficients of lactate from glucose and am-
monia from glutamine decreased, whereas alanine yield

from glutamine increased as a result of ammonia addition.
Miller et al. (52) observed similar data for ammonia yield
from glutamine. Hansen and Emborg (86) also observed a
decrease in ammonia yield from glutamine at high am-
monia concentrations for CHO cells. A decrease in the lac-
tate yield coefficient has been reported at elevated am-
monia concentrations for other mammalian cells (90).
Similarly, McQueen and Bailey (71) reported a decrease in
lactate yield from glucose and in ammonia yield from glu-
tamine. An increase in the alanine yield from glutamine
was reported by Miller et al. (52). An increase in amino
acid metabolic rates was observed for the C127 cell line
(90).

The effects of ammonia on amino acid metabolism can
be interpreted in the view of Figure 1. Ozturk et al. (6)
showed a 12% increase in the alanine yield from glutamine
at elevated ammonia concentrations, whereas the ammo-
nia yield decreases by the same amount. These data indi-
cate that at elevated ammonia concentrations, relatively
more of the glutaminolytic flux is via the alanine trans-
aminase pathway than that of glutamate dehydrogenase.
This shift could be due to the fact that ammonia is a by-
product of the dehydrogenase reaction, which is believed
to operate nearly at equilibrium; thus, elevated ammonia
concentrations would shift the equilibrium toward gluta-
mate (Fig. 1). Both Miller et al. (52) and Ozturk et al. (6)
showed an increase in the specific glutamine consumption
rate at elevated ammonia concentrations. This increase in
the consumption rate suggests that inhibition of glutami-
nase by ammonia is not operative in the hybridoma cell
line investigated.

Effects of Ammonia on Energy Metabolism

Mammalian cells use various pathways to produce energy
in the form of adenosine triphosphate (ATP). The produc-
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Figure 4. Effect of ammonia on murine hybridoma culture. (a)
Oxygen consumption and ATP production rate, (b) monoclonal an-
tibody concentration and antibody production rate. Source: Data
obtained from Ozturk and Palsson (88).

tion rate of ATP can be estimated using the lactate pro-
duction and oxygen consumption rates (87,92,93):

q � q � 2(P/O) • q � q � 6 • q (3)ATP Lac O Lac O2 2

where qATP, qLac, and are the production rates of ATP,qO2

lactate, and oxygen, respectively, and P/O is the phos-
phorylation ratio. The term qLac corresponds to the contri-
bution of glycolysis, and the term 6 • corresponds to theqO2

contribution of oxidative phosphorylation.
Miller et al. (52) observed a decrease in oxygen uptake

at high ammonia concentrations in a continuous reactor
operation. On the other hand, Kimura et al. (94) and Oz-
turk et al. (6) reported no significant effect of ammonia on
oxygen consumption rates for a human leukemia line and
a hybridoma line, respectively. The data of Ozturk et al.
(6) on the effect of ammonia on oxygen consumption rates
are presented in Figure 4A.

Miller et al. (52) and Ozturk et al. (6) reported an in-
crease in the ATP production rate at high ammonia con-
centrations. The dependence of the ATP production rate on
ammonia is presented in Figure 4a. Although cells gener-
ated more ATP at higher ammonia levels, this increased
energy production was not, however, used for growth, be-
cause the growth rate was inhibited (6). It appears that
the cells produce more energy under stressful conditions
and use it for maintenance. The relative contribution of
oxidative phosphorylation was observed to decrease, and

the contribution of glycolysis increased with elevated am-
monia levels (6,52).

Effects of Ammonia on Product Expression

Because ammonia affects cell growth and metabolism, it is
conceivable that it also affects the product expression. Ei-
ther directly or indirectly, ammonia can affect the product
concentration obtained in the culture and thus the process
efficiency.

The indirect effect of ammonia on production results
from the reduced cell growth rate and subsequent cell den-
sity achieved in the culture. Even though the specific pro-
ductivity may not have been altered, the cell density and
longevity of the culture can be restricted by high ammonia
levels. Thus, cultures with high ammonia levels result in
lower product concentrations. Several studies have re-
ported a decrease in monoclonal antibody production at
high ammonia concentrations, mainly because of lower cell
densities obtained (6,70,71). Figure 4b presents the effect
of ammonia on antibody titer and specific productivity for
a murine hybridoma line in batch culture. Although the
titer was reduced, the specific antibody production rate re-
mained constant under these conditions.

The direct effect of ammonia on specific productivity
varies and the mechanism(s) are poorly understood. Dyken
and Sambanis (95) observed a slight increase in protein
secretion from AtT-20 cells. Ammonia was reported to alter
the secretion rate of interferon (INF) c (96) and synthesis
of INF-b; (97); however, the specific production rates were
not provided in these studies. Hansen and Emborg (86)
reported a decrease in tissue-type plasminogen activator
(t-PA) production from CHO cells at high ammonia concen-
trations. Specific antibody productivity was evaluated for
a number of hybridoma cell lines in the literature. Glacken
(87) reported a decrease in antibody productivity at ele-
vated ammonia levels for the C-1606 hybridoma line.
Other investigators, however, reported an unaltered spe-
cific antibody production rate (6,70,71).

Effect of Ammonia on Product Quality

Ammonia was reported to affect the conditions in intra-
cellular compartments and enzymatic reactions for protein
processing. High ammonia concentrations were reported to
alter protein after translations, glycosylation, and secre-
tion. Ammonia can alter the intracellular or intracom-
partmental pH, alter membrane potentials, and directly
interact with enzymes. Thorens and Vassalli (98) reported
inhibition of sialic acid transferase for Immunoglobulin
(Ig) M at 10 mM ammonia. The results indicate a pH in-
crease in Golgi because of ammonia load. Similarly, An-
dersen and Goochee (99) reported significant reduction in
the terminal sialylation of O-linked glycosylation of recom-
binant granulocyte colony-stimulating factor. Borys et al.
(100) studied the N-linked glycosylation of recombinant
mouse placental lactogen-I from CHO cells and observed
inhibition of glycosylation by ammonia. The effect of am-
monia was also dependent on extracellular pH. Gawlitzek
et al. (101,102) studied the glycosylation pattern of
recombinant proteins expressed by BHK-21 cells. For the
production of HuIL-2 variant in BHK cells, ammonia was
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observed to increase the intracellular uridine diphosphate-
N-actylglucosamine (UDP-GlcNAc) pool. UDP-GlcNAc is a
precursor substrate for the glycosylation process in the cy-
tosol and Golgi. High ammonia levels led to a decrease in
terminal sialyation and to an increase in branching. To test
the hypothesis that UDP-GlcNAc is involved, the authors
used glucosamine, which is the precursor for UDP-GlcNAc.
Kopp et al. (103) studied product consistency and glyco-
sylation patterns in recombinant CHO-expressed glycopro-
teins. High ammonia levels influenced glycosylation pat-
terns significantly for INF-x and t-PA. The alteration of
product glycosylation by ammonia was described in mono-
clonal antibody production (104). To minimize the effects
of ammonia, a multilevel pH control was proposed for com-
mercial production. Genetic and process engineering strat-
egies for control of ammonia in cell cultures were recently
described to yield enhanced glycosylation (104).

MECHANISM FOR AMMONIA INHIBITION

Although a significant number of articles have been pub-
lished on the affect of ammonia, the mechanism of action
is not fully understood. Several mechanisms were hypoth-
esized and tested experimentally for ammonia inhibition.
Alteration of intracompartmental pH and membrane po-
tential, futile cycles, metabolic inhibition, and alteration
of critical ribonucleotides are identified as potential mech-
anisms for ammonia inhibition.

Intracellular pH

A possible explanation for the effect of ammonia is simply
the alteration of intracellular and intracompartmental pH
(6,72,106,107). Ammonia in cell culture is present in both
gaseous and ionic form, and these species are in equilib-
rium at a ratio determined by the medium pH. At normal
pH values, almost all the ammonia present is in the form
of ammonium ion, and the concentration of gaseous am-
monia is very low (pKa � 9.2).

The regulation of intracellular (cytosolic) and intracom-
partmental pH in response to added ammonia is complex
(Fig. 5). Both gaseous ammonia and ammonia ion can per-
meate the membranes. This permeation involves both pas-
sive (diffusion) and active transport.

The permeability of gaseous ammonia is much greater
than that of the ammonium ion (6,49,72,107,108). Thus,
initially, gaseous ammonia permeates rapidly, raising the
intracellular pH. Then, the slower penetration of ammo-
nium ion decreases the intracellular pH. McQueen and
Bailey (72,107) and Ozturk et al. (6) studied the response
of hybridoma cells to added ammonia and verified this
mechanism. Figure 6 shows the response of intracellular
pH to ammonia addition, followed by fluorescent dye. After
the addition, there is an immediate increase in intracel-
lular pH. This is due to rapid gaseous ammonium diffusion
into the cells. The intracellular pH decays to steady-state
intracellular pH values that are lower than those observed
prior to the exposure to ammonia because of the transport
of ammonium ion. The steady-state intracellular pH val-
ues for this experiment are presented in Table 3.

The rate of diffusion for ammonium ion through the cell
membrane is four to five orders of magnitude lower than
the rate of diffusion for gaseous ammonia (109). However,
ammonium ion can be actively transported across the cell
membrane via [Na,K]ATPase, [Na,K,Cl]-cotransporter,
and [Na,H]-exchanger, as indicated in Figure 5 (109–114).
The dynamics of ammonia transport for mammalian cells
were analyzed by mathematical models (107).

The transport of ammonia and ammonium ion to the
cells were studied in detail by Martinelle and Haggsrom
(115–117) for the murine myeloma cell (Sp2/O-Ag14). In
addition to diffusional transport, these authors identified
the active transport of ammonium ion via [Na,K]ATPase
and [Na,K,C]-cotransporter in hybridoma cells. The pres-
ence of K� could inhibit the [Na,K]ATPase active transport
and alter the transport of ammonium ion. When K� (10
mM) was added, the change in intracellular pH due to am-
monia addition was observed to be negligible. The authors
postulate that one of the reasons for ammonia inhibition
is the increased energy demand resulting from energy
wasted because is actively transported to the cells�NH4

via [Na,K]ATPase, and they proposed the use of K� for
minimization of ammonia inhibition. Use of KOH instead
of NaOH for pH control is proposed to increase K� concen-
tration in the culture.

A change in intracellular or intracompartmental pH can
alter the activity of numerous enzymes and, depending on
the location, different results can be obtained. The net re-
sult of ammonium ion transport to the cells is a decrease
in intracellular pH. However, the ammonia transported to
the cells further diffuses to compartments in the cells. Gas-
eous ammonia easily permeates intracellular membranes
and the pH in mitochondria, Golgi, endoplasmic reticulum,
and lysosymes are elevated by its presence. The pH in ves-
icles is normally lower than in cytosol (118,119), and the
pH can be altered by ammonia. The rise in pH by the trans-
port of ammonia gas into the lysosomes has been demon-
strated (120,121).

The generation of ammonia inside the cell caused by
cellular metabolism alters intracompartmental pH. Am-
monia is generated mainly in mitochondria because of glu-
tamine metabolism. Ammonia gas readily diffuses out of
the mitochondria, and the pH decreases. Ammonia diffuses
not only to the cytoplasm of cells but also to the compart-
ments. In all cases, ammonia that diffuses from mitochon-
dria increases the pH in other intracellular compartments
(i.e., Golgi, endoplasmic reticulum, and lysosymes).

McQueen and Bailey (72,107) have shown that the net
result of ammonia addition is a decrease in intracellular
pH for the hybridoma line ATCC TIB 131. When internal
pH was altered by external pH, McQueen and Bailey as-
sociated ammonia effects to the variations in intracellular
pH, because both ammonia addition and low external pH
resulted in lower cell yields on glucose and glutamine. On
the other hand, Ozturk et al. (6) individually evaluated the
cell growth rate and the metabolic rates and could not re-
late the effects of ammonia to the effects of lowering ex-
ternal pH. There is a decrease in glucose consumption and
an increase in glutamine uptake rates when pH was con-
trolled below 7.2 (93). However, a decrease in intracellular
pH as a result of ammonia addition increased both rates.
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Figure 5. Ammonia transport and
alteration of intracellular pH.
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Table 3. Effect of Ammonia on Intracellular pH at
External pH of 7.20

[ ]�NH4

mM
Peak
pHi

Steady-state
pHi Delta pH

0 7.23 7.19 0
1.25 7.3 7.14 �0.05
2.5 7.42 7.1 �0.09
3.75 7.43 7.07 �0.13

Source: Ozturk et al. (6).

ATP production was also influenced differently from am-
monia addition (increasing ATP production) and from low-
ering external pH (decreasing ATP production). Miller et
al. (52) observed an increase in glucose consumption rate
as a result of ammonia addition, although the decrease in
extracellular pH led to a decrease in glucose consumption
rate. Thus, it can be concluded that the mechanisms of the
ammonia effects may not be as simple as they were origi-
nally thought to be. The alteration of intracellular pH by
ammonia cannot alone explain the observations.

Membrane Potential

As previously mentioned, ammonium ions can be trans-
ported across cellular membranes via [Na,K]ATPase and
[Na,K,Cl]-cotransporters. Ammonium ions compete with
K� ions and disturb the membrane potential. The
[Na,K]ATPase transport system has a high energy demand
(55,122,123), and the competition of ammonium ions with
K� ions decreases the efficiency. Martinella and Hagstrom
(116) reported futile cycles originating from ammonia dif-
fusion and ammonium ion transport. These futile cycles
increase the maintenance energy required by the cells.
When ammonia is generated in the mitochondria, it dif-
fuses out. However, ammonia is transported back in the
form of ammonium ion, and cells use [Na,K]ATPase for this
transfer. Thus, the alteration of membrane potential and
elevation of maintenance energy are possible mechanisms
for ammonia inhibition.

Alteration of Metabolic Pathways

Ammonia can also interact with the enzymes and alter the
metabolic pathways. Phosphofructokinase (PFK) can be
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activated by ammonia (124,125). PFK is a highly regulated
key enzyme for glucose metabolism, and its activation by
ammonia can explain the increase in glucose consumption
at high ammonia levels. Ammonia can also affect the met-
abolic pathways in mitochondria. The glutamine metabo-
lism pathway, for instance, involves glutaminase, trans-
aminase, and glutamate dehydrogenase reactions. The
glutaminase enzyme is known to be inhibited by ammonia.
However, Ozturk and Palsson (88) did not observe a de-
crease in the specific glutamine consumption rate at ele-
vated ammonia concentrations. The glutamate dehydro-
genase reaction is known to operate near equilibrium, and
elevated ammonia levels would shift the equilibrium to-
ward glutamate. At high ammonia levels, Ozturk and Pals-
son (88) observed a shift to the glutaminolytic flux via the
alanine transaminase reaction from glutamate dehydro-
genase, confirming this change. Thus, at high ammonia
concentrations, the ammonia production by the cells de-
creased and alanine yield increased. This finding was also
supported by other investigators (52,87,126).

The involvement of ammonia in metabolic pathways
can explain the effects on cell metabolism. Growth inhibi-
tion by ammonia, on the other hand, can be explained by
the presence of futile cycles (49,127). Futile cycles are cy-
clic reactions in which the hydrolysis of ATP is the only
result (49); thus, cells have to increase ATP production to
maintain the energy required for their survival.

Tagler et al. (127) studied the glutamate dehydrogenase
and transhydrogenase enzymes in isolated mitochondria
and liver cells. This enzyme system catalyzes the following
reactions:

� �Glutamate � NAD } �-Ketoglutarate � NH � NADH4

(4)

� �NADH � NADP � ATP } NADPH � NAD � Pi

(5)

��-Ketoglutarate � NADPH � NH4
�} Glutamate � NADP (6)

Ammonia can also drive the glutaminase–glutamine syn-
thetase enzyme system in a futile cycle mode. Glutaminase
enzyme catalyzes the deamidation of glutamine to gluta-
mate and ammonia. Glutamine synthetase, on the other
hand, uses ATP to convert the glutamate to glutamine:

�Glutamine } Glutamate � NH (Glutaminase) (7)4

�Glutamate � NH � ATP } Glutamine � ADP4

(Glutamine synthetase) (8)

Thus, for both glutamate dehydrogenase–transhydro-
genase and glutaminase–glutamine synthetase cycles, the
ATP is dissipated and the reactions are driven by ammo-
nia. This increases the maintenance energy of the cells and
can explain the inhibitory effects of ammonia (49). Al-
though these futile cycles have been studied for isolated
mitochondria, their functionality has not been demon-
strated for mammalian cells in culture.

Alteration of Ribonucleotide Pools

Another explanation for ammonia inhibition comes from
detailed studies on various ribonucleotides by Ryll and
Wagner (128) and Ryll et al. (129). The intracellular pools
of UDP-N-actylglucosamine (UDP-GlcNAc) and UDP-N-
actylgalactosamine (UDP-GalNAc) have been shown to be
responsible for inhibition of protein, DNA, and RNA syn-
thesis (129–132). The pool of UDP-GNAc refers to both
UDP-GlcNAc and UDP-GalNAc collectively, and it was
demonstrated to be elevated in response to increased am-
monia levels for a variety of cell lines. Ammonia is incor-
porated into the glycolytic pathway in cytosol (Fig. 7).
Fructose-6-phosphate and ammonia combine to form
glucosamine-6-phosphate, a direct precursor for the UDP-
GNAc pool in the cytosol. In the mitochondria, ammonium
leads to formation of carbamoylphosphate. When the am-
monia concentration is high in the mitochondria, then sub-
sequently up-regulated carbamoylphosphate can enter the
cytoplasm. Carbamoylphosphate in the cytosol stimulates
de novo synthesis of UMP and UTP. Finally, UTP and
glucosamine-6-phosphate are combined to supplement the
UDP-GNAc pool.
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Ryll et al. (129) studied the biochemistry of the UDP-
GNAc pool formation and regulation of the enzymes in-
volved. The formation of the UDP-GNAc pool was observed
to be dependent on both glucose and ammonia. Ammonia
increases the size of the UDP-GNAc pool, which has been
correlated with growth inhibition. It is also important to
note that the UDP-GlcNAc is also known as a precursor
substrate for glycosylation processes in the endoplasmic
reticulum and Golgi. Thus, the effects of ammonia on gly-
cosylation could also be explained by this mechanism
(101,102).

CONTROL OF AMMONIA INHIBITION

Several techniques were used to minimize ammonia ac-
cumulation in cell culture. The techniques can be classified
into two groups: minimization of ammonia generation and
removal of ammonia.

Minimization of Ammonia Generation

As mentioned before, ammonia is generated mainly by the
spontaneous degradation and cellular metabolism of glu-
tamine. Ammonia generation can be minimized by con-
trolling these processes.

Minimization of Glutamine Degradation. As previously
mentioned, the glutamine degradation rate is dependent
on several factors, and it can be minimized by several
strategies. Temperature is the most obvious factor, and the
media should be kept cold when stored. In the reactor, how-
ever, the temperature cannot be lowered much. Other fac-
tors, such as media pH, can be used to minimize the deg-
radation. The pH optimum for cells varies between pH 7.0
and 7.4 (22,23). Cultivation at lower pH values should de-
crease the degradation rate and ammonia generation. Se-
rum, if used, should be inactivated to minimize any glu-
taminase activity. Finally, glutamine degradation is
dependent on several ions, such as phosphate. Various me-
dia should be evaluated for a given cell line, and glutamine
degradation rates for each should be compared.

Attempts have been made to replace glutamine by
glutamine-containing peptides (133,134). Peptides such as
alanyl-glutamine or glycyl-glutamine are more stable, and
the media prepared with these peptides can be autoclaved.
These peptides were also shown to generate less ammonia.
Although the cells exhibited a considerable lag phase, the
cell yields from peptide-substituted media were compara-
ble to those obtained from standard media. Holmlund et
al. (135) used glycyl-glutamine and N-acetyl-glutamine for
CHO cultures. Although cells did not perform well in the
presence of N-acetyl-glutamine (low growth and t-PA pro-
duction), glycyl-glutamine provided good culture perfor-
mance.

Control of Cellular Metabolism. The specific ammonia
production rate is affected by the cellular environment,
and variables such as pH, dissolved oxygen (DO), tem-
perature, and the level of metabolites can be manipulated
to minimize the production rate.

There seems to be an optimal pH for reducing the am-
monia production rate. For instance, Ozturk and Palsson
(93) observed the ammonia production rates to be minimal
at pH 7.2. The cell growth rates were optimal, and gluta-
mine consumption was also observed to be minimal at this
pH. The ammonia yield from glutamine, on the other hand,
was reduced at low pH values (92,136). Cells seem to pro-
duce less ammonia when they are growing under optimal
conditions. At very low (1% air saturation) and very high
(100% air saturation) DO levels, the ammonia generation
rates increased (93,136,137).

In most cases, the ammonia production follows closely
with the glutamine consumption with a relatively constant
yield coefficient. Reducing the glutamine concentration
([Gln]) decreases the glutamine consumption (qGln), and
Monod-type saturation kinetics can be used to describe the
data:

[Gln]0q � q (9)Gln Gln K � [Gln]m

where and Km are constants. The value of Km is in the0qGln

order of 0.2 to 1 mM (10,87).
Reducing glutamine not only decreases the glutamine

consumption and ammonia production rates, but also de-
creases the yield of ammonia from glutamine. When glu-
tamine was fed in a controlled fashion below 1 mM levels,
Glacken et al. (50) observed a substantial decrease in am-
monia production in Madin-Darby bovine kidney (MDCK)
and human fibroblast cells. A similar strategy was suc-
cessfully used to reduce ammonia production by 50% in
hybridoma cells (36,38).

Although a glucose limitation alone did not cause a
change in ammonia secretion, Ljunggren and Haggstrom
(38) observed an enhancement in ammonia reduction when
glucose and glutamine were limited. The replacement of
glucose by fructose, mannose, and galactose virtually elim-
inated the ammonia-induced generation of UDP-GNAc.

Altering the amino acid composition of the media seems
to affect ammonia generation. Hiller at al. (138) increased
the concentrations of leucine, isoleucine, valine, and lysine
and observed a decrease in ammonia secretion in a hybrid-
oma line. In these experiments, alanine production rates
increased, indicating an elevation in the activity of alanine
transaminase.

Replacement of Glutamine. The replacement of gluta-
mine in cell culture media can eliminate most of the am-
monia generation in culture. Although the idea of replace-
ment is a good one, it is difficult to implement in most cases
because the cells seem to be strongly dependent on gluta-
mine for energy and biomass production. Cells need to
adapted or genetically altered to grow in the absence of
supplemented glutamine.

Mammalian cells can use other amino acids as a sub-
stitute for glutamine. Studies were conducted to investi-
gate the replacement of glutamine by glutamate, �-
ketoglutarate, and asparagine. The efficiency of glutamate
for supporting cell growth is very low, and high concentra-
tions of glutamate (up to 20 mM) are required (139,140).
The replacement of glutamine by glutamate was possible
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for mouse LS cells (141) and for the McCoy cells (142). On
the other hand, MDCK cells could not be adapted to
glutamine-free media (143). Cells can convert glutamate
to glutamine via the glutamine synthetase reaction, and
the success of growing the cells on glutamate can depend
on the concentration and activity of this enzyme. However,
McDermott and Butler (143) observed that the key factor
in cell adaptation to glutamine-free media is not the glu-
tamine synthetase, but the uptake rate of glutamate by
the cells.

Asparagine is another amino acid used to replace glu-
tamine. Although asparagine is also unstable in media
(25), the degradation rate is much lower (half-life, 87 days).
Kurano et al. (85) observed the growth of CHO cells on
asparagine after an initial lag phase. The asparagine-
containing cultures generated 40% less ammonia than cul-
tures in standard media. The use of �-ketoglutarate in-
stead of glutamine was also effective in reducing ammonia
generation (142).

The success of growing cells in the absence of glutamine
can be increased by genetic engineering. Scientists at Cell-
tech Ltd. developed a vector containing glutamine synthe-
tase and infected NS0 myeloma and CHO cells with plas-
mid containing this vector (144–146). The construction of
this vector is presented in Figure 8. The cells use gluta-
mate as a substrate in glutamine-free media. The genes
for protein expression were also integrated into the vector;
thus, the glutamine synthetase gene was used as an am-
plifiable, selectable marker; in the glutamine-free media
only the cells containing plasmid could grow. This resulted
in the selection of high-producing clones. The system
works best for NS0 myeloma cells because these cells lack
any endogenous glutamine synthetase activity. CHO cells,
on the other hand, contain endogenous glutamine synthe-
tase genes, and the selective pressure induced by the ab-
sence of glutamine does not work effectively. The use of a
specific inhibitor, methionine sulphoximine (MSX), in-
creases the efficiency of selection and amplification.

Adaptation of Cells to High Ammonia. The adaptation of
cells to grow at high ammonia concentrations can result in

more ammonia-tolerant cultures. Adaptation is a complex
process, and it is not clear whether the cells alter them-
selves or a particular clone is selected as a result of this
process (147,148). Regardless of the mechanism, the cells
can tolerate higher ammonia levels after the adaptation,
and this method of ammonia adaptation can be used to
minimize the ammonia inhibition. The adaptation of hy-
bridoma cells to ammonia has been demonstrated by sev-
eral investigators (52,54,149).

Removal of Ammonia

Several techniques were investigated to remove ammonia
during cell culture and to improve culture performance.
These techniques involve the use of adsorbents, gas ex-
change and ion exchange membranes, and electrodialysis.
Although the systems can be placed in the bioreactor, they
are normally used as a loop system (Fig. 9). Cell culture
fluid is recycled through a column, where ammonia is re-
moved. In the case of adsorbents, the recycle is halted rou-
tinely to allow the regeneration of the column. The column
is regenerated by stripping the ammonia from the adsor-
bents, using a stripping solution. The methods using gas
and ion exchange membranes and electrodialysis, on the
other hand, can be run continuously. In these cases, the
ammonia fixing–stripping solution is continuously recy-
cled on the other side of the membrane.

Use of Adsorbents. Several resins and natural adsor-
bents were investigated to selectively remove ammonia
from cell culture media. Carbonell et al. (150) and Capiau-
mont et al. (151) used natural adsorbents such as Clinop-
tilolite to adsorb ammonia in a column where cells culture
media is cycled through. The operation of the adsorbent
had to be interrupted periodically to regenerate the col-
umn. Although these columns removed ammonia from the
culture, the cell culture performance did not change sig-
nificantly. Similar results were obtained when Zeolite
(Phillipsite-Gismondine) and ion exchange resins were
used as adsorbents (77). On the other hand, Nayve et al.
(152,153) and Matsumura and Nayve (154) obtained good
results in hybridoma cultures by combining the adsorption
method and other removal systems. In fact, Matsumura
and Nayve (154) obtained a viable cell concentration of 25
million cells/mL in a perfusion system with ammonia re-
moval.
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The use of adsorbents to remove ammonia requires com-
plicated systems. The regeneration of the column prohibits
continuous operation and requires complicated process
control. These systems have to be proven to be reliable and
effective for commercial scale operation.

Gas Exchange Membranes. Another method of ammonia
removal from cell culture uses gas exchange membranes
(such as polypropylene) where ammonia is stripped from
the solution because of its gaseous properties (155–158).
These systems were first developed for microbial systems
and for chemical processes (159–162). The efficiency of am-
monia removal in these systems depends on the concen-
tration gradient for gaseous ammonia across the mem-
brane (Fig. 10). The ammonia removal rate (R) is given by:

R � k • A • ([NH ] � [NH ] ) (10)3 c 3 s

where k is the mass transfer coefficient, A is the surface
area, and [NH3]c and [NH3]s are the concentrations of gas-
eous ammonia, in the cell culture and receiving side, re-
spectively. The concentration gradient can be maximized
by maintaining a very low gaseous ammonia concentration
on the receiving side of the membrane ([NH3]s r 0). In most
cases, the transported ammonia is irreversibly converted
by either enzymatic or chemical reactions (e.g., protoni-
zation). On the cell culture side, the concentration of gas-
eous ammonia ([NH3]c) is determined by the total ammonia
concentration. Gaseous ammonia is at equilibrium with
ammonium ion, and the culture pH determines the con-
centration of ammonia in gaseous form:

� (pK �pH)a[NH ] � [NH ] /(1 � 10 ) (11)3 c 4 T

where is the total ammonia concentration (ionized�[NH ]4 T

and gas) and pKa is the ionization constant. At typical cul-
ture conditions (pH below 7.5), gaseous ammonia consti-
tutes less than 1% of the total ammonia concentration (pKa

� 9.2 at 37 �C). Thus, only a minute fraction of ammonia
is available for its removal. The efficiency of ammonia re-

moval can be increased by increasing the pH on the cell
culture side. Higher pH shifts the equilibrium to ammonia
gas and increases the concentration gradient. However,
this method cannot be utilized fully because the cells re-
quire a tight pH range for growth and maintenance. In-
creasing pH also affects the media components, and high
pH can precipitate proteins, including the product.

The removal of ammonia using gas exchange mem-
branes was tested in a variety of hybridoma lines
(7,81,151,163) in an effort to increase antibody yield. Al-
though the final cell density was reported to have in-
creased, the effect on production was not significant. Am-
monia removal, however, did result in an alteration in cell
metabolism.

Ion Exchange Membranes. Ammonia can be selectively
removed by ion (cation) exchange membranes. Contrary to
gas exchange membranes, ion exchange membranes re-
move ammonium ion instead of gaseous ammonia. As men-
tioned before, ammonia in the cell culture is almost 99%
in ammonium ion form, so the removal via ion exchange
membranes should be more effective.

The use of autoclavable cation exchange membranes
(DuPont, Wilmington, Del., Nafion 417) was described by
Thommes et al. (164). Ammonium ions bind to the fixed
anions in the membrane and pass into the strip–fixation
solution, where they are deprotonized or stripped from the
solution by pervaporation (Fig. 11). The elimination of am-
monia on the strip–fixation side and a high concentration
of ammonium ions on the cell culture side establishes an
efficient concentration gradient so the removal of ammonia
is very effective. Thommes et al. (164) reported an increase
in cell density and antibody production in a murine hy-
bridoma culture. The problem with the ion exchange mem-
brane is the simultaneous removal of some other cations
from the culture. Some cations such as calcium and mag-
nesium can also precipitate as bicarbonates as a result of
ion exchange (56).

Electrodialysis. Another technique for ammonia re-
moval involves the use of an electrokinetic mechanism util-
izing electrophoresis. Chang and Wang (82,165) applied a
continuous DC electrical field to remove charged ammonia
and lactate from the culture of ATCC CRL 1606 hybridoma
cells. At a current density of 50 A/m2, almost all ammonia
in the culture could be removed. This ammonia removal
system allowed the use of 4� concentrated media. The sys-
tem allowed enhancement of cell density and antibody pro-
duction significantly. The applied current did not cause any
detrimental effect on the cells. Removal of ammonia in-
creased the glutamine consumption rate. The electrodial-
ysis system also removed lactate and minimized lactate
related inhibition.

CONCLUSIONS

In this article, we reviewed several aspects of ammonia
inhibition. Ammonia accumulation in cell cultures can be
a serious problem for cell growth, productivity, and product
quality.



AMMONIA TOXICITY, ANIMAL CELLS 133

NH4
�

NH4
�

NH4
�

NH4
�

NH4
�

Mn�

NH3

SO3�

NH3NH3

pH � 8

pH 7

Cell
culture

Cation exchange
membrane

Strip/fixation
side

Gas
phase

Acid or base
solution

SO3�

SO3�

SO3�

Mn� Figure 11. Ammonia removal from cell
culture using cation exchange membranes.
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Ammonia is generated mainly by glutamine degrada-
tion and glutamine metabolism. Cell physiology can be af-
fected by ammonia concentrations between 2 and 10 mM.
Different cell lines display varying tolerance to ammonia
inhibition. Cell growth rate and final cell density in batch
and fed-batch cultures decrease at high ammonia levels.
Under normal conditions, ammonia does not directly influ-
ence the death rate or the decrease in viability of the cul-
tures.

Ammonia is involved in several metabolic pathways
and can influence the metabolic rates. Specific metabolic
rates for glucose, glutamine, ammonia, lactate, amino ac-
ids are accelerated at higher ammonia concentrations. The
ammonia yield from glutamine decreases, and more ala-
nine is produced at higher ammonia levels. Although am-
monia does not seem to alter the specific oxygen consump-
tion rate, the ATP production rate increases at elevated
ammonia concentrations. Cells become more active meta-
bolically and generate more ATP for maintenance when
their growth is suppressed by ammonia.

Specific rates for product secretion are not influenced
by ammonia concentration. Cultures at higher ammonia
levels result in lower product concentrations because of the
low cell concentrations achieved. Ammonia can influence
product quality, glycosylation, and sialyation; this was
demonstrated for a number of cell lines and products.

Several mechanisms have been hypothesized and ex-
amined experimentally in an attempt to understand am-
monia inhibition. Alteration of intracompartmental pH
and membrane potential, futile cycles, metabolic inhibi-
tion, and alteration of critical ribonucleotides are identified
as potential mechanisms for ammonia inhibition. Al-
though the dynamics of ammonia transport to and from
the cells were studied and intracellular pHs were mea-
sured, the data on metabolic rates could not be explained
by internal pH hypothesis. Energy dissipation caused by
futile cycles and disturbance of membrane potentials are
viable explanations for ammonia inhibition. Ammonia was
shown to elevate levels in several ribonucleotide pools. Am-

monia increases the size of UDP-GNAc pool and results in
growth inhibition.

Several techniques were investigated to minimize am-
monia accumulation in cell culture. Generation of ammo-
nia resulting from glutamine degradation and metabolism
can be reduced by controlling the environment of the cells.
By maintaining glutamine at low levels, the ammonia gen-
eration can be minimized. Glutamine can also be replaced
by several other amino acids; however, the cells have to be
adapted or genetically altered for this strategy to be suc-
cessful. Cells can also be adapted to high ammonia concen-
trations and can thus tolerate higher ammonia levels.

Methods for ammonia removal in cell culture were in-
vestigated to improve culture performance. These tech-
niques involve use of adsorbents, gas exchange and ion ex-
change membranes, and electrodialysis. These systems are
fairly complicated, and more work has to be done to im-
prove the effectiveness and reliability for commercial pro-
duction.
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INTRODUCTION

There are both aerobic and anaerobic microorganisms that
are important to the advancement of biotechnology. An-
aerobic microorganisms include obligate anaerobes that
require oxidation–reduction potentials of �150 to �420
mV and facultative anaerobes that can grow at oxidation–
reduction potentials between �300 and �420 mV (1). Ox-
ygen must be excluded in working with obligate anaerobes.

Many important fermentation products are produced
under anaerobic conditions (1–69). These include food
products such as bread, yogurt, cheeses, wine, beer, sufu,
and sauerkraut. Acetone, butanol, and ethanol are exam-
ples of industrial chemicals produced by anaerobes. Spe-
cialty chemicals produced by anaerobes include vitamins
and pharmaceutical products. Major references describing
the microbial products and the microorganisms that pro-
duce them include those by Erickson and Fung (2), Reed
(3), Steinkraus (4), and Zeikus and Johnson (20).

Anaerobic digestion and biodegradation processes are
applied widely to treat process waste products and in en-
vironmental restoration. Environmental microbiology is
significant because of the beneficial impact of natural and
nurtured processes and because of the isolation and iden-
tification of useful microorganisms that have evolved in
natural environments. Anaerobic processes occur in pro-
duction agriculture; cattle and sheep are still the greatest
commercial success in harvesting and utilizing cellulosic
plant products because of the anaerobic fermentations that
occur in the rumen of these animals.

The taxonomy of anaerobes has evolved as new infor-
mation has become available (64–66). Based on 16/18 S
rRNA sequence comparisons, a universal phylogenetic tree
has been described that includes bacteria, archaea, and
eukarya (64,65). Anaerobes are found in all three branches
of this tree.

METHODS OF CULTIVATION

The microbial world consists of aerobic and anaerobic or-
ganisms, defined by the ability to tolerate molecular oxy-
gen. Sonnewirth (63) traced the evolution of anaerobic
methodology and recorded that Leeuwenhoek demon-
strated that some life forms could exist in the presence of
gases other than oxygen and that Pasteur discovered an-
aerobiosis in 1861, coining the terms aerobes and anaer-
obes. The separation between these groups is not clearly
defined. A convenient way to categorize these organisms is
by observing their ability to grow at different oxidation–
reduction potentials (Eh). Eh can be measured and ex-
pressed � or � millivolts (mV). Thus, aerobes can grow
between �300 and �50 mV; facultative anaerobes, �300
to �420 mV; aerotolerant anaerobes, �180 to �350 mV;
and obligate anaerobes, �150 to �420 mV (28).

The microbiological procedures for studying obligate an-
aerobes are similar to those used for the more familiar aer-
obic organisms, with the exception of the need to exclude

oxygen from the working environment during manipula-
tion, inoculation, and incubation of cultures and samples.
As a class of organisms, anaerobes are very diversified in
their behavior in terms of oxygen tolerance and nutritional
requirements for growth. There is no single set of proce-
dures for isolation of all anaerobes. Clinically important
anaerobes constitute the most studied class. Specific meth-
ods were developed for isolating anaerobes from various
sites in patients (57).

A detailed treatment of clinically important anaerobic
organisms is recorded in the Manual for the Determination
of the Clinical Role of Anaerobic Microbiology by Gall and
Riely (43). This manual contains a definition of clinically
important anaerobic bacteria methods for the collection
and transportation of anaerobic specimens, culturing of
anaerobic specimens, and identification of anaerobes.

The book Isolation of Anaerobes, by Shapton and Board
(56), contains chapters describing the isolation of clostridia
from animal tissues, feces, soil, and foods. Some chapters
deal with the isolation of anaerobes from rumen as well as
with sulfate-reducing bacteria and photosynthetic bacte-
ria. Zeikus (62) describes the biology of methanogenic bac-
teria and methods of studying these organisms. In the area
of food microbiology, very little attention has been given to
the anaerobic microbiology. The Compendium of Methods
for the Microbiological Examination of Foods (59) contains
some chapters on anaerobes, mainly on the spore formers
and the detection of toxins in foods. Anderson and Fung
(30) reviewed the status of anaerobic methods, techniques,
and principles for food bacteriology in detail. The history
of cultivation of anaerobes was detailed by Hall (44) and
more recently summarized by Fung (1).

The general conclusion on isolation procedures is that
samples must be free from contact with air during collec-
tion time. The best method of collecting samples is by as-
piration with needle and syringe. Sample should be placed
in media that are designed to handle anaerobes. A variety
of liquid and solid media are marketed for anaerobic cul-
tivation by such companies as DIFCO, BBL, UNIPATH/
OXOID, and others (69).

Currently, anaerobic cultivation systems include anaer-
obic jars, anaerobic glove boxes, roll tubes, anaerobic tube
systems, and biological membrane systems.

Anaerobic Jars

Anaerobic jars that use both H2 and CO2 were developed
by Brewer and Allgeier (33). The chemical generator con-
sisted of a sodium borohydride tablet and a citric acid–
sodium bicarbonate tablet in a convenient package. These
two tablets, when activated by the addition of water to the
package, produce H2 and CO2 gas, respectively. The system
required no vacuum or electric current because the H2 �
O2 reaction was catalyzed by a cold catalyst (alumina pel-
lets coated with 0.5% palladium). CO2 is used in the system
for the promotion of growth of some anaerobic bacteria.
Some companies are marketing these anaerobic jars (e.g.,
BBL, B.T.L., and UNIPATH/OXOID). The advantages of
the anaerobic jar include (1) ease of operation, especially
for the small laboratory; (2) economy of space; (3) conven-
ience of prepackaged materials for the generation of gases;
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and (4) safety of the units. The disadvantages include (1)
the culture plates are inoculated under aerobic conditions;
(2) the jar remains aerobic for 15 to 20 minutes even while
the Gas Paks are activated, which may affect some strict
anaerobes; and (3) occasionally the jar fails to achieve an-
aerobiosis.

Anaerobic Glove Boxes

To eliminate the chance of exposure of anaerobes to the
natural environment during bacteriological manipulation,
the anaerobic chamber, or glove box, was developed. The
basic principles for achieving anaerobiosis in the glove box
and for promoting binding of residual O2 and H2 in the
presence of a catalyst (Laidlaw principle) are to remove air
first and then flush the chamber with inert gas. Reducing
agents in the medium also help to reduce the Eh to a de-
sired low level. Companies marketing anaerobic glove
boxes include Format Scientific, Don Whitney Scientific,
and Microflow MDH Ltd. The advantages of the glove box
include (1) the bacteriological procedure can be operated
under anaerobic conditions from the sampling stage to the
incubation stage; (2) the area for manipulation is large;
and (3) in combination with temperature control, the cul-
ture can be incubated in the chamber without further dis-
turbance of the cultural environment. The disadvantages
are (1) high initial cost; (2) high operating expenses (gas
and electricity); (3) high maintenance cost; (4) requirement
for operator training; (5) oxygen contamination through
leakage, operator error, or mechanical malfunction; (6) oc-
casional high labor requirements; and (7) moisture buildup
in the box.

Roll Tubes

One of the most widely used anaerobic cultivation systems
is the Hungate roll tube, developed by Hungate (46–48).
Sterile tubes were flushed with CO2 while the medium was
aseptically added to the tubes to prevent air contamina-
tion. The tubes were then inoculated, sealed with rubber
stoppers, cooled (48 �C), and hand spun so that the agar
with cultures forms a thin film in the inner wall of the test
tube. After incubation the colonies could be examined with
ease. Isolation of colonies was also feasible with minimum
effort by flushing CO2 into the cavity to allow maintenance
of reduced condition while performing microbiological
operations. A popular version of the roll tube system is the
VPI Anaerobic Culture System, developed by Moore (53).
This apparatus has a platform so that the tubes can stand
upright with cannulas positioned above each tube. The sys-
tem also allows for streaking cultures into the roll tube
anaerobically. The system is continuously flushed by CO2

to exclude O2 from the system.
The advantages of the Hungate roll tube system include

(1) good anaerobiosis with minimum investment, (2) unit
operation for convenience of small sample numbers; and
(3) ease of observation of colonies and isolation of cultures
for further studies. Disadvantages include (1) time re-
quirement for large number of samples; (2) need for man-
ual dexterity; and (3) occasional failure of some tubes to
achieve anaerobiosis.

Anaerobiosis Tube Systems

Ogg et al. (54) designed a tube with double wells so that
agar with cultures can be introduced into the tube and
form a thin film. Anaerobiosis is initially achieved by boil-
ing and autoclaving of the medium. By the action of re-
ducing agent in the medium and minimum reabsorption of
O2 due to the design of the tube (commercially called the
Lee tube), good anaerobiosis is maintained in the system.
The glass cylinder forming the inner wall (the inverted
smaller tube) makes it easy for enumeration and obser-
vation of colony morphologies. The Lee tube has the ad-
vantage of ease of operation and low operating cost (no gas
or special equipment needed). The disadvantages include
(1) difficulty in picking isolates from the agar; (2) difficulty
in cleaning the tubes; and (3) fragility of the system.

Fung and Lee (41) developed a double-tube system for
anaerobic cultivation of bacteria from foods. It consists of
a glass tube (15 � 1.0 cm o.d.) placed into a larger glass
tube (15 � 1.5 cm o.d.) with anaerobic agar (designed for
specific organisms) and culture sandwiched between the
two tubes. The screw cap of the larger tube when closed
seals the system and makes it anaerobic. Anderson and
Fung (29) were successful in cultivating strict anaerobic
rumen microbes, such as Megasphaera elsdenii, Butyrivi-
bro fibrisolvens, Clostridium perfringens, Eubacterium li-
mosum, and anaerobes from beef and poultry. Ali et al. (31)
successfully used this system to isolate C. perfringens from
meat. Aramouni et al. (32) used the double-tube system to
study C. sporogenes in home-style canned quick bread. The
advantages of the system include (1) ease of operation; (2)
inexpensive and ease for cleanup; (3) ease of enumeration
and observation of cultures; (4) ease of obtaining colonies
(by removing the inner tube and pick colonies); and (5) flex-
ibility and ease of adaptation by other laboratories. Dis-
advantages include (1) operation of samples in the open
environment and (2) occasional breakage of agar by gas-
producing organisms.

Biological Membrane Fragments

A novel method using biological materials to achieve an-
aerobiosis was developed by Adler and Crow (26). Sterile
suspensions of membrane fragments derived from Esche-
richia coli were able to remove oxygen rapidly and effi-
ciently as a result of the presence of a cytochrome-based
electron transport system that transfers hydrogen from
suitable donors in the bacteriological media to oxygen and
produces water as an end product. The membranes are sta-
ble, nontoxic, and active in both liquid and solid media.
The history of the development of this concept and manu-
facturing of membrane fragments were described recently
by Adler and Spady (27). The commercial product is named
Oxyrase and marketed by Oxyrase Inc. (Mansfield, Ohio).
Fung et al. (42) described the use of Oxyrase to stimulate
the growth of Listeria monocytogenes, Campylobacter je-
juni, E. coli O157:H7, etc. to high numbers (106 CFU/mL)
so that secondary detection methods such as polymerase
chain reaction (PCR), enzyme-linked immunosorbent as-
say, and DNA/RNA probes can detect the presence of these
facultative anaerobic pathogens much faster for food safety
concerns. Fung et al. (42) also detailed the use of Oxyrase
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Figure 1. Morphology of Clostridium perfringens under 1,000X
light-phase-contrast microscopy. This is a gram-positive, rod-
shaped, anaerobic, spore-forming bacterium that causes large
numbers of foodborne outbreaks and cases in the world. The dark
rod-shaped cells are vegetative bacteria, and the bright refractile
oval objects are spores developed in the vegetative cells.

Table 1. Needed Information for Identification of
Microorganisms

Morphology under magnification and on agar plates
Gram reaction and special staining properties
Biochemical activity profile and special enzyme systems
Pigment production, bioluminescence, chemiluminescence, and

fluorescent compound production
Nutritional and growth-factor requirements
Temperature and pH requirements and tolerance
Fermentation products, metabolites, and toxin production
Antibiotic sensitivity pattern (antibiogram)
Gas requirements and tolerance
Genetic profile; DNA/RNA sequences and fingerprinting
Pathogenicity to animals and humans
Serology and phage typing
Cell wall, cell membrane, and cellular components
Growth rate and generation time
Ecological niche and survival ability
Motility and spore formation
Extracellular and intracellular products
Response to electromagnetic fields, light, sound, and radiation
Resistance to organic dyes and special compounds
Impedence, conductance, and capacitance characteristics

Source: Adapted from Fung (38).

and membranes derived from Acetobacter and Glucono-
bacter to stimulate the growth of starter cultures to pro-
duce fermented food faster. Claerbout (34) described the
applications for bacterial membrane fragments in sterile
pharmaceutical quality control. Thurston and Gannon (58)
made a detailed comparison between Oxyrase anaerobic
agar plates and conventional anaerobic chambers for the
isolation and identification of anaerobic bacteria from
clinical infections and concluded that Oxyrase is a valuable
compound for anaerobic cultivation of bacteria.

The future of membrane fragments for anaerobic culti-
vation of microorganisms from food, clinical, industrial,
and environmental samples is very bright.

METHODS OF IDENTIFICATION

The identification of anaerobes is a concern for applied mi-
crobiologists. Classic methods for identification can be
found in Bergey’s Manual of Systematic Bacteriology, Vol-
ume 1 (50). A variety of rapid and automated methods in
microbiology have been developed for the isolation, enu-
meration, and identification of microorganisms (37), and
many of these new methods can be adapted to anaerobic
bacteriology. Identification of anaerobes can be achieved by
the following methods and procedures: conventional meth-
ods, miniaturized methods, commercial diagnostic kits,
physical and biochemical methods, immunological meth-
ods, and PCR and related methods.

Conventional Methods

Identification of microorganisms using conventional pro-
cedures is summarized in Table 1 (38). For anaerobes, the
most important aspect is to have all the liquid and solid
media incubated in anaerobic environments, as described
in the previous section. After the reactions are obtained,

microbiologists will determine the identities of the cultures
by a variety of schemes, charts, and flow diagrams. The
conventional method is time consuming and highly depen-
dent on the knowledge and skill of the microbiologist in-
volved.

The morphology is one of the important considerations
in identifying microorganisms by conventional methods.
Under the microscope, the morphology of anaerobic micro-
organisms are similar to the aerobic counterparts. The
morphology of bacteria are rod-shaped, coccal-shaped, and
spiral-shaped organisms. An example of a sporulating an-
aerobic rod-shaped bacterium, C. perfringens, is presented
in Figure 1. There are also other bacteria that are pleo-
morphic (variable shapes depending on growth conditions).
The morphology of yeast and mold are similar to the aer-
obic counterparts. Morphology of an anaerobic protozoa,
Isotricha prostoma, is presented in Figure 2.

Miniaturized Methods

Fung and Hartman (40) developed a variety of miniatur-
ized microbiological methods for the identification and
enumeration of aerobic bacteria. The entire concept and
system were adapted for miniaturized anaerobic bacteri-
ology simply by operating the procedures in an anaerobic
chamber (60,61). Guy Miller and T.G. Nagaraja at Kansas
State University (personal communication, 1987) found
that miniaturized techniques could be used for studying
rumen bacteria effectively. The advantages of miniaturized
techniques are savings of material, space, time of incuba-
tion and operation, and labor. Another advantage is the
flexibility of the system to be able to adapt to many differ-
ent laboratories, especially for environmental and indus-
trial settings where commercial diagnostic kits are not
available for specialized organisms.

Commercial Diagnostic Kits

Around the beginning of 1970s with the advancement of
miniaturized microbiological techniques and concepts de-
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Figure 2. Morphology of Isotricha prostoma, under 100X light-
phase-contrast microscopy. This is an anaerobic protozoan an im-
portant member of the ruminal flora in cattle. Source: Courtesy of
T. G. Nagaraja of Kansas State University.

veloped by Fung and colleagues and other scientists, many
diagnostic kits appeared on the market mainly for clinical
microbiology. These methods gradually found their ways
into food microbiology laboratories and sometime into in-
dustrial and environmental laboratories. Currently com-
mercially successful diagnostic kits are marketed toward
clinical settings. This may change if the need arises in the
near and far future. There are two major types of diagnos-
tic kits. One type depends on growth of the pure culture
and biochemical reactions obtained in the media. This type
of test is typically slow, requiring overnight incubation and
anaerobic incubation of cultures. Another type is by moni-
toring enzyme systems of the pure culture. In this system,
anaerobiosis is not necessary and the results can be ob-
tained in about 4 hours. Kelly and Schipp (49) made a de-
tailed analysis of the approaches and designs of anaerobic
diagnostic kits, including discussions on substrate concen-
tration, organism concentration, pH of reaction, buffering
capacity, additives, incubation time, and growth medium
for the identification of anaerobes. In that article, impor-
tant variables affecting system performance and issues
concerning comparative analysis of data reported in jour-
nal articles were also studied. To compare data reported in
the literature, one needs to address the issues such as
source of strains, database version, the “gold standard,”
number of species/strains tested, need of supplementary
tests, and accuracy. In general, a diagnostic kit providing
90 to 95% accuracy compared with the conventional
method is considered good. Any system with less than 85%
agreement with the conventional method is considered un-
acceptable.

The major growth-dependent commercial kits for an-
aerobes are API 20A, marketed by bioMerieux Vitek Inc.,
Hazelwood, Mo., and Minitek Anaerobe system, marketed
by BBL Microbiology Systems, Cockeysville, Md. The API
20A kit consists of 20 microtubes with dehydrated sub-

strates. A liquid suspension of a pure culture is made and
then introduced into each microtube. The kit is then in-
cubated anaerobically, and after 1 to 2 days the reactions
are read and data recorded in a convenient chart. The re-
sults are converted into a number system. From a code
book the identity of the culture can be ascertained. These
types of results provide a statistical probability of the un-
known culture by comparing the attributes in the comput-
erized database. Thus, an organism may be identified as
C. perfringens at 0.9500 level. Sometimes the printout may
include requests for additional tests, and in some cases the
organism may be given two identifications with probability
of each listed. This general format of identification is used
by all commercial diagnostic kits.

Minitek Anaerobe II uses paper disks saturated with
substrates. Thirty-five disks are available. After a suspen-
sion of the pure culture is made, the liquid is dispensed
into wells of the units containing the appropriate disks.
The assemblage is incubated anaerobically for 2 days. Re-
actions are read by color changes and recorded. The iden-
tity of the unknown can be obtained by following the pro-
cedure outlined for the API system.

Use of enzyme test systems include Rapid ID 32A
(bioMerieux), AN-Ident (bioMerieux), RapID ANA II (IDS
Inc., Norcross, Ga.), Vitek ANI Card (bioMerieux), and
MicroScan Rapid Anaerobe Panel (Baxter Diagnostic, Sac-
ramento, Calif.). All these methods are incubated aerobi-
cally because enzyme activities will not be influenced by
the presence of air. Rapid ID 32A and RapID ANA II are
similar in that the cultures are made into a liquid suspen-
sion, and the liquid is inoculated into microwells. After 4
hours, the color reactions are read and the identities are
ascertained from a code book. Vitek ANI Card involves in-
jection of liquid sample into a plastic card that is the size
of a credit card with 30 wells. After 4 hours of incubation,
the results are read and data are entered into the ANI
program on the VITEK computer. Identification is made
by the computer. In the MicroScan Rapid Anaerobe Panel
system, the culture is inoculated into 24 substrates and
two color interpretation controls. After 4 hours of aerobic
incubation and addition of reagents, the panels are read
either manually or with the aid of a Touchscan light box.
Data are then interpreted by computer for identification.

It should be emphasized that the aforementioned sys-
tems are designed for clinical bacteriology. Identifications
of unknowns from environmental, food, and industrial
sources may not be as accurate because the databases of
these systems are from clinical isolates.

Physical and Biochemical Methods

Physical and biochemical analysis of components of cells
and metabolites of cells have also been used for identifi-
cation of anaerobes. Fingerprinting techniques have been
explored to identify anaerobes by matching profiles from
unknown cultures with known profiles in the data base.
One such approach is the gas–liquid chromatography
method popularized by the VPI Anaerobic Laboratory (45).
Mitruka (51) provided a detailed discussion on this
method. The Hewlett-Packard company developed a pro-
cedure to fingerprint the fatty acid profiles of microorgan-
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isms, including anaerobes, using a high-performance liq-
uid chromatography technique. The AMBIS system
involves computer-integrated fingerprinting of electropho-
retically separated labeled proteins of bacteria to match
profiles of unknowns versus knowns. In all these systems,
these cultures must be pure and grown anaerobically be-
fore accurate identification can be made. Again, the data-
base must be from the appropriate sources for the identi-
fication to be accurate.

Immunological Methods

Microorganisms have specific antigen properties, and
many of these antigens can elicit the production of anti-
bodies in animals. With the appropriate antibodies, one
can then use the antibodies to identify the unknown by
antigen–antibody reactions. Historically, polyclonal anti-
bodies have been used for detection and characterization
of bacteria. More recently, monoclonal antibodies have
been used for the reactions. Both types of antibodies are
useful for anaerobic microbiology. The reactions can be ag-
glutination of cells directly with antibodies or indirect ag-
glutination of antigens reacting with antibodies fixed on a
variety of support systems, including blood cells, latex
beads, plastic steel balls, etc. The most popular format of
antigen–antibody reactions used is ELISA. In this test, the
antibody is fixed on a support surface and the antigen is
captured. A second antibody then reacts with another site
of the antigen. The second antibody is conjugated with an
enzyme. A substrate is then applied, and if the enzyme is
present a color reaction will occur. The intensity of the
color reaction will indicate the presence of the antigen. A
cutoff color intensity is established to indicate a positive
or negative test of the presence of the antigen. At first, this
test was done manually, but recently, it has been com-
pletely automated. The analyst presents the instrument
with a suspect sample, and the instrument will automat-
ically complete the test with a computer printout.

An exciting new development in immunological analy-
sis is the field of immunomagnetic capture technology. In
this technology, beads are magnetized and then antibodies
or other capture particles are attached on the surface of
the beads. Antibodies against whole cells, antigens, and
other target particles are fixed on the beads. The charged
beads are then introduced to a broth or food sample to in-
teract with target bacteria or other molecules. In this
phase, the sample is mixed thoroughly with the charged
beads tumbling in the liquid food to interact with target
organisms. After the interaction, a powerful magnet is ap-
plied to the side of the reaction tube. The magnet holds all
the beads with or without captured organisms. The rest of
the debris is discarded, and the beads are released and
washed. The captured organisms can be subject to growth
in a special broth or agar, or these may be used for further
immunological reaction, PCR, DNA/RNA reactions, or
other tests.

PCR and Related Methods

DNA and RNA hybridization tests have been developed to
detect organisms whose specific gene sequence of interest
is known. At first, radioactive compounds were used to re-

port the hybridization, but recently, the reaction has been
reported by enzyme and color reactions. The truly revolu-
tionary development in genetic type of identification of mi-
croorganisms is in the field of PCR technology. In this tech-
nology, the gene sequence of the organism of interest (an
anaerobe, for example) is known at the DNA level. A piece
of the DNA can be unfolded by heat, and after cooling of
the unfolded DNA, two primers will interact with specific
regions of the single DNA strands. A heat-stable polymer-
ase will complete the complementary strand in the pres-
ence of nucleotides from the 3� end and the 5� end. Thus,
in one cycle, one DNA molecule will become two, and after
another cycle, two will become four, etc. In about 2 hours,
one molecule of DNA can be amplified to 106. To use this
technology, the genetic sequence of the target organism
must be known, and the appropriate primers must be de-
veloped for successful use of this powerful tool. There are
many new variations of this technology, such as the search
for a cold amplification method to bypass the heating cycle
and the development of an ELISA-type detection scheme
to bypass the need to do electrophoresis of PCR products.

Another technology is called ribotyping. In this tech-
nology, the DNA of a target organism is extracted from the
cells, an appropriate enzyme or a collection of enzymes is
then used to cut the DNA. The DNA fragments are then
separated by electrophoresis, and the pattern of the bands
are photographed and quantified, resulting in special fin-
gerprints.

The fingerprints can be matched with fingerprints of
known cultures for identification of unknowns. One added
feature is that for certain organisms (e.g., E. coli) there are
different fingerprints, even for the same organism. This
becomes very important when one wants to trace the oc-
currence of an organism in the case of an outbreak of food-
borne disease. For example, finding E. coli O157:H7 in sev-
eral foods and the environment in an outbreak is not good
enough to trace the etiology of the outbreak. With ribotyp-
ing, the culprit E. coli O157:H7 can be traced to a partic-
ular food by matching the ribotyping pattern of the strain
that caused the outbreak with the origin of the strain in
certain foods or in the environment. This will help pinpoint
the source of the infection. Dupont’s Qualicon Division is
leading the way for the development and commercializa-
tion of this technology.

There are, of course, many other methods for identifi-
cation of unknowns, such as impedance, conductance, ca-
pacitance, pyrolysis pattern, microcalorimetry, flow cytom-
etry, etc. Automated Microbial Identification and
Quantitation: Technologies for the 2000s, an excellent re-
cent reference book edited by Olson (55), highlights many
of these developments. There will be an explosion of tech-
nologies in applied microbiology in the near future that
will directly and indirectly influence the enumeration,
characterization, isolation, and identification of anaerobes.

INDUSTRIALLY IMPORTANT STRAINS AND PRODUCTS

Many products are or have been produced by fermentation
in commercial quantities (2–4). Food products, industrial
bulk chemicals, solvents, enzymes, and amino acids are
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Table 2. Anaerobic Fermentation Products and
Microorganisms That Can Produce Significant Quantities
of the Product

Product Microorganism

Methane Methanobacterium
Methanococcus
Methanosarcina
Methanobrevibacter
Methanospirillum

Acetate Clostridium thermoaceticum
Ethanol Saccharomyces cerevisiae

Saccharomyces uvarum
Saccharomyces carlsbergensis
Zymomonas mobilis
Clostridium thermocellum

Lactic acid Lactobacillus
Streptococcus (Lactococcus)
Leuconostoc
Pediococcus

Propionate Clostridium propionicum
Clostridium tetanomorphum

Acetone Clostridium acetobutylicum
Isopropanol Clostridium beijerisckii
Acetoin Clostridium acetobutylicum
Butanediol Enterobacter aerogenes

Bacillus
Serratia
Erwinia
Aerobacter

Butyrate Clostridium butyricum
Clostridium tyrobutyricum

Butanol Clostridium acetobutylicum
Clostridium beijerinskii
Clostridium tetranomorphum

Source: Linden et al. (5).

produced with the help of anaerobic microorganisms. In
this work, the emphasis is on those processes carried out
by anaerobes, which generally means that important path-
ways yield useful products under conditions where oxygen
is not required. However, oxygen is present in modest
quantities to enhance microbial growth in some cases. Al-
ternative manufacturing processes have been developed
for some products; they can be produced by fermentation
and by chemical processes that do not require microorgan-
isms. Often these products are made by a microbial process
in some countries and a chemical process in other coun-
tries; both processes may be used in the same country as
well. The choice may depend on local raw materials, taxes,
and scale of operation; often local economics determines
which process is used.

Table 2 lists several compounds produced by anaerobes
and some of the microorganisms that can produce signifi-
cant quantities of the product. The pathways by which
these products are produced have been investigated; many
of the well-known industrially important pathways such
as the Embden-Meyerhof-Parnas pathway are described in
detail elsewhere (2,6,7). Ethanol is produced in large quan-
tities for use as a motor fuel in several countries (2,68).
Methane is often produced by mixed cultures as a product
of anaerobic digestion of waste materials. Lactic acid is

widely produced in food fermentations where milk, meat,
or vegetables are fermented. Table 3 lists some of the many
food fermentations and microorganisms that are present
and active in these fermentations. Detailed descriptions of
food fermentations are given by Reed (3) and Steinkraus
(4). Flavors are introduced into fermented foods as a result
of the fermentation process (8); however, preservation is
often as important as flavor in food fermentations.

Knowledge of the biochemical pathways and the en-
zymes that facilitate the biochemical transformations is
needed to commercialize and optimize many anaerobic fer-
mentations. The control systems are often altered to over-
produce desired products. In the case of biodegradation, it
may be necessary to add plasmids that provide genetic ma-
terial necessary for a biodegradation pathway to function.
As new products such as gasoline oxygenates enter the soil
and water environment, microorganisms capable of bio-
degradation of methyl-tert-butyl ether (MTBE) have
evolved (67).

GROWTH AND PRODUCT FORMATION

Anaerobic growth and product formation are often inves-
tigated together when the product is growth associated. In
anaerobic fermentations, adenosine triphosphate (ATP)
needed for growth is often formed as a result of substrate
phosphorylation. Products such as ethanol are produced
because the organism is growing and needs ATP for syn-
thesis of microbial cell mass. Mass balances and yield pa-
rameters that describe growth and product formation can
be written in terms of the mass of substrate, biomass, and
product or in terms of the equivalents of available electrons
of each of these.

Consider the anaerobic production of a simple product,
such as ethanol, by anaerobic fermentation. The chemical
balance equation is as follows:

CH O � aNH � y CH O N � zCH O Nm l 3 c p n q r s t

� cH O � dCO (1)2 2

where CHmOl, CHpOnNq, and CHrOsNt give the elemental
compositions of the carbon, hydrogen, oxygen, and nitro-
gen in the substrate, biomass, and extracellular product,
respectively. For glucose as substrate, m � 2 and l � 1;
for ethanol as product, r � 3, s � 0.5, and t � 0. For the
valences C � 4, H � 1, O � �2, and N � �3, the avail-
able electron balance (2,9) is

c cb py � z � 1.0 (2)c
c cs s

or

g � n � 1.0 (3)p

where c is the reductance degree (2,9) and the subscripts
s, b, and p refer to substrate, biomass, and product, re-
spectively.

Luedeking and Piret (10,11) reported that product for-
mation kinetics and growth kinetics were related; product
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Table 3. Fermented Food Products and Associated Microorganisms

Product Microorganisms Reference

Yogurt Streptococus thermophilus 2
Lactobacillus bulgaricus

Sauerkraut Enterobacter cloacae
Erwinia herbicola
Leuconostoc mesenteroides
Lactobacillus brevis
Lactobacillus plantarum
Pediococcus cerevisiae

2,3

Cucumber fermentation (pickles) Lactobacillus brevis
Lactobacillus plantarum
Pediococcus cerevisiae
Leuconostoc mesenteroides

3

Sausage Lactobacillus
Leuconostoc
Pediococcus

3

Bread and sourdough bread Saccharomyces cerevisiae
Lactobacillus
Candida milleri
Leuconostoc mesenteroides
Saccharomyces cerevisiae

21

Cheddar cheese Streptococcus (Lactococcus) cremoris
Streptococcus (Lactococcus) lactis

3

Swiss cheese Lactobacillus bulgaricus
Streptococcus thermophilus
Propionibacterium shermanii

3

Blue cheese Streptococcus (Lactococcus) lactis
Streptococcus (Lactococcus) cremoris
Penicillium roquiforti

3

Camembert cheese Streptococcus (Lactococcus) lactis
Streptococcus (Lactococcus) cremoris
Penicillium camemberti

3

Cottage cheese Streptococcus (Lactococcus) lactis
Streptococcus (Lactococcus) cremoris

3

Acidophilus milk Lactobacillus acidophilus 3
Kefir Streptococcus (Lactococcus) lactic

Streptococcus (Lactococcus) cremoris
Torula or Candida yeast

3

Buttermilk and sour cream Streptococcus (Lactococcus) lactis, (including subspecies
diacetylactis)

Streptococcus (Lactococcus) cremoris
Leuconostoc cremoris

3

Wine Saccharomyces cerevisiae
Saccharomyces uvarum
Other Saccharomyces

3

Beer Saccharomyces cerevisiae
Succharomyces uvarum

3

Soy sauce Asperigillus oryzae
Saccharomyces rouxii
Torulopsis versatilis
Pediococcus soyae

3

Miso Pediococcus halophilus
Saccaromyces rouxii
Torulopsis
Streptococcus faecalis

3

Tempeh Rhizopus oligosporus 3
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Table 4. Effect of ATP Yield, True Growth Yield,
Maintenance Coefficient, and Specific Growth Rate on
Biomass Yield and Product Yield

maxYATP d gmax
a me l g np

b

28.8 12 0.283 0.1 0 0 1.0
28.8 12 0.283 0.1 0.1 0.221 0.779
28.8 12 0.283 0.1 0.2 0.248 0.752
28.8 12 0.283 1.0 0.1 0.0739 0.926
10.5 12 0.126 0.1 0.1 0.112 0.888
10.5 12 0.126 1.0 0.1 0.056 0.944
10.5 24 0.0674 0.1 0.1 0.063 0.937
10.5 24 0.0674 1.0 0.1 0.040 0.960

aValues estimated from equation 11.
bValues estimated from equation 14.

formation was modeled using a growth-associated term
and a maintenance-associated term; that is,

dP dX
� � � bX (4)

dt dt

where X is biomass concentration and P is product concen-
tration. Growth is dependent upon the availability of sub-
strate according to the Monod model

1 dX l Smax
� l � (5)

X dt K � Ss

Here S is substrate concentration, l is specific growth rate,
lmax is maximum specific growth rate, and Ks is the satu-
ration constant. The organism uses substrate for growth
and maintenance as follows:

dS 1 dX
� � � m X (6)smaxdt Y dtx/s

where is the true growth yield corrected for mainte-maxYx/s

nance and ms is the maintenance coefficient. In this pro-
cess, the product formation kinetic parameters and the
bioenergetic parameters are related. Equation 6 may be
written as (2)

l l
� � m (7)e

g gmax

and equation 4 becomes

l l
n � (1 � g) � � l � b (8)p e e

g g

if the following relationships are used (2)

r c r cs s p pm � b � m � b (9)e e s
r c r cb b b b

1 r c r cs s p p
� � � 1 � � � � 1 (10)e maxg r c Y r cmax b b x/s b b

The true growth yield in equation 7 must satisfy the re-
lationship (2)

max(r c /12)Yb b ATP
g � (11)max max(r c /12)Y � db b ATP

where is the true growth yield based on ATP, d is themaxY ATP

equivalents of available electrons transferred to products
to produce 1 mol of ATP from ADP, and rb is the weight
fraction carbon in biomass. Information on the theoretical
maximum yield with respect to ATP and the value of d for
a particular fermentation allows one to estimate the range
of values of the growth-associated kinetic term in the prod-
uct formation model. For d � 12 equivalents of available
electrons per mole of ATP generated, � 28.8 g cellsmaxY ATP

per mole ATP, rb � 0.462, and cb � 4.291; gmax � 0.283
and �e � 2.52.

Product formation is directly linked to the specific
growth rate, true growth yield corrected for maintenance,
and the maintenance coefficient as shown in equations 1
to 11. Equation 3 shows that the product yield is related
to the biomass yield; the largest product yields are ex-
pected when the cells are using carbon and energy pri-
marily for maintenance and nearly all the available elec-
trons are being converted to product. When oxygen is
present, some of the available electrons in the carbon sub-
strate are transferred to oxygen, and the product yield is
reduced accordingly.

Growth kinetics, product formation rates, and product
yields are affected by temperature, pressure, water activ-
ity, osmolality, oxidation–reduction potential, bioenerget-
ics, and the concentrations of organic substrate, inorganic
nutrients, biomass, hydrogen ions (pH), carbon dioxide,
products, and electron acceptors such as oxygen, nitrate,
and sulfate (2).

BIOENERGETICS AND PRODUCT YIELDS

The product yields under anaerobic conditions depend on
the operating conditions and the fermentation pathway for
the selected strain of microorganisms. Equations 2 and 7
can be rearranged as follows:

n � 1 � g (12)p

l
g � (13)

l/g � mmax e

If equation 13 is substituted into equation 12, one obtains

l
n � 1 � (14)p

l/g � mmax e

Equation 14 indicates that the product yield is a function
of the biomass true growth yield, which depends on the
growth yield with respect to ATP and the efficiency with
which ATP is formed through substrate phosphorylation.
The product yield also depends on the values of the main-
tenance coefficient and specific growth rate. Table 4 shows
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Table 5. Estimated Values of me and gmax for Selected Experiments

me gmax Organism Substrate Product

0.896 0.164 Saccharomyces cerevisiae Glucose Ethanol
1.791 0.0835 Zymomonas mobilis Glucose Ethanol
3.264 0.078 Zymomonas mobilis Glucose Ethanol
0.078 0.281 Lactobacillus delbruekii Glucose and yeast extract Lactic acid
0.112 0.308 Lactobacillus delbruekii Glucose and yeast extract Lactic acid
0.491 0.267 Lactobacillus delbruekii Glucose Lactic acid
0.396 0.206 Lactobacillus bulgaricus 3% Nonfat dry milk Lactic acid
0.286 0.230 Clostridium acetobutylicum Glucose Acetone, butanol, ethanol, butyrate

Source: Data reported by Oner et al. (12).

how the true growth yield varies with the growth yield
with respect to ATP and the number of moles of available
electrons of substrate required to produce 1 mol of ATP
according to equation 11. It also illustrates how the prod-
uct yield varies as a function of specific growth rate and
maintenance coefficient. The product yield decreases as
the specific growth rate increases. As values of the main-
tenance coefficient increase, the product yield increases
also.

Estimated values of the true growth yield and mainte-
nance coefficient are presented in the book by Erickson and
Fung (2) for several sets of experimental data reported by
a variety of investigators. Selected values are presented in
Table 5. These values are within the expected range of val-
ues based on theoretical yields and known pathways; how-
ever, not all of the estimated values reported by Erickson
and Fung (2) are below the estimated theoretical yield. It
is common to have experimental error because of the dif-
ficulty of making measurements. When data consistency
is checked by making carbon and available electron bal-
ances and yields are compared with theoretical yields, it is
possible to identify experiments where errors are present;
however, it is not always possible to determine which par-
ticular measurements have the largest errors associated
with them. When errors are present in the data, the co-
variate adjustment method (2) should be used in data anal-
ysis.

The results in Tables 4 and 5 may be related to meta-
bolic pathways. The Embden-Meyerhof-Parnas pathway
commonly produces 2 mol of ATP per mole of glucose (d �
12 equivalents of available electrons per mole of ATP gen-
erated), whereas the Entner-Doudoroff pathway produces
1 mol of ATP per mole of glucose (d � 24). Zymomonas
mobilis has the Entner-Doudoroff pathway; thus, the lower
values of true growth yield in Table 5 are expected. As
shown in Table 4, the product yield is predicted to be larger
for Z. mobilis.

ANAEROBIC DIGESTION AND BIODEGRADATION

Anaerobic digestion is widely used in wastewater treat-
ment to degrade the solids from primary and secondary
treatment. Anaerobic processes are also applied in the
treatment of industrial effluents and in bioremediation of
contaminated soil and ground water. Although environ-

mental microorganisms have been functioning and serving
the needs of humans for a very long time, the commercial-
ization and engineering of this aspect of bioprocess tech-
nology was started after the discovery of microorganisms.
Wastewater treatment is the second oldest bioprocess tech-
nology after food processing.

Anaerobic degradation processes depend on the electron
acceptors that are present. Stouthamer (13) points out that
when several electron acceptors are present, the microor-
ganism selects the electron acceptor that yields the largest
amount of energy by repressing the formation of reductase
enzymes for the other electron acceptors. Table 6 gives the
standard free energy changes for oxidation of acetate with
oxygen, nitrate, sulfate, and water as electron acceptors,
respectively. When oxygen is present, aerobic processes are
observed and anaerobic processes are generally absent un-
less there are spatial regions or time periods where oxygen
is absent. Nitrate is the electron acceptor of choice when
oxygen is absent, and when nitrate and oxygen are both
absent, sulfate is the favored electron acceptor. Methane
production, which occurs when water is the electron accep-
tor, is generally inhibited if sulfate is present. Stouthamer
points out that other electron acceptors may participate,
including other oxidized forms of nitrogen and fumarate.

Many bacteria have been found that can use nitrate as
the terminal electron acceptor. The first product of nitrate
respiration or nitrate reduction is formation of nitrite,
which can be further used as an electron acceptor by many
microorganisms. In denitrification, the end product of fur-
ther reduction is nitrogen gas; however, in other cases the
end product is ammonia. Stouthamer (13) reviewed the en-
zymology and bioenergetics of nitrate reduction.

Sulfate-reducing bacteria include Desulfovibrio, Desul-
fobacterium, Desulfotomaculum, Desulfococcus, Desulfos-
arcina, Desulfomonile, Desulfonema, Desulfoarculus, De-
sulfobulbus, Desulfobotulus, and Desulfobacula (19). For
these genera, many species have been described in the lit-
erature (13,14,19). These organisms have great diversity
in biochemical properties, and they can completely oxidize
a variety of organic substrates.

Methanogenic bacteria are widely found under anaer-
obic conditions in nature. Methane is produced in soil,
landfills, anaerobic digesters, rumens of animals, and
many other places. In anaerobic digestion, methanogenic
bacteria are found together with hydrolytic fermentative
microorganisms and syntrophic acetogenic bacteria. The
hydrolytic fermentative organisms, which include eubac-
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Table 6. Standard Free Energy Changes per Equivalent
of Available Electrons for Oxidation of Acetate with
Various Electron Acceptors

Electron acceptor Free energy change (kJ/equiv)

Oxygen �106
Nitrate �99
Sulfate �6
Water �4

Source: Stouthamer (13).

teria, fungi, and often protozoa, produce fermentation
products such as ethanol, lactate, butyrate, succinate, and
acetate. The acetogenic bacteria (Pellobacter, Desulfovi-
brio, Syntrophobacter, Clostridium, Syntrophomonas, and
others) (16) produce acetate, formate, bicarbonate and hy-
drogen from the ethanol, lactate, butyrate, and other or-
ganic acids and alcohols with more than two carbons. The
methanogenic bacteria use the acetate, formate, and hy-
drogen as substrates. In anaerobic digesters, about 75% of
the available electrons in the complex organics are first
transformed to fermentation products other than acetate,
formate, and hydrogen, which make up the remaining
25%. More than 60% and as much as 72% of the available
electrons is converted to acetate, which is then used by
methanogens to form methane. More than 25% of the
available electrons are converted to hydrogen before being
incorporated into methane (2). Thiele and Zeikus (15) and
Thiele (16) reviewed mixed culture interactions in meth-
anogenesis and provided information on selected anaerobic
microorganisms that are active in anaerobic digestion.

Many microorganisms that are active in environmental
microbiology have been studied and described; however,
each year many new organisms are described for the first
time (17). New anaerobic treatment processes for specific
applications, such as nitroaromatic munitions compounds,
are being developed (18). Although anaerobic processes are
often slower than aerobic processes, they have been found
to be economically attractive in a wide variety of applica-
tions.

MIXED CULTURES

Mixed cultures are used extensively in food fermentations
and in biodegradation of complex substances. Mutualism,
commensalism, amensalism, competition, and prey–
predator relationships are the main interactions observed
in mixed cultures (16). Mutualism occurs when both spe-
cies benefit from the interaction, whereas commensalism
describes processes where only one species benefits and the
other is not affected. Amensalism occurs when one species
restricts another, whereas competition affects both species
because of nutrient limitations. The predator consumes
the prey in prey–predator interactions. In actual situa-
tions, more than two species are often present, and several
types of interaction may be taking place.

In the recent book on mixed cultures by Zeikus and
Johnson (20), most of the contributions are related to ei-
ther food fermentations or environmental microbiology.

There are food fermentation chapters on bread, milk, ori-
ental foods, wine, and vegetables and environmental mi-
crobiology chapters related to degradation of polysaccha-
rides, methanogenesis, detoxification of hazardous waste,
corrosion, and leaching processes in mineral biotechnology.

In San Francisco sourdough bread, Lactobacillus san-
francisco ferments only the maltose, whereas Candida mil-
leri uses all the other free sugars but not maltose. Lactic
acid, acetic acid, and carbon dioxide are the main products
of the fermentation; however, small amounts of propionic,
isobutyric, butyric, �-methyl-n-butyric, isovaleric, and val-
eric acids have been found in commercial San Francisco
sourdough breads (21).

Anaerobic cellulose degradation is accomplished by a
mixed culture of Clostridium cellulolytic bacteria that pro-
duce cellobiose, glucose, and cellodextrins; fermentative
bacteria that produce propionate, butyrate and other fer-
mentation products from glucose and other intermediates;
syntrophic acetogenic bacteria that convert the fermenta-
tion products to acetate, hydrogen, and carbon dioxide;
homoacetogens that convert hydrogen and carbon dioxide
to acetate; and methanogens that produce methane from
acetate, formate, and hydrogen (22). Leschine (22) reports
that Clostridium papyrosolvens grow mutualistically in co-
culture with a noncellulytic Klebsiella; C. papyrosolvens
hydrolyzes cellulose for the Klebsiella, whereas Klebsiella
excretes vitamins required by the C. papyrosolvens. The
soluble sugar products of cellulose hydrolysis provide sub-
strates for many noncelluloytic commensal organisms that
depend on the cellulolytic bacteria, but do not provide
known compounds in return.

In the natural environment, the human environment,
and even in the industrial environment, mixed cultures of
bacteria, yeast, mold, viruses, protozoa, nematodes, and
higher organisms live in antagonistic, cooperative, or inert
coexistence. Pure culture systems are the result of under-
standing of the fundamental role of microbes in a partic-
ular process and the isolation and cultivation of such cul-
tures for specific reactions. This section deals with
single-culture processes mixed pure-culture processes, and
mixed natural-culture processes, using food systems as ex-
amples. This information certainly can be applied to other
industrial and fermentation processes.

Other publications deal adequately with the subject of
single-cell process. The key success of single-culture pro-
cess is to provide the culture with a sterile substrate and
environment with no contamination during the process.
Single-cell process is a manmade situation classified as a
controlled process because the substrate is prepared and
processed in such a way as to minimize contamination. Ex-
amples of this type of process are wine making, beer mak-
ing, bread making, single-culture dairy product fermen-
tation, and vinegar production. The kinetics of growth and
product formation are easier to control and monitor.

Mixed Pure-Culture Process

For some processes, it is desirable to have more than one
pure culture for proper product development. The mixed
pure cultures can be a controlled mixture of bacterium
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Figure 3. Developed acidity of pure and mixed cultures of L. bul-
garicus and S. thermophilus. Open circles, S. thermophilus; closed
triangles, L. bulgaricus; open triangles, sum of developed acidity
of pure cultures; closed circles, mixed culture. Source: Reprinted
with permission from Journal of Food Protection and Marcel Dek-
ker, Inc. Reprinted from Reference 39, page 511, courtesy of Mar-
cel Dekker, Inc.

with bacterium or with a combination of yeast or mold, or
both. The relationships among these pure cultures during
growth become very complex.

Mixed Natural-Culture Process

In many situations, such as in nature and noncontrolled
fermentation, the flora in the process are mixed natural
cultures. The interactions of these microbes are even more
complex than those of mixed pure-culture process. The mi-
crobial successions in these processes follow a special se-
quence. If the products are treated properly, the desirable
cultures provide the characteristic end results. On the
other hand, if the conditions are not treated properly, the
process will fail.

Mixed Bacteria Interactions

An example of mixed pure bacterial culture fermentation
is yogurt fermentation, which typically uses Streptococcus
thermophilus and Lactobacillus bulgaricus. The interac-
tions are commensal. Figure 3 illustrates the development
of acidity of pure and mixed cultures of S. thermophilus
and L. bulgaricus in liquid. In mixed cultures, S. thermo-
philus grows faster at the beginning, reduces the pH by
lactic acid production, and also produces formic acid, which
is a stimulatory compound for L. bulgaricus. L. bulgaricus
produces amino acids that stimulate the growth of S. ther-

mophilus. Higher acid production with mixed cultures was
obtained and compared to pure cultures, as can be seen in
Figure 3 (39,52). This is an example of commensalism in
mixed cultures. Details of the kinetics and mathematical
relationships of interactions between S. thermophilus and
L. bulgaricus are presented in an article by Fung et al. (39).

Mixed Bacterium and Yeast Interaction

Yeast is one of the most important organisms for industrial
use in alcoholic fermentation. Bacterial contamination
may occasionally occur during yeast fermentation, which
may pose serious problems for the fermentation industry.
This section deals with the interaction of Saccharomyces
cerevisiae with Acetobacter suboxydans or E. coli in mixed-
culture growth. S. cerevisiae was grown in mixed cultures
with either A. suboxydans or E. coli in a culture medium
and glucose at 28 �C. Growth was monitored by viable cell
counts of yeast and bacteria using selective agars, direct
count by microscopic reading of cells in a Petroff-Hauser
counting chamber, and electronic counts by the Coulter
counter. By selecting the appropriate threshold windows,
the electronic instrument can differentiate yeast count and
bacterial count in the same liquid. During the growth pe-
riod, pH values were monitored by a conventional pH me-
ter and glucose was determined by the Glucostat, a com-
mercial kit designed to detect glucose in solution. A
vinometer was used to measure alcohol level of the solu-
tion.

Figure 4 illustrates the interaction between S. cerevi-
siae and A. suboxydans as reported by Fung et al. (39). For
the yeast, both direct count and electronic count increased
with time. The direct count registered about 10 times more
cells than the electronic count. Because A. suboxydans does
not grow well in solid agar medium, viable cell count data
were not obtained. For A. suboxydans, the direct count in-
creased with time, but the electronic count increased to
about log 7.8 mL�1 and then started to decrease. The de-
crease in number is due to the adhesion of many of the
bacterial cells to yeast cells. The electronic count cannot
differentiate these two populations in this condition. How-
ever, microscopic observations can ascertain the different
counts. The concentration of glucose completely disap-
peared in the first 10 h of yeast and bacterial interactions.
The pH of the medium first decreased and then stabilized
at pH 3. This is because of oxidation of alcohol (produced
by S. cerevisiae) by A. suboxydans to acetic acid, making
the reaction mixture acidic.

The interactions of yeast and E. coli (39) in Figure 5
show interesting contrasts compared with the yeast–
Acetobacter interaction. Growth of yeast as monitored by
viable cell count, direct count, and electronic counts all in-
creased with time. After reaching a stationary phase, vi-
able yeast count decreased, but direct count and electronic
count registered no reduction in numbers. A likely expla-
nation is that the former two biomass measurements
counted both live and dead cells, but the viable cell count
only registered living cells. After the stationary phase,
some of the yeast cells went through the death cycle. The
growth curves of E. coli showed an increase in the viable
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Figure 4. Interaction of mixed cultures of S. cerevisiae and A.
suboxydans in terms of cell numbers monitored by direct count
and electronic count as well as product formation (alcohol and acid
production. Source: Reprinted with permission from reference 39,
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Figure 5. Interaction of mixed culture of S. cerevisiae and E. coli
in terms of cell numbers monitored by direct count, electronic
count, and viable cell count as well as product formation (alcohol
and acid production). Source: Reprinted with permission from ref-
erence 39, page 528, by courtesy of Marcel Dekker, Inc.

cell count and direct cell count. The electronic count
reached log 8 mL�1 and then declined, exhibiting a trend
similar to that observed in the yeast–Acetobacter interac-
tions.

Alcohol contents increased to about 2%, and the pH first
dropped to around 4 and then rose to 6. This pattern differs
from that obtained from the interaction for yeast and Ace-
tobacter. E. coli cannot oxidize alcohol and thus did not
create large amounts of acid to counteract the basic me-
tabolites in the reaction vessel. This resulted in a medium
that reverted to a more alkaline state.

Mixed Bacteria and Mold Interaction

Another example of mixed culture interaction is ensilage
of crops. Dalamacio and Fung (35) and Dalmacio et al. (36)
studied the influence of ammonia on bacteria and mold
during ensilage of high-moisture corn. Bacteria were not
affected by ammonia treatment as much as mold at the
onset of the treatment. Bacterial populations remained de-
tectable after treatment of 1.0, 1.5, and 2% ammonia. How-
ever, no mold was detected for corn treated with 1.0, 1.5,
2.0% ammonia. Corn treated with 0.5% ammonia had high
bacterial and mold counts. After 2 months of storage, the

bacterial population increased to more than 107 g�1. Mold
count increased to around 104 g�1 for the corn treated with
0.5% ammonia. After 4 months of storage, the bacterial
count reached saturation level (higher than 1010 g�1) but
the mold population remained at around 104 or 105 g�1.
Not only did the bacteria and mold counts change in the
fermentation, but the genera of bacteria and mold also
changed concomitant to the fermentation stages. At the
beginning, most of the bacteria isolated were Bacillus, but
as the fermentation progressed most of the bacterial iso-
lates belonged to Lactobacillus.

At the beginning of the storage of ammonia-treated corn
(in the fall season), the predominant mold was Mucor,
which is considered a field mold. As the storage continued
into the cold winter, Penicillium isolates increased, and at
the end of the storage in spring, Scopulariopsis predomi-
nated. These successions occurred for a variety of reasons.
For example, the winter months favored the development
of Penicillium, which is cold tolerant. As temperature in-
creased in the spring, Penicillium population was over-
taken by Scopulariopsis, which can use complex nitroge-
nous foods better than Penicillium.

The aforementioned examples of microbial interactions
are just some of the typical interaction patterns in food and
in nature. Countless other interactions can occur. The
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main point to emphasize is that mixed-culture interactions
are very complex, but scientists can use this knowledge to
optimize process control in obtaining desirable products in
food and industrial microbiological processes.
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INTRODUCTION

Anaerobes, in the simplest form, are microorganisms that
are unable to grow at the surface of a medium exposed to
air, where the oxygen may either be bacteriocidal or bac-
teriostatic. These organisms do not use oxygen for cata-
bolic reactions, and oxygen is not required for their sur-
vival. Anaerobes, with the exception of autotrophic
methanogenic and acetogenic bacteria, sulfur-metaboliz-
ing archaea, and sulfate-reducing bacteria, obtain their en-
ergy by fermentation, a redox process in which organic sub-
stances serve as electron donors and terminal electron
acceptors. Obligate anaerobes share two common charac-
ters: an extreme sensitivity to molecular oxygen, and a ca-
pacity to produce energy and perform essential biosyn-
theses without molecular oxygen. The sensitivity to O2 is
extremely variable from one group to another, and evalu-
ation of O2 sensitivity requires that all organisms be cul-
tivated under identical conditions, both for medium com-
position (including reducing substances) and gaseous
environment. The physiological, ecological, and genetic di-
versity of anaerobic bacteria makes them very interesting
organisms.
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Unlike aerobic microorganisms whose anabolic features
are largely exploited for production of single-cell proteins,
antibiotics, and amino acids, anaerobes offer the potential
for utilizing catabolic features in the production of spe-
cialty and bulk chemicals, fuels, and unique enzymes that
are stable and active under extreme environmental con-
ditions. These properties of anaerobes make them highly
desirable for certain industrial uses. Today, a large body of
information is available on the metabolic diversity of an-
aerobes. Anaerobes seem to have adapted from the pri-
mordial atmospheric conditions to inhabit both moderate
and extreme environments with metabolic machinery that
is active from about 0 �C to over 100 �C, in very little salt
to saturated salt conditions, in highly acidic (pH � 2) to
alkaline (pH � 9) conditions, and even in the presence of
highly toxic chemicals. In this chapter, we will only cover
procaryotes and archaea, not anaerobic eucaryotes (i.e.,
yeasts and fungi). We will include examples of pure cul-
tures used to produce specific products and mixed cultures
or consortia used in environmental processes.

PHYSIOLOGY, BIOCHEMISTRY, AND MOLECULAR
BIOLOGY

Species Diversity

Knowledge about microbial diversity is essential in under-
standing the relationship between environmental factors
and metabolic functions. Such knowledge can be used to
assess the effects of environmental conditions on produc-
tion of microbial products. However, relatively little is
known about the entire spectrum of anaerobic bacteria
that may be of importance to various industries. What is
known about anaerobic species diversity is presented in
Bergey’s Manual (1), where over 170 genera and over 800
species of anaerobic bacteria and archaea are described.

Cultivation of microorganisms greatly helps in deter-
mining the full complement of genetic and physiological
diversity of newly isolated species. Strains available in
pure and mixed culture can be examined to determine
what novel features they have, including those that might
be of special interest to industry. Thus, this aspect of mi-
crobial diversity is particularly important. Pure cultures
are suitable for determination of morphological, physiolog-
ical, and metabolic characteristics and commercial poten-
tial. The 16S rRNA sequence can provide a powerful means
to organize the phylogenetic relationships among different
microbial species in a meaningful way, but this analysis is
often considered too conservative to provide species-level
distinctions because any two different species can show
97–100% 16S rRNA sequence homology.

Initially, only mesophilic anaerobic species were iso-
lated and characterized from moderate environments. A
good example is the rumen, which provides a great variety
of anaerobic species with different metabolic properties.
However, in recent years, studies on microbial diversity in
extreme ecosystems, such as thermal springs and deep-sea
vents, have offered an unparalleled diversity in extremo-
phile communities. The Yellowstone National Park ecosys-
tem holds the world’s greatest diversity of accessible, ex-
treme microbial habitats. Not only are there temperature

and pH extremes, but also areas with high levels of sulfur,
heavy metals, radionuclides, and UV radiation, as well as
a range of organic nutrients. Since oxygen solubility in wa-
ter decreases as the temperature increases, anaerobes are
common at the highest temperatures. Interest in novel mi-
croorganisms thriving under environmental extremes re-
flects a growing awareness of their value in biotechnolog-
ical and industrial processes. Not only are the enzymes and
metabolites often more stable, but in some cases, novel en-
zymes, not known in organisms from moderate habitats,
have been found in extremophiles (2,3).

The range of anaerobe diversity has proven to be ex-
traordinary. For example, following the discovery of the
deep-sea hydrothermal vents, hyperthermophilic anaer-
obes from hot springs and volcanic fields, as well as from
shallow and abyssal marine hydrothermal vents were
identified (4,5). Numerous Archaea have been identified
and classified (6), and some species produce enzymes that
have, or are expected to have, commercial utility (2,7).

Table 1 provides some examples of representative an-
aerobic bacteria and archaea that illustrate the spectrum
of anaerobic bacteria that live under extreme environmen-
tal conditions. The different ecophysiologies of these spe-
cies explain, in part, the great diversity among anaerobic
microorganisms, as it is the function of the organism or its
enzyme(s) and gene(s) that is practiced by industry.

Metabolic Diversity

Microbial diversity at the biochemical level is more impor-
tant from the industrial perspective. During the past de-
cade, molecular biological and genetic approaches have
come to dominate the study of microorganisms. Although
fruitful, exclusive reliance on such approaches poses both
practical and philosophical problems for microbiology. Af-
ter an early phase of discounting the importance of phys-
iology, people in industry are learning from the “biotech-
nology revolution” that gene cloning and biochemical
manipulations do not solve all the product-development
problems that may arise. Some of the more valued intel-
lectual benefits anticipated in the field will emerge from
understanding the physiology of peculiar and diverse mi-
croorganisms from unusual environments. As long as ox-
ygen is present as the electron acceptor, denitrification,
sulfate reduction, and methanogenesis are inhibited. De-
nitrification begins after consumption of oxygen, and sul-
fate reduction begins after consumption of nitrate. Finally,
methanogenesis occurs, which is partly a dissimilatory car-
bon dioxide reduction. The sequence of these reactions
agrees with the sequence of their free-energy changes,
which decrease from respiration to methanogenesis.

Table 2 lists some representative anaerobic bacteria
that display different metabolic types based on their cat-
abolic pathways. These different biochemistries explain, in
part, the great diversity of anaerobic microorganisms.

Methanogenesis. Methanogenic bacteria are strictly an-
aerobic archaea with a unique form of energy metabolism
involving the generation of methane. Biological methano-
genesis is an important component of the carbon cycle in
a variety of anaerobic habitats. It represents the terminal
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Table 1. Representative Bacterial and Archaeal Species of Anaerobic Extremophiles

Extremophiles Subgroup Optimal growth condition Representative species

Thermophile Moderate 60 �C � Topt � 80 �C Clostridium thermocellum
60 �C � Topt � 70 �C Methanobacterium thermoautotrophicum

Hypher Topt � 80 �C Thermotoga maritima
Pyrococcus furiosus

Halophile Moderate salinity [NaCl]opt � 1.8 M Desulfohalobium retbaense
High salinity [NaCl]opt � 3.0 M Halomethanococcus doii

Acidophile pHopt � 4.0 Sarcina ventriculi
Alkaliphile pHopt � 9.2 Methanohalphilus zhilinae
Syntrophile Grows with a metabolic partner

(e.g., a methanogen or a sulfate reducer)
Syntrophospora bryantii

Toxophile Carbon monoxide as a substrate Clostridium ljungdahlii

Table 2. Potential Industrial Fermentation Products from Anaerobic Bacteria

Fermentation
product Substrate Typical species

Concentration
(g/L) Status Reference

Ethanol Glucose Zymomonas mobilis 84.5 Bench-scale Kesava et al. (8)
Paddystraw Clostridium thermocellum 23.6 Bench-scale Sudha Rani et al. (9)
CO Clostridium ljungdahlii 48 Bench-scale Klasson et al. (10)

n-Butanol Starch/glucose Clostridium acetobutylicum 20 Bench-scale Glassner et al. (11)
CO Butyribacterium methylotrophicum 2.7 Bench-scale Grethlein et al. (12)

1,3-Propanediol Glycerol Clostridium butyricum 58 Pilot-scale Günzel et al. (13)
Lactic acid Glucose Lactobacillus acidophilus 82 Industrial Datta (14)
Acetic acid Glucose Clostridium thermoaceticum 83 Bench-scale Parekh and Cheryan (15)
Butyric acid Glucose Clostridium tyrobutyricum 62.8 Bench-scale Fayolle et al. (16)
Propionic acid Glucose Propionibacterium acidipropionici 57 Bench-scale Paik and Glatz (17)

Glycerol Propionibacterium acidipropionici 42 Bench-scale Barbirato et al. (18)
Succinic acid Glucose Actinobacillus succinogenes 105 Pilot-scale Guettler et al. (19)
Caproic acid Cellulose & ethanol Clostridium kluyveri plus

Fibrobacter succinogenes
4.6 Bench-scale Kenealy et al. (20)

step in the anaerobic breakdown of organic matter under
sulfate-limiting conditions. The substrate range for meth-
anogenesis is limited to carbon dioxide, formate, carbon
monoxide, methanol, methylamines, and acetate, but no
single isolate is able to utilize all these carbon sources (21).
The metabolic pathways of methane formation are unique
and involve a number of enzymes and coenzymes that oc-
cur only in methanogens. A primary Na� gradient and
H� gradients are formed by interesting and unique
membrane-bound enzymes, and the reactions by which
these ion-motive forces are generated are also novel (22).
The organisms and the methanogenic reactions (21,23),
and the pathways of energy conservation, have been ex-
tensively reviewed (22).

In recent years, bioconversion of agricultural and in-
dustrial wastes to methane has been considered important
from two perspectives, as a waste-disposal method for re-
sidual organic matter and as a source of energy. Anaerobic
digestors for treatment of sewage, agricultural and animal
waste, and industrial effluent are being used worldwide.
More recently, methanogenic microbial communities have
been found to be very efficient in treating toxic organic
wastes. For example, transformation of C1 and C2 halocar-
bons was observed in the early 1980s and, as one of the
mechanisms responsible for these transformations, was
proposed as a biologically mediated reductive dechlorina-

tion (24–26). Anaerobic dechlorination and degradation of
chlorinated aromatic compounds such as chlorophenols,
chlorobenzenes, and polychlorinated biphenyls (PCBs) oc-
curs in a wide variety of environments. Methanogenic mi-
crobial consortia that dechlorinate tetrachloroethylenes
(PCE) and trichloroethylenes (TCE), and dechlorinate, de-
grade, and mineralize chlorophenols and PCBs have been
developed (27–31). The potential of these consortia in bio-
remediating the contaminated soil and sediment systems
is being examined. DDE [1,1-dichloro-2,2-bis(p-chloro-
phenyl)ethane], a metabolite of the pesticide DDT, has
been observed to reductively dechlorinate to DDMU at a
relatively high rate under methanogenic conditions as
compared to sulfidogenic conditions (32).

The catabolic reactions carried out by methanogens
yield very little energy compared to those of aerobes. For
example, use of H2 to reduce CO2 to CH4 has a DG0� of �34
kJ/mol H2, whereas the corresponding energy value for an
aerobe oxidizing H2 using O2 as an electron acceptors is
�237 kJ/mol H2. Most of the known species of methano-
gens can use H2 to reduce CO2 to CH4. Many of the hydro-
genotrophic methanogens also utilize formate. In contrast,
only species belonging to the genera Methanosarcina and
Methanosaeta use acetate (acetotrophic) and convert it to
methane. Acetate is an important end product of many fer-
mentative anaerobes, and is a primary methanogenic sub-
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strate in anaerobic digestors. The methylotrophic meth-
anogens can utilize several simple methylated compounds.
These methanogens include Methanosarcina, which can
also use acetate and usually H2—CO2, and Methanolobus
and Methanococcoides, which are only known to grow on
methylated compounds. Carbon monoxide is also con-
verted to methane by methanogenic species. Methanoge-
nesis has been observed at low, moderate, and high tem-
peratures, and in neutral to mildly acidic or alkaline
conditions. In summary, methane is produced under a va-
riety of environmental conditions and is considered a by-
product of the anaerobic treatment of industrial wastes.

Solventogenesis. Ethanol production is a very well-
known fermentation process since it has been an out-
growth of the alcoholic beverages industry. During World
War I, shortages of acetone in the manufacture of muni-
tions led to the development of an acetone–butanol–
ethanol process involving the fermentation of starch by
Clostridium acetobutylicum. This fermentation gave ap-
proximately 2 parts butanol to 1 part acetone and 1 part
ethanol. During the 1940s and 1950s, lower costs of pet-
rochemical processes stopped butanol production by fer-
mentation routes in the U.S. and Europe. The process was
also stopped in South Africa, but continued in China into
the early 1990s.

The present market for ethanol is met by yeast fermen-
tation, but the industrial market for isopropanol, acetone,
and butanol could be met by other anaerobic fermenta-
tions. Biomass-derived solvents produced by fermentation
can enter into the current petrochemical synthetic path-
ways through a number of reactions. The most important
of these is the dehydration of alkanols to alkene to form
ethylene, propylene, butylene, and butadiene. Therefore,
production of chemical feedstocks from biomass via fer-
mentation is becoming increasingly attractive because bio-
mass production costs are not as tightly bound to energy
costs.

A great diversity exists among the solvent-producing
microorganisms. These organisms span several groups of
yeasts and a broad range of both mesophilic and thermo-
philic, and aerobic and anaerobic, bacteria. By far, the
ethanol-producing organisms are the most abundant sol-
ventogens. However, industrial use is mainly limited to
strains of yeasts, but great potential exists for recombinant
Zymomonas mobilis. Several clostridia are capable of pro-
ducing butanol and either acetone or isopropanol with eth-
anol as a byproduct. The C. acetobutylicum and Clostrid-
ium beijerinckii strains are of prime importance for these
industrial fermentations.

Clostridium thermocellum, Thermoanaerobacter ethan-
olicus, Clostridium thermosaccharolyticum, Thermoan-
aerobacterium thermosulfurigenes, Thermoanaerobacter
brockii, and Thermobacteroides acetoethylicus, use a wide
range of substrates, from polymeric carbohydrates such as
cellulose, pectin, xylan, and starch, to mono- and disaccha-
rides such as glucose, cellobiose, xylose, and xylobiose. The
primary fermentation product is ethanol, with the produc-
tion of acetate, lactate, carbon dioxide, and hydrogen in
various ratios. T. acetoethylicus has not been shown to pro-
duce lactic acid. At present, one of the major limitations in

the use of thermoanaerobes is the variability of end-
product ratios, yield, and low ethanol concentration. These
are affected by species, enzyme complement, and environ-
mental conditions. Certain strains of T. ethanolicus have
the best conversion of carbohydrates to ethanol, forming
1.6–1.9 mol/mol of glucose fermented (33). High ethanol
and hydrogen concentrations also reduce the yield of eth-
anol (33) owing to the flexibility of the carbon and electron
pathways, which may possess many reversible enzyme
systems (33,34).

In addition to ethanol, several saccharolytic clostridia
produce butanol and acetone besides volatile fatty acids
and gaseous products from carbohydrate fermentation. In
some cases acetone is further reduced to isopropanol. In
most species, the production of solvents only occurs late
in the fermentation cycle, following a shift from the path-
ways leading to acetate and butyrate production. The pro-
duction of butanol and ethanol is usually associated with
the uptake and reutilization of acids, and the production
of acetone or butanol. The ability to produce solvents is
influenced by the type and concentration of substrate, the
pH and the buffering capacity of the culture medium, and
the environmental conditions. Several strains that have
the ability to produce solvents undergo degenerative
changes, resulting in the loss of their ability to produce
solvents. The solvent-producing clostridia are found in a
wide variety of natural habitats (35); however, the strains
of C. acetobutylicum and Clostridium beijerinckii are the
most frequently studied species. C. acetobutylicum, which
characteristically produces butanol, acetone, and ethanol
in the ratio of 6:3:1, has been used extensively for the in-
dustrial production of solvents. Most butanol producers
are mesophiles with a temperature optima for fermenta-
tion between 30 and 37 �C. Recently, solvent yield was
shown to increase at lower temperatures and acetone but
not butanol yield to decrease at elevated temperatures (36;
B.K. Soni and M.K. Jain, unpublished data 1991).

At present, many ethanol- and butanol-producing
strains of Clostridium remain poorly classified, and there
is still no accepted standard classification for the clostridia
group as a whole. Strains of C. beijerinckii (formerly clas-
sified as C. butylicum) constitute a second group of solvent
producers that do not show DNA homology with the C.
acetobutylicum group. This group contains both high- and
low-solvent-producing strains that produce either acetone
or isopropanol in addition to butanol. The strains of Clos-
tridium aurantibutyricum group also include butanol-
producing strains that produce both acetone and isopro-
panol (37). Clostridium tetanomorphum produces butanol
and ethanol, but not acetone or isopropanol. As obligate
anaerobes, butanol producers require anaerobic condi-
tions. However, vegetative cells of C. acetobutylicum, for
example, survived several hours exposure to oxygen and
formed fruiting-body-like structures on agar plates when
exposed to oxygen (38).

Acetogenesis. The term acetogen is commonly applied
to a bacterium that forms acetate, whether the acetate is
produced by a catabolic process such as fermentation or by
an autotrophic-type synthesis. Acetogenic bacteria are
ubiquitous in anaerobic ecological systems. Homoaceto-
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gens have the ability to grow well on H2 plus CO2 and
poorly on CO, and to form acetyl CoA by a CO-dependent
pathway involving CO dehydrogenase (39). Clostridium
thermoaceticum and Clostridium thermoautotrophicum
are homoacetogens and synthesize acetate from C1 com-
pounds by the recently established Wood pathway of acetyl
CoA synthesis (40). This pathway was established by stud-
ies with C. thermoaceticum that can grow on CO or CO2—
H2, utilizing them as carbon and energy sources (41).

In industrial fermentations, the formation of a single
product is advantageous because its recovery would be
simplified. In this respect, homoacetogenic bacteria essen-
tially form only acetate in the fermentations of hexoses and
pentoses. They appear to be ideal for the microbial pro-
duction of acetate. Energy for cell growth is obtained by
the reduction of CO2 to acetate via the Wood pathway. The
homoacetogens also grow on other one-carbon compounds,
including CO, formate, and methanol with acetate as the
product. In the acetyl CoA pathway for synthesis of ace-
tate, acetyl CoA is the first two-carbon intermediate of the
autotrophic fixation of CO2, and is either used for the syn-
thesis of cell carbon or converted to acetate.

Butyribacterium methylotrophicum is an acetogenic an-
aerobe that can grow on multicarbon compounds as well
as on one-carbon compounds (e.g., CO or methanol). It pro-
duces acetate or butyrate using the Wood pathway, but ace-
tyl CoA can be condensed and reduced to butyrate. Higher
levels of NADH were found in butyrate-producing than in
acetate-producing cells. In B. methylotrophicum, butyrate
production is regulated by the carbon source and is depen-
dent on cellular NADH/NAD ratios, and the levels and di-
rection of ferredoxin- and NAD-linked oxidoreductases
(42). Also, the growth pH regulates both hydrogenase and
FD-NAD oxidoreductase activities such that, at acid pH,
more intermediary electron flow was directed towards bu-
tyrate synthesis than H2 production.

Acidogenesis. The acidogenic bacteria include those
bacteria that only form acetate by fermentation. These
bacteria invariably produce other acids in addition to ac-
etate. The acidogenic bacteria grow heterotrophically on a
variety of carbohydrates, producing a mixture of acids such
as lactic, propionic, butyric, succinic, and caproic. The
pathways for production of these acids have been reviewed
(43). A generalized scheme for anaerobic production of fer-
mentative organic acids and alcohols is presented in Fig-
ure 1. The acidogens differ from the acetogens in that they
do not synthesize acetate from CO2 or other C1 compounds
by the Wood autotrophic pathway. Many of the species can
utilize hexoses such as glucose, fructose, galactose, and
mannose; disaccharides including cellobiose, lactose, and
maltose; pentoses represented by xylose; and other sub-
strates such as glycerol, mannitol, sorbitol, inositol, and
polymeric carbohydrates. For example, Clostridium butyr-
icum, the type strain of the genus Clostridium, is sacchar-
olytic in nature and metabolizes glucose, producing buty-
rate, acetate, CO2, and H2 as fermentation products.
Glucose is converted to pyruvate by the Embden–
Meyerhof–Parnas glycolytic pathway. Pyruvate is then si-
multaneously decarboxylated and oxidized by the enzyme
complex pyruvate–ferredoxin oxidoreductase to yield ace-

tyl CoA, CO2, and reduced ferredoxin. The reduced ferre-
doxin is reoxidized in several reactions, the most impor-
tant of which involves H2 evolution catalyzed by
hydrogenase. Acetyl CoA is condensed and reduced to bu-
tyrate.

In some other acidogens, phosphoenolpyruvate (PEP)
serves as a branching point in the pathway producing py-
ruvate and oxaloacetate. The PEP–oxaloacetate step in-
volves CO2 fixation mediated by PEP carboxykinase. De-
pending upon the species, products such as succinate and
propionate are produced as fermentation products with ac-
etate, formate, or H2. For example, oxaloacetate is con-
verted to propionate in species like Propionispira arboris
(44), whereas, oxaloacetate is further converted to succi-
nate in species like Anaerobiospirillum succiniciproducens
(45). Lactic acid bacteria such as Lactobacillus acidophilus
convert pyruvate to lactic acid, whereas Clostridium klu-
vyri produces caproic acid from ethanol and acetate (43).

Sulfidogenesis. Sulfate, a chemically inert, nonvolatile,
and nontoxic compound, is widespread in rocks, soil, and
water. In contrast, hydrogen sulfide, because of its chemi-
cal properties and physiological effects, is a far more con-
spicuous substance and is chemically reactive. The pres-
ence of black-colored sediments due to the formation of
ferrous sulfide from iron-containing materials, accompa-
nied by a distinctive smell, is indicative of H2S production.
Hydrogen sulfide acts as a reductant, and is toxic to plants,
animals, and humans. It is produced by reduction of sul-
fate by sulfate-reducing bacteria, which are present in eco-
logical niches where oxygen has no access. In the absence
of oxygen, the oxidized form of sulfur is used as an2�(SO )4

electron acceptor by sulfate-reducing bacteria (sulfate re-
ducers). Since reduction of the inorganic compound serves
for energy conservation, the process is distinguished as dis-
similatory reduction from the assimilatory reduction of
sulfate in plants and bacteria.

Under anaerobic, reduced conditions, hydrogen sulfide
is the energetically stable form of sulfur, as sulfate is the
stable form under aerobic conditions. The most important
reducers of elemental sulfur in nature are probably special
anaerobes that may be designated as true sulfur-reducing
bacteria; these carry out the dissimilatory reduction of sul-
fur as their primary or even obligate metabolic reaction
during oxidation of organic substrates. The true sulfur-
reducing bacteria do not reduce sulfate, and only some re-
duce other oxygen-containing sulfur compounds. The ma-
jority of the eubacterial sulfur reducers are mesophilic, as
are most sulfate reducers. In contrast, all described ar-
chaebacterial sulfur reducers are hyperthermophiles with
temperature optima (up to 110 �C) the highest known in
the living world.

Sulfate-reducing bacteria include a rather heteroge-
nous assemblage of microorganisms having in common
merely dissimilatory sulfate metabolism and obligate an-
aerobiosis. The genus Desulfovibrio includes species that
are still the best-studied sulfate reducers. These are non-
sporing, having curved motile cells and growing on a rela-
tively limited range of organic substrates, preferably lac-
tate or pyruvate, which are incompletely oxidized to
acetate and H2S. Spore-forming sulfate-reducing bacteria
with a similar metabolism were classified within the genus
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Figure 1. Generalized scheme for anaerobic fermen-
tative production of common organic acids and alcohols.

Desulfotomaculum. Other types of sulfate-reducing bacte-
ria differ markedly physiologically and morphologically
from the known Desulfovibrio and Desulfotomaculum spe-
cies. The reactions by which sulfate-reducing bacteria are
involved in anaerobic degradation are indicated by their
metabolic capacities. As far as tested, these bacteria use
low molecular weight compounds as electron donors and
therefore depend on fermentative bacteria that degrade
the original polymers from biomass. Thus sulfate reducers
are terminal degraders and their role is analogous to that
of methanogenic bacteria that form methane and carbon
dioxide as final anaerobic products. The recognition of dis-
similatory sulfate reduction and methanogenesis as two
alternative terminal carbon degradation processes has
contributed a great deal to our understanding of anaerobic
mineralization.

Genes and Genetic System

The field of genetics has been restricted for many years to
Escherichia coli and few other genera of aerobic or facul-

tative anaerobic bacteria such as Pseudomonas, Bacillus,
and Salmonella. Anaerobic bacteria were known and stud-
ied since before 1900, but work on the genetics and molec-
ular biology of anaerobic bacteria began to emerge only in
the 1970s. The volume by Sebald is the most recent com-
prehensive review on genetics of anaerobes (46). Improve-
ments in basic techniques for culturing anaerobes and re-
cent advances in molecular biology techniques have helped
in making rapid progress in understanding genes and ge-
netic systems in anaerobic bacteria. Thermoanaerobic bac-
teria produce many thermostable enzymes but the yields
are low. However, their enzymes can be overproduced by
cloning the genes into mesophilic, industrially important
aerobic bacteria. The genes can be overexpressed in both
gram-positive and gram-negative hosts such as Bacillus
subtilis and E. coli (47). One major advantage of cloning
genes for thermostable enzymes in mesophiles is in the
recovery of enzymes in greater than 95% purity by a single-
step high-temperature treatment that inactivates host
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proteins, including protease enzyme (47). Aerobic bacteria
produce about 10-fold higher biomass yields than the an-
aerobic bacteria. Therefore, there is no advantage, except
for biotransformation, in producing the enzymes in an an-
aerobic system.

Several species of the genus Clostridium are of biotech-
nological interest because of the end products of their fer-
mentative metabolism, the stereospecific reductions that
they undertake, and the potentially important enzymes
that they produce. Other species, such as C. botulinum,
produce some of the most powerful toxins known today,
which have been commercialized for medical treatments
such as the correction of crossed eyes.

Various elements of gene-transfer technology have been
developed in several species. Two gene-transfer procedures
should prove widely applicable throughout the genus—
electroporation and conjugal plasmid mobilization. In clos-
tridia, mutants defective in a variety of functions, includ-
ing purine, pyrimidine, vitamin, and amino acid
biosynthesis, pathways of fermentative metabolism, and
sporulation, have been isolated with ethyl methane sulfo-
nate, N-methyl-N�-nitro-N-nitrosoguanidine, and ultravi-
olet light, and have been characterized (48–52). These mu-
tant strains provide valuable information about gene
regulation and function. Conjugal transfer of plasmids and
transposons as well as phase transfection/plasmid trans-
formation has now been documented in several species. In
addition, recombinant DNA technology has also been em-
ployed to gain insights into the gene-transfer systems in
Clostridium. Protoplasts of C. acetobutylicum can be trans-
fected with phage DNA (53). The whole cells of C. aceto-
butylicum can be transformed with plasmid DNA using an
electroporation procedure. Permealized cells of Thermoan-
aerobacter thermohydrosulfuricus have been transformed
with plasmid pUB110 (encoding resistance to kanamycin,
KmR) and a derivative, pGS13, carrying a chloramphenicol
resistance (CmR) marker (54).

A variety of cloning vectors have been developed for use
in C. acetobutylicum. To date only pMTL500E has been
used to introduce cloned heterologous genes into C. aceto-
butylicum. These genes included the Clostridium pasteu-
rianum leuB gene (55) and the C. thermocellum celA gene
(see Ref. 56). Acquisition of the celA gene was demon-
strated by an in situ plate assay using Congo red. In most
cases, screening of clostridial gene banks has relied on ex-
pression of the heterologous genes in E. coli. Appropriate
E. coli mutants have been employed for the isolation of C.
acetobutylicum genes involved in the acetone–butanol fer-
mentation. The butyraldeyde dehydrogenase gene of C.
acetobutylicum has been isolated by complementation of
an E. coli aldehyde dehydrogenase–deficient mutant.
Endo-b-glucanases and xylanse of C. thermocellum and
other cellulolytic clostridia are easily detectable on plates
containing the appropriate substrate by the Congo red as-
say. Upon staining with Congo red, positive clones are sur-
rounded by a yellow hydrolysis zone on a red background.

BIOTECHNOLOGICAL APPLICATIONS

Industrial biotechnology has developed into a more than
$25 billion business of enzymes and of chemically defined

compounds produced by fermentation, microbial transfor-
mation, and enzymatic conversion. These include organic
acids, amino acids, alcohols, vitamins, microbial polymers,
antibiotics, industrial enzymes, biopesticides, and phar-
maceutical specialities. Of these, ethanol, citric acid, L-
lactic acid, gluconic acid, monosodium L-glutamate (MSG),
and L-lysine are examples of bulk fermentation products.

Solvents

Solvents are compounds that are essentially neutral in
character and comprise organic alcohols and ketones. The
major solvent products of microbial carbohydrate catabo-
lism include ethanol, acetone, isopropanol, butanol, ace-
toin, 1,3-propanediol, and butanediol. These are the most
useful oxychemicals produced by fermentation. Solvents
have various uses in the chemical industry, including the
direct use as organic chemicals and indirect use as fuel
additives, extenders, or feedstocks for further chemical
synthesis. Butanol is primarily used as a feedstock chem-
ical in the manufacture of lacquers, rayon, plasticizers,
coatings, detergents, and brake fluids. It can also be used
as a solvent for fats, waxes, resins, shellac, and varnish.
In addition, butanol may also be used as an extractant and
solvent in the food industry.

Butanol. The acetone–butanol fermentation currently
has potential because butanol has many characteristics
that makes it better than the currently used liquid-fuel
extender, ethanol. Higher alcohols have several character-
istics that are favorable for motor fuel use, either in gas-
oline blends or, in some cases, when used directly as fuel.
They are miscible in gasoline; their heats of combustion
per gallon are greater than those of methanol, and they
have good octane-enhancing properties. Butanol, for ex-
ample, has a heat of combustion 54% higher than methanol
and 83% of that for gasoline (57,58). Although the octane
numbers are less than that for methanol (RON 100 vs.
110), the research octane number (RON) value of 100 is
still above that of gasoline (RON 92), and therefore useful
for fuel blends. In addition, butanol has low miscibility
with water and exhibits high miscibility with both diesel
and gasoline. Owing to its high heat of combustion butanol
solutions containing as much as 20% (v/v) water have the
same combustion value as anhydrous ethanol.

In the early 1900s, butanol was used to produce buta-
diene, the most desirable raw material for synthetic
rubber. The annual production of fermentation-derived bu-
tanol was over 45 million pounds during 1945. But the
fermentation-derived butanol process declined after World
War II in the U.S. due to both changes in availability of
renewable feedstocks (molasses, sugarcane) and the in-
crease in availability of inexpensive petrochemical feed-
stocks. Butanol fermentation of beet molasses continued
through the 1970s in the Soviet Union, and fermentation
of sugarcane molasses continued through the 1980s in
South Africa. In China, butanol was still produced fermen-
tatively until recently, but the last viable industrial
acetone–butanol–ethanol (ABE) fermentation in the West-
ern world was carried out by National Chemical Products
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in Germiston, South Africa, using C. acetobutylicum.
Butanol is now synthesized chemically from petroleum-

derived ethylene, propylene, and triethylaluminium, or
carbon monoxide and hydrogen. The major domestic pro-
ducers of butanol and its derivatives are BASF, Chem Ser-
vice Inc., Dow Chemical, Eastman Chemical, Hoechst Ce-
lanese, Shell, Union Carbide, and Vista. The current U.S.
production of butanol is more than 1.2 billion pounds per
year and is experiencing a growth of 3–4% annually.

Butanol pricing has been rising steadily in recent years
due to an increase in demand. The bulk butanol pricing in
the United States is $0.40–$0.50 per pound. The price of
butanol in Europe and the Far East is higher than $0.50
per pound. If the production cost of fermentation-derived
butanol could be in the range of $0.25–$0.30 per pound,
the market for butanol will likely expand: The market pen-
etration of fermentation-based butanol will drive the util-
ization of corn from 7.2 million bushels in 1995 to 153 mil-
lion bushels in 2010. In addition, the supply of other
alternative feedstock, such as biomass, is more available
than corn. However, biomass requires effective pretreat-
ment technology that has not yet been developed. Biomass-
derived solvents produced by fermentation can enter into
the current petrochemical synthetic pathways through a
number of reactions, the most important of which is the
dehydration of alkanols to alkenes to form ethylene, pro-
pylene, butylene, and butadiene.

The ABE fermentation in batch culture is a sequential
process characterized by a primary acid-producing or aci-
dogenic phase that is coupled to growth, and a secondary
solvent-producing or solventogenic phase. Thus, solvento-
genesis appears as a secondary metabolic process caused
by uncoupling of growth. Acetate and butyrate are pro-
duced as soluble fermentation products during the acido-
genic phase. As the acids accumulate, the growth rate and
the culture pH decreases, and solventogenesis begins. The
acids and H2 are consumed and are reduced to solvents in
the solventogenic phase. The “switch” from acidogenesis to
solventogenesis is accompanied by a large number of phys-
iological and biochemical changes, and is clearly a multi-
factorial process. The exact mechanism that regulates this
switch has not been clearly elucidated, but the concentra-
tion of undissociated butyric acid within the cytoplasm
functions as a “bioregulator.” The end products of the ABE
fermentation alter and inhibit growth and metabolism. Ac-
ids are more toxic than solvents, and the more hydrophobic
a product, the higher is its toxicity. It should be noted that
toxicity of acids depends upon the pH. At neutral pH, high
concentrations of organic anions (i.e., butyrate, acetate)
are not toxic because they are dissociated. In normal batch-
fermentation conditions, organic acids are produced, and
then consumed during solventogenesis to prevent dissi-
pation of the cellular proton-motive force. Butanol inhibits
the fermentation at a relatively low concentration.

Butanol producers use a wide variety of carbohydrates,
including hexoses, pentoses, oligosaccharides, and poly-
saccharides as fermentation substrates, and including
starch, molasses, whey, wood hydrolysates, pentosans, in-
ulin, and sulfite liquor. Cellulosic materials are one of the
most attractive substrates for chemicals, as they are the
most abundant and least expensive raw material. Few at-

tempts have been made to use cellulosic substrates for the
production of butanol. A simultaneous saccharification fer-
mentation process was studied to produce butanol from
alkali-pretreated wheat straw using Trichoderma reesi cel-
lulase and C. acetobutylicum (59). The final butanol con-
centration was 10.7 g/L from about 140 g of straw. Pen-
toses did not accumulate during the fermentation,
suggesting simultaneous use of both hemicellulose and cel-
lulose components. Different substrates alter fermentation
parameters of C. acetobutylicum, such as growth rate and
the solvent production ratio. Higher growth and substrate
consumption rates were obtained when glucose, cellobiose,
or mannose were used than when xylose, arabinose, or ga-
lactose were used. The solvent production ratio with the
first sugar group was 1:4:10 (ethanol:acetone:butanol),
whereas ratios of 1:2:5 were obtained with the latter.

Starch is at present the most useful raw material for
fermentation because it is abundant, has high density, and
requires limited pretreatments to be made from biomass.
Starch is produced from corn, cereals (wheat, oats, rice),
and starchy roots (sweet potatoes, cassava). Typically, C.
acetobutylicum produces 12–13 g/L butanol with about 20–
22 g/L total solvents. In recent years, the majority of in-
vestigators have focused their interests on the type culture
strain C. acetobutylicum ATCC 824. Other cultures in-
cluded DSM 792 strain and NCIMB 8052. The C. aceto-
butylicum ATCC 4259 strain and the equivalent DSM
1731, NCIMB 619, and NRRL B-530 strains are all derived
from the original Weizmann industrial strain. An asporo-
genous mutant ATCC 39236 derived from this strain has
been patented by scientists at the Moffett Technical Center
CPC International (60).

Recently, a limited sporulating C. acetobutylicum E604
mutant strain has been developed by treating the parent
C. acetobutylicum strain (ATCC 4259) with ethane meth-
ane sulfonate (61). This mutant strain has been used to
ferment a high-carbohydrate substrate concentration in a
multistage, continuous-temperature programmed-fermen-
tation process followed by batch fermentation (11), to yield
an extraordinarily high concentration of butanol (�20 g/
L) and total solvent (�30 g/L) production (61). This mutant
strain has higher butyrate uptake rate (0.33 g/L) in com-
parison to the parent strain (0.26 g/L) at a lower tempera-
ture of 30 �C (62). Butyrate up to an externally added con-
centration of 11.4 g/L did not inhibit butyrate uptake.
Optimization studies for butyrate uptake by C. acetobutyl-
icum suggested a direct correlation between minimum pH
and butyrate concentration or temperature (63). These de-
velopments make it possible to commercially produce bu-
tanol fermentatively with no residual butyrate.

The saccharolytic strain C. acetobutylicum P262, one of
the NCP production strains, has been studied by groups
working in South Africa and New Zealand. The various
solvent-producing strains now tend to be regarded as va-
rieties of C. acetobutylicum or C. beijerinckii. For batch
ABE fermentation to be industrially viable, and to compete
with the chemical process, concentrations of between 22
and 28 g/L must be obtained in 40–60 h (64). A large num-
ber of publications on butanol-producing microbial cul-
tures and the process demonstrate the extensive research
work that has been done in past years (33,60,64–68).
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Simultaneous recovery of butanol from the broth during
fermentation can eliminate product inhibition. This will
allow complete utilization of sugar and continual fermen-
tation of the substrate at relatively higher rates. In con-
trast to the traditional distillation processes, removal of
butanol can be accomplished by integrating a pervapora-
tion process with the multistage fermentation process. In
this process, the solvents will pass through the membranes
preferentially and the organic acids and cells will remain
on the liquid side and return to the fermentor. The per-
meate stream that is enriched in solvent relative to the
feed will separate into a low-butanol aqueous phase and a
butanol-rich solvent phase. This aqueous phase could be
recycled back to the feed tank. Pervaporation also provides
for the retention of cells in the fermentor, which improves
volumetric productivity.

Ethanol. In the United States, use of ethanol as a fuel
is almost wholly confined to its use as an octane enhancer
in the higher grade of gasoline. Currently, this fuel ethanol
is obtained from both fermentation and chemical synthe-
sis. All of the fermentation ethanol produced in the United
States is made by yeast fermentation.

Interestingly, the substrate range for both yeasts and
Zymomonas for ethanol production is similar. Tradition-
ally, yeasts have been used to produce alcoholic beverages
and, more recently, to produce a considerable portion of
industrial ethanol all over the world. Among yeasts, Sac-
charomyces is the most important and most commonly
used organism. Saccharomyces cerevisiae converts glucose
to ethanol and carbon dioxide. Other yeasts include Pach-
ysolen tannophilus and Kluyveromyces marxianus. Many
facultative and anaerobic bacteria produce varying
amounts of ethanol as one of the metabolic end products.
Bacterial species such as Zymomonas mobilis, Sarcina
ventriculi, and Erwinia amylovorans utilize pyruvate de-
carboxylase to convert pyruvate to CO2 and acetaldehyde,
which is then reduced to ethanol. Zymomonas grows on
glucose, fructose, and sucrose, but is unable to use starch,
maltose, or pentose sugars. Z. mobilis is a promising bac-
terium with some potential to replace yeast as the major
organism for production of industrial ethanol.

Z. mobilis was metabolically engineered to broaden its
range of fermentable substrates to include the pentose
sugar xylose (69). Two operons encoding xylose assimila-
tion and pentose-phosphate-pathway enzymes were con-
structed and transformed into Z. mobilis in order to gen-
erate a strain that grew on xylose and efficiently fermented
both glucose and xylose to ethanol. Subsequent metabolic-
pathway engineering further expanded the fermentation
substrate range of the ethanologenic bacterium Z. mobilis
to include the pentose sugar L-arabinose (70). Direct fer-
mentation of cassava starch to ethanol by Z. mobilis was
obtained in the medium containing amylase-rich culture
filtrate of Endomycopsis fibuligera (71). The ethanol con-
centration of 105 g/L could be increased to 132 g/L by fur-
ther addition of glucoamylase enzyme at 0.01%.

A number of different groups of bacteria, including clos-
tridia, produce ethanol via the reduction of acetyl CoA,
which is generated by the cleavage of pyruvate produced
during glycolysis. At least 30 species of Clostridium have

been reported to produce ethanol in amounts varying from
trace to close to the theoretical maximum of 2 mol ethanol/
mol glucose fermented. In most cases, the extent of ethanol
production is dependent upon the nature and concentra-
tion of fermentation substrate and the fermentation con-
ditions, such as pH and temperature. For a number of me-
sophilic clostridial species, ethanol yields ranging from
1.7–1.9 mol/mol hexose fermented have been observed. In
a single-step biomass to ethanol conversion process, C.
thermocellum has been shown to produce 23.6 g/L ethanol
from an alkali-treated paddy straw (9). The bacterium C.
ljungdahlii, a fast-growing bacteria, has been shown to
produce ethanol from carbon monoxide in concentrations
up to 48 g/L from synthesis gas in a CSTR with cell recy-
cling (10).

In recent years, thermophilic bacteria have been shown
to produce solvents and are considered potential candi-
dates for use in process development because of certain
advantages over mesophiles. Thermophiles have the abil-
ity to use complex plant polymers such as cellulose or
starch, and offer high growth rates, fast fermentation, re-
duced contamination, increased process stability, and elim-
inate high energy demand in cooling the media and prod-
uct recovery. The major disadvantage is production of end
products in low concentrations and yield due to lower end-
product tolerance. However, this can be partially overcome
if the solvents are removed simultaneously.

There are increasing number of patented processes con-
cerning the use of thermophilic microorganisms, including
ethanol fermentation (72–75). The thermophilic anaerobic
bacteria have provided a great deal of information on
ethanol-fermentation pathways via acetyl-CoA (34). There
are two different ethanol pathways in thermophiles (76).
The type I pathway uses NADH-linked alcohol dehydro-
genase and produces ethanol from acetaldehyde. The Type
II pathway uses NADPH-linked alcohol dehydrogenase to
produce ethanol from both acetyl CoA directly or acetal-
dehyde. In Type II ethanologens, the NAD-linked alcohol
dehydrogenase functions to consume ethanol. The Type I
pathway is applicable in anaerobic bacteria such as C. ther-
mocellum. The Type II pathway is present in Thermoan-
aerobacter thermohydrosulfuricus, Thermoanaerobacter
brockii, and Thermoanaerobacter ethanolicus. Ethanol
yields of heterofermentations vary considerably with the
specific growth conditions used. The biochemical basis for
different reduced end-product ratios of thermophilic etha-
nol producers that contain the same glycolytic pathways is
related to subtle differences in the specific activities and
regulatory properties of the enzymes that control electron
flow during fermentation. Similarly, specific changes in
culture conditions such as temperature and pH influence
the rate and direction of the enzymatic machinery respon-
sible for end-product formation.

T. ethanolicus 39E has a low tolerance for ethanol, with
growth inhibition occurring at 2% (wt/vol) ethanol. An
ethanol-tolerant strain (39EA) that was tolerant to 4% (wt/
vol) ethanol at 60 �C, produced ethanol under these con-
ditions (77), and lacked the NAD-linked alcohol dehydro-
genase was selected. Another strain (H8) can grow at 8%
ethanol but produces lactic acid at high solvent concentra-
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tions. The mechanism of high (i.e., 8%) ethanol tolerance
in T. ethanolicus is related to its ability to produce unique
transmembrane lipids (C30 to C34 fatty acids) that provide
solvent tolerance (78). Alcohol increases membrane fluid-
ity, and these transmembrane lipids may serve to reduce
the fluidity and maintain membrane integrity.

1,3-Propanediol. 1,3-Propanediol (PD) is a versatile in-
termediate compound for the synthesis of heterocycles and
as a monomer for the production of polymers such as poly-
ethers, polyesters, and polyurethanes. PD can also be used
as a solvent and an additive for lubricants. The microbial
conversion of glycerol to PD is simple in comparison to the
chemical conversion of acrolein. It has been shown that
some Clostridium species are able to convert glycerol to PD
with an appreciable yield (79). 1,3-Propanediol from glyc-
erol was produced by C. butyricum DSM 5431 at 50–58 g/
L with productivities of 2.3–2.9 g/L per hour (13). The fer-
mentations were conducted in 300- and 3000-L fermentors
with almost similar results, indicating that the scale-up of
this microbial fermentation process should not cause a ma-
jor problem. The substrate glycerol is relatively cheap and
its conversion to PD could help reduce glycerol surpluses
in the market.

Organic Acids. Currently, organic acids such as acetic,
propionic, butyric, fumaric, succinic, malic, and lactic acids
can be produced by anaerobic fermentation technology.
The key technical problems blocking the rapid advances in
developing the bioprocess technology for organic-acid fer-
mentations have been low product concentration, low spec-
ificity to desired product(s), low productivity or rate of fer-
mentation, and inefficient or energy-intensive recovery
processes. However, recently, significant technological ad-
vances have occurred in anaerobic fermentations for pro-
duction of organic acids by fermentation of carbohydrates
(80). Acidogenic fermentation of carbohydrates to volatile
organic acids is well known (43). In general, anaerobic bac-
terial fermentations are of interest because of the wide
range of products formed and substrate fermented, the
high substrate-to-product conversion yields and rates, and
the potential for enhanced process stability and product
recovery due to physiological diversity of species (e.g., ex-
treme thermophily, acidophily, halophily). For acetate fer-
mentation, homacetogenic fermentation producing 3 mol
of acetate from 1 mol of dextrose (e.g., by using C. ther-
moaceticum) has been described by many authors. Cur-
rently, the available organisms produce salts of organic ac-
ids in low concentrations (400–800 mM for acetate, 200–
400 mM for propionate and 200–300 mM for butyrate) with
low productivity of 0.2–2 g/L per hour (81). New fermen-
tation processes with better yield and productivities have
been developed, making it feasible to produce volatile as
well as nonvolatile organic acids economically.

Lactic Acid. Lactic acid is a natural organic acid with a
long history of use in the food industry. Lactic acid, because
of its flavoring and preservation properties, is used as an
acidulant, particularly in dairy products, confectionery,
beverages, pickles, bread, and meat products. It is also
used in the pharmaceutical and cosmetic industries. The

cyclic dimers of lactic acid are used as raw materials in the
synthesis of biodegradable polymers for a variety of uses,
including absorbable surgical sutures, slow-release drugs,
and prostheses. Ethyl lactate is the active ingredient in
many anti-acne preparations. Crude grades of lactic acid
are used for the deliming of hides in the leather industry,
and it is used for fabric treatment in the textile and laun-
dry industries. Its ability to form polymeric polylactic acids
finds application in production of various resins. Because
of its structure and its two functionally reactive groups,
hydroxyl and carboxyl, lactic acid can be used to make nu-
merous value-added functional chemicals (82). These in-
clude biodegradable polymers and copolymers, propylene
glycol, propylene oxide, and acrylates. Lactic acid–based
polymers and copolymers have potentially large-volume
uses as biodegradable thermoplastics, pesticide formula-
tion, and environmentally benign polymers, with a poten-
tial market exceeding several hundred million dollars per
year.

The market for fermentation lactic acid is growing every
year because it is now feasible to produce large-volume
chemicals from lactic acid. Homofermentative lactic-acid
bacteria produce none or only trace amounts of end prod-
ucts other than lactic acid, and are used for industrial pro-
cesses. Numerous organisms are known to produce lactic
acid with high (�90%) yield and productivity (�2 g/L per
hour) from carbohydrate fermentation. Some of the com-
mon homolactic acid bacteria are: Lactobacillus casei, L.
pentosus, L. leichmannii, L. acidophilus, L. delbrueckii, L.
bulgaricus, Streptococcus cremoris, S. lactis, S. diacetylac-
tis, Sporolactobacillus sp. and Pediococcus sp. Homolactic
acid–producing bacteria ferment starch, hexoses, pen-
toses, and cellobiose. Depending upon the cultural condi-
tions, the yield of lactic acid by the homolactic acid bacte-
rium L. casei and heterolactic acid bacterium T. brockii are
nearly equivalent. In non-energy-limited batch culture, L.
casei produces lactic acid as the sole end product, whereas
in energy-limited, continuous culture, nearly equivalent
amounts of lactic, acetic, and formic acids, and as well as
ethanol, are produced (43). Lactate is the major fermen-
tation product of T. brockii grown in high-yeast extract,
batch fermentation. It should be noted that lactate yields
in homolactic-acid bacteria depend upon specific growth
conditions and that additional products (e.g., formic acid,
acetic acid, and ethanol) can also be formed. Lactic acid
yields are generally highest during glycolysis via the
homolactic-acid-fermentation pathway. Theoretically, 2
mol of lactate and 2 mol of ATP are formed per 1 mol of
glucose fermented.

Anaerobic fermentations for production of organic acids
operate optimally at pHs where salts of organic acids,
rather than free acids, are produced. The free acids and
their derivatives are required for the manufacture of func-
tional chemicals. The development of new technologies to
recover and purify the fermentation acids from broth have
reduced the costs associated with product recovery and pu-
rification, thus making the commodity production of or-
ganic acids such as lactic acid practical and economically
attractive. One of the approaches that has been tradition-
ally applied is simultaneous fermentation and neutrali-
zation with calcium salt to obtain calcium lactate precipi-
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tate. The precipitate can be separated easily, and free lactic
acid can be obtained after treating the salt with acids such
as sulfuric acid. The disadvantage of such a system is in
handling the solids and slurry. Another emerging technol-
ogy for separation and recovery of lactic acid is electrodi-
alysis (ED). ED is a rapid process for altering the compo-
sition and/or concentration of electrolytes in aqueous
solutions by transferring ions across ion-exchange mem-
branes under the influence of a direct electric current. The
recovery and purification of lactic acid using ED has been
successfully demonstrated (14). In this process, sodium
lactate is first selectively separated from proteins, amino
acids, and cells, then, using water-splitting membrane, the
lactic acid salt is converted to free lactic acid and base. The
traditional process using lime for neutralization followed
by cell filtration, carbon adsorption, evaporation, acidula-
tion, gypsum filtration, carbon adsorption, evaporation, fil-
tration, esterification, and final purification is uneconom-
ical (83). However, separation and recovery of lactic acid
by ED seems a cost-effective and attractive approach.

Succinic Acid. Succinic acid is a relatively new nonhy-
groscopic acidulant. Succinic acid is listed by the FDA as
a GRAS additive for miscellaneous and/or general-purpose
uses. It readily combines with proteins in modifying the
plasticity of bread doughs. It is also an dibasic acid for
producing edible synthetic fats with desirable thermal
properties. Succinic acid is manufactured by the catalytic
hydrogenation of maleic or fumaric acid. It has also been
produced commercially by aqueous alkali or acid hydroly-
sis of succinonitrile, which is derived from ethylene bro-
mide and potassium cyanide.

Succinic acid is a common intermediate in the metabolic
pathway of several anaerobic microorganisms. For exam-
ple, succinate is a key intermediate for anaerobic fermen-
tations by propionate-producing bacteria, but it is only pro-
duced in low yields and in low concentrations. Succinate is
also produced by anaerobic rumen bacteria. These bacteria
include Ruminobacter amylophilus and Prevotella rumin-
icola. As such, accumulation of succinic acid in fermenta-
tion broth has been observed in a number of rumen micro-
organisms. Although the rumen bacteria give higher yields
of succinate than do the propionate-producing bacteria, the
reported fermentations were generally run in very dilute
solutions and gave a variety of products in generally low
yields. Moreover, the rumen organisms tend to lyse after a
comparatively short fermentation time, thereby leading to
unstable fermentations.

Anaerobiospirillum succiniciproducens, an anaerobic
non-rumen bacterium, has been demonstrated to produce
succinic acid in higher concentrations and yield (84,85).
The pathway for succinic acid production in A. succinici-
producens has been established (45). Two processes to pro-
duce succinic acid as sodium succinate (86) and calcium
succinate (87) were developed using A. suciniciproducens,
as this organism produced succinate in a relatively higher
concentration and yield with fewer cofermentation prod-
ucts, had a faster growth rate, and could grow in an in-
dustrial grade medium.

In order to develop a commercially attractive process to
produce succinic acid by fermentation, the product should

be produced in a high concentration and in a high yield
(wt%) using inexpensive raw materials and nutrients. A.
succiniciproducens produces succinate and acetate in a ra-
tio of about 4:1, thus a good amount of carbon is lost as
acetate and the separation of succinate and acetate be-
comes very critical. Therefore, a fluoroacetate-resistant
variant FA-10 of A. succiniciproducens was developed that
produced very minute amounts, if any, of acetic acid (88).
The organism produces enough succinate to allow simul-
taneous fermentation and calcium succinate precipitation
under strictly controlled conditions and when the correct
calcium salt is used for neutralization. However, the pro-
cess seems to have a major disadvantage in handling gyp-
sum at a commercial scale. The succinic acid fermentation
in A. succiniciproducens is regulated by fermentation pH
and the amount of carbon dioxide (45). For example, lac-
tate is the major fermentation product at pH 6.5 and
higher with limiting levels of CO2, whereas succinate is the
major product at a pH of 6.0–6.2 with an abundance of
CO2. Phosphoenolpyruvate carboxykinase has been puri-
fied and described for A. succiniciproducens (89), a non-
ruminal anaerobic bacterium, as well as from a ruminal
anaerobic bacterium, Ruminococcus flavefaciens (90). In E.
coli, overexpression of PEP carboxikinase had no effect on
succinic acid production, but succinic acid was produced as
the major fermentation product by weight (3.5-fold in-
crease in the concentration) by overexpression of PEP car-
boxylase (91).

Recently, a rumen-facultative anaerobic bacteria, Acti-
nobacillus sp. strain 130Z, has been shown to produce suc-
cinic acid in much higher concentration (60–80 g/L) than
any of the previously known succinic acid–producing mi-
croorganisms (92). Acetate and small amounts of pyruvate
and formate are produced as cofermentation products. The
variants of Actinobacillus sp. strain 130Z have been de-
veloped to produce succinic acid in a concentration of �105
g/L and yield of 85–95 wt % (19) under neutralization with
magnesium. The organism is reported to be robust with a
wide pH range and tolerance to high substrate and product
concentrations. The levels of key succinic acid–producing
pathway enzymes, such as phosphoenolpyruvate (PEP)
carboxykinase, a key CO2-fixing enzyme, malate dehydro-
genase, and fumarase were significantly higher in Actino-
bacillus sp. strain 130Z than in E. coli K-12 (93). The key
enzymes in end-product formation in Actinobacillus sp.
130Z were regulated by the energy substrates.

Butyric Acid. Butyric acid, butyrate esters, and other
butyrate derivatives are important flavor ingredients in
many natural and processed foods. For example, butyric
acid is present in butter as an ester to the extent of 4–5%.
Some of its esters serve as bases of artificial flavoring in-
gredients of certain liqueurs, soda water syrups, candies,
and so on. Development of a bioprocess for production of
natural butyric acid by anaerobic fermentation thus is
likely to satisfy the potential market of natural fermen-
tation products. In addition, ethyl and methyl esters of bu-
tyric acid can also be used as octane enhancers when added
to gasoline (94). Some common anaerobic bacterial genera
producing butyrate are Butyribacterium, Butyrivibrio,
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Clostridium, Eubacterium, Fusobacterium, Haloanaero-
bium, and Sarcina. Most butyric-acid producing bacteria
ferment starch, hexose, pentose, and cellobiose, and form
acetic acid, in addition to butyric acid, as the major (i.e.,
percentage of substrate weight converted to product) fer-
mentation product. Butyric acid production is also related
to cultural conditions of the specific species. For example,
C. thermosaccharolyticum produces butyric acid as the fer-
mentation product during exponential growth (95). B.
methylotrophicum can produce either acetate or butyrate
as the sole end product, or it can form a mixture of butyrate
and acetate. B. methylotrophicum ferments glucose to ac-
etate with small amounts of butyrate at near neutral pH;
it produces high levels of butyrate at acidic pH (42,96). In
addition, it will produce butyrate from methanol in the
presence of carbon dioxide and acetate under the same pH
conditions. Products of CO fermentation by this organism
are acetate and butyrate in a ratio of approximately 30:1.
However, the fermentation can be shifted towards buty-
rate by decreasing the pH at the onset of the stationary
phase (97). Theoretically, yields of 1 mol of butyrate and 2
mol of hydrogen and CO2 are obtainable from 1 mol of hex-
ose via the butyrate fermentation path (43). B. methylotro-
phicum or C. butyricum under cell-recycle can achieve this
scenario.

In general, the most studied butyrate-producing micro-
organisms belonged to the genus Clostridium. A large
number of fermentation substrates, including hydroly-
sates of waste cellulosic material, lactose from whey, mo-
lasses, and cellulosic materials can be utilized to produce
butyric acid. However, the low concentration in the fer-
mentation broth did not make the process commercially
attractive as a commodity product. In addition, a major
characteristic of this fermentation is the concomitant pro-
duction of acetate, which is observed in butyrate-producing
Clostridium and other bacterial species. Recently, fed-
batch fermentation of glucose with Clostridium tyrobutyr-
icum have yielded butyrate in a concentration of 42.5 g/L
with a selectivity of 0.90, a productivity of 0.82 g/L per
hour and a weight yield of 36% (98). In glucose-limited, fed-
batch cultures, initially produced acetate was reutilized,
resulting in exclusive production of butyrate. Because the
ratio of butyrate to total acids was strongly influenced by
the growth rate of bacteria, acetate being produced along
with butyrate at higher growth rates (16) achieved in-
creases in butyrate concentrations, productivity, selectiv-
ity, and yield by controlling the substrate feeding by the
rate of gas production. In a fermentation of wheat flour
hydrolysate (380 g/L of glucose) with C. tyrobutyricum, a
butyrate concentration of 62.8 g/L was obtained with a pro-
ductivity of 1.25 g/L per hour, a selectivity of 91.5%, and a
weight yield of 45% (16). Thus, production of butyrate for
specialty uses by fermentation is feasible.

Propionic Acid. Propionic acid is a value-added spe-
cialty chemical used in various chemical and food-process-
ing industries. It has wide-ranging applications, such as
an antifungal agent in foods and feeds, and as an ingre-
dient in thermoplastics, antiarthritic drugs, perfumes, fla-
vors, and solvents. Currently, propionic acid is produced by
chemical synthesis from petroleum feedstocks, but small

amounts of natural propionic acid are produced by fermen-
tation. Propionic acid is a major end product of fermenta-
tions carried out by a variety of anaerobic bacteria, many
of which ferment glucose to propionate, acetate, and CO2.
Lactate can also be fermented to propionate either via the
acrylate pathway in a stepwise reduction to propionate, or
via the succinate pathway, where lactate is converted to
propionate via pyruvate and succinate.

Although several microorganisms can produce pro-
pionic acid, fermentations using propionibacteria have
been studied most extensively. The slow growth rate of pro-
pionibacteria usually results in propionate production at a
slow rate. Propionispira arboris ferments glucose to pro-
pionate, acetate, and CO2 via the succinate pathway. The
ratio of propionate to acetate is low, resulting in a carbon
loss to cofermentation products. However, the ratio of pro-
pionate to acetate can be changed from 2 to 16:1, approach-
ing a homofermentation yield from glucose, by use of H2

as a cosubstrate because this species consumes H2 (44).
Various fermentation systems have been examined to in-
crease the propionate fermentation rate, including batch,
fed-batch, continuous, continuous with cell recycle, extrac-
tive, and immobilized cell fermentations. Also, various
substrates such as glucose, xylose, lactate, glycerol, food-
processing waste, and whey have been examined to pro-
duce propionate not only with increased productivity, but
also economically. Using Propionibacterium acidipropion-
ici, propionate has been produced at 42 g/L from glycerol
(18) and at 57 g/L from glucose (17) in batch and fed-batch
fermentation systems, respectively. It seems fermentative
production of propionate is feasible if an appropriate fer-
mentation system and recovery technology can be inte-
grated to obtain the acid in high concentration, yield, and
productivity.

Enzymes

In recent years, enzymes have gained wider applications
in the biotechnology industry. The global industrial market
has recently been valued at $1.4 billion, with an expected
market increase of 4–5% (99). Enzymes are grouped into
six major classes: oxidoreductases, transferases, hydro-
lases, lyases, ligases, and isomerases. The majority of com-
mercialized enzymes are hydrolases such as amylase, cel-
lulase, xylanases, pectinase, proteases, lipase, and
collagenase. Other important enzymes are glucose isom-
erase and glucose oxidase. Anaerobic bacteria are very di-
verse and thus produce a wide variety of enzymes, exclud-
ing oxygenases. Enzymes are widely used in pulp and
paper, textile, detergent, and food- and feed-additive in-
dustries. In addition, enzymes also find applications in
pharmaceutical synthesis, therapeutic contexts, and clini-
cal and chemical analysis. The rumen anaerobic microbial
population presents a rich and, until recently, underuti-
lized source of novel enzymes with tremendous potential
for industrial applications. The enzymes from these micro-
organisms include cellulases, xylanases, b-glucanases, pec-
tinases, amylases, proteases, phytases, and tannases.
High-molecular-mass complexes containing numerous cel-
lulases have been identified in a number of rumen bacte-
ria, including Butyrivibrio fibrisolvens, Ruminococcus al-
bus, and Fibrobacter succinogenes.



162 ANAEROBES, INDUSTRIAL USES

The most common enzyme-producing anaerobic bacte-
ria are mesophilic and thermophilic clostridia, and mod-
erate- and hyper-thermophilic nonclostridial species
(100,101). Among the amylolytic enzymes, �-amylase hy-
drolyzes internal �-1,4 linkages of starch at random in an
endo fashion, producing oligosaccharides of varying chain
lengths. Generally, it cannot act on �-1,6 linkages of starch.
C. butyricum, C. acetobutylicum, T. ethanolicus, C. ther-
moamylolyticum have been reported to produce this
amylase enzyme. b-Amylase hydrolyzes alternate �-1,4-
glycosidic linkages of starch in an exo fashion from the
nonreducing end, producing b-maltose. The b-amylase has
been produced in high yield as a primary product during
growth of Thermoanaerobacterium thermosulfurigenes
(102). A hyperproductive mutant was isolated that pro-
duced eightfold more b-amylase than the wild type. Syn-
thesis of the enzyme was both constitutive and resistant
to catabolite repression. The b-amylase has also displayed
industrial potential for the production of high-maltose syr-
ups from raw or soluble starch at 75 �C. Various maltose-
containing syrups are used in the brewing, baking, can-
ning, and confectionery industries.

Glucoamylase is an exoacting carbohydrase that cleaves
glucose units consecutively from the nonreducing end of
starch molecules. High levels of a thermostable glucoa-
mylase activity has been reported in crude extracts of T.
ethanolicus 39E (103), although it was purified and later
described as an �-glucosidase activity. Glucoamylase is
widely used in alcoholic fermentation of starchy materials
and in the commercial production of glucose and high-
glucose corn syrups. However, the current source of this
enzyme is fungal. Pullulanase is a debranching enzyme
that specifically cleaves �-1,6 linkages in starch, amylo-
pectin, pullulan, and related oligosaccharides. It is gener-
ally used in combination with saccharifying amylases such
as glucoamylase, fungal �-amylase, or fungal b-amylase for
the production of various sugar syrups because it improves
saccharification and yield (104). Hyun and Zeikus (103)
found that T. ethanolicus produces highly thermoactive
and thermostable cell-bound pullulanase. They also devel-
oped a hyperproductive mutant that displayed improved
starch metabolism features. Pullulanase has also been re-
ported to be produced by C. thermosaccharolyticum. Tak-
ing advantage of the high thermoactivity and acidoactivity
of these pullulanases, it may be assumed that these en-
zymes might effectively replace �-amylase and pullulanase
in both starch liquefaction and saccharification processes.
�-Glucosidase hydrolyzes terminal nonreducing �-1,4-
linked glucose residues of various substrates, releasing �-
D-glucose. It is generally considered to be maltase, but has
a wide specificity, being able to cleave glucosides of non-
sugars in addition to maltose, maltotriose, and other mal-
tooligosaccharides, and to transfer �-D-glycosyl residues of
maltose and �-D-glucosides to suitable acceptors.

�-Amylase, which is used in starch liquefaction, solu-
bilizes �-1-4 linkages in starch-forming maltodextrin syr-
ups. �-Amylase has been recently described in thermoan-
aerobes. For example, the Pyrococcus furiosus �-amylase
gene has been cloned and expressed in E. coli (105). The P.
furiosus �-amylase is twice as active as Bacillus litchen-

formis commercial �-amylase, but does not require Ca2�

for stability at high temperature (i.e., �100 �C).
The cellulase system in both bacteria and fungi com-

prises three different classes of enzymes: (1) endo-1,4-b-
glucanases; (2) exo-1,4-b-D-glucanases, including both 1,4-
b-D-glucan cellobiohydrolases and 1,4-b-D-glucan
glucohydrolases; and (3) 1,4-b-D-glucosidases, also referred
as cellobiases. Several species of cellulolytic clostridia have
been described in the literature. These include Clostridium
cellobioparum, C. acetobutylicum, Clostridium cellulovor-
ans, Clostridium stercorarium, and Clostridium thermo-
cellum. Most of the work on industrial cellulases has been
accomplished using aerobic fungal systems. However, due
to the high specific-enzyme activity on the one hand and
the high thermostability on the other, the cellulases from
C. thermocellum have been considered for potential indus-
trial utilization in direct alcohol fermentations, but not for
saccharification per se (i.e., glucose production). Recently,
endoglucanases have been used in laundry detergents.

Collagenases are endopeptidases that hydrolyze native,
insoluble fibrous collagen. One of the anaerobic bacteria
producing collagenase that has been extensively studied is
C. histolyticum. The collagenase of C. histolyticum is avail-
able commercially. Other collagenase-producing anaerobic
bacterial species include C. collagenovorans and C. proteo-
lyticum (106). Pure collagenase can be applied as a sensi-
tive probe for biosynthetic studies and sequence determi-
nations. It is useful in prevention or cure of keloids.
Collagenase is useful for the dispersal and dissociation of
animal tissues in the laboratory. It is routinely used to
separate cells from their parent tissues. C. histolyticum
also produces an extracellular sulfhydryl proteolytic en-
zyme called clostripain (clostridiopeptidase). This enzyme
possesses amidase, esterase, and proteolytic activity,
which is directed toward the carboxyl peptide linkage of
arginine (107).

Pectin-degrading enzymes are produced by a variety of
microorganisms, including clostridia. These have been pro-
duced by C. aurantibutyricum, C. felsineum, C. multifer-
mentas, C. roseum, and T. thermosulfurigenes. An active
thermostable polygalactunonate hydrolase and pectin
methylesterase have been produced by T. thermosulfuri-
genes (108). These thermostable pectinolytic activities may
have application in fruit juice clarification and for process-
ing food or agricultural/forestry products.

Several xylose (glucose) isomerases have been isolated
from thermoanaerobes including from Thermotoga neapol-
itana (109). This enzyme is more stable and active than
commercial enzymes. An alkaline phosphatase that is
more stable and active than commercial calf enzyme has
been purified and characterized from T. neapolitana (110).
Table 3 provides examples of some selected enzymes of in-
dustrial importance from anaerobic extremophiles. This
serves to illustrate the diversity of enzymes from anaer-
obes.

Specialty Chemicals and Biotransformations

Diverse species of acetogenic and methanogenic bacteria
grow on CO, H2—CO2, or methanol. These bacteria have
been studied for conversion of synthesis gas (i.e., CO � H2)
or CO to methane by pure cultures and consortia, or into
organic acids and alcohols by pure culture. Some of these
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Table 3. Enzymes of Potential Industrial Importance from Anaerobic Extremophiles

Enzyme

Optimal
temperature

(�C) Localization Organism Reference

Endoglucanase 65 extracellular Clostridium thermocellum Ng et al. (111)
�-Amylase 100 extracellular Pyrococcus furiosus Dong et al. (105)
b-Amylase 75 extracellular Thermoanaerobacterium thermosulfurigenes Hyun and Zeikus (102)
Xylose/glucose isomerase 95 intracellular Thermotoga neopolitana Vielle et al. (109)
Amylopullulunase 85 extracellular Thermoanaerobacter ethanolicus 39E Mathupala and Zeikus (112)

105 extracellular Pyrococcus furiosus Dong et al. (113)
Endo-xylanase 70 extracellular Thermoanaerobacterium saccharolyticum

B6A-RI
Lee et al. (114)

1� Alcohol dehydrogenase 80 intracellular Thermococcus litoralis Ma et al. (115)
2� Alcohol dehydrogenase 90 intracellular Thermoanaerobacter ehtanolicus 39E Burdette et al. (116)
b-Xylosidase 70 intracellular Thermoanaerobacterium saccharolyticum

B6A-RI
Lee and Zeikus (117)

Alkaline phosphatase 85 intracellular Thermotoga neopolitana Dong and Zeikus (110)

bacteria include B. methylotrophicum, Eubacterium limo-
sum, Peptostreptococcus productus, C. thermoaceticum, C.
ljungdahlii, and Methanosarcina barkeri. Synthesis gas
represents a cheap feedstock for microbial conversion to
higher-value commodity products. Recent work has fo-
cused at syngas fermentation to liquid-fuel additives. The
feasibility of ethanol production from syngas fermentation
by C. ljungdahlii (118) and ethanol plus butanol produc-
tion by B. methylotrophicum (119,120) has been estab-
lished. However, these processes need to be developed fur-
ther for their commercialization.

Recently, anaerobes have also been examined for a wide
range of specialty fermentation products including anti-
microbials, bioflavors, biopigments, biopesticides, and an-
ticancer agents. Antimicrobial compounds such as antibi-
otics and bacteriocins are produced by some of the
anaerobic species. The most common examples are that of
nisin and pediocin production by Lactococcus lactis and Pe-
diococcus acidilactici, respectively (121). Some strains of
lactobacilli catalyze the decarboxylation of glutamate to c-
aminobutyrate (122).

Many chiral compounds can be synthesized by microbial
hydrogenation using hydrogen (or formate) and hydroge-
nase-containing microorganisms. Oxidoreductase enzymes
are involved in electron-transfer reactions and can be ap-
plied in a stereoselective catalysis. The best known alcohol
dehydrogenase is that present in both T. ethanolicus and
other thermoanaerobes, the most notable being T. brockii.
This NADP-linked secondary alcohol (aldehyde/ketone) de-
hydrogenase, found in thermoanaerobes, exhibits a wide
substrate specificity toward linear and cyclic secondary al-
cohols and thioesters (116,123,124). Table 4 summarizes
novel oxidoreductases present in some clostridial species
that are of commercial interest (125). The biotransforma-
tion reactions can be carried out either by whole-cell fer-
mentation (which eliminates coenzyme regeneration but
may be subject to interference by competing enzymes), or
by crude or purified enzyme in batch or continuous-flow
systems using an immobilized enzyme column. C. sporo-
genes performs the stickland reaction, in which pairs of
amino acids are fermented, one amino acid acting as an

electron donor (e.g., valine, leucine, isoleucine), and the
other acting as an electron acceptor (e.g., proline, glycine).
Synthesis of pyruvate and other 2-oxacids from acyl phos-
phate derivatives have been shown with permeabilized
cells of C. sporogenes (125). In amino acid–fermenting an-
aerobic bacteria, a set of unusual dehydratases is found
that use 2-hydroxyacetyl-CoA, 4-hydroxybutyryl-CoA, or
5-hydroxyvaleryl-CoA as substrates. These anaerobic bac-
teria include C. propionicum, C. aminobutyricum, and C.
aminovalericum (126).

Waste Treatment

Residual Organics. Microorganisms excel in using or-
ganic substances as sources of nutrients and energy. The
challenge of wastewater treatment is to remove (1) com-
pounds with a high biochemical oxygen demand, (2) patho-
genic organisms and viruses, and (3) a multitude of
human-made chemicals. Anaerobic digestion (AD) is com-
monly used to treat materials with a high content of in-
soluble organic matter, such as cellulose, and to degrade
concentrated industrial wastes, such as those from the
food-processing industry. AD is a complex biological pro-
cess that utilizes a consortium of anaerobic microorgan-
isms to act in concert to hydrolyze complex organics to sim-
ple monomers and then to volatile fatty acids (VFAs).
These VFAs are ultimately converted to methane and car-
bon dioxide in the final step in the anaerobic food chain.
The degradative and fermentative reactions in the anaer-
obic treatment processes can be divided into two stages:
acid-forming and methane-forming, which involve at least
three groups of anaerobic bacteria—acidogenic, syn-
trophic, and methanogenic. In the acid-forming stage, com-
plex organic polymers, including carbohydrates, fats, and
proteins, are hydrolyzed and fermented to VFAs, alcohols,
and ketones by selective anaerobic bacteria. Organic acids
and alcohols such as lactic acid, propionic acid, butyric
acid, and ethanol are converted to acetic acid and carbon
dioxide by acetogenic bacteria in the syntrophic association
of, generally, methanogenic bacteria. The acetate and CO2

are finally converted to CH4 by methanogenic bacteria that



164 ANAEROBES, INDUSTRIAL USES

Table 4. Novel Oxidoreductase in Clostridium Species

Reduction Electron donor Organism

Aldehyde/ketone dehydrogenase
Steroids Unknown C. paraputrificum

C. bifermentans
Methyl ketones NADPH C. thermohydrosulfuricum
Ketones Unknown C. pasteurianum

Unknown C. tyrobutyricum
2-Oxoacid synthase

Fatty acids Ferredoxin C. sporogenes
Acetate Ferredoxin C. kluyveri

Linoleic reductase
Linoleic acid Unknown C. sporogenes

Enoate reductase
Cinnamic acid NADH C. sporogenes
Crotonic acid NADH C. tyrobutyricum

2-Oxoacid reductase
Phenylpyruvic acid NADH C. sporogenes

Nitroaryl reductase
Chloramphenicol Ferredoxin/flavodoxin C. acetobutylicum
Metronidazole Ferredoxin/flavodoxin
Paro-nitrobenzoate Ferredoxin/flavodoxin

2-Nitrobenzene Ferredoxin/flavodoxin
Lipoamide hydrogenase

NAD/lipoamide Lipoamide/NADH C. kluyveri

Source: From Lovitt et al. (125).

may include acetate- and H2-CO2-consuming methano-
gens. Anaerobic microorganisms in general show a high
degree of metabolic specialization. The success of the an-
aerobic digestion process therefore depends upon cooper-
ative interactions between microorganisms with different
metabolic capabilities. Figure 2 illustrates the anaerobic
food chain that converts complex organic matter into meth-
ane. Since the rate of VFA production can be significantly
higher than that of VFA conversion to methane, an imbal-
ance between these two rates can occur in a single-stage
digestor, resulting in VFA accumulation, a concomitant pH
drop, cessation of methane fermentation, and ultimate
process failure. A two-stage AD process that separates the
acid-forming and methane-forming stages has been prac-
ticed with a variety of wastes. Alternatively, a high-rate
syntrophic methanogenic microbial consortium can be
developed (127,128). The leach-bed two-phase digestion
process, consisting of an acid-phase, solid-bed reactor op-
erated in tandem with a separate, packed-bed, methane-
phase digestor (anaerobic filter), for high solids waste has
been described (129). Low-strength wastewaters can now
be treated, even under psychrophilic conditions, by using
specific rheologic conditions in the expanded granular
sludge bed (EGSB) reactor (130). Solid wastes can be
treated anaerobically using the thermophilic “high-solids”
fermentation technology (131). New reactor designs permit
S� recovery from SO2-rich waste gases (132).

Many human-made organic compounds are degraded
during sewage treatment. Since 1986, full-scale UASB re-
actors have been used to treat municipal wastewater
throughout the world. Treatment costs are halved when
anaerobic treatment (e.g., UASB reactor) is applied in-
stead of just aerobic processes (133). In warm climates, a

simple upflow sludge blanket (USB) septic tank with an
aerobic posttreatment (e.g., a trickling filter) can be com-
bined to remove the bulk of its suspended solids (134). AD
is expected to reduce most of the pathogenic bacteria.
Thus, the treated water may be considered reclaimed for
use in crop production in the next decade. Organic slurries
containing particulate organic matter, such as animal ma-
nures and primary or secondary sewage sludges, are nor-
mally digested in completely mixed reactors. Because the
hydrolysis rates of certain solids is slow, separation of hy-
draulic retention time (HRT) and solids retention time
(SRT) may improve performance of digestors treating slur-
ries. AD does not remove . In a new -removal� �NH NH4 4

pathway observed in the methanogenic reactors, was�NH4

oxidized anaerobically to N2 in the presence of , with�NO2

a lab-scale reactor achieving a removal rate of 0.7 kg
-N/m3 per day (135).�NH4

The UASB technology is now widely used to anaerobi-
cally digest industrial wastewaters with concentrations in
the range 2–20 g COD/L. UASB reactors are usually im-
plemented when wastewater is rich in carbohydrates and
relatively poor in other contaminants. Biomass retention
through adequate granulation is of utmost importance in
UASB technology, first to obtain a good effluent quality
and, second, in order to ensure a minimal cell residence
time of 7–12 day that is required to avoid the wash-out of
the slowest-growing anaerobic bacteria. The onset of
sludge granulation after start-up of an anaerobic-sequenc-
ing batch reactor was enhanced by adding a cationic poly-
mer, divalent cations, and granulation nuclei such as clay
minerals (136). Consideration of surface thermodynamics
is important in granulation (137). Some key methanogenic
species have been identified and implicated in the granu-



ANAEROBES, INDUSTRIAL USES 165

H2 CO2

Organic matter

Propionate ButyrateEthanol

Lactate Isobutyrate

FormateAcetate

Hydrolytic
bacteria

CH4

Methanogenic 
bacteria

Syntrophic 
acetogenic bacteria

Figure 2. Anaerobic degradation of organic matter to methane
in relation to microbial trophic groups.

lation process (138), and exopolysaccharides produced by
these methanogens, specifically Methanobacterium formi-
cicum, M. mazei, and Methanosaeta sp. seem to be respon-
sible for the stability of granular structure (139). Indus-
trial wastes are often unreliable in terms of their
composition. Inhibition of methanogens caused by toxic
compounds present in industrial wastewaters can be alle-
viated by adding activated carbon directly in the anaerobic
reactors (140). Addition of GAC to UASB reactors treating
textile wastewater prevented the chronic intoxication of
anaerobic sludge that takes place in the absence of the
GAC (134).

Anaerobic treatment systems are gaining in popularity
and finding new applications. As revealed in papers pre-
sented at the 8th International Conference on Anaerobic
Digestion, Sendai, Japan, in May 1997, the databank of
anaerobic reactors presently includes 1066 operating an-
aerobic reactors worldwide. Of these reactors, 956 (89.7%)
are for the treatment of industrial effluents, while 78
(7.3%) treat domestic sewage, and only 32 (3.0%) of the
total are anaerobic-treatment systems for organic solid
waste (excluding the vast number of biogas plants for ma-
nure treatment that have been installed worldwide). It is
estimated that there are about two million biogas plants
for manure treatment just in India alone. The largest num-

ber of municipal anaerobic treatment plants presently ex-
ist on a moderate, but remarkably growing, scale for sew-
age treatment in countries such as Brazil, Colombia,
Mexico, India, and China. In industrial countries, only
sewage sludge is treated anaerobically on a large scale due
to climatic factors. For industrial wastewater treatment,
countries such as India, China, Thailand, Brazil, and Mex-
ico have a growing interest in anaerobic treatment for the
local industry; in industrialized regions the leading coun-
tries, especially The Netherlands and Belgium, have al-
most already saturated their home markets. For anaerobic
solid-waste treatment (and cofermentation), Germany and
Denmark have significant numbers of plants so far. In the
near future, anaerobic treatment of solid wastes will be-
come a viable option provided that appropriate collection
systems are introduced.

Toxic Organics. In recent years, AD has been used to
degrade xenobiotics present in wastewater, soils, and river
sediments. Complex xenobiotics often require more than
one species to be completely mineralized. Microorganisms
need to adapt, maybe for several months, before the max-
imal conversion rate of a new xenobiotic compound can be
achieved. Anaerobic tunnel reactors are used to treat soils
and sediments polluted with chloroethene, BTEX, or TNT
(141). Efficiency of removal of adsorbable organic halogens
by a UASB treating kraft-mill bleach wastewater varied
between 27–65%, depending on the residence time (142).
Desulfomonile tiedjei, which can rapidly transform 3-
chlorobenzoate (3-CB), has been shown to become estab-
lished in an UASB reactor. This indicates that a specific
strain or desired species can be incorporated in microbial
granular culture of an UASB reactor. Incorporation of an
adapted microbial sludge culture into syntrophic biome-
thanation granules has been demonstrated to treat PCP
(14). These studies were further validated by developing
PCE/TCE-dechlorinating methanogenic granules (143) us-
ing a similar protocol. In this, the anaerobic granules, us-
ing methanol as an electron donor for reductive dehalogen-
ation, completely converts highly oxidized PCE to
ethylene. In contrast, PCBs biodegrade very slowly and
persist in the environment for decades. An effective micro-
bial enrichment that was shown to remove ortho-, meta-,
and para-chlorine was incorporated into the PCP-degrad-
ing methanogenic microbial granules to produce PCB-
dechlorinating anaerobic microbial granules in a manner
similar to achieving PCP-granules in the first place (31).
The PCB-dechlorinating anaerobic methanogenic granules
have shown PCB-dechlorination of defined PCB-congeners
(29) and Aroclor-contaminated river sediments (30). These
granules are stable, culturable, and can be produced on a
mass scale for bioaugmentation for application in both in
situ and ex situ processes. These granules have also dem-
onstrated degradation and mineralization of biphenyl, a
non-chlorinated end-product of PCB-dechlorination pro-
cess reductively (Natarajan, Wu, and Jain, unpublished
data). Since PCBs are a complex mixture of various PCB
compounds, and each PCB compound varies in its degree
of dechlorination, it is expected that a mixture of bacteria
capable of removing chlorines from different positions on
the PCB molecule must be involved in achieving a com-
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plete dechlorination of PCB. A similar assumption, how-
ever, is no longer true for dechlorination of perchloroeth-
ylene (PCE). Recently, Zinder and his group isolated a pure
culture of an anaerobic bacteria, tentatively named De-
halococcoides strain 195, that dechlorinates PCE and TCE
in a stepwise manner to ethene (144). This novel eubac-
terium is not methanogenic, acetogenic, or sulfidogenic.

2,4,6-Trinitrotoluene (TNT), one of the most widely
used explosives, occurs as a pollutant of soil and ground
water, especially at sites of ammunition factories. There
have been several reports of degradation or transformation
of nitro and aminoaromatic compounds under anaerobic
conditions. A nonspecific reduction of the nitro group to the
corresponding amine was assigned to a variety of meth-
anogenic bacteria, sulfate-reducing bacteria, and clostridia
(145). In contrast, it was reported that 2,4-dinitrophenol,
2,4- and 2,6-dinitrotoluene (146), and TNT (147) were used
as sources of nitrogen by sulfate-reducing bacteria. Thus,
it is clear that many nitroaromatic compounds can serve
as growth substrates for anaerobic bacteria. Anaerobic
treatment systems have been proposed as a means of
avoiding the accumulation of partially reduced interme-
diates during degradation of TNT. Under strictly anaerobic
conditions, TNT can be completely reduced to triaminoto-
luene (147). C. acetobutylicum transformed 2,4,6-TNT to
undetermined end products via monohydroxylamino deriv-
atives (148). In contrast to solventogenic cells, acidogenic
cultures showed rapid transformation rates and the ability
to transform TNT and its primary reduction products to
below detection limits. Anaerobic treatment of explosive
(primarily TNT)-contaminated soil was demonstrated in
open bulk containers containing soil, phosphate buffer, and
potato starch (149). The potato starch served as a rapidly
degradable carbon source that allowed the rapid establish-
ment of anaerobic conditions. Cresols and small organic
acids were observed as end products. Similarly, Dinoseb, a
very persistent herbicide that is highly toxic to virtually
all living systems, has also been shown to be degraded by
anaerobic microbial consortia using potato starch as a car-
bon source (150).

Inorganics. Microorganisms degrade certain toxic con-
stituents used in mineral processing, and concentrate and
immobilize soluble heavy metals released as a result of
mining and mineral-processing activities. The initial
mechanism of metal binding by microorganisms is electro-
static attraction between charged metal ions in solution
and charged functional groups on microbial cell walls. The
cell walls are composed of macromolecules with functional
groups (principally carboxylate, amine, imidazole, phos-
phate, sulfhydryl, and sulfate) that contribute a net neg-
ative charge to the surface of the microorganism. These
functional groups remain active even when the microor-
ganism is not viable. Sulfate-reducing bacteria (SRBs) are
used in highly controlled reactor systems and in con-
structed anaerobic wetlands for removal of sulfate and
heavy metals from acid-rock drainage and other aqueous,
metal-contaminated, streams. SRBs such as Desulfovibrio
and Desulfatomaculum oxidize organic matter or H2 by us-
ing sulfate as an electron acceptor to produce hydrogen
sulfide and bicarbonates. The sulfide immediately reacts

with soluble heavy metal ions to form highly insoluble
metal sulfides. A system to evaluate anaerobic and aerobic
treatment of mine effluents containing excessive sulfate
and heavy metals has been described (151). In the contin-
uous system, the H2S is produced by the SRB biofilm on
the dolomite pebbles in the anaerobic stage, which precip-
itates metal sulfides from a waste stream amended with
an organic energy source. In the aerobic stage, a com-
pletely mixed reactor and a settling tank facilitate oxida-
tion of residual H2S and biodegradation of residual organ-
ics from the primary anaerobic column. Sulfate reduction
has been considered as a method for permanent stabili-
zation of sulfidic mine tailings.

High sulfate concentrations are common in wastewa-
ters from paperboard industries, molasses-based fermen-
tation industries, edible oil refineries, and in acidic leach-
ates of pyritic waste rock and tailings (152). Sulfidogenic
UASB reactors have attracted some attention for treating
such polluted streams, but the biological processes to re-
move high contents have not yet been optimized. A2�SO4

new bioprocess in which sulfate and heavy metals are re-
moved simultaneously from groundwater has been devel-
oped (153). In this two-step process, bacteria produce2�SO4

sulfides that precipitate with the heavy metals after eth-
anol, an electron donor, is added to the first reactor (BIO-
PAQ UASB). In the second reactor (THIOPAQ-submerged
fixed-film reactor), sulfur bacteria reoxidize the excess sul-
fide selectively to solid S� under controlled dosage of O2.
With HRT of 4 h in the BIOPAQ reactor and 30 min in
THIOPAQ reactor, removal efficiencies of 99% for heavy
metals and of 85% for sulfate have been achieved. This
technology has also been adapted for desulfurization of flue
gas from power plants (132). In the modified process for
flue-gas desulfurization, H2 can be used as an electron
source in lieu of ethanol.

Minewaters and industrial effluents containing high
sulfate concentrations create a disposal problem that re-
quires an urgent solution in order to avoid excess miner-
alization of surface waters. Sulfate can be converted quan-
titatively to hydrogen sulfide by D. desulfuricans (154).
Further conversion to elemental sulfur can be effected by
the photosynthetic bacteria Chlorobium limicola and
Chromatium cinosum. Two separate reactors were used for
hydrogen sulfide and sulfur production. A possible way to
increase the sulfate reduction rate is by making use of a
packed-bed, instead of a completely mixed, reactor.

CONCLUSIONS AND FUTURE RESEARCH

The use of anaerobes in industrial processes has grown
dramatically over the past 20 years. Traditionally, anaer-
obes were used routinely in the processing of fermented
foods such as lactic acid and propionic acid bacteria in
cheeses, yogurts, sausages, and pickles. In waste treat-
ment, mixed methanogenic cultures were used in both in-
dustrial and municipal anaerobic digestors for removal of
residual organic matter.

Now, C. botulinum toxins are used as medicines. Nu-
merous organic alcohols and acids are produced by indus-
try as natural fermentation chemicals. These natural
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chemicals are used in flavors, fragrances, preservatives,
and other specialty products. Fermentation-derived lactic
acid is now produced by industry as a commodity chemical
and is used as an acidulant, disinfectant, green solvent,
and precursor for polylactide-based biodegradable plastics.
Anaerobic composting systems are used to treat food and
municipal solid wastes because they produce less end prod-
uct that must be used or land spread. Sulfite is also re-
moved from coal-bearing flue gases in bioreactor systems
comprising mixed sulfidogenic cultures.

With the rapid growth in isolation and characterization
of new anaerobic species from normal and extreme envi-
ronments, the diversity of anaerobic species with unique
biochemical attributes far surpasses that of aerobic mi-
crobes. This great diversity of anaerobic microbes should
be expected since anaerobes were the first organisms to
evolve on earth, yet they were the last large natural group
to be studied in detail by biologists. The vast array of bio-
chemical diversity shown by anaerobes is related in part
to the fact that they are not limited to use of O2 as an
electron acceptor, they can use fermentative metabolism
or CO2, SO4, or other electron acceptors for anaerobic res-
piration. This biochemical diversity will undoubtably be
exploited in the future since many of the fermentation
products and enzymes of anaerobes are of interest to in-
dustry (i.e., food-feed, chemical, pharmaceutical, energy,
and environmental companies).

Several research areas on anaerobes showing special
industrial promise include succinate fermentation, ther-
mozymes, and dechlorinating methanogenic granules.
Ethanol fermentations are limited in part because two
moles of CO2 are lost from the product per mole of glucose
fermented. On the other hand, one can derive more than
one pound of succinate per pound of glucose fermented be-
cause the theoretical chemical yield is 1 glucose � 2 CO2

� 2 H2 r 2 succinate. Succinate has a wide variety of uses
as both a specialty chemical and commodity intermediate
chemical. Perhaps the largest markets for succinate in-
cludes their use as a feedstock to produce stronger-than-
steel engineered plastics and polyesters, and as the che-
lator EDDS (ethylene diamine disuccinate) to replace
nonbiodegradable EDTA.

The saccharolytic enzymes of thermoanaerobes are very
active and stable. These thermozymes could be used to de-
velop the next generation of enzymes used in the starch-
processing industry (i.e., �-amylase, glucose isomerase,
glucoamylase, and pullulanase) or to initiate a cellulose-
processing industry for enhanced biomass utilization
based on very active and stable cellulases and hemicellu-
lases. Anaerobic sediments and soils are contaminated
with a wide variety of chlorinated compounds. The use of
dechlorinating methanogenic granules offers an alterna-
tive to expensive dredging and landfilling. Dechlorinating
methanogenic granules can degrade a wide variety of tox-
icants (DDT, DIOXINS, PCE/TCE, PCBs, PCP, etc.) by in
situ bioagumentation technology.
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INTRODUCTION

Animal cell lines are a resource in biotechnological pro-
cesses. They are used increasingly in molecular biology de-
velopments, fermentation technology, the production of di-
verse health care products, and cell-based screening
systems in toxicology and pharmacology. Large-scale tech-
nology began with the use of primary monkey kidney cells
for the production of poliomyelitis vaccines in the 1950s.
After intense debates on safety issues, human diploid cell
strains (e.g., WI-38) were accepted for the production of
mumps, measles, and rubella vaccines in the 1960s. The
next step was taken in 1964 with the commercial produc-
tion of foot-and-mouth disease virus (FMDV) from baby
hamster kidney (BHK 21) cells for veterinary purposes.
After the discovery of interferons and their clinical impor-
tance, the growing demand for these compounds led to the
search for alternative, easily accessible sources. Interferon
was the first licensed product derived from Namalwa cells,
a human lymphoblastoid heteroploid cell line, in the late
1970s. Soon after this, hybridoma and monoclonal anti-
bodies (mAb) took over the fast-developing market with
their diverse applications in diagnostic and therapy.

Although strict safety standards have to be met, the
value of animal cell lines is undeniable, and they are in-
dispensable for the industrial production of eukaryotic pro-
teins.

Since the acceptance of cell lines for the production of
vaccines, cytokines, mAb, and therapeutic proteins or even
the cells as product themselves, constant progress in a
broad range of areas has contributed to the improvement
of products. Research fields having major impact are anal-
ysis and adaptation of suitable cell lines, high-level ex-
pression systems, genetically engineered cell lines and
products (e.g., protein modifications), scale-up methodol-
ogy, bioreactor development, and downstream techniques
(e.g., purification, quality control).

This chapter presents an overview of cell lines used for
various applications and assays and gives an insight into
different technologies and products.

ANIMAL CELL TYPES

The purification of therapeutic products from natural
sources was and still is restricted because of limited sup-
ply, and contamination of known or unknown origin pre-
sents a serious danger (e.g., HIV in blood products). In
addition, bacterial systems are not capable of the post-
translational modifications eukaryotic proteins undergo.
Animal cell technology has been able to fill this gap and
provide proteins of high quality on an industrial scale. Cell
lines used most frequently for different production systems
are described in the following sections.
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Chinese Hamster Ovary

The anchorage-dependent cell line from Chinese hamster
ovary (CHO) was derived from a biopsy of an ovary of an
adult Chinese hamster (Cricetulus griseus) in 1957. Vari-
ous derivatives were developed, including nutritionally de-
ficient mutants and transfected cells. The most popular
variants are CHO-K1, a proline-requiring mutant, and
CHO/dhFr�, which is deficient in dihydrofolate reductase
and therefore useful for the selection of transfected cells.
Other variants have been adapted to grow in suspension
and in serum-free media.

Advantages of CHO are their high capacity of amplifi-
cation and expression of recombinant genes and proteins,
the ability to synthesize proteins with similar glycosyla-
tion patterns as observed in native proteins, and the ability
to grow in large-scale bioreactors. Therefore, they are very
suitable for the expression of heterologous proteins by re-
combinant DNA technology. Table 1 presents examples of
proteins produced by transfected CHO cells in a suspen-
sion or attached culture system. Because CHO cells are the
most important substrate for the production of therapeutic
proteins, new products are developed and licensed contin-
uously (1). Product status, either in research or as indus-
trial process, is indicated in the tables under Application.

Generally, CHO cells are kept in attached culture on
tissue culture material or on microcarriers (see “Three-
Dimensional Culture Systems”), but they can readily be
adapted to grow as single cells or aggregates in suspension.
This allows the usage of highly efficient bioreactors such
as fluidized bed reactors (16). Because aggregates can lead
to nonhomogenous product formation and affect system
monitoring, single-cell suspension cultures are often pre-
ferred. To achieve this status, media formulations have
been developed maintaining single-cell suspension during
the production process (17). Cell lines that have been
adapted to grow in suspension do not maintain all char-
acteristics seen in attached cultivation. In a study by
Brand et al. (18), it was shown that specific production
rates of cells in attached cultures are not necessarily con-
nected to similar rates after adaptation to suspension. This
observation illustrates the difficulties of scale-up proce-
dures.

Serum-containing media impede the purification of
pharmaceutical products to a great extent, and therefore
efforts are directed to establish cultures in serum-reduced,
serum-free, or even protein-free media (19). To facilitate
the scale-up of transfected cells, CHO cells preadapted to
serum-free and suspension culture have been developed by
Sinacore et al. (13). Other aspects important for efficient
production are the study and regulation of inhibitory sub-
stances such as ammonia (20) that can exert an influence
on the glycosylation pattern (21).

A reproducible product consistency is of course a major
aim in all animal cell systems used for the manufacture of
proteins to be administered as therapeutic agents. The ef-
fect of genetic and environmental factors on purity and
posttranslational modifications are discussed in “Post-
translational Modifications of Recombinant Proteins in
Animal Cell Lines.”

Baby Hamster Kidney Cells

The attached BHK 21 cell line was derived from five un-
sexed 1-day-old Syrian hamster (Mesocricetus auratus)
kidneys in 1961. BHK 21 clone 13 was obtained after
single-cell isolation and is now widely used, very often only
addressed as BHK or BHK 21. Several variants have been
developed that are being adapted to suspension culture or
suitable for genetic engineering techniques.

Because of their susceptibility to various viruses, they
have been extensively used for the production of vaccines.
Since the 1960s, BHK cells have played the major role in
the production of FMDV vaccine in industrial-scale fer-
menters (with a capacity of several thousand liters) for vet-
erinary applications. The experience and know-how gained
with this manufacturing system led to the increased use
of animal cells and the improvement of process parame-
ters. Like CHO, BHK cells show spontaneous aggregation
that can be advantageous for cell retention and recycling
systems (22). Efforts have also been directed toward high-
cell-density culture and serum- or protein-free media for-
mulations (23). The first product approved by the Food and
Drug Administration (FDA) from BHK cells cultured in
perfusion reactors was the recombinant human factor VIII
for the therapy of coagulation disorders. Since then, many
other proteins have been produced on laboratory- and
industrial-scales using this versatile cell line, ranging from
human erythropoietin and antithrombin III to enzymes
and a range of vaccines for veterinary or human health
applications (Table 2).

Hybridoma and Myeloma Cell Lines

Since Köhler and Milstein (30) discovered the technique to
produce immortalized, antibody-secreting cells—hybrid-
omas—the development in this area has had a major im-
pact on the production and application of the secreted pro-
teins (mAb). Therefore, it is not surprising that this tool
occupies an important and still growing place in industrial
biotechnology because the range of applications is con-
stantly expanding. The advantages of hybridomas and my-
elomas (i.e., their natural secretory ability and, as lym-
phocytes, growth in suspension) renders these cell lines
ideal for exploitation in biotechnical processes.

To optimize the production of mAb, efforts have been
undertaken to develop efficient and economic media, in-
cluding serum- and protein-free formulations (31), gener-
ating high cell densities by using perfusion reactors in-
stead of batch processes (32), and selection of suitable
clones with higher resistance against shear stress in agi-
tated bioreactors (14). In addition to the ready-to-use
serum-free media that are already commercially available,
cultivation of hybridomas is constantly improved by re-
search activities related to specific needs. Examples are
cholesterol-free media or the use of genetically engineered
cell lines that are glutamine-independent, which reduces
the accumulation of inhibitory substances such as ammo-
nia (33).

The ability to produce recombinant mAb contributed to
the development of chimeric mAb containing several ther-
apeutic advantages. It is now possible to construct hete-
rohybridoma cell lines where different species can contrib-
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Table 1. Recombinant Proteins Expressed in CHO cells

Product Applicationa Attached/suspension
Serum-

free Ref.

c-Glutamyl transferase (hu) Reference enzyme for clinical tests
(diagnosis of hepatic cancer, alcohol
abuse) (RA)

Attached No 2

Humanized IgG1 binding CD52 (CAMPATH-
IH�)

Transplant rejection, rheumatoid arthritis,
non-Hodgkin’s lymphoma (IP)

Suspension Yes 3

Chimeric human/murine mAb reacting with
tumor-associated glycoprotein TAG72

Tumor imaging and therapy (IP) Suspension Yes 4

Thyroid peroxidase (hu) Testing of antibodies in autoimmune thyroid
diseases (RA)

Attached Yes 5

Interferon-c Immunostimulation; tumor therapy;
antiviral therapeutic agent (IP)

Suspension No 6

HIV 1 gp120 HIV research (RA) Attached No 7
Tissue plasminogen activator (t-PA) (hu);

trade name Activase
Thrombolytic agent, acute myocardial

infarction (IP)
Suspension Yes 8,9

Antithrombin III (hu) Antithrombin III deficiencies (IP) n.k. Yes 10
von Willebrand’s factor (hu) Hemostatic factor (IP) Attached Yes 11
Erythropoietin receptor (mu) Study of physiological function detection

assays (RA)
Attached No 12

Erythropoietin; trade name Epogen/Procrit Myocardial infarction (IP) n.k. n.k. 1
Macrophage colony-stimulating factor (hu) Cytokine study (IP) Suspension Yes 13
Factor IX (hu) Blood clotting factor (IP) Suspension Yes 13
Nerve growth factor (hu) Bioactivity study (IP) Suspension Yes 14
Peptidylglycine �-amidating enzyme (rat) Catalytic reagent for calcitonin production

(IP)
Attached/Suspension Yes 15

Note: hu, human; n.k., not known; mu, murine.
aRA, research application; IP, industrial process.

ute to the variant (e.g., mouse) and constant (e.g., human)
region of the secreted mAb. These antibodies are less im-
munogenic and more effective in therapeutical applica-
tions. The constant region can also be replaced with en-
zymes or toxins, which is useful in tumor targeting.
Bispecific mAb can react with two antigens (e.g., tumor
markers and specific toxic drugs) and thereby bind and
destroy specific cells only (34). Details of techniques for the
construction of these new generations of hybridomas, bio-
reactor systems, purification, and applications are re-
viewed in James (35), Larrick and Balint (36), and Merten
(37).

Because of the rapid development of new cell lines in
this area, only a few examples were selected for inclusion
in Table 3. Table 4 overviews the various applications for
mAb and the potential for future developments in animal
cell biotechnology.

Myeloma cell lines such as J558 L, NS0, SP2/0, or
P3X63Ag.653 are not only malignant fusion partners used
for the generation of hybridomas, but are also suitable for
the production of recombinant proteins (40,41). Once
again, it can be attributed to the tremendous new tech-
niques of genetic engineering that opened the door for
myeloma-based expression systems leading to a new
branch in animal cell technology. These naturally secretory
cells can be grown to high cell densities and are robust and
relatively easy to transfect (42). With the use of recombi-
nant myeloma cell lines, raising of antigen-specific B cells
as prerequisite for the production of hybridomas and fi-
nally mAb can be avoided, and time- as well as cost-
consuming optimization procedures can be limited.

Insect Cell Lines

In addition to mammalian cells, insect cell lines for the
production of recombinant proteins have been established
in the past decade. The techniques used most frequently
can be distinguished by the application of different ex-
pression systems: the baculovirus expression vector sys-
tem (BEVS) and the Drosophila metallothionein (Mt) pro-
motor system.

Baculovirus Expression Systems. Baculoviruses replicate
exclusively in invertebrates and are often highly species-
specific. The BEVS most commonly used for the expression
of heterologous proteins is the Autographa californica (al-
falfa looper) nuclear polyhedrosis virus (AcNPV), where
the gene of choice is inserted into the baculovirus genome
under the control of a strong late viral transcription pro-
moter. The recombinant virus is then used to infect lepi-
dopteran insect cells, mainly from Spodoptera frugiperda
(fall armyworm). These cells express the recombinant pro-
tein during the late stages of the infection process. Several
human, animal, and plant proteins have been expressed
using this system (43).

The insect cell line used most frequently in combination
with BEVS is SF 9; the parental cell line, SF 21, was ob-
tained from pupal ovarian tissue of S. frugiperda. SF 9
cells are highly susceptible to infection with various bac-
uloviruses. A main advantage of the baculovirus/insect cell
system is its potential to yield milligram quantities of re-
combinant product. To obtain mammalian cell lines pro-
ducing reasonable amounts of heterologous proteins, it is
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Table 2. Recombinant Proteins Expressed in BHK Cells

Product Applicationa Attached/suspension Serum-free Ref.

FMDV Vaccine (cattle and pigs) Suspension No 24
Rabies Vaccine Suspension No 25
Antithrombin III (hu) Antithrombin III deficiencies Suspension/attached Yes 26
Erythropoietin (hu) Regulation of red blood cell formation Attached No 27
Interleukin-2 (hu) Immunodeficiencies, leukemia, cancer Attached Protein-free 28
Transferrin (hu) Iron-transporting protein Attached No 29
Placental-secreted alkaline phosphatase Aggregation studies Suspension No 22

Note: hu, human.
aAll industrial processes.

Table 3. Hybridoma Cell Lines

Cell Line MAb Specificity Applicationa Ref.

Orthoclone OKT�3 (mouse) Anti-CD3 Suppression of rejection of transplanted kidneys 1
N12-16.63 (mouse-hu-hu, heterohybridoma) Anti-tetanus toxoid Tetanus therapy, diagnosis 14
HBW-4.16 (hu-hu; heterohybridoma) Anti-hepatitis B virus Hepatitis B 14
CB-STL-1 (hu-hu-mouse; heterohybridoma) Anti-�-hemolysin Sepsis, septic shock 38
2F5 (heterohybridoma) HIV-1 neutralizing HIV-1 therapy 39

aAll industrial processes.

Table 4. Applications for mAb

Diagnostic
Clinical: virus, bacteria, parasite detection, tumor marker,

allergy
Self-testing: pregnancy and fertility tests

Therapeutic (human and veterinary)
Vaccines
Growth factors, hormones
Disease treatment, e.g., autoimmune disorders, cancer, AIDS,

infections, toxifications
Industrial purifications
Quality control laboratories

not only necessary to invest valuable time on transfection,
selection, and optimization, but the resulting cell line
might also show a basic constitutive expression activity
and is constantly under selective pressure.

Drosophila Metallothionein Expression System. In the
Drosophila Mt. system, the inducible Mt. promotor is used
to control the expression of recombinant proteins. This sys-
tem offers the benefit of a well-known host and genomic
structure with a tightly regulated promotor. In contrast to
the viral system BEVS, where the production peak is found
when the cells already die from the viral infection, Dro-
sophila cells and the Mt. expression system can be used
continuously.

Despite the different expression systems for insect cell
lines, development of efficient fermentation techniques
and process optimization are similar to the ones already
described for mammalian cell types. High-cell-density re-
actors to achieve a maximum yield of desired product have
been developed by various groups. Cavegn et al. estab-
lished a system monitoring the production of insulin-
receptor tyrosine kinase domain and the soluble part of

endothelial leukocyte adhesion molecule as model proteins
(44) and achieved up to 3 � 107 cells/mL in a serum-free
perfusion bioreactor. Other developments are immobilized
systems, such as cultivation on porous microcarrier (45),
or the use of simulated microgravity to reduce hydrody-
namic forces, as described by O’Connor et al. applying the
rotating-wall vessel (46).

Examples of heterologous proteins expressed in insect
cell lines can be found in Table 5. Investigations at the
laboratory level indicate interesting areas still to be ex-
ploited for biotechnological purposes. The high level of ex-
pression of measles virus protein in SF 9 facilitates re-
search into structure, function, and immunogenicity (53).
Expression of recombinant bovine b-lactoglobulin for the
processing of milk proteins to inhibit allergic reactions is
another potential application (54). Because of the ability
to express two or more proteins simultaneously in the bac-
ulovirus system, analysis of multisubunit formation (e.g.,
for bluetongue viruslike particles) is possible (49).

Research activities are also concentrating on other in-
sect host cells to improve the production process and, as
an important requirement for clinically administered com-
pounds, obtain a correctly glycosylated and biological ac-
tive protein. SF 9 cells display only a very simple glyco-
sylation capacity, whereas Estigmena acrea cells are able
to produce complex glycoforms very similar to their au-
thentic counterparts (55). Other insect cell lines investi-
gated for the manufacture of recombinant proteins are
Schneider 2 (Drosophila melanogaster) and Tr 5 (Tricho-
plusia ni). Apart from using insect cell lines to facilitate
production, they can also be applied in screening or cyto-
toxicity tests.

Other Cell Lines

Although the cell lines described in the previous section
probably contribute to the majority of industrial processes,



174 ANIMAL CELLS USED IN MANUFACTURING

Table 5. Recombinant Proteins Expressed in Insect Cell Lines

Cell Line Product Applicationa
Expression

system Ref.

SF 9 Soluble human TNF receptor Biochemical studies, structure-function analysis BEVS 47
SF 9 Soluble IFN-c receptor Structure determination, identification of antagonists,

rational drug design
BEVS 48

SF 9 Bluetongue viruslike particles Vaccine in sheep and cattle BEVS 49
SF 9/Schneider 2 VCAM Model system BEVS/Mt 50
SF 9/Tn 5 Osteoblast-specific factor 2 Model system BEVS 51
SF 9 Prostate specific antigen Tumor marker BEVS 52

Note: TNF, tumor necrosis factor; IFN, interferon; VCAM, vascular cell adhesion molecule.
aAll research applications

Table 6. Examples of Cell lines and Their Use in Biotechnological Processes

Cell Line Product Applicationa Ref.

293 (human embryonal kidney, Ad5 transformed) Acetylcholinesterase Structural and functional analysis (RA) 56
293S (Adapted to suspension) Tyrosine phosphatase 1C Model system for scale-up (RA) 57
HuCCl (Human colon adenocarcinoma) Carcinoembryonic antigen Tumor-associated marker (IP) 58
HUH-6 (Human hepatoblastoma) Fibronectin Attachment factor (RA) 59
MDBK (Madin-Darby bovine kidney) BVD virus (bovine viral diarrhea) Vaccine (IP) 60
Namalwa (human lymphoblastoid) IFN-� Pharmaceutical agent (IP) 61,62,63
Namalwa KJM 1 Pro-urokinase Model system (RA) 64
NLST (swine testicular) Aujeszky virus Vaccine (IP) 65
RPMI 8866 (human B cells) CD 23 fragment Structural and functional analysis (RA) 66
VERO (monkey kidney) Aujeszky virus Vaccine (IP) 67
VERO Oral polio virus Vaccine (IP) 68
VERO and COS-7 (monkey kidney) HIV-1 viruslike particles Vaccine (IP) 69

aRA, research applications; IP, industrial process.

various other cell types are used as substrate for the pro-
duction of biologicals.

On the one hand, this might be of historical reason. Cer-
tain cell lines are well established; the production of vac-
cines and systems for manufacture have been optimized
already. On the other hand, cell lines synthesizing proteins
naturally without transformation procedures have clear
advantages considering the production process (where a
selective pressure to maintain expression is hence not nec-
essary) and acceptance of the final product. Other cell lines
have been shown to possess valuable properties such as
glycosylation characteristics. This section describes some
of these cell lines and their biotechnological usage; al-
though not great in number, they are still significant in the
pharmaceutical industry.

VERO cells, derived from the kidney of a normal adult
African green monkey, are susceptible to a wide range of
viruses, including measles, polioviruses, and rubella.
These properties led to the early establishment of vaccine
production in VERO cells (for polio) (Table 6). This now
rather classical cell line is still used as capable substrate
for virus production. VERO cells replaced primary monkey
kidney cells for the production of oral polio vaccine and are
now cultured on microcarriers in large-scale bioreactors
(68). They were also successfully applied for the study of
infection with Aujeszky virus in the VERAX system, a per-
fused fluidized bed with macroporous collagen carriers as
microspheres to evaluate the possibility of vaccine produc-
tion in a high-cell-density system (67). Baijot et al. (65)

established the manufacture of an Aujeszky vaccine using
swine testicular cells (NLST) on microcarriers. Although
VERO cells are mostly grown as attached cells, they can
be adapted to grow in suspension in serum-free medium
(70). The inducible expression of HIV-1 viruslike particles
in transfected VERO and COS 7 cells (a SV 40 transformed
monkey kidney cell line) was described by Haynes et al.
(69). This important development offers an exciting alter-
native to the use of live virus vectors for the production
and evaluation of AIDS vaccines based on noninfectious
particles.

The human lymphoblastoid cell line Namalwa has been
used as substrate for biologicals since the 1970s. The se-
cretion of INF-� being naturally induced in Namalwa cells
by treatment with sodium butyrate and addition of sendai
virus is well established for industrial manufacturing (61).
Process optimization and increase of productivity are still
continuing and achieved by various modifications, such as
treatment with tetramethyl urea (62) or sequential induc-
tion with sendai virus (63). Namalwa KJM 1 was derived
from Namalwa and adapted to grow in serum-free me-
dium. Miyaji et al. (71) describe the efficient expression of
recombinant human INF-b in these cells in high-cell-
density perfusion culture. The comparison of recombinant
pro-urokinase expression in Namalwa KJM 1 and CHO
cells revealed a partly cleaved and thereby inactive form
secreted in CHO cells due to proteases present in the su-
pernatant (64). Because the protein secreted by Namalwa
KJM 1 showed a single-chain form, this indicates that
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these cells are more suitable for the production of protease-
susceptible heterologous proteins.

The carcinoembryonic antigen (CEA) is a high molecu-
lar weight glycoprotein identified as tumor-associated
marker. For the purpose of early clinical diagnosis, therapy
response, and recurrences, it is important to be able to de-
tect CEA in monitored patients. Several cell lines synthe-
size CEA and have been used in various large-scale pro-
duction systems (58). mAb raised against this antigen can
improve clinical detection assays and cancer specificity.
Other examples of cell lines used for the production of nat-
urally secreted proteins are HUH 6 (fibronectin) and RPMI
8866 (CD 23) (see Table 6 for details).

A list of all cell lines currently used in biotechnology is
clearly beyond the scope of this article. The constant im-
provements in this field, such as transformation of cell
types without losing specific properties or differentiation
characteristics (e.g., hepatocytes, neurons, keratinocytes)
and optimization of cell lines for fermentation processes,
will certainly lead to a variety of options for animal cell
biotechnologists.

THREE-DIMENSIONAL CULTURE SYSTEMS

Animal cell lines have to be classified according to their
ability to grow in suspension or be anchorage-dependent.
For the large-scale production of biologicals, suspension
cells are clearly the substrate of choice. With the develop-
ment of microcarriers initiated by van Wezel 1967 (72), it
is now possible to culture attached cells in bioreactors very
similar to suspension cells. Growth of animal cells on mi-
crocarriers or immobilized systems facilitates production
processes and allows high yield of cells, heterologous pro-
teins, or viruses (73).

Microcarrier techniques are especially important for the
handling of primary cell types or cell strains because these
are, with only a few exceptions, mostly anchorage-
dependent. The microcarrier technology offers several ad-
vantages: providing a high surface-to-volume ratio; allow-
ing manipulation during culture without interrupting the
fermentation process, and facilitating scale-up possibilities
(74). A further advantage is the stabilization of cells in
culture, which applies to both attached and suspension
cells, thereby permitting prolonged culture periods. Ma-
croporous microcarriers have proved to be suitable for the
protection of cells from shear forces and have been applied
successfully for the immobilization of adherent and sus-
pension cells (75–77).

The ability of some cell lines to form aggregates is an-
other feature used for increased productivity in perfusion
bioreactors (16). However, aggregation has to be evaluated
in a case-to-case study because it can result in inhomoge-
neous expression of proteins and might impair monitoring
(17).

Finally, three-dimensional culture conditions can sim-
ulate the natural environment of cells, including cell–cell
interaction and differentiation processes that are not al-
ways possible to achieve in two-dimensional systems. An
example is the establishment of a bioreactor that provides
high, almost tissuelike cell densities and thereby simu-
lates cell–cell interactions (78).

POSTTRANSLATIONAL MODIFICATIONS OF
RECOMBINANT PROTEINS IN ANIMAL CELL LINES

Recombinant DNA technology opened the field for the pro-
duction of an unlimited variety of clinically relevant ther-
apeutics in various host cell lines. The majority of proteins
applied undergo more or less extensive posttranslational
modifications in their natural counterparts, including
mainly glycosylation, but also phosporylation, carboxyla-
tion, and signal-peptide processing. These modifications
affect the biological activity of the heterologous protein by
being involved in solubility, pharmacokinetics, antigeneic-
ity, circulating half-life, secretion, protein folding, oligomer
assembly, and susceptibility to proteolytic attack (79,80).

Choosing a host cell line able to fulfill these criteria is,
therefore, important. Regulatory authorities such as the
FDA demand a comprehensive analysis of carbohydrate
structures and consistency in the production process. Be-
cause prokaryotes are not capable of performing posttrans-
lational modifications observed in eukaryotic cells, they
cannot be utilized for the production of recombinant pro-
teins, where bioactivity relies heavily on correct glyco-
sylation, for example. These unique advantages of animal
cell technology inspired research directed toward overcom-
ing process or regulatory difficulties.

Research has increasingly revealed already substantial
differences in the glycosylation of recombinant proteins us-
ing several host cell lines or even transgenic animals. Var-
iations can also stem from different environmental factors,
such as media or bioreactor configuration, or the internal
cell status at the time of production (80).

A few examples illustrate the importance of choosing a
host system able to produce heterologous proteins with ap-
propriate characteristics for clinical applications. Al-
though CHO and BHK lack certain functional glycosyl-
transferases found in human cells (80), they still represent
the most favorable host cell lines for large-scale manufac-
ture of protein-based pharmaceuticals such as erythropoi-
etin or tissue-type plasminogen activator (t-PA). Studies
on product consistency revealed an independence of gly-
cosylation pattern by applying varied process parameters
(8) and showed that glycosylation was identical to natural
sources (81). Constant improvement in the methods avail-
able for the analysis of carbohydrate structures allow a
detailed pattern identification (79) and have been used to
detect species-specific oligosaccharide variations of recom-
binant human IFN-c produced in CHO and SF cells and
transgenic mice (82).

The glycosylation status of recombinant proteins syn-
thesized in baculovirus-infected insect cells can vary quite
considerably, as shown by Ogonah et al. (55). Estigmena
cells are capable of producing complex oligosaccharides,
whereas the still more frequently used SF 9 cell line is
restricted to the performance of only simple glycosylation
reactions.

These findings demonstrate the importance of investi-
gating and identifying an animal cell system best suited
for the production of therapeutics. Even shortcomings,
such as the lack of glycosyltransferases in CHO cells, can
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be overcome by transfection of appropriate enzymes (80),
indicating the potential for future processes.

TRENDS

Several examples given in the preceding sections already
point toward activities undertaken to optimize animal cell
technology and bioproducts of interest.

Cell lines other than the well-established hamster lines
CHO and BHK present valuable alternatives, for example,
the efficient production of recombinant proteins. Concom-
itant with an increasing understanding of media formu-
lations, bioreactor design, and processes, efficiency and
quality are still subject to improvement. Tailored cell lines
can be selected by appropriate cloning strategies, using ei-
ther naturally occurring variants or conferring specific
characteristics by recombinant DNA methods (33).

The development of vectors with a predictable integra-
tion site for foreign DNA into the host genomic structure,
including efficient expression systems, can overcome low-
productivity problems. An example for enhanced produc-
tivity is the oncogene-activated system applied by Ternya
et al. (83), where cells are cotransfected with the ras on-
cogene.

Recombinant DNA technology gives new directions for
the design of therapeutics with improved or even novel
characteristics compared to their natural counterparts
(e.g., pharmacokinetic properties). Ahern et al. (84) inves-
tigated recombinant variants of tPA produced by site-
directed mutagenesis and identified proteins with in-
creased fibrinolytic activity in vitro and decreased
clearance in vivo.

New technologies, such as the encapsulation of cells, ge-
netically engineered or as primary isolates, and transplan-
tation into patients with various disorders or illnesses,
could provide a cellular therapy tool for long-term treat-
ment or even cure (85).

Other approaches attempt to simulate the three-dimen-
sional microenvironment for constructing organotypical
systems, such as artificial liver support devices (86) or drug
metabolism studies (87). Investigations into the involve-
ment of cytokines, extracellular matrixes, and cell–cell in-
teractions are required to optimize organ models and lead
to successful applications.

CONCLUSION

Animal cell lines are an established tool in biotechnology
and will be used extensively in a variety of emerging areas,
such as tissue engineering, organ replacement, or drug dis-
covery. A vast amount of knowledge and experience has
accumulated concerning the cell lines described in this ar-
ticle, and research into improved industrial large-scale use
is still on going. Safety concerns using continuous cell lines
with a tumorigenic potential are addressed frequently. As
a result of numerous efforts made in response to recom-
mendations by regulatory bodies and the World Health Or-
ganization, cell lines and derived products are now a pros-
perous factor in biotechnology.

Selecting a cell line for the manufacture of pharmaceu-
ticals is dependent on the protein that has to be produced.
Post-translational modifications, secretion, and purifica-
tion are aspects that have to be considered, but species
(e.g., human or rodent origin) and regulatory issues are
equally important. The examples described in this article
give some indications on cell line suitability, but research
as well as industrial production is improving rapidly in
this area. New sources (i.e., cell lines and methods) are
being established continuously and should therefore be
closely studied before choosing an appropriate cell sub-
strate.
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INTRODUCTION

Scope

This review focuses on the fullest extent of purification:
that needed for an injectable or parenteral product for hu-
man use. This application requires the use of multistep
procedures, with steps of high resolution (1,2). Many uses
of antibodies do not require such stringent purity. Our ob-
jective is to present methods that when combined are ca-
pable of achieving parts-per-million levels of contami-
nants, with the understanding that such criteria are not
needed for many uses of antibodies. In such cases, single
steps of many of the methods presented will prove to be
adequate.

Our focus is also primarily on monoclonal antibodies,
which now dominate the antibody field, but we include a
special section on polyclonal antibodies. Similarly, we de-
scribe purification processes for the IgG and IgM classes
only, because these account for almost all uses of antibod-
ies. Occasional reference is made to purification of the IgA
subclass, whose use is rare.

Our discussion is limited to methods of purification. The
choice of equipment needed to carry out these methods is
a very broad topic. It depends on whether process devel-
opment or production is being performed. It also depends
on the scale, on whether the method is good manufacturing
process (GMP) or not, and on the nature of the antibody
being purified. Thus, details of this selection process are
beyond the scope of this article.

Properties of Antibodies Compared to Typical Feedstock
Contaminants

Typical feedstock contains serum proteins such as albumin
and transferrin as well as cell-degradation products such
as DNA and cytosol proteins. In addition, if the antibody
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Figure 1. A general flow path for antibody purification, showing
(on left) techniques typically used at each step.

is in ascites fluid, the host animal’s (typically mouse) an-
tibodies would be present as well. By a combination of
chromatographic or precipitation methods, one seeks to
purify the desired antibody away from these contami-
nants. More recently, cell-culture media have become
available that are described as “protein-free” and usually
contain only low molecular weight digests of proteins or
amino acids. If the antibody-secreting cells can grow and
produce well in such media, the purification process be-
comes much easier, because the IgG molecules at a molec-
ular weight (MW) of 150 kDa are readily separated by size
from the components of such media.

As described in other articles, IgG antibody molecules
are multichain glycoproteins that have been divided into
various subclasses based on structure and properties.
Their carbohydrate content is only 2% and is invariably
located in the CH2 domain of the Fc portion. The carbo-
hydrate is sequestered, in that the carbohydrate chains are
directed inward and are the actual contact residues be-
tween the heavy chains in this region (3), with the two
heavy chains bowed outward to accommodate the carbo-
hydrate. Thus, lectins generally do not bind to IgG, and
purification must be directed toward the polypeptide por-
tion. It should be noted that there are occasional reports
of a carbohydrate site in the variable region of the IgG (3),
in which case a purification method could be directed to-
ward the carbohydrate moiety.

IgM molecules, on the other hand, contain about 9 to
12% carbohydrate, attached at five locations throughout
the constant domains (4,5). Therefore, carbohydrate-
directed methods have been developed for IgM and will be
discussed later.

Specific affinity interactions for IgG and to some extent
for IgM have been exploited in their purification. These
affinity methods fall into three categories. First are those
that rely on the key functional activity of the antibody, that
is, its binding to antigen. Thus, a classic method of puri-
fication of antibody is binding on a solid-phase absorbent
to which antigen has been immobilized. The second cate-
gory relies on certain proteins that specifically bind to IgG.
In this category are the well-known bacterial proteins A
and G as well as second antibodies raised to bind against
the desired antibody. Third, less-specific but often consid-
ered affinity chromatographic techniques include those re-
lying on the interaction of the antibody with immobilized
metals (IMAC), dye-ligands, hydroxyapatite, and thio-
philic adsorbents.

The isoelectric points vary widely among different an-
tibodies, mostly between about pH 6–9, but within differ-
ent subclasses the range is generally much tighter. The
isoelectric point directly affects the ability to use ion ex-
change, hydroxyapatite, chromatofocusing, and prepara-
tive electrofocusing techniques to purify antibodies. For ex-
ample, the isoelectric point of serum albumin at 4.5 to 5.0
(6,7) indicates that its removal by ion exchange should be
feasible for most antibody-purification schemes. Transfer-
rin, at pI � 5.5–6.0 (8), can be more challenging.

The hydrophobicity and solubility of antibodies are im-
portant in their purification by such methods as hydropho-
bic interaction chromatography and precipitation meth-

ods. In general, antibodies are more hydrophobic and less
soluble in the presence of precipitating salts than feedstock
contaminants.

Finally, the size of antibodies, 150 kDa for IgG and 900
kDa for IgM, makes this a key property to exploit in their
purification. Size-exclusion chromatography is widely
used, as are ultrafiltration methods. Most contaminants
are of lower molecular weight than antibodies. The nucleic
acids DNA and RNA, which vary widely in size, can be
digested using nucleases (9–11) to convert them to small
oligonucleotides that are readily removed by sizing meth-
ods.

PURIFICATION METHODS

Introduction

The choice of a purification method is based on a number
of different factors: the antibody, the feedstock, scale, eco-
nomics, timing, and desired purity. As mentioned above,
this article will concentrate on the most demanding type
of antibody purification, that of multigram lots of monoclo-
nal antibodies produced under GMP and for use in par-
enteral formulations.

The purification process can be divided into four parts.
Figure 1 presents a flow chart of these steps, along with
the most common techniques used for each step. The pur-
pose of the first part, sample preparation, is to ensure the
readiness of the sample for the first purification step. Sam-
ple preparation is sometimes not necessary, depending on
the nature of the crude feedstock and on the choice of the
first purification step.
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Sample preparation is followed by the first purification
step, often known as initial product capture. Most typi-
cally, the methodology for this step is chosen to give a high
purification factor. Indeed, for antibody products with less
stringent purification requirements (e.g., for in vitro use),
this may be the only purification step required, if properly
chosen.

The third part of the procedure is any additional puri-
fication step(s) necessary to reach the purity goal. These
steps are sometimes referred to as polishing steps.

The final part of the procedure is to put the product into
its final formulation, that is, the desired final concentra-
tion and physical state. This may sometimes be accom-
plished by the final purification step itself, eliminating the
need for separate additional steps.

Sample Preparation

The purpose of sample preparation is to modify the chem-
ical and physical state of the crude product into a state
compatible with the initial capture step. From a chemical
standpoint, this could involve changing the ionic strength,
pH, or type of ion in the product solution. In the simplest
cases, this may involve dilution or the addition of salt as a
solid or concentrated solution. In a current GMP (cGMP)
manufacturing setting, such methods are not particularly
desirable. Addition of volume means increased costs. Sol-
ids that may be added will generally not be sterile, thus
requiring an additional sterile filtration of the modified
sample.

A more typical process at manufacturing scale would be
a buffer exchange by size-exclusion chromatography (SEC)
or by ultrafiltration or diafiltration. Because of its time-
and volume-intensive nature, the related technique—
dialysis—is typically used only on a laboratory scale.

From a physical standpoint, there are two typical pro-
cesses carried out. One is concentration by ultrafiltration.
The second is removal of particulate matter, by microfil-
tration or centrifugation. A very dirty feedstock (e.g., a
batch fermentation) would clog a filter rapidly, making cen-
trifugation the choice. However, for a relatively clean feed-
stock, the simplicity of filtration makes it the economic
choice.

On a small scale, precipitative techniques such as am-
monium sulfate, capyrilic acid, and polyethylene glycol
(PEG) are also in common use. These techniques actually
have at least modest purification power and generally have
a concentrating effect as well (12–15). These techniques
are less common at large scale, especially sterile opera-
tions, due to engineering considerations. Also, recovery
from these operations can be low (15–17).

In addition to the above very common sample prepa-
rations, there are a number of other possibilities. It is
sometimes desirable to remove certain contaminants early
in the process, even though their concentration is low.
Their removal is needed because their presence could af-
fect subsequent purifications step(s). Some examples of
these contaminants are DNA and RNA, endotoxins, and
cell culture media dyes such as phenol red, which binds
tightly to certain chromatography resins and could dimin-
ish their capacity. Bound dyes may also change the selec-

tivity of a chromatographic resin (18,19). Many of these are
removed when antibody is prepared by the precipitative
methods noted earlier. Other techniques are possible, but
these are generally used as secondary purification steps
and will be described as such later. Another example of a
troublesome contaminant is lipid, which can clog columns,
affecting their performance and lifetime. Bulk lipids, es-
pecially as found in small volumes of ascites, may be par-
tially removed by high-speed centrifugation. As before, the
precipitative methods for antibody preparation will gen-
erally leave lipids in solution, thus effecting their removal.
In addition, there are a number of extractive and chro-
matographic techniques that can remove lipids (16,20–21).

Initial Capture

The first major purification step in a process typically in-
volves binding the antibody to some chromatography ma-
trix, while impurities either flow through or are differen-
tially eluted from the antibody. Alternately, conditions can
be chosen where contaminants bind, and the antibody does
not.

General Affinity. The most common matrix used to bind
antibodies is immobilized protein A. This Staphylococcus
aureus cell surface protein binds to many, although not all,
antibodies and is widely available (17,22–31). Another bac-
terial cell surface protein, known as protein G, has been
introduced more recently. Protein G binds more types of
antibodies than does protein A, and it binds them more
tightly (28,29,32,33). Although more versatile than protein
A due to its wider specificity, the tighter binding of protein
G can cause problems, as will be described later. Both of
these are widely used because of their broad specificity,
wide availability, and the high degree of purification. In-
deed, purities of more than 95% are readily obtained, and
antibodies of this purity are usable in many applications.

Historically, there have been three problems related to
the use of protein A. First, it is expensive. However, given
proper care, it is possible to reuse protein A resins many
times, decreasing the long-term cost (34–37). Second, early
protein A resins tended to leach protein A into the product
(35). This is no longer a common problem, although leach-
ing should be tested for, especially for products intended
for in vivo use (38). Protein A assays are now readily avail-
able for such testing (39). The third problem is that many
antibodies require a fairly low (pH 3–4) pH to elute from
protein A. There are some antibodies that cannot with-
stand exposure to these conditions, even if the condition is
neutralized as soon as possible. Needless to say, this is an
even greater problem with the tighter binding of protein G
(15,17,40).

In those instances where an antibody is acid sensitive,
but it is still desirable to use protein A or G, a number of
potential alternative elution conditions have been re-
ported. These include the use of basic pH conditions (41),
chaotropic ions or basic pH followed by ethylene glycol (42),
and peptides that mimic the protein A or G binding site
(43–45).

In addition to purifying bulk antibodies, proteins A and
G have other applications in the field. For instance, they
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Table 1. Percentage of Given Antibody Eluted at Given pH

Clonality Subclass pH 8.5 pH 8.0 pH 6.0 pH 5.8 pH 5.5 pH 5.0 pH 4.5 pH 4.0 pH 3.5 pH 3.0 Ref.

Poly G1 �90 2 23
Mono G1 24.3 68 47
Mono G1 73.2 3.1 1 47
Mono G1 66 33.3 46
Mono G2 1 44 25 0.6 47
Poly G2a 90 10 23
Mono G2a 100 46
Mono G2a 56 44 46
Mono G2a 45 55 46
Mono G2a 61 39 46
Mono G2a 38 62 46
Mono G2a 60 40 46
Mono G2a 7.5 92.5 46
Mono G2a 29 71 46
Mono G2a 12 88 46
Poly G2b �90 23
Mono G2b 20.5 71.5 46
Mono G2b 6 28 66 46
Mono G2b 23 77 46
Mono G2b 85.2 14.8 46
Mono G3 6 103 5 48
Mono G3 26 74 46
Poly M �80 23
Poly A �90 23

Note: mono, monoclonal; poly, polyclonal.

can be used to remove residual whole antibody and Fc frag-
ments in preparations of Fab and F(ab�)2 fragments (17),
since both proteins A and G bind to the Fc region of anti-
bodies. Another use is subclass separation from a poly-
clonal antibody feedstock (e.g., serum). Although this is not
always the case, often different subclasses of antibodies
have different affinities for proteins A and G, which allows
chromatographic fractionation of the subclasses (15,17,22–
23,40,46–48). Table 1 illustrates this effect. The differen-
tial binding of protein A for different subclasses is not only
a blessing, but also a curse and a need for caution. One
subclass that does not generally bind well to protein A un-
der physiological conditions is murine IgG1. This is cur-
rently the most common monoclonal antibody type seen.
However, this problem has been overcome, in that a num-
ber of different regimens, in particular the use of slightly
alkaline binding buffers of high ionic strength, have been
developed to efficiently purify murine IgG1 on protein A
(49–52). The need for caution lies in that not even antibod-
ies of the same subclass will behave exactly the same (Ta-
ble 1; 40,46). Thus, although general guidelines for the
binding and elution of different classes of antibodies are
helpful, the protein A or G purification of each antibody
must be individually optimized.

Similar natural affinity ligands exist with other speci-
ficities. Some of these are based on the fact that antibodies
are glycoproteins. Examples are mannan binding protein,
which targets the mannan sugars of IgM, and the lectin
jacalin, which binds human IgA1 (26,49). Many others
have been described in the literature (26).

Immunoaffinity. The most selective technique is that of
immunoaffinity, which can take a number of forms. In the

most specific, the antigen for the desired antibody, or an
anti-antibody against it, is used to make a chromato-
graphic resin. In a somewhat less-specific fashion, anti-
bodies against specific types of light or heavy chains can
be used. However, immunoaffinity suffers from a number
of problems. First, the antigen or anti-antibody must be
produced and purified. Second, binding is often so strong
that very vigorous and potentially harmful elution condi-
tions must be used (12,53–56). On a production scale, the
economics of producing the antigen or anti-antibody often
make this technique undesirable. Finally, for those anti-
bodies intended for in vivo use, assay techniques must be
available to show that the product is free of antigen or anti-
antibody. Furthermore, unless process steps downstream
of the immunoaffinity column provide adequate viral clear-
ance, as shown by validation studies, the ligand used to
make the immunoaffinity support will need to have been
purified from a process validated to remove viruses (1).
Also, it must be demonstrated that either the product is
free of any leached ligand (as noted above) or the ligand
does not affect product safety (1). These additional require-
ments would add significantly to the cost of immunoaffin-
ity chromatography.

A renaissance of this technique may come from the ad-
vent of chemically and genetically engineered pseudoan-
tigens. Developed for specificity and reasonable binding af-
finity and produced by recombinant or chemical methods,
these compounds (often small peptides) could overcome
most, if not all, of the earlier objections (57). A similar case
is the development of mimics of protein A and of generic
anti-antibodies (58,59). Generic anti-antibodies are those
targeted against constant regions of the antibody, making
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Figure 2. HIC separation of mouse polyclonal IgG from fetal bo-
vine serum proteins and bovine polyclonal IgG. Chromatogram 1,
bovine polyclonal IgG; 2, mouse polyclonal IgG; 3, partially puri-
fied (on ABx�, J.T. Baker) fetal bovine serum; 4, neat fetal bovine
serum. Source: Reprinted from Ref. 72 with kind permission of
Eaton Publishing.

their usage more general. A number of these are available
commercially.

Ion Exchange. Another very widely used technique is
ion exchange chromatography (IEC). Although less specific
than proteins A and G, it can often provide purities of more
than 80% in one step, which is adequate for many purposes
(18,60–64). Both cationic and anionic IEC can be used, in
either binding or flowthrough modes. The choice of method
and its utility depend on the relative ionic characteristics
of the antibody and its impurities. Care must be taken in
selecting the resin and conditions to be used, not only from
the standpoint of resolution, but also of capacity. If condi-
tions are chosen where both the antibody and impurities
bind, the capacity of the resin for antibody could be dra-
matically reduced.

The pI of a protein is not an exact predictor of a protein’s
behavior on IEC. The charge distribution on the surface of
the protein and a number of other minor effects also play
a role. Nonetheless, the pI is a good first approximation.
In one study of 15 murine monoclonal antibodies, pIs of 4.9
to 8.3 were reported (65). Bovine albumin has been re-
ported to have a pI of about 4.5 to 5.0 (4,5). The pI of an-
other common impurity, transferrin, ranges from 5.5 to 6.0,
depending on the species and degree of iron saturation
(66). Thus, it is quite possible to have an antibody that is
acidic enough to be inseparable from transferrin and even
albumin by IEC. One of the first steps in developing an
antibody purification procedure is to determine the pI of
the antibody and the contaminants. This may be done
quickly and easily and will give a good indication of how
useful IEC might be.

Immobilized-Metal Affinity Chromatography. In addition
to the widely used techniques described in the previous
section, a number of others may be used for the initial pu-
rification of antibody. One technique that is growing in use
is immobilized metal affinity chromatography (IMAC).
Metal ions, usually Ni2�, are held to a chromatography
resin by ligands. In turn, these metal ions can interact with
proteins, primarily with histidine groups. Many engi-
neered antibodies and fragments are being produced with
a polyhistidine tail, which gives this technique a high spec-
ificity. IMAC can sometimes also be used for nonen-
gineered antibodies that have naturally occurring surface
histidines, although histidine is an uncommon amino acid
(67–69).

Hydrophobic Interaction Chromatography. Hydrophobic
interaction chromatography (HIC) is another technique
that can be used for initial capture. Antibodies tend to be
among the most hydrophobic of the proteins in the crude
feedstock (70,71). Thus, this technique can be quite pow-
erful (6,8,72,73). An example is given in Figure 2 (72),
where bovine serum proteins are separated from antibody.
On the down side, experience shows that the loading buffer
must be carefully chosen (67). As with IEC, conditions
where most of the contaminating proteins bind along with
the antibody should be avoided for the initial capture. In
such a situation, capacity is decreased and selectivity di-
minished. Also, selection of an appropriate media can be

somewhat more tedious than for IEC, because the choice
of potential binding strengths is very broad. Not only is
there supplier-to-supplier variation in ligand density and
surface chemistry, variabilities also seen in IEC, but there
are a large number of binding groups, such as ethyl, propyl,
butyl, phenyl, ether, phenylether, and others. Even
reversed-phase media, such as octyl, can be used in the
aqueous HIC mode with weakly hydrophobic proteins.

Because of the variation in manufacturing, very little
can be said in a general fashion about the strengths of the
various resins. Within an individual manufacturer’s line,
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Figure 4. The effect of salt type on protein retention on a butyrate HIC column. The proteins were
separated in a 20-min linear gradient from 1.0 M salt in 10 mM potassium phosphate buffer (pH
7.0) to 10 mM potassium phosphate buffer (pH 7.0). Cyt-c, cytochrome c; Con, conalbumin; b-Glu,
b-glucosidase; tR, retention time. Source: Reprinted from Ref. 74 with kind permission of Elsevier
Science-NL, Sara Burgerharstraat 25, 1055 KV Amsterdam, The Netherlands.

Figure 3. Lyotropic/chaotropic characteris-
tics of salts.
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usually the longer the alkyl chain length, the stronger the
binding. In practice, however, tests should be made. It is
important to make these tests, because the selection of a
resin is an important way to manipulate selectivity.

Another means of altering selectivity is through the
choice of buffer. In general, the stronger the lyotropic ef-
fect, the stronger the induction of hydrophobic binding by
a salt (Fig. 3) (71). An example of this is seen in Figure 4
(74). However, strong salt solutions can have a detrimental
effect on the integrity of proteins, so the choice should be
limited, if possible, to those with strong salting out effects.
Ammonium sulfate is the most commonly used salt, but it
has the disadvantage of outgassing ammonia above pH 7.5
(71,75). Sodium sulfate and potassium phosphate are also
good choices, but are somewhat limited in solubility
(71,75). Because of the limited choice of buffers, the proper
choice of resin becomes important.

In addition to salt, the selection of pH can have an effect
on retention. In general, above pH 9 and below pH 4, re-
tention increases, probably a result of denaturation of the
protein. Between these pHs some proteins show an effect,
but others do not. It is not possible to make generaliza-
tions; rather, the effect must be tested (71,75). Solution
modifiers such as sugars, alcohols, PEG, and urea can also
affect both binding and elution and can play a role in spe-
cial situations (71,75).

HIC is perhaps deserving of more attention than it has
received. Not only is it potentially a powerful technique
itself, but for multistep procedures, it can be an ideal com-
plement to IEC. IEC uses a low-ionic-strength load and a
high-ionic-strength elution. HIC used a high-ionic-
strength load and a low-ionic-strength elution. Thus, it is
quite possible that conditions can be developed to allow one
column to flow directly to the next, without intermediate
sample handling.

Hydroxyapatite. Hydroxyapatite chromatography
(HAP) has seen considerable use on a small basis, but little
use on the large scale. The main reason for this is that until
very recently, all versions of this material were mechani-
cally fragile. Low flow rates were typical, and reuse of the
columns was limited (53,76,77).

The mechanism of separation is not fully understood,
but interaction of the protein with the calcium and phos-
phate in the resin matrix plays an important role, because
a phosphate buffer gradient is most typically used for elu-
tion (53,76,77). As with other nonspecific techniques such
as HIC and IEC, antibodies exhibit a wide variety of be-
havior on HAP, and generalizations are somewhat unsafe.
However, HAP has been used not only for purifying anti-
bodies (Fig. 5) (78), but also for separating different anti-
body subclasses (Fig. 6) (77). It is well known for its ability
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Column:   Bio-Gel HPHT column with guard column
Sample:   0.5 mL mouse ascites fluid
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Figure 5. HPHT chromatography of unpurified ascites fluid con-
taining monoclonal antibody. Source: Reprinted from reference 78
with kind permission of Eaton Publishing.

to bind DNA and to separate idiotypes, which will be dis-
cussed in “Secondary Purification Steps.” With the recent
development by several companies of more robust versions
of this resin, its use for large-scale production of antibodies
is bound to expand.

Size-Exclusion Chromatography. SEC is typically a low-
resolution, low-throughput technique. Thus, in general, it
is more often used for buffer exchange or polishing steps.
However, there are instances when it can be used for initial
purification. This is the case when dealing with very large
antibodies such as IgM and IgA. IgM is typically a penta-
mer, with a weight nearing 1 million Da. IgA is usually
found as a dimer, with a weight of about 300,000 Da. Thus,
these are much larger than most contaminating proteins
and can be purified by SEC.

Other Techniques. Another technique that has seen
some use is thiophilic chromatography. In this technique,

the sulfur ligand of the resin is thought to interact with
the aromatic groups of the proteins. It has been shown that
this technique can be used to effectively purify proteins
(22,79). Like HIC, this technique generally loads proteins
in high-salt buffers. However, unlike HIC, high salt con-
centrations also promote elution. Needless to say, different
salts have different effects (79).

In addition to chromatographic techniques, there are a
number of other techniques that can substantially purify
antibodies. The precipitative techniques were mentioned
earlier in “Sample Preparation.” Ultrafiltration and diafil-
tration may also be used. Certainly, low molecular weight
impurities may be removed by this technique. However, in
addition, by careful selection of the membrane and buffer
used, some contaminant proteins may be removed as well,
such as albumin from IgG (80). The technique of prepara-
tive electrophoresis has gradually been advancing during
the past few years. Currently it is can be considered useful
for small-scale (milligram) bench preparations, especially
non-GMP. Techniques for true production-scale electropho-
resis that can be performed aseptically are being developed
(81). Given the resolving power of analytical electropho-
resis, success at developing production-scale techniques
could add a valuable new tool to the development of puri-
fication methods.

In purification of antibodies on a large scale, process
time is very important for economic reasons. One way to
increase the efficiency of a process is to combine steps. In
the past few years, a number of approaches to combining
the concentration and clarification aspects of the sample
prep step and the initial capture step have been commer-
cialized. These approaches are generally either a fluidized
bed, large-diameter bead resins, or wide-channel tangen-
tial flow filters. They are all designed so that cells and cell
debris will flow through without clogging the setup, thus
achieving clarification. The antibody is to bind to the resin
or membrane, and after clarification is complete, it can
then be eluted, providing both concentration and purifi-
cation. Although simple in theory, a number of technical
challenges had to be overcome before these approaches be-
came practical.

Secondary Purification Steps

Depending on the feedstock, the technique selected, and
the optimization, the initial capture step can often give
purities in the range of 80 to 95%. This is often adequate
for in vitro usages. However, for in vivo use, purities in
excess of 99% are usually required. In addition to protein
contaminants, other impurities such as DNA, endotoxins,
viruses, and aggregates need to be removed. In such cases,
a multistep procedure is almost inevitable.

All the same techniques used for initial capture can be
used for secondary purification. Indeed, many of the tech-
niques, such as HIC and HAP, are used more often as pol-
ishing steps than as initial capture steps.

The orientation of these secondary steps tends to be dif-
ferent from the initial capture step. With initial capture,
the goal is to remove as many and as much contamination
as possible. The secondary purification steps tend to be
planned to remove individual contaminants. For instance,



186 ANTIBODY PURIFICATION

Figure 6. HPLC of mouse monoclonal anti-
bodies in ascites on hydroxyapatite gel. (a),
IgG1; (b), IgG2a; (c), IgG2b; (d), IgG3; (e),
IgM; (f ), antibody-free ascites. The dashed
line on f indicates the gradient profile of phos-
phate ion concentration. Source: Reprinted
from Ref. 77, p. 670, by courtesy of Marcel
Dekker, Inc.
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DNA and RNA tend to be highly negatively charged at just
about any physiological pH. Thus, anion exchange resins
are often used to remove these nucleic acids from antibod-
ies, with conditions usually selected so that the nucleic ac-
ids bind while the antibody flows through.

In addition to the techniques mentioned in the initial
capture step, there are a number of other techniques aimed
at removing specific contaminants. For example, materials
are available commercially that are intended specifically
for the removal of impurities such as endotoxins, viruses,
DNA and RNA, and albumin. In one way or another, these
products take advantage of specific attributes of the im-
purity to remove them.

Some general examples of secondary purifications are
discussed in this section. These include both techniques
covered in the initial capture section and special polishing
techniques.

The removal or inactivation of viruses must be vali-
dated for any animal-sourced or animal cell–sourced prod-
ucts, including antibodies, intended for in vivo use (1–
2,82,83). All the techniques mentioned to date have the
potential for removing virus. A specific attribute that is
applicable to all viruses is their size. Being significantly
larger than antibodies, they can be removed by a size basis.

Although this can be done by SEC, a higher degree of virus
removal is typically seen by ultrafiltration, with a mem-
brane specifically selected for a molecular weight cutoff ap-
propriate to retain virus and pass antibody (82,84,85).

In addition to virus clearance, virus inactivation is often
performed. The most common techniques used are deter-
gent treatment, low pH, or high temperature (82). Need-
less to say, the antibody must be tested to be resistant to
these conditions before their routine use.

As mentioned earlier, one characteristic of DNA and
RNA is the high negative charge. As well as anion IEC,
HAP is well known to be effective at binding nucleic acids
because of this high charge (76,86,87). HIC also may re-
move nucleic acids, because nucleic acids do not bind,
whereas antibodies do bind to HIC resins (72).

Other properties of nucleic acids are the long, thin na-
ture of the polymer, and, of course, the nucleotide sequence
itself. Various precipitation techniques take advantage of
this to remove DNA and RNA. Also, complementary nu-
cleotides bound to chromatography supports can be used
as an affinity adsorbent. Finally, as alluded to in the “In-
troduction,” DNA and RNA can be enzymatically digested
using nuclease enzymes (e.g., Benzonase�) to generate
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very small fragments that can be readily removed from
antibodies by sizing techniques (9,10).

Endotoxins are lipopolysaccharides. Many can be re-
moved by anion exchange chromatography (6,53,88). As
with the nucleic acids, HIC has been reported to be able to
remove endotoxins for antibodies (72). In addition, both
precipitative and chromatography techniques focusing in
on the lipid portion of the endotoxins have been developed.

Albumin is probably the most typical and highest con-
centration contaminant in most feedstocks, whether se-
rum, ascites, or cell culture media. As with the other con-
taminants, the techniques already mentioned have the
potential for removing albumin. However, if additional
specific removal is required, antialbumin affinity chroma-
tography is possible. Also, many serum proteins, including
albumin, can be removed using dye-ligand chromatogra-
phy. A well-known technique in laboratory chromatogra-
phy, it has not been much used in preparative-scale work.
The dyes used were originally taken from the textile in-
dustry and were not particularly pure. In addition, there
was concern about ligand leakage. However, modern dye-
ligand resins are made with high-purity dyes prepared es-
pecially for this purpose; coupling procedures have im-
proved, minimizing leakage; and assays are often available
to track what leakage there may be (89–93).

Perhaps the greatest challenge for the polishing steps
is the removal of form variants. The easiest form variant
to remove is aggregate, which can be removed by SEC, a
step that may be needed for final formulation (see next
section) anyway. In addition, there may be light or heavy
chain variants if a cell-line producing antibody is not stable
and specific. There is the possibility of host antibody from
serum, ascites, or serum-supplemented cell culture. And
there can be intramolecule variants caused by variations
in glycosylation, deamidation, proteolytic digestion, and a
number of other possible causes. It is difficult to make a
blanket statement in regard to how or even if such variants
need be removed. If these variants prove to be extremely
difficult to remove, and the product can be proved to be
safe and effective with their presence, the economics of the
situation may dictate that they not be removed.

Nonetheless, variants may need to be removed, and
some examples of possible techniques follow. For chain var-
iants and other source antibodies, if the physical charac-
teristics are significantly different compared to the target
antibody, they probably can be removed by IEC, HIC, etc.
But, if not, one possibility is HAP. This technique has long
been known to sometimes be able to separate different idi-
otypes (76,78) (Fig. 7). Dye-ligand chromatography has
also been shown to be capable of separating subclasses
(93). In addition, the different affinity of different antibod-
ies for protein A and protein G allows these resins to be
used for variant removal at times. Immunoaffinity directed
against the undesirable variant heavy or light chain(s) is
a powerful technique. Glycosylation variants may some-
times be removed by lectin or immunoaffinity chromatog-
raphy directed against specific sugars. If physical changes
such as deamidation do not change the antibody’s charge
enough for separation by IEC, preparative electrophoresis
or chromatofocusing may sometimes be successful (94).

But, basically, this is a struggle that must be developed on
a case-by-case basis and often requires a unique solution.

In general, the difference between initial capture and
additional purification steps may be summarized in one
word: resolution. In initial capture, the feedstock is a mod-
erately to highly complex mixture. The feedstock may be
dirty, that is, contain particulates, if sample preparation
is not performed. On the production scale, large volumes
are the norm. The goals in initial capture are to remove
most of the impurities, with good yield, and to concentrate
the product. With secondary purification, the feedstock is
relatively clean, most of the protein is the target antibody,
and some residual impurities may be physically very simi-
lar to the target antibody. Thus, the goal in secondary pu-
rification is to achieve high-resolution separation.

Final Formulation

Final formulation can be considered as a part of purifica-
tion in that it removes conditions that would impair the
stability or utility of the antibody in its intended use. One
goal of a purification strategy should be to limit the addi-
tional processing required to put the antibody into the final
formulation. For example, ideally the antibody should be
recovered from the final purification step in the same buf-
fer needed for its final formulation. Often this can be done
if this goal is kept in mind when the purification process
is being developed.

Final formulation may be as simple as a straightfor-
ward sterilization by membrane filtration through a sterile
filter with pores 0.2 lm or less. Another relatively simple
formulation step is adjusting the antibody concentration,
either by dilution with buffer or by concentration on ultra-
filtration. In other circumstances, the buffer composition
may need to be changed to achieve optimal stability of the
antibody. For this purpose, SEC or diafiltration is widely
used. A more complex formulation step would be the ad-
dition of excipients to confer stability (95). Finally, the an-
tibody solution may need to be lyophilized to confer stabil-
ity, and the liquid formulation may be changed to be
compatible with the lyophilization process. Such complex
formulation strategies are beyond the scope of this article,
so the reader is referred to reviews on this subject (95–97).

PURIFICATION OF POLYCLONAL AND PROBLEMATIC
ANTIBODIES

Polyclonal Antibodies

Purification of polyclonal antibodies is actually more of a
challenge than the purification of monoclonal antibodies.
This is the case for two reasons.

The first is related to the method of production. Poly-
clonal antibodies are produced naturally, by the immune
response of an immunized animal. The antibody is purified
from serum, with the necessity of removing all the serum
impurities, including host antibodies. Monoclonal antibod-
ies, however, are produced in incubators. Historically, for
small batches, the incubator has been a mouse, with the
resulting ascites fluid containing the desired antibody.
This ascites fluid is related to serum and can be an equally
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Figure 7. Preparative HPHT chromatography of IgG. Source: Reprinted from Ref. 76 with kind
permission of Eaton Publishing.

complicated mixture. For large lots, and increasingly for
small lots, monoclonal antibodies are produced in an arti-
ficial reactor, using at least a semidefined culture media.
Again, historically, culture media could be considered only
semidefined because it was supplemented with serum.
However, even in this case, the concentration and number
of macromolecular contaminants to be removed are lower
than those in serum. Also, the current trend for monoclonal
antibody production is toward use of serum-free or even
protein-free media.

The second reason that polyclonal antibodies may be
more challenging to purify is intrinsic to the antibody it-
self. Monoclonal antibodies are not necessarily absolutely
homogenous. Often, there are differences in glycosylation.
And there will be aging differences, such as in degree of
deamidation. They will, however, all be of the same iso-
type, directed against the same epitope. This is not the
case for polyclonal antibodies. Polyclonal antibodies tend
to have a broader pI range than monoclonal antibodies,
making IEC and related techniques such as HAP more
complicated (77,86,94). They also tend to give broader
peaks on hydrophobic interaction (72).

The same techniques used for purification of monoclonal
antibodies are used for the purification of polyclonal anti-
bodies. Indeed, most of the techniques were developed be-
fore the advent of monoclonal antibodies. As with mono-
clonal antibodies, the key to selecting the right purification
techniques lies in knowing the desired yield, the desired
purity, and the nature of the contaminants. Success at pro-
ducing high-purity polyclonal antibodies centers around
two points: extensive preparation and the use of affinity
techniques.

In regard to preparation, characterizing all the individ-
ual impurities in a crude polyclonal mixture would be out-

landishly time consuming. However, a valuable approach
is to run standard IEC, HIC, and HAP conditions, where
most if not all the proteins initially bind. Analysis of the
elution fractions by an analytical technique such as two-
dimensional electrophoresis will indicate which column
technique can remove which impurities. The limitation to
this approach is the well-known fact that the binding con-
ditions used in chromatography affect the resolution of elu-
tion.

The affinity and pseudoaffinity techniques such as dye-
ligand, IMAC, and thiophilic chromatography can be im-
portant in several roles. These techniques can be selected
not only to bind to the target antibody, but also to remove
specific impurities. For instance, one of the most vexing
problems in antibody purification is removal of host anti-
body. If a specific isotype is desired, affinity techniques that
bind to the other isotypes can be used to remove these un-
wanted host antibodies. Generic affinity techniques such
as protein A and G are still very powerful tools. And, if
practical to use, immunoaffinity has excellent selectivity.

In summary, there is nothing unique in purifying poly-
clonal antibodies compared to monoclonal antibodies. To
reach a given degree of purity, the polyclonal antibody will
probably take more planning; more preparation; and for
high purity, use of more powerful techniques, especially
affinity techniques.

Problematic Antibodies

As has been seen, antibodies can be remarkably diverse.
One problem seen is when an antibody does not behave in
a fashion similar to others of the same isotype. The solu-
tion of this type of problem is just good old-fashioned pro-
cess optimization.
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A much more serious problem is the purification of an
antibody with limited solubility. A wide variety of additives
can potentially be used for solubilization of antibodies, in-
cluding urea, guanidine HCl, detergents, and sugars.
Needless to say, there is the potential for these agents to
interfere with purification steps as well. Thus, solution of
this problem tends to require rather extensive develop-
ment (48).

A similar problem is lack of stability. This may be in-
trinsic to the antibody, that is, it occurs even under phys-
iological conditions, or it may be caused by a harsh puri-
fication condition, such as a low pH protein A elution or a
virus-killing step. In the second case, generally alternate
conditions are possible. Examples of alternates for both the
examples are given earlier in this article. The solution of
an intrinsic stability problem is similar to that of a solu-
bility problem. These problems can be quite complicated
and are beyond the scope of this article, but good references
are available (98,99).

PURITY CONSIDERATIONS FOR USE OF ANTIBODIES AS
PHARMACEUTICALS

Although purities of 95% or greater are often suitable for
antibodies intended for nonpharmacological use, such as
in vitro diagnostic reagents, much greater levels of purity
are required for those intended for use as pharmaceuticals.
In general, there are three types of contaminants of con-
cern to regulatory agencies: microbes, viruses, and their
products, such as endotoxins, proteins, and DNA (1,2).
These contaminants must be removed to trace levels.

The need for sterility of a biological product intended
for use in humans is a given. This is primarily assured by
strict adherence to both aseptic technique and cGMP (100).
Less apparent is the need for a validated process to remove
any potential viruses that may be present in the crude ma-
terial, including murine retroviruses, which are present in
almost all hybridoma cell lines. These issues have been
addressed in some detail by the regulatory authorities
(1,2,83,101,102).

These regulatory authorities, such as the Center for Bi-
ologics Evaluation and Research division of the FDA, have
relied on a three-tiered approach to controlling any infec-
tious agents that may be present in the crude product or
acquired during the downstream processing.

1. Careful selection of raw materials, including media
components, for the absence of biological contami-
nants

2. Validating that the purification process can remove
or inactivate viruses

3. Full testing of the product at appropriate stages in
the process for the presence of viruses and infectious
agents

Each of these three tiers of control must be adhered to
by those engaged in the purification of antibodies for hu-
man use. A full treatment of these regulatory considera-
tions is beyond the scope of this article. The reader is en-
couraged to refer to the cited references and keep abreast

of current regulations issued by the various governmental
agencies.

SUMMARY

The antibody molecule is one of the most versatile biologi-
cal molecules created. Advances in immunology, biochem-
istry, and molecular biology have yielded a wealth of infor-
mation about the structure and function of this class of
proteins. The huge diversity of their binding sites allows
one to acquire exquisitely specific binding reagents for al-
most any molecular target. Yet, the conserved nature of
their constant domains as well as their characteristic
three-dimensional structure allows the purification spe-
cialist to approach their recovery with much understand-
ing of the behavior of these biomolecules. In spite of this,
the adage that each monoclonal antibody is unique must
be remembered, because even monoclonal antibodies from
the same species, class, and subclass may behave very dif-
ferently in purification procedures. With this caveat in
mind, it is our hope that this review will provide a helpful
guide to the purification of these fascinating biomolecules.
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44–45 (Nov. 1994).

23. P.L. Ey, S.J. Prowse, and C.R. Jenkin, Immunochemistry 15,
429–436 (1978).

24. J. Groudswaard, J.A. van der Donk, A. Noordzij, R.H. van
Dam, and J.P. Vaerman, Scand. J. Immunol. 8, 21–28 (1978).

25. J. Goding, J. Immunol. Methods 20, 241–253 (1978).

26. M.D. P. Boyle, in M.D. P. Boyle ed., Bacterial Immunoglob-
ulin Binding Proteins, Vol. 2, Academic Press, San Diego,
1990, pp. 1–21.

27. L. Schwartz, in M.D. P. Boyle ed., Bacterial Immunoglobulin
Binding Proteins, Vol. 2, Academic Press, San Diego, 1990,
pp. 309–340.

28. L. Björck and G. Kronvall, J. Immunol. 133, 969–974 (1984).

29. A. Surolia, D. Pain, and M.I. Khan, TIBS 74–76 (Feb. 1982).

30. R. Lindmark, K. Thorén-Tolling, and J. Sjöquist, J. Immu-
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33. B. Äkerstrom and L. Bjorck, J. Biol. Chem. 261, 10240–
10247 (1966).

34. A.C. Kenney and H.A. Chase, J. Chem. Technol. 39, 173–182
(1987)
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INTRODUCTION

In the past it has generally been assumed that certain cell-
culture conditions, such as interactions with specific hor-
mones and deprivation of basic nutrients and growth fac-
tors, result in physical damage or metabolic collapse of the
cell, leading to a passive, or “necrotic,” death. It was
thought that the cell was at the complete mercy of its en-
vironment and had no control over its fate. However, it is
now clear that the cell does not always respond in such a
simple and passive manner. Instead, a range of factors can
trigger a highly complex and genetically regulated cellular
response during which specific “death proteins” are acti-
vated, a phenomenon that has been named apoptosis (1).
It is these proteins that are responsible, ultimately, for the
death and destruction of the cell. Indeed, in many cases,
the cell may have sustained only low levels of damage.
Clearly, under these conditions apoptotic death will be pre-
mature and is often referred to as cellular suicide.

Apoptosis is now acknowledged as a fundamentally im-
portant process that plays an essential role in embryogen-
esis and in the maintenance and functionality of the highly
ordered cell populations that constitute higher organisms.
Indeed, there are now few aspects of biomedical research
upon which apoptosis has not had an impact. It is as a
consequence of its fundamental nature that any failure in
its regulatory mechanisms leads to many of the diseases
that pose the greatest challenges to medical science. This
has resulted in an explosion of research into the genetic
basis of apoptosis, the objective of which is to develop novel
therapeutics for a wide range of disorders, including can-
cer, AIDS, and ischemic injury. Consequently a growing
number of proteins have been identified that are involved
in the induction suppression and execution of the apoptotic
program. It is now clear that many of the cell lines used in
the biotechnology industry for the production of therapeu-
tics undergo apoptotic death. Obviously, the advances
made in the characterization of the apoptotic pathway may
be applied to the suppression of the apoptotic response in
industrial culture processes. This should provide the bio-
technologist with a new route to the optimization of culture
performance.

We begin by describing the biochemical basis of apop-
tosis, the morphological changes that accompany it, and
some of the techniques that have been used to identify
apoptotic cells. This is followed by a general discussion of
the regulation and induction of apoptosis. We then describe
studies that have investigated this phenomenon from a
biotechnological perspective. Particular reference is made
to the conditions that elicit an apoptotic response, the cell
lines that are susceptible, and the effect of bcl-2 overex-
pression on cell survival and productivity in the bioreactor
environment.

BACKGROUND

Morphology of Apoptosis

Apoptosis is defined by its highly characteristic morphol-
ogy, which is illustrated in Figure 1. Early changes include
a reduction in cell volume (2,3) and loss of surface micro-

villi. Cytoskeletal changes result in the formation of pro-
trusions on the surface of the cell, which are referred to as
blebbs. These may break away as intact vesicular struc-
tures, giving rise to “apoptotic bodies” (4).

One of the most striking changes during apoptosis oc-
curs within the nucleus. Fluorescence microscopy of a typ-
ical viable cell following staining with a DNA stain such
as acridine orange, reveals a large spherical nucleus that
may constitute most of the cellular volume. Often, the
chromatin is highly diffuse, although occasionally it may
be possible to see condensed chromosomes in mitotic cells.
During apoptosis, the nucleus undergoes major changes.
Initially, the chromatin condenses and marginates to the
nuclear membrane, forming crescent or ring-shaped struc-
tures that exhibit intense fluorescence. Eventually, the
chromatin collapses into two or more particles, which are
often highly spherical. Again, the remainder of the cell will
be devoid of chromatin and will be almost transparent in
appearance. The shape of the cell also undergoes a highly
characteristic change. While viable cells tend to be highly
irregular in shape, on entry into apoptosis they become
smooth-surfaced and in many cases almost spherical.

The changes in nuclear morphology coincide with the
activation of a nuclease enzyme that cleaves chromatin
first into 300 and/or 50-kbp fragments (5), and then ulti-
mately into multiples of 200 bp (6). The first stage is be-
lieved to be responsible for the morphological changes de-
scribed above. The second stage represents the cleavage of
chromatin at the internucleosomal linker regions. This
generates a striking ladder like pattern when DNA sam-
ples from apoptotic cells are subjected to DNA gel electro-
phoresis. Together with condensation of chromatin, this so-
called DNA ladder has become one of the hallmarks of
apoptotic death.

Many cell types express a further enzymatic activity—
that of the transglutaminase enzyme (7). This crosslinks
proteins within the cell, generating a protein scaffold that
is believed to hold the dead cell together, thus explaining
the relative robustness of dead apoptotic cells as compared
with cells that have undergone necrotic death.

These highly controlled changes appear to have a spe-
cific task: to provide a very clean and rapid method of elim-
inating dead cells, which is a vital consideration when one
considers the extent of apoptotic cell death during, for ex-
ample, embryogenesis. The cleavage of chromatin does not
appear to be responsible, in itself, for the death of the cell.
Instead, it has been argued that this ensures the complete
destruction of the genetic material. It is suggested that this
reduces the possibility of malignant transformation of sur-
rounding cells by DNA from dying cells. The stabilization
of the dead cell by the transglutaminase enzyme mini-
mizes the probability of leakage of its contents onto sur-
rounding cells. In vivo, surrounding cells and phagocytes
engulf the dead cell before it can cause damage to sur-
rounding tissue. Thus, inflammation of tissue as usually
results from necrotic death is avoided. In vitro, in the ab-
sence of phagocytes, the apoptotic cell will eventually enter
a degenerative phase called secondary necrosis.

Identification of Apoptosis

The search for simple techniques that allow for the iden-
tification of apoptotic cells has attracted a considerable
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Figure 1. Schematic diagram showing the morphological features of apoptotic and necrotic cell
death. The cell shown at stage 1 of necrosis exhibits clear swelling and dilation of mitochondria
and Golgi. At this stage, nuclear morphology remains unchanged. By stage 2 of necrosis, disruption
of organelles and plasma membrane is apparent, nuclear morphology is altered, and complete
destruction of the cell quickly follows. During stage 1 of apoptosis, on the other hand, the cell
exhibits extensive boiling or blebbing of the plasma membrane and a reduction in cellular volume.
Condensation of the nuclear morphology may also be apparent. By stage 2, the chromatin has
condensed and fragmented into several spherical particles and the cell is smooth surfaced in ap-
pearance. Apoptotic bodies containing chromatin and organelles are also shown. Eventually,
plasma-membrane integrity is lost and degraded chromatin escapes from the dead cells, leaving
nuclear-free ghosts. These structures may persist in the culture for many days.
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amount of interest. As already stated, visualization of
nuclease-mediated cleavage of DNA has been widely used
to identify the presence of apoptotic cells. However, the
technique can produce variable quality results that are of
a qualitative, rather than a quantitative, nature.

Perhaps the simplest techniques for the study of apop-
tosis are based on the identification of the morphological
features of cell death. For example, fluorescence micro-
scopic analysis of nuclear morphology is a highly effective
method for identification and quantification of apoptosis.
There are two ways in which this may be done. If samples
cannot be analyzed immediately, cells may be fixed in for-
maldehyde and stored at 4 �C. Analysis involves staining
with acridine orange, which reveals the condensation of
chromatin in apoptotic cells (7). However, this technique
has one major drawback—an inexperienced operator may
confuse early necrotic cells with viable cells, which have a
very similar nuclear morphology. In order to avoid this dif-
ficulty, cells may be analyzed immediately while still in
their culture medium by using the acridine orange–
propidium iodide dual-staining technique (8). All cells are
permeable to acridine orange, which stains chromatin
green. Only membrane-damaged cells take up propidium
iodide, and as a result exhibit red fluorescence. This tech-
nique therefore provides information regarding plasma
membrane integrity, as well as nuclear morphology, and
can consequently be used to simplify identification of ne-
crotic cells. Additionally, the classification of apoptotic cells
into early apoptotic and membrane-damaged apoptotic
(sometimes referred to as secondary necrotic) cells gives
an indication of the cell growth and death kinetics under
the influence of a variety of environmental conditions dur-
ing the cultivation process. The early-membrane-intact
phase of death is relatively brief and, therefore, the pres-
ence of a large proportion of cells at this stage indicates
that the rate of cell death is very high.

Microscopic techniques have two major drawbacks—
they are subjective and time consuming. In theory, the de-
velopment of flow cytometric methods should overcome
these difficulties and provide a powerful tool for the study
of the biochemical features of apoptosis in heterogenous
cell populations. At present, there are a number of tech-
niques that are available, and some of the most commonly
used are discussed further.

Light-scattering Properties. The simplest flow cytometric
method is based on the changes in light scattering prop-
erties that accompany cell death. Cells can be studied
without the need for pretreatment, with the decrease in
cell size producing a decrease in forward-scattered light.
The increased granularity caused by nuclear condensation
produces an increase in orthogonal light scatter (9,10).
However, the latter is a transient stage, and eventually, a
reduction in orthoganol light scatter is observed. The tech-
nique can also be used for the identification of necrotic cells
(at least in their early stages). When necrosis is induced
by a permeablizing agent such as saponin, a reduction in
forward scatter is observed, but the increase in side scatter
that occurs during apoptosis is not seen.

Changes in DNA Content. When stained with a DNA-
specific stain such as propidium iodide (PI), apoptotic cells
exhibit a characteristically low DNA content that appears
as a sub-G1 peak (i.e., it appears below the position of the
G1 peak of the cell cycle of viable cells). This is believed to
result from the leakage of cleaved DNA from apoptotic cells
(11–14). The technique provides a rather good correlation
with the fluorescence microscopic technique already de-
scribed. However, necrotic cells undergoing degradation
may also exhibit a reduced DNA content, although the pas-
sive and asynchronous nature of this process means that
a clear “peak” is not usually observed.

Annexin V. In viable cells, phosphatidylserine (PS) is
located on the inner leaflet of the plasma membrane (15).
During apoptosis, one of the earliest changes is the loss of
this asymmetrical distribution (15,16). Annexin V has a
very high affinity for PS. Conjugation of annexin V to a
fluorescent tag, such as FITC, enables the use of this in-
teraction to identify cells that have lost PS asymmetry. By
combining this method with PI staining, it is also possible
to classify apoptotic cells into two subpopulations: early
(membrane intact and therefore PI negative) and late
(membrane damaged and therefore PI-positive). The tech-
nique has been found to give a good correlation with levels
of apoptosis during hybridoma batch cultures, during
which apoptosis accounts for around 90% of cell deaths, as
revealed by the fluorescence microscopic method described
earlier. However, as with other flow cytometric techniques,
necrotic cells can also give a false-positive result. This is
because damage to the plasma membrane allows the an-
nexin to enter the dead cell and bind to PS residues on the
inner surface of the plasma membrane. Thus, the tech-
nique is reliable only when used to analyze early apoptotic
cells, which can be seen as Annexin V positive and PI neg-
ative (16,17).

General Comments Regarding Identification of Apoptosis.
Each of the techniques we described has advantages and
drawbacks. When designing experiments to identify and
quantify apoptosis, a number of points should be taken into
consideration. First, there can be significant variations in
the morphology of apoptosis from one cell type to the next,
including, for example, absence of chromatin condensa-
tion. It is therefore recommended that several methods be
used simultaneously to identify the mechanism of cell
death. However, quantification of actual levels of apoptosis
can vary significantly depending upon the technique used.
Thus, in order to draw valid conclusions, it is essential that
comparison of quantitative data collected using one tech-
nique is not made with data collected using a second tech-
nique.

Inducers of Apoptosis: Physiological Factors

The list of factors that induce apoptosis has grown steadily
over the last few years. In the present section factors that
have been the center of purely biological studies will be
considered, although where necessary, implications for
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animal cell technology will be highlighted. Factors that are
specifically of interest to the process biotechnologist will be
explored under “Apoptosis and Animal Cell Biotechnol-
ogy.”

Presence/Absence of Receptor–Ligand Interactions. The
absence of certain hormones can result in the induction of
apoptosis in certain cell types. This has led to the sugges-
tion that apoptosis may play a pivotal role in the mainte-
nance of tissue organisation in vivo. It is thought that all
cells are primed to undergo apoptosis and are prevented
from doing so through constant stimulation by parakrine
survival factors (18). If a cell is removed from its physio-
logically correct location, the absence of the appropriate
survival signal will lead to the induction of apoptosis. This
role of survival factors as regulators of cellular distribution
in vivo may also have an impact on the development of
serum-free media preparations for industrial-scale cell-
culture processes, as described later.

The presence of receptor–ligand interactions can also
lead to the induction of apoptosis. For instance, in the Fas–
FasL system, binding of the Fas ligand to the Fas receptor
can trigger apoptosis (19). This mechanism is responsible
for the regulation of the immune system. Autoreactive B
cells undergoing maturation (20) and autoreactive mature
T cells (21) are eliminated by the Fas-mediated induction
of apoptosis. Fas also acts as the “off” switch for the im-
mune system by inducing apoptosis in antigen-activated B
and T cells (22). Molecular dissection of the Fas–FasL sys-
tem has provided important insights into the early stages
of the signaling cascade that leads to the expression of the
death pathway (see “Genetics of Apoptosis”).

Induction by Viruses. A number of viruses have been
shown to interact with the cellular apoptotic machinery.
An apoptotic response to viral infection would appear to
act as a protective mechanism that prevents viral repli-
cation by triggering the suicide of the infected cell. How-
ever, a number of virally encoded antiapoptotic genes have
now been identified that suppress the expression of the
death program, thereby providing the virus with the op-
portunity to propagate itself. Perhaps one of the most in-
teresting examples of this anti-death mechanism from a
biotechnology perspective is that of baculovirus, which has
been synthesized at production scale by infection of insect
cell lines, and has applications as a biological pesticide
and, more recently, for the expression of recombinant pro-
teins. A mutant was identified that induced high levels of
apoptosis during infection of Sf21 insect cells. This was
attributed to a mutation in the p35 viral gene that, in its
wild-type form, acts as an antiapoptosis gene (23).

Arguably, the most important example of virus-induced
apoptosis is that mediated by HIV (24–27). A number of
reports have indicated that the binding of the viral gp 120
protein to the CD4� receptor of T cells triggers the induc-
tion of apoptosis, thus leading to the depletion of this class
of cells during HIV infection (28–30). Interestingly, HIV
infection of CD4� cells appears to provide protection from
apoptosis. The viral Nef protein downregulates the ex-
pression of CD4�, thus preventing the induction of apop-
tosis. As a result, virus propagation in the infected cell is
not prevented (31).

There have also been reports of virus-induced suicide of
bacterial cells. Until recently, it was assumed that altru-
istic cell death was not possible in single-celled organisms,
simply because the genes involved in such a phenomenon
would be lost when the cell concerned dies. However, bac-
teriophage infection in bacterial colonies has been reported
to induce a suicide response, thus preventing the spread of
the infection to the remainder of the colony (32). The genes
that mediate such a response are propagated by other
clones in the colony, thus preserving the altruistic nature
of cellular suicide. Bacteria and viral expression systems
have been used for the production of recombinant proteins.
Clearly, the possibility that bacterial cells in such systems
exhibit an apoptosis-like response needs to be investi-
gated.

Free Radicals and Apoptosis. Free-radical-mediated cel-
lular damage has become an important area of study. In
recent years there have been numerous reports that cell
death following oxidative stress occur by apoptosis. More-
over, generation of free radicals has been postulated as be-
ing a universal triggering event in the induction of apop-
tosis (33–38). Indeed, for a period in the early 1990s, it was
suggested that the widely studied antiapoptosis gene bcl-
2 functioned as an antioxidant (39). However, this theory
has been challenged by the demonstration that anoxia-
induced apoptosis can also be suppressed by Bcl-2 in the
absence of measurable levels of free radicals (8,40,41).

Induction by Toxins and Therapeutic Agents. Exposure to
high levels of toxic chemicals results in necrotic death of
the cell. However, long-term exposure at a low level can
trigger an apoptotic response. Many of the agents used in
chemotherapy exert their affect by inducing apoptosis in
tumor and normal cells. Overexpression of genes such as
bcl-2 has been linked to resistance to chemotherapy.
Clearly, establishing the mechanism of induction of apop-
tosis in response to such agents and providing strategies
that minimize the affect of antiapoptotic genes should pro-
vide novel and more effective chemotherapeutic strategies
(42).

Exposure of cells to ionizing radiation induces high lev-
els of apoptosis in many normal tissues. Particularly sus-
ceptible are those cells from tissues that undergo rapid
proliferation, such as spermatogonia (43) and lymphocytes
(44). Such tissue would be especially prone to malignant
transformation, and consequently the induction of apop-
tosis following DNA damage minimizes the likelihood of
such an event. Irradiation of tumors can also lead to the
induction of apoptosis (45–47). Notably, tumors that re-
spond least favorably to irradiation exhibit the lowest level
of apoptosis under such conditions (45). The induction of
apoptosis following DNA damage is regulated by the prod-
uct of the p53 gene, which has been referred to as the gaur-
dian of the genome because of its central role in preventing
the propagation of cells that may have sustained genetic
damage and thus, potentially, malignant transformation
(48).

Genetics of Apoptosis

The study of the genetic basis of apoptosis has become a
highly complex and fast-moving area of research. Conse-
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Table 2. Proteases Involved in the Induction of Apoptosis

Protease Refs.

Ced-3 55
Interleukin 1b-converting enzyme (ICE) 69
Nedd2 70
CPP32 71
ICErel II/TX 72,73
ICErel III 73
mch2 74

Table 1. Examples of Genes Involved in Apoptosis

Inducers/
Promoters Ref. Suppressors Refs. Mediators Refs.

bax 49 bcl-2 54 ICE family 50
bak 50,51 bcl-xL 53 Trans-glutaminase 7
bad 52 mcl-l 55 NUC-18 58
bcl-xS 53 ced-9 56 DNase-I 59
FasL/Fas 19 p35 23 DNase-II 60

bhfrI 57

quently, this section will only deal with some of the
most important aspects of this subject in order to provide
a basis for the later discussion on genetic manipulation of
the apoptotic pathway in commercially important cell
lines.

The genes involved in apoptotic death may be classified
into three groups. The first group consists of the modula-
tors of the apoptotic pathway that suppress or induce
death. The second group comprises the components of the
cell death pathway that mediate the cell death signal. The
final component is the group of effector enzymes that is
responsible for the death and destruction of the cell. Some
examples of these genes are given in Table 1.

Of the modulators of the apoptotic pathway, one
group of closely related proteins, the Bcl-2 family, has at-
tracted particular attention. The bcl-2 gene, the first and
best characterized member, was identified at the
t(14;18)(q32~1) breakpoint found in human follicular lym-
phoma (54). It encodes a 24-kDa protein that is located on
the outer mitochondrial membrane, the cytosolic face of
the nuclear membrane, and endoplasmic reticulum. Nu-
merous studies have demonstrated the ability of this pro-
tein to suppress apoptosis in response to a wide variety of
inducers. Table 1 lists other members of this family, some
of which are functionally similar to Bcl-2, whereas others
act as antagonists of Bcl-2 and thereby trigger apoptosis.

Until recently, studies of the molecular basis of cancer
were directed at the identification and characterization of
genes involved in the regulation of cellular proliferation.
However, it is now evident that the failure of cells to un-
dergo apoptosis at the correct time and location is also an
important step in malignant transformation. Indeed, stud-
ies of bcl-2 in this context have been instrumental in es-
tablishing the role of apoptosis in cancer. Mutations that
result in the overexpression of bcl-2 lead to the accumu-
lation of cells due to life span extension. These cells then
undergo further mutation, most notably involving the c-
myc gene, which leads to the formation of high-grade tu-
mors that combine the characteristics of high cellular sur-
vival with a high rate of proliferation (61–63). Clearly,
these are characteristics that would be desirable in the
ideal candidate host for the expression of recombinant pro-
teins.

One of the most common mutations identified in tumors
is that of the p53 gene, mentioned earlier. In response to
DNA damage, p53 causes cell cycle arrest, allowing the cell
to repair damaged DNA, thus ensuring that any poten-
tially carcinogenic mutation is not propagated. However,
in some cell types, p53 triggers the induction of apoptosis,

again in order to minimize the risk of transformation
(48,64).

The well-characterized pattern of development of the
nematode Caenorhabtis elegans, which includes the induc-
tion of apoptosis in specific cell types, has provided an im-
portant insight into the genetic basis of apoptosis. Most
notable among the genes identified are ced 9 and ced 3.
The former is a bcl-2 homologue that blocks the ability of
ced 3 to induce cell death (65). The ced 3 gene is a cysteine
protease that shares extensive homology with the mam-
malian protein called interleukin 1b converting enzyme
(ICE) (66,67). As the name suggests, this enzyme cleaves
the active precursor pro–interleukin 1b to generate the ac-
tive molecule interleukin 1b, and a number of studies have
now implicated it in the induction of apoptosis. However,
apoptosis can also be induced in macrophages and thy-
mocytes of ICE-negative mice, indicating that ICE is not a
universal mediator of apoptosis (68). Indeed, several ICE-
related enzymes have been identified in recent years (see
Table 2).

The molecular mechanism of apoptosis induced by the
interaction of the Fas-ligand with its receptor centers on
the activity of ICE-related proteases. Indeed, important
progress has now been made in deciphering the earliest
events in the signal cascade that transduces the initial
death stimulus to the death machinery of the cell. Acti-
vation of the Fas receptor by its ligand or agonist antibod-
ies leads to the binding of the adapter protein MORT1/
FADD (Fas-associating protein with death domain)
(75,76). This, in turn, binds to the ICE homologue FLICE
(FADD-like ICE) or MACH (MORT1-associated ced-3 ho-
mologue) (77,78). The targets of this enzyme are still under
investigation.

APOPTOSIS AND ANIMAL CELL BIOTECHNOLOGY

At present, there are around 100 new biopharmaceuticals
in phase I, II, and III clinical trials (79). Production of a
biologically active therapeutic will, in many cases, neces-
sitate expression of the protein in mammalian cell lines.
As a result of intense commercial pressure, tried and
tested production processes are often adopted in order to
ensure that the product reaches the market in the shortest
possible time. Initially, such production processes were
relatively inefficient and there was tremendous scope for
process optimization. Advances in cell biology, in addition
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to improvements in process monitoring, control, and opti-
mization, and the development of novel bioreactor designs,
are making the transition from the research laboratory to
industry standard practice. Clearly, this will lead to a re-
duction in the cost and complexity of the process of recom-
bination-protein production using mammalian cell lines by
placing the technology on a firmer scientific footing.

In order to optimize the viable cell number and protein
productivity, a detailed understanding of the factors that
lead to cell death in the bioreactor is required. These fac-
tors may be classified into three groups:

1. The hydrodynamic environment of the cell
2. The accumulation of toxic metabolites
3. The exhaustion or local limitation of nutrients and

oxygen

Although each of these areas has now been investigated to
varying degrees, recent studies have demonstrated that at
least some of the cell lines used in bioreactors undergo
apoptotic death rather than necrosis, indicating that a
reassessment of the subject is required. As described later,
the greater understanding of the mechanism of cell death
in commercial cultures should provide new routes to cul-
ture optimization. The resultant enhancement in culture
efficiency would be expected to manifest itself in three
forms:

1. First, the nutrients and culture time invested in gen-
erating a viable cell will be wasted if that cell should
die prematurely. If the survival time of the cell can
be enhanced, the proportion of culture resources util-
ized for production of the biopharmaceutical of in-
terest can be increased by eliminating the need for
regeneration of cellular biomass.

2. Second, as a cell dies, it releases proteolytic enzymes
into the culture medium, which can lead to degra-
dation of the product. Thus, product stability should
be enhanced by minimization of cell death.

3. Finally, high levels of cellular debris in the culture
medium can complicate the recovery of the target
protein. This will add to the cost of downstream pro-
cessing and lead to a reduction in the efficiency of
target protein recovery.

A Brief History

The first suggestion that apoptosis may account for cell
death during the cultivation of hybridoma cells came from
an electron microscopic study conducted by Al-Rubeai et
al. (73). Further studies by Franek and Dolnikova (74)
demonstrated the accumulation of nucleosomal DNA frag-
ments in culture medium during the death phase of batch
hybridoma cultures. Based on this observation, they esti-
mated that around 30% of cells had undergone apoptotic
death. Further evidence of apoptosis during hybridoma
cultures was provided by the studies of Mercille and Mas-
sie (80) and Singh et al. (81). Upon DNA gel electropho-
resis, both studies revealed the laddering pattern that, as
mentioned earlier, is characteristic of apoptosis. Morpho-
logical analysis of the nuclei of the cells indicated that

apoptosis accounted for 90% of the dead cells. Both groups
also found high levels of apoptosis during the cultivation
of murine plasmacytoma cell lines (sometimes incorrectly
referred to as myeloma cells). Furthermore, Singh et al.
(82) reported an absence of apoptosis during the death
phase of CHO and Sf-9 batch cultures. However, studies
by Moore et al. (77) indicated significant levels of apoptosis
during the death phase of serum-free batch cultures of
CHO cells. Recent studies in our laboratory on a CHO 320
cell line overexpressing interferon indicate that this cell
line may also be susceptible to apoptosis, although the
morphology was not typical, and the frequency was much
lower than that seen during hybridoma cultures under
comparable conditions.

Studies are now required to give an indication of vari-
ability in susceptibility to apoptosis between clones of the
same cell type, and between different unrelated cell lines.
The objective will be to produce a correlation between sus-
ceptibility to apoptosis and general cell robustness.
Clearly, such a correlation would provide a simple and eas-
ily identifiable predictor of robustness following exposure
of cells to a range of stresses, thus simplifying the process
of cell-line selection.

Induction and Suppression of Apoptosis in the
Bioreactor Environment

The features of the bioreactor environment that may result
in cell death were outlined in the introduction. In the pres-
ent section, studies that have considered these factors in
terms of their ability to induce apoptosis are described and
the implications of suppression of apoptosis are discussed.

Death during Batch Cultivation. The nutrient limitations
encountered by cells in the bioreactor may be classed into
two groups: cycling or terminal limitation. The former may
be encountered at all stages of large-scale or intensive cul-
ture systems. For example, in large-scale stirred tank re-
actors, the cells may be exposed to fluctuating nutrient lev-
els because of inhomogeneity due to poor mixing. In
intensive culture systems, the high cell densities reached
will result in low local-nutrient concentrations. As a result,
the level of cell death in such systems is relatively high.
Terminal nutrient limitations will occur at the end of batch
cultivation and, as a result, will become more extreme with
time, invariably leading to cell death. In the case of hy-
bridoma batch cultures, the first nutrient to become lim-
iting is glutamine, and its exhaustion coincides with the
onset of the death phase of the culture. As stated above,
cell death under these conditions is almost exclusively by
apoptosis. Two studies have reported on the effect of bcl-2
overexpression on cell survival during the death phase of
hybridoma cultures. Itoh et al. (78) found that bcl-2 over-
expression significantly extended the duration of the cul-
ture by reducing the rate of cell death. Moreover, they re-
ported a fourfold increase in the Mab (monoclonal
antibody) titre in the culture medium. Simpson et al. (8)
have also reported an extension in culture duration, al-
though there was only a 40% improvement in Mab titre.
Necrosis became the predominant mechanism of cell death
in the bcl-2-transfected cell line, indicating near-complete
suppression of apoptosis under batch culture conditions.
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More recently, Suzuki et al. (79) have reported that trans-
fection of COS-1 cells with bcl-2 and then with the vector
pcDNA-k carrying the immunoglobulin k gene for transient
expression of k protein have resulted in higher expression
of the protein when compared to the control transfectant
(i.e., bcl-2 negative). In the same study, the mouse plas-
macytoma p3-X63-Ag.8.653, which is used as a fusion part-
ner in the generation of hybridomas, and the hybridoma
cell line 2E3 were transfected with the human bcl-2 gene.
In both cases an extension of batch culture duration was
reported. The bcl-2-transfected 2E3 cells survived 2 to 4
days longer in culture, producing a 1.5- to 4-fold larger
amount of antibody in comparison with the control vector
transfectants. A further enhancement in survival and an-
tibody production in hybridoma 2E3 cultures was observed
when cells were cotransfected with bcl-2 and bag-1.

In contrast with these promising studies, Murray et al.
(83) found that bcl-2 transfection of the murine plasma-
cytoma NS0 failed to provide any protection from apopto-
sis. Although there was no endogenous Bcl-2 expression,
they did report expression of Bcl-xL, a functional homo-
logue of bcl-2. Thus, they suggested that Bcl-2 may be func-
tionally redundant in this cell line.

Nutrient Limitation

Amino Acids and Glucose. The link between the onset
of apoptosis and exhaustion of glutamine during batch cul-
tures of hybridoma cells has prompted systematic studies
of the role of the various nutrients used in culture medium.
Initial studies indicated that deprivation of glucose, se-
rum, glutamine, cysteine, and methionine (84–86) could all
individually induce high levels of apoptosis. Moreover, re-
cent studies in our laboratory (87) indicate that this is not
a feature of these particular nutrients alone. Deprivation
of each amino acid individually from the commonly used
RPMI 1640 culture medium was found to result in the in-
duction of apoptosis, with particularly high levels observed
following deprivation of essential amino acids.

How might the deprivation of nutrients trigger an apop-
totic response? Perreault and Lemieux (88) have found
that hybridoma cells undergo apoptosis when their protein
biosynthetic machinery is compromised. It may be that
deprivation of nutrients such as amino acids has the same
effect, possibly resulting in the failure of the synthesis of
a critical regulatory protein required to keep the apoptotic
pathway in check. Vaux and Strasser (89) suggest that
some agents or treatments lead to a reduction in the cel-
lular ATP pool, and that this may be a trigger of apoptosis.
They propose that such changes may be interpreted by the
cell as being a consequence of viral infection, and the cell
responds by inducing the apoptotic pathway. Overexpres-
sion of Bcl-2 was found to offer a high degree of protection
following deprivation of each individual amino acid, with
two exceptions, glutamine and threonine, which exhibited
relatively less protection (87). This may indicate that these
two amino acids either play a particularly important role
in cellular metabolism and biosynthesis, or that they are
essential components of the mechanism by which Bcl-2
protects the cell.

The survival of bcl-2-transfected cells, even in the ab-
sence of supposedly essential amino acids, suggests a re-

duction in amino acid utilization due to downregulation of
nonessential cellular functions. Indeed, metabolic arrest
has been reported following interleukin 3 (IL-3) with-
drawal from the IL-3-dependent murine cell line Bo, which
consequently underwent apoptosis. This state was stabi-
lized by bcl-2 transfection of the cells, thus extending sur-
vival time by 300% (90). Presumably, Bcl-2 also stabilizes
the metabolic arrest caused by amino acid starvation in
murine hybridoma cells, possibly by maintaining the ATP
pool above a threshold level. Moreover, studies by Simpson
et al. (8) would suggest that this state may be reversible
by feeding the cells with fresh medium. Clearly, such a
characteristic is far more desirable than a rapid, and ob-
viously nonreversible, entry into apoptosis that occurs in
apoptosis-susceptible cell lines.

Serum. The role of serum in the suppression of apop-
tosis has been well documented, and consequently, it was
of no surprise when it was reported that commercially im-
portant hybridoma and plasmacytoma cell lines also un-
dergo apoptosis on withdrawal of serum (85). This would
be expected to have important consequences for the devel-
opment of new serum-free media formulations. Previously,
the rational behind the design of such media was not par-
ticularly scientific and often involved the inclusion of
chemicals that were identified by empirical studies. How-
ever, demonstration of the role of serum in the regulation
of apoptosis may provide a new avenue of research for the
development of novel, and perhaps cheaper, serum-free
media. The Bcl-2-mediated suppression of apoptosis fol-
lowing serum withdrawal was the earliest demonstration
of the antiapoptosis activity of this gene. A Burkitt’s lym-
phoma cell line transfected with bcl-2 has been reported to
grow better than control vector–transfected cells in com-
mercially available serum-free media without the need for
adaptation (91). Similar results were obtained using a bcl-
2 murine hybridoma cell line.

Oxygen Limitation

In large-scale and intensive culture systems, effective aer-
ation of the culture is a major difficulty. Thus, oxygen lim-
itation is often the major limiting factor determining max-
imum cell number. Studies by Mercille and Massie (92)
demonstrated that deprivation of oxygen can induce apop-
tosis. Subsequently, it has been shown that Bcl-2 overex-
pression protects hybridoma (8) and Burkitt’s lymphoma
cells (80) from apoptosis. Clearly this will provide the cells
with a considerable advantage in oxygen-limited intensive
culture systems.

Hydrodynamic Stress

During the very early days of mammalian cell culture, it
was generally assumed that cell lines would be far more
sensitive to shear damage due to the absence of a cell wall.
Considerable progress has been made in our understand-
ing of the exact interactions that result in the greatest
damage to the cells. It is now clear that it is not the shear
forces generated at the impeller tip that are responsible
for cell death induced by the hydrodynamic environment
of the reactor. Far more damage is caused by the events
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that take place at the gas head space–liquid interface dur-
ing bubble disengagement (95).

Despite the importance of the hydrodynamic environ-
ment, the biochemical response of the cell to this compo-
nent of the bioreactor environment has been rather ne-
glected. To address this issue Al-Rubeai et al. (91)
investigated the mechanism of cell death following expo-
sure of cells to very high agitation levels. Flow cytometric
and morphological analysis indicated that cell death oc-
curred mostly by apoptosis, although levels of necrosis
were also significant. Singh et al. (82) found that a Burk-
itt’s lymphoma cell line that had been routinely passaged
in stationary cultures underwent apoptosis when attempts
were made to grow the cells in suspension. Bcl-2 transfec-
tion of this cell line was found to allow much better cell
growth in suspension without the need for adaptation.
Simpson et al. (8) reported similar behavior of a hybridoma
cell line.

Physiological studies have also investigated the rela-
tionship between apoptosis and shear stress. Dimmeler et
al. (89) have found that shear stress actually prevents in-
duction of apoptosis in endothelial cells in the presence of
the inducer tumor necrosis factor � or following growth
factor withdrawal. Clearly, the possibility that a sublethal
level of shear stress in the bioreactor protects the cells from
apoptosis-inducing agents needs to be investigated.

Growth Arrest, Specific Productivity, and Apoptosis

Studies of p53 and c-myc have revealed a close relationship
between cell proliferation and apoptosis. These studies
may have important implications for process optimization
strategies that have centered on the control of cellular pro-
liferation. Such an approach allows for improvements in
specific recombinant protein productivity during cultures
that exhibit a negative correlation between growth rate
and productivity. Furthermore, by controlling maximum
cell number at an optimal level, cell death due to limitation
of nutrients and oxygen should be minimized, thus simpli-
fying medium clarification during downstream processing.
However, such studies have had one major drawback:
when attempts were made to control cellular proliferation,
the cultures rapidly lost viability (93,94), and it would ap-
pear that, at least in the case of hybridoma cultures, this
was due to the induction of apoptosis (85). Thus strategies
designed to control cellular proliferation must also incor-
porate methods that minimize apoptosis. Initial results
would appear to suggest that such an approach does work.
Simpson et al. (8) found that Bcl-2 overexpression delays
hybridoma cell death following cell cycle arrest induced by
thymidine treatment. Similar results have been reported
during Burkitt’s lymphoma cultures (81).

FUTURE PROSPECTS

The study of apoptosis from an animal-cell-technology
standpoint is still in its infancy. However, even at this early
stage, significant progress has been made, and it would
appear that suppression of apoptosis can lead to improve-
ments in culture viability and, indeed, productivity. It is
now necessary to study the prevalence of apoptosis in other

culture systems, and then to examine the effect of the sup-
pression of bcl-2 overexpression on cell survival. Studies of
a variety of high-density perfusion systems are currently
underway. It is also necessary to establish the incidence of
apoptosis in other industrially important mammalian cell
lines, and to investigate the level of protection afforded by
antiapoptosis genes. If the results presented here are
found to be reproducible in many different industrial cul-
ture systems and cell lines, the study of apoptosis will pro-
vide the process biotechnologist with a further strategy in
the quest for the optimal production process.
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INTRODUCTION

Aspartame, �-L-aspartyl-L-phenylalanine methyl ester
(APM) (Fig. 1), is an artificial sweetener whose sweetness
is about 200 times stronger than sucrose by weight. Its
sweetness was found accidentally by a researcher of Searle
Research Laboratories, where APM was produced as an
intermediate of a C-terminal tetrapeptide of gastrin (1). Its
strong sweetness allows reduction of the amount of calorie
sweetener added to foods to achieve a sweetness equiva-
lent to that from sucrose. Although other intense sweet-
eners often exhibit a slightly bitter aftertaste, APM has
none (2). Its sweet taste is close to that of sucrose, a tra-
ditional sweetener and the standard of sweetness. There-
fore, the demand for APM has grown rapidly since its ap-
proval by the Food and Drug Administration (FDA) in
1981. Worldwide APM consumption is currently over
10,000 tons per year, and it is the most common intense
sweetener for beverages, tabletop sweetener, ice cream,
chewing gum, and so forth. APM is produced by two meth-
ods: a chemical method, used by Nutrasweet in the United
States and Ajinomoto in Japan, and an enzymatic method,
used by Holland Sweetener Company, a joint venture of
TOSOH (formerly Toyo Soda Manufacturing) in Japan and
DSM in the Netherlands. In the enzymatic method, an
APM precursor, N-benzyloxycarbonyl-APM (Z-APM) is
produced by a protease-catalyzed condensation reaction
of N-benzyloxycarbonyl-L-aspartic acid (Z-L-Asp) and L-
phenylalanine methyl ester (L-PheOMe). The advantages
of the enzymatic method are that a racemic substrate can
be used and there is no production of b-aspartame (b-APM)
(Fig. 1). The reduction of enzyme consumption was, how-
ever, desirable for further cost reduction. In the present
article, the APM production process with the protease re-
action and various efforts to reduce the enzyme consump-
tion therein are described.
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Figure 1. Structures of aspartame and its regioisomer.
Asymmetric carbon atoms are indicated by an asterisk.
The configuration of aspartame is L-�-L. Aspartame �-Aspartame
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ASPARTAME PRODUCTION BY PROTEASE

Advantages of Aspartame Production by Protease

The structures of APM and its regioisomer are shown in
Figure 1. In APM production by conventional organic syn-
thesis, the side-chain carboxylic group (b-carboxylic group)
of aspartic acid must be protected to avoid the formation
of unwanted b-APM; additionally, optically pure substrates
are required to avoid the production of stereoisomers of
APM. These APM-related compounds, such as b-APM and
stereoisomers, exhibit a bitter taste (1). Use of a protease
as catalyst does not give formation of these undesirable
compounds, even if racemic substrates are used as starting
materials and without protection of the b-carboxylic group
of aspartic acid. The use of racemic phenylalanine in the
enzyme process is very advantageous, because L-phenyl-
alanine is more expensive than racemic phenylalanine.

Proteases such as thermolysin, subtilisin, or papain
were found to be useful tools for the peptide synthesis be-
cause of their high stereo and regio selectivity, and they
have been applied in the synthesis of various biologically
active peptides, such as peptide hormones, neuropeptides,
and insulin (3). APM synthesis catalyzed by a protease was
also investigated by Isowa et al. (4). They reported that N-
protected aspartic acid and Phe-alkyl ester are condensed
to N-protected L-�-Asp-L-Phe-alkyl ester by thermolysin in
high yield (83–96%) as a precipitate consisting of the ad-
dition compound of the condensation product and one mol-
ecule of Phe-alkyl ester, as shown in Scheme 1.

In this scheme, R indicates N-protective group, such as
Z or PMZ, and R1 indicates lower alkyl ester, such as
methyl or ethyl ester. Proteases usually catalyze the hy-
drolysis of peptides in water as solvent; the condensation
reaction is, in other words, the reverse reaction. Therefore,
it is usually difficult to obtain products in high yield be-
cause of the occurrence of hydrolysis of the products by the
proteases. The synthesis of APM-related peptides can,
however, be performed in high yield when the product is
removed from the reaction system as a precipitate and is
not hydrolyzed back by the protease, for example, by ther-
molysin.

Although this method requires an expensive catalyst,
such as thermolysin, the high stereo and regio selectivity
is a great advantage in APM production. The industrial
APM production process based on the proposal of Isowa et
al. was developed by Toyo Soda Manufacturing and was
adopted for APM production by Holland Sweetener Com-
pany.

In contrast to the enzymatic method, the chemical
method produces an APM precursor where formyl-APM (f-
APM) is derived from N-f-Asp anhydride and L-PheOMe,
(5) as is shown in Scheme 2.

Although b-APM is produced as by-product in this
method, �-selectivity of the reaction can be enhanced by
selection of the optimal solvent for the reaction, such as
alkaline aqueous medium (6) or acetic acid partially re-
placed with an alkyl ester with a secondary or tertiary al-
cohol (7). It was reported that the production of b-APM was
reduced to 20% of total peptide by selection of a proper
solvent. The b-APM reportedly can be converted to APM
by alkaline treatment in alcohol in the presence of metal
ions such as zinc or copper as catalysts (8). Productivity of
APM seems to be enhanced by these methods in the chem-
ical procedure.

As described earlier, the enzymatic and chemical meth-
ods both have individual advantages. An advantage of the
enzymatic method is the high selectivity of the reaction,
where APM is produced from cheap raw materials by a
simple procedure in high yield. Not requiring expensive
catalysts, such as enzymes, in the condensation step is an
advantage of the chemical method; however, expensive
starting materials must be used and by-product is pro-
duced. Attempting cost reduction in APM production and
improving the condensation step are of great importance
for APM production by Holland Sweetener Company, and
many efforts have been made by both TOSOH and DSM.
Hereafter, I describe the enzymatic APM production pro-
cess and the efforts to improve the condensation reaction.

Aspartame Production by Thermolysin

The principles of the thermolysin process were introduced
by Oyama et al. (9) in 1987. At first, L-PheOMe from ra-
cemic PheOMe is coupled with Z-Asp stereo and regio se-
lectively by thermolysin. The reaction product, Z-APM,
forms an insoluble addition compound with one molecule
of remaining D-PheOMe immediately and precipitates.
When the reaction is completed, the Z-APM•D-PheOMe
addition compound is collected as a solid product, and ther-
molysin is recovered from the solution. D-PheOMe is sepa-
rated from Z-APM as its hydrochloride by acid washing
(with hydrochloric acid, for example). The Z-group is re-
moved from the Z-APM by hydrogenolysis. Finally, APM is
obtained by crystallization and drying. D-PheOMe is re-
cycled after racemization by alkaline treatment and rees-
terification in methanol. The process is summarized in Fig-
ure 2.
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Although the b-carboxylic group of aspartic acid does
not need to be protected, the �-amino group of aspartic acid
and the carboxylic group of phenylalanine must be pro-
tected. This plays an important role not only for the selec-
tive reaction of the �-carboxylic group of L-aspartic acid
and the amino group of L-phenylalanine, but also for being
suitable to be used by thermolysin as substrates. Ther-
molysin can not catalyze the condensation reaction with-
out such protections (9,10). The methyl ester group is used
preferably for the protection of the carboxyl group of phe-
nylalanine because this is an essential group expressing
the sweetness of APM. The amino group of aspartic acid is
protected by the Z-group because it is easily removed by
hydrogenolysis without removal of the methyl ester group
at the C-terminal of APM. Additionally, a higher reaction
rate is obtained when a hydrophobic and bulky group ex-
ists at this position. Although formyl or acetyl groups can
also be used for the protection, the Z-group, which is hy-
drophobic and bulky, is more suitable for the reaction rate
of the condensation.

Thermolysin and similar microbial metalloproteases
(thermolysin-like metalloproteases) were selected from

among a number of industrially available proteases. Al-
though other serine or cysteine proteases, such as subtili-
sin or papain, have been more widely used in various
industrial fields, they are not very suitable for APM pro-
duction because they tend to hydrolyze lower alkyl esters
at the C-terminal of peptides (11–13) and also the methyl
ester group of L-PheOMe and Z-APM. The cleaving sites of
proteases in Z-APM are summarized in Table 1, where res-
idues of Z-APM are numbered as P1, P2, and P3, respec-
tively, for those toward the N-terminal from the cleavage
site, and as P�1 and P�2, respectively, for those toward the
C-terminal from the cleavage site. Specificity of thermo-
lysin and thermolysin-like metalloproteases is restricted
to hydrophobic and bulky amino acids, such as phenylal-
anine or leucine (14) at the P�1 position. The metallopro-
teases also have esterase activity, but this activity is re-
stricted in peptide mimic esters like Bz-Gly-OPhe-Ala or
furylacryloyl-Gly-OLeu-NH2 (15). The methyl ester of L-
PheOMe or Z-APM is not hydrolyzed by them at all, be-
cause the methyl ester group is too small at P�1 position.
Z-APM is, therefore, produced by thermolysin or thermo-
lysin-like metalloproteases without by-products.
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Figure 2. Process of aspartame production via thermolysin
catalyzed reaction.

D,L-PheOMe
D,L-PheOMe

Z-Asp Enzyme

Enzyme
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HCl
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H2
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Table 1. Cleavage Sites on Z-APM

Cleavage site P3 - P2 - P1 - P�1 - P�2
F

Thermolysin Z - Asp - Phe- OMe
Subtilisin Z - Asp-Phe - OMe
Papain Z - Asp - Phe- OMe

Z - Asp-Phe - OMe
V8 protease Z - Asp - Phe- OMe

IMPROVEMENT OF THE CONDENSATION REACTION

Stability of Enzymes

To improve the condensation reaction in the enzymatic pro-
cess, reduction of enzyme consumption may be of great im-
portance. Although thermolysin is currently the most sta-
ble of the proteases industrially available (16), some

portion of it is inactivated during the condensation reac-
tion. This enzyme inactivation, of course, influences pro-
duction costs. Stabilization of the enzyme during the con-
densation reaction thus was one of the most important
aspects of cost reduction.

It is well known that calcium ion stabilizes many mi-
crobial proteases, and thermolysin is also stabilized by it
(14). If the concentration of calcium ions in the reaction
mixture is increased, it will diminish the inactivation of
thermolysin. However, this would not be suitable to im-
prove this process, because high concentration of calcium
will frequently cause troubles caused by scaling.

If thermolysin can be replaced by a more stable prote-
ase, the enzyme loss can be reduced further. Extremely
stable proteases such as archaelysin (17) and a serine pro-
tease from Desulfurococcus strain SY (18) were recently
found in cultures of hyperthermophilic archaea (formerly
called archaeobacteria). The archaea, such as Desulfuro-
coccus, Pyrococcus, or Thermococcus, showed an optimum
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temperature for growth around 90 �C and even can grow
above 100 �C. Their enzymes exhibited extremely high sta-
bility against extreme conditions; archaelysin and the pro-
tease from D. strain SY retained 50% of their activity when
they were heated at 95 �C for 80 min and 450 min, respec-
tively (17,18). These proteases are expected to have appli-
cability in various industrial fields (19). Unfortunately, no
metalloprotease has yet been found from hyperthermo-
philic archaea. The proteases separated from the archaea
up to now belong to serine proteases (17,18) or cysteine
proteases (20). Because their specificity toward Z-APM is
similar to that of subtilisin or papain, they are not appro-
priate for APM production. They will hydrolyze the ester
bond of PheOMe or APM in the same way as subtilisn or
papain. Although finding a metalloprotease from such ar-
chaea would be desirable, thermolysin remains the most
stable protease currently available for APM production.
Recently a metalloprotease was found from a culture broth
of a hyperthermophilic aerobic archaeon “Aeropyrum per-
nix K1” that also exhibited extremely high stability
against thermal denaturation with a half-life of 70 min at
125 �C (21), although its specificity for APM relating pep-
tides has not been solved.

Immobilized Thermolysin

Immobilization of thermolysin was also expected to reduce
enzyme inactivation because it is protected from autolysis.
However, an application of immobilized thermolysin in the
current production process seems difficult, because the re-
action for Z-APM production takes place in the presence of
a dense solid precipitate, that is, an insoluble addition
compound of Z-APM and PheOMe. If both the immobilized
enzyme and the reaction product occur in the reaction mix-
ture as solids, they cannot be separated by a simple pro-
cedure. Additionally, if the reaction would be performed in
a continuous process equipped with an immobilized
thermolysin-packed column, the precipitate would block
the flow of the reaction solution in the column. Z-APM
forms its insoluble addition compound with PheOMe quite
easily in water.

To overcome this problem, Oyama et al. (9,22) at-
tempted to perform the reaction in ethyl acetate. Because
ethyl acetate dissolves Z-APM without formation of the in-
soluble addition compound, it was expected that Z-APM
could be recovered in solution and that the immobilized
thermolysin could be recovered as a solid, thus enabling
complete recycling of enzyme (9). Moreover, because the
equilibrium state of the synthesis and hydrolysis of Z-APM
shifts toward the synthesis side in organic solvents, it was
expected that Z-APM could be obtained in high yield in
ethyl acetate even though the product is not removed from
reaction system in situ. Unfortunately, significant inacti-
vation of immobilized thermolysin was observed in both
batchwise operation and continuous operation. Addition-
ally, Z-APM synthesis was disturbed by channeling of or-
ganic solvent and water in the immobilized thermolysin
column when it was operated continuously (9); thus, high
production yield could not be obtained by this system. Only
if these problems can be solved, immobilized thermolysin
can be applied in the APM production. Studies for APM
production by immobilized thermolysin are being contin-
ued by various researchers (23,24).

Enzyme Improvement by Site-Directed Mutagenesis

Improvement of enzymes by site-directed amino acid sub-
stitutions at selected sites has recently become possible by
the progress in genetic engineering and of computer simu-
lation of the three-dimensional structure of the protein
molecules. These so-called protein engineering techniques
are becoming an important tool for the improvement of en-
zyme character. A first example of improved thermolysin-
like metalloproteases was shown by Imanaka et al. (24)
using a metalloprotease from Bacillus stearothermophilus
CU21. This protease exhibited 85% homology in amino
acid sequence with thermolysin. They substituted the
141st glycine of this protease to alanine and expected to
find enhancement of the internal hydrophobicity and sta-
bilization of the internal �-helix. The resulting mutant pro-
tease indeed exhibited higher thermostability than did
wild-type protease (25). Another example of stabilization
of this metalloprotease was reported by Hardy et al. (26),
who introduced proline at the 65th or 69th site. Although
the stability of this protease was lower than that of ther-
molysin even with introduction of these mutations, it may
be expected that thermolysin can be improved by a similar
procedure. Thus, studies for the improvement of thermo-
lysin by protein engineering were started by a collabora-
tion of TOSOH and Sagami Chemical Research Center.

In this research, attention was focused to enhancing the
activity of thermolysin rather than its stability. Even when
the stability of thermolysin is enhanced until the enzyme
inactivation during the condensation reaction is at a neg-
ligible level, the enzyme has to be recycled for reduction of
enzyme costs. This requires additional equipment or pro-
cedures to recover the enzyme from the process solution,
such as concentration of enzyme by ultrafiltration, salting
out, or immobilization of enzyme (9). This will increase the
fixed costs at an APM plant. On the other hand, if the ac-
tivity is enhanced adequately and if the enzyme amount
in the APM production can be reduced to a negligible level
by application of highly active mutant thermolysins, it
would be possible to use the enzyme without recycling. A
highly active mutant thermolysin would be more effective
than a highly stable one. Additionally, useful knowledge
would be gained about the mechanism determining the re-
lationships among the proteins’ structures, properties, and
functions from the improvement of thermolysin activity.

Thus, studies for improvements of thermolysin were
started, and highly active mutant thermolysins were suc-
cessfully constructed. One of these mutants exhibited a
five times higher activity toward Z-APM synthesis when it
is evaluated by the initial reaction rates (27). Details of the
improvements of thermolysin are described in the article
entitled THERMOLYSIN. The stability of these mutant ther-
molysins was the same as that of wild-type thermolysins
when it was determined by calorimetry (28). It is therefore
expected that mutant thermolysin can be used for APM
production in the same way as wild-type thermolysin, ex-
cept that the enzyme amount to obtain the same reaction
rate is lower with mutant thermolysin.

Evaluation of Mutant Thermolysins in APM Production

The highly active thermolysin exhibiting a five times
higher activity than wild-type thermolysin was called
TZ-1. TZ-1 has substituted amino acid residues at three
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Figure 3. Effect of pH on the initial reaction rate in thermolysin
catalyzed condensation reaction. Curves are shown for TZ-1 (open
circle) and wild type (closed circle), respectively, for 0.2 M of Z-L-
Asp and 0.5 M of D,L-PheOMe and containing 5.1 mM CaCl2 and
0.17 M NaCl at 40 �C.

sites, namely the 144th leucine to serine (L144S), the
150th aspartic acid to histidine (D150H) and the 227th as-
paragine to histidine (N227H). Although this mutant ex-
hibits five times higher activity toward Z-APM synthesis,
it should be noticed that its activity was evaluated at con-
ditions different from real APM production conditions as
described in the article on thermolysin referred to earlier.
The evaluation conditions were chosen to reduce the vis-
cosity of the reaction solution; the concentration of sub-
strates was lower than that under conventional production
conditions, and the ratio of Z-Asp and PheOMe was set at
about 1:1. These conditions enabled to obtain exact data
in a milliliter scale of reaction mixture. These conditions
are referred to as “model conditions.” The model conditions
enabled evaluating several candidates during molecular
engineering of mutants. Because TZ-1 showed very high
activity under the model conditions, its efficiency in small-
scale APM production under the conventional production
conditions was also examined.

The reactions were performed in 200 mL of a mixture
containing 0.2 M of Z-L-Asp, 0.5 M of D,L-PheOMe, 5.1 mM
CaCl2, 0.17 M NaCl and 50–150 mg of the thermolysin at
40 �C and in a range of pH between 5 and 7. Mutant ther-
molysins used here were produced by fermentation of Ba-
cillus subtilis MT-2, harboring recombinant plasmid p-
UBTZ2 in a jar fermentor equipped with a 16-L vessel
(New Brunswick Scientific Co. Ltd., U.S.). Other condi-
tions for the fermentation were the same as described in
the article on thermolysin. Enzyme amounts in the reac-
tion mixture were determined by casein hydrolytic activity
according to the method of Endo (29) as are also described
in the article on thermolysin. The condensation reactions
were monitored by HPLC equipped with TSK gel
G2000SW (TOSOH, Japan) with 5% acetonitrile in 0.05%
trifluoroacetic acid as solvent for determining the amount
of the product and the remaining substrates. Before HPLC,
the samples were diluted by appropriate solution, such as
10 mM calcium acetate, and the insoluble addition com-
pound of Z-APM and PheOMe was removed by centrifu-
gation. The conversion rates were calculated from remain-
ing Z-Asp using the following formula:

CV(%) � ([Z-Asp] � [Z-Asp] )/[Z-Asp]0 t 0

Herein, [Z-Asp]0 and [Z-Asp]t refer to the concentration of
Z-Asp at the initial and at an appropriate later time, re-
spectively.

Effect of pH on the initial reaction rates by 50 mg of
TZ-1 or wild type is shown in Figure 3. The optimum pH
of TZ-1 was 6.0, and that of wild type was 6.5. At pH 6.0,
the activity of the TZ-1 was about fivefold that of wild type.
The optimum pH shift of TZ-1 seems to result from the
introduction of a plus charge of histidine instead of the
150th aspartic acid and the 227th asparagine. Because the
150th residue and the 227th residue exist at vicinity of the
Zn ion and the 231st histidine residue in the active center
of thermolysin, respectively, the plus charge of histidine
may influence the electrostatic interactions in this center.
Both Zn ion and the 231st histidine are regarded as im-
portant to express thermolysin activity (30,31). The mu-
tation N227H especially seems to influence the pH profile

of thermolysin activity, because the pKa value of the 231st
histidine is likely to be shifted toward the acidic side by
introduction of a plus charge of histidine at the 227th site.
This shift in optimum pH is not observed, however, when
the activity is evaluated under the model conditions where
the optimum pH of both wild type and TZ-1 are pH 7.0, as
is mentioned in THERMOLYSIN. An explanation for the dif-
ference of the optimum pH between the model conditions
described in there and the production conditions described
herein have not yet been found, although important factors
may be (1) concentration of substrates, (2) ratio of the two
substrates, and (3) optical purity of PheOMe.

Typical time courses of the Z-APM synthesis by TZ-1
and wild type at pH 6.0 are shown in Figure 4. Reaction
rate and production yield by 50 mg of TZ-1 are the same
as those by 150 mg of wild type. When the reaction is per-
formed with 150 mg of TZ-1, the initial reaction rate is
three times higher than that by the same amount of wild
type. It seems that activity of TZ-1 is three times higher
than that of wild type under this condition. Remaining ac-
tivities of both wild type and TZ-1 after the condensation
reaction were 70%. This indicates that the stability of
TZ-1 is the same as that of wild type. Moreover, there are
no differences in thermostability between TZ-1 and wild
type as has been demonstrated by heat capacity analysis
with the calorimeter as described earlier. From these re-
sults, it follows that mutant thermolysins can be useful for
cost reduction in APM production.

Thus, studies for improvement of thermolysin were con-
tinued. Another important amino acid substitution, the
150th aspartic acid to tryptophan (D150W) (32) was re-
cently found. The activity of the single site mutant D150W
was five times higher than that of wild type. This is the
same as the effect of the combination of three mutations,
L144S, D150H, and N227H in TZ-1. Combination of
D150W with L144S and N227H resulted in a new mutant,
L144S-D150W-N227H, which exhibits about 10 times
higher activity than wild type under the model conditions
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Figure 4. Time course of the condensation reaction of Z-L-Asp
and L-PheOMe catalyzed by 150 mg of wild type (closed circle) and
150 mg (closed triangle) and 50 mg (open circle) of TZ-1, respec-
tively, in 200 mL of a reaction mixture containing 0.2 M of
Z-L-Asp 0.5 M of D,L-PheOMe, 5.1 mM CaCl2, and 0.17 M NaCl at
pH 6.0 at 40 �C.

Table 2. Condensation Reaction at Different Z-Aspartic
Acid-to-PheOMe Ratio

Z-Asp/
PheOMe

ratio

Initial
[Z-Asp]
(mol/kg)

Conversion
rate
(%)

Produced
Z-APM

(mol/kg)

Remained
[Z-Asp]

(mmol/kg)

Enzyme
recovery

(%)

1:2 0.28 80.5 0.225 55.9 92
1:2.5 0.25 95.2 0.238 10.5 44

Z-Asp�PheOMe�TLN Z-Asp�TLN�PheOMe

Z-APM�TLN

Scheme 3.

(32). This mutant is called TZ-5 and will be useful for fur-
ther reducing of costs in APM production.

Stabilization of Thermolysin by Change of Reaction
Conditions

Studies on stabilization of thermolysin by controlling the
reaction conditions were also continued separately by a col-
laboration of TOSOH and DSM. Harada et al. reported
such stabilization by an N-protected amino acid, such as
Z-Asp, Z-Glu or Z-Gly, during storage of thermolysin so-
lution (33). Z-amino acids seem to act as inhibitors against
the autolysis of thermolysin herein. The inhibitory effect
of Z-Ala was reported earlier by Morihara and Tsuzuki (10)
after they had found that Z-Ala inhibited hydrolysis of
Z-Ala-Leu-Ala catalyzed by thermolysin at 30 mM of Ki
value. Although these results for Z-Ala are not conclusive
for determining whether inhibition by protected amino ac-
ids is competitive, it now appears that Z-amino acids are
likely to bind to the active site of thermolysin instead of
substrates.

Moreover, Harada et al. demonstrated that thermolysin
in the reaction mixture was kept stable when Z-Asp con-
centration is kept at a high level during the condensation
reaction. They studied effects of the ratio of Z-Asp and D,L-
PheOMe at the start of the condensation reaction. An ex-
ample of the results is summarized in Table 2. When the
reaction was started at a 1:2 ratio of Z-Asp to PheOMe, the
enzyme recovery was 92%, whereas it was 44% at a ratio
of 1:2.5. Remaining Z-Asp after the reactions were 55.9 and
10.5 mmol/kg, respectively. At the ratio of 1:2, much more
enzyme and Z-Asp were remaining than at the ratio of
1:2.5. The remaining Z-Asp apparently protects the en-
zyme from inactivation. Productivity of Z-APM at the ratio
of 1:2 was 0.225 mol/kg; at 1:2.5 it was 0.238. Thus, sig-
nificant decrease of productivity was not observed by
higher concentration of Z-Asp. This indicates that the syn-
thesis is not inhibited by Z-Asp, whereas Z-Asp is an in-
hibitor against autolysis or peptide hydrolysis. Nagayasu

et al., however, reported that Z-Asp inhibited the conden-
sation reaction by immobilized thermolysin (24). The in-
hibition effect toward the condensation reaction can be
avoided by choosing the reaction conditions, as suggested
by Harada et al. According to Harada et al. (33), enzyme
inactivation may be caused by adsorption of thermolysin
on the surface of crystals of the addition compound of
Z-APM and PheOMe. Apparently, Z-Asp is likely to prevent
such adsorption.

In contrast to the protection by Z-Asp, thermolysin is
not protected from inactivation by L-PheOMe, although
the latter is another substrate of the condensation reac-
tion; this may be because of much higher Km value of ther-
molysin toward L-PheOMe. According to results of earlier
kinetic studies of the condensation reaction by Oyama et
al. (34), a double reciprocal plot toward L-PheOMe and
D,L-PheOMe showed no apparent Km value, whereas that
toward Z-Asp is 10.3 mM. These authors presented a re-
action model where thermolysin at first forms an enzyme-
Z-Asp complex, and then Z-APM is produced by the attack
of L-PheOMe on the complex, as shown in Scheme 3. In
this scheme, TLN indicates thermolysin. This model sug-
gests that thermolysin cannot form an enzyme–L-PheOMe
complex to prevent autolysis and adsorption on crystals of
the addition compound. Therefore, thermolysin does not
seem to be stabilized by L-PheOMe.

The stabilization by Z-Asp is quite effective for ther-
molysin stabilization during APM production because the
effect can be obtained quite simply by adjusting the con-
centration of the substrates. Moreover, Harada et al. men-
tioned (33) that Z-Asp stabilized thermolysin without pres-
ence of calcium ions. This is another advantage of this
stabilization method because various problems caused by
calcium scaling can be avoided by this method. As de-
scribed earlier, enzyme inactivation during the condensa-
tion reaction can be prevented by the adjusting the ratio
of the two substrates. Recently another method to stabilize
thermolysin during condensation was revealed by Harada
et al. (35): an addition of toluene into the reaction mixture
at about 30% (w/w) of low materials. It prevented adsorp-
tion of thermolysin onto the crystal surface of the addition
compound of Z-APM and PheOMe and resulted in an in-
crease of thermolysin recovery after the reaction.
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ALTERNATIVE PROCESSES

Condensation without N-Protection

Various strategies have been used in the attempt to im-
prove the APM production process. The possibility of re-
ducing enzyme consumption was indicated by mutant
thermolysins and by adjusting of the concentration of sub-
strates. On the other hand, an alternative production sys-
tem is desired to take long strides in reducing costs. Much
of this research has been focused on avoiding N-protection
of aspartic acid. If APM can be produced without N-
protection, it will not only reduce raw materials costs but
will also simplify the production process by eliminating the
protection and de-protection steps. Although low yields
have prevented industry adoption of a new method, the
production costs of APM would be further reduced by N-
protection-free methods if productivity could be improved.
Hereafter, I summarize such attempts as appeared in pat-
ent applications.

Direct production of APM by condensation of aspartic
acid and PheOMe was proposed by TOSOH and Ajinomoto,
respectively, where both starting materials are condensed
by microbial cells belonging to Pseudomonas, Alkaligenes,
and so forth (36,37), as shown in Scheme 4. In this process,
the reaction seems to be catalyzed by aminopeptidases in
the bacterial cells. Although this is a very simple produc-
tion method, its yield was very low. According to the
TOSOH patent application (36), only 0.06 g of APM was
produced from 1.0 g of aspartic acid after 16 h of reaction.
Because APM is not removed from the reaction mixture as
a precipitate under this condition, it seems to be hydro-
lyzed back by the aminopeptidases. If the product could be
separated from the reaction mixture in situ, the production
yield will be increased. It is, however, difficult to remove
APM from the reaction mixture as a precipitate, because
APM is not only highly soluble (similar to the substrates)
but also does not form an insoluble addition compound
with remaining substrate. No other additive that would
form an insoluble addition compound with APM has yet
been found. Although separation of APM by electrodialysis
was attempted by Snedecor and Hsu (38), sufficient sepa-
ration yields do not seem to be obtained. Development of
an effective method to separate APM from its starting ma-
terials and enzymes will be of importance in establishing
a feasible production process based on those patent appli-
cations.

Another APM production method without N-protection
is the coupling of �-AspOR (R indicates a lower alkyl
group) and PheOMe by an ester–amino exchange reaction
catalyzed by a protease from Staphylococcus aureus strain

V8 (V8 protease) (39) as shown in Scheme 5. Because this
reaction is a dealcoholation reaction, the reaction rate is
higher than that of a dehydration reaction, such as the
reaction shown in Scheme 4. Additionally, by-products due
to misconfiguration, such as PheAspOR or PhePheOMe,
are not produced because V8 protease is specific for a pep-
tide bond or ester bond that involves the carbonyl group of
amino acids with an acidic side chain (40), for example,
aspartic acid at the P1 position (Table 1). However, re-
moval of APM from the reaction system encounters the
same difficulties as in the first example of the APM direct
production; therefore, a higher production yield cannot be
expected. It will also be difficult to produce �-AspOR in-
dustrially without formation of b-AspOR and Asp(OR)2, be-
cause the reactivities of the two carboxyl group of aspartic
acid are not so different. Thus, various barriers exist to
establishing a production process based on this method.

Production from Other Raw Materials

The methods described in the previous section are aimed
at coupling of aspartic acid and PheOMe without protec-
tion; the methods described in this section do not depend
on aspartic acid as the starting material. Because aspartic
acid can be produced by ammonia addition to fumaric acid
by an ammonia lyase, APM synthesis from fumaric acid,
PheOMe, and ammonia as starting materials was pro-
posed by TOSOH (41). Pseudomonas putida TS-15001 was
found to be catalyzing the coupling of the three substrates
simultaneously. Although all details of this reaction sys-
tem have not been studied, this system seems to consist of
two reactions in the cells. At first, aspartic acid is produced
from fumarate by the ammonia addition reaction by an
ammonia lyase; second, aspartic acid is coupled with
PheOMe by an aminopeptidase. The low production yield
seems to result from the hydrolysis of APM by the ami-
nopeptidase in the same way as in the first example of the
direct production.

Production of APM from similar substrates was pro-
posed by Showa Denko Corporation (42), where APM was
derived from fumaric-PheOMe (FPM) by ammonia addi-
tion reaction by certain bacterial cells that produced an
ammonia lyase, as shown in Scheme 6. In this proposal,
FPM was derived from its cis-trans isomer, maleic-
PheOMe (MPM) which is more easily produced by the cou-
pling reaction of maleic anhydride and PheOMe than by
the direct production of FPM by the coupling reaction of
fumaric acid and PheOMe. When fumaric acid and
PheOMe are coupled directly, use of a coupling reagent is
required, such as oxalyl chloride, thionyl chloride, or car-
bodiimide. However, the coupling of maleic anhydride and
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PheOMe proceeds spontaneously. Fumaric-PheOMe was
reportedly produced in good yield by isomerization of MPM
(40). Unfortunately, the yield at the step of ammonia ad-
dition is too low to be applicable in an industrial APM pro-
duction process. A new microbial strain exhibiting higher
lyase activity has recently been reported by Xu et al. (43),
but even with this strain, productivity seems to be insuf-
ficient. Further screening of bacteria and improvement of
ammonia lyase thus appears to be important.

CONCLUSION

Because APM is an excellent high-intensity sweetener, es-
pecially in its taste, demand for it will grow in the future,
and APM will gradually become a commodity chemical.
The drive for cost reductions will therefore increase. Al-
though alternative production methods have been pro-
posed, their yields are lower than the current, conventional
production methods. The current processes will therefore
continue to be used while attempts to improve them are
ongoing. I focused on the reduction of enzyme costs to ad-
vance enzymatic APM production because the condensa-
tion by thermolysin is a key step of the production process
used by Holland Sweetener Company. Enzymatic APM
production processes will be further improved in many
ways.
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INTRODUCTION

L-Aspartic acid is widely used as a food additive as well as
an ingredient of infusion solutions and medicines. In ad-
dition, a dipeptide, L-aspartyl-L-phenylalanyl methyl es-
ter, is used as a synthetic low-calorie sweetener in many
countries. Moreover, studies for production and application
of L-aspartic acid derivatives have been carried out by
many companies in Europe, America, and Japan because
L-aspartic acid is also chemically reactive. L-Aspartic acid
derivatives are hoped to function as a kind of biodegrad-
able precursor for environment friendly products (Fig. 1).
It is presumed that each of these would be produced at the
1,000-kiloton level in the near future. However, the high
price of L-aspartic acid produced using the existing process
has been a high hurdle in expansion of its use. Therefore,
we tried to develop a novel process to produce L-aspartic
acid economically.

CONVENTIONAL METHODS

Since Quastel and Woolf (1) observed the reversible for-
mation of L-aspartic acid from fumaric acid and ammo-
nium ion by a cell suspension of Escherichia coli, many
reports have been published on aspartase (E.C.4.3.1.1),
which catalyzes this reaction. This enzyme degrades L-
aspartic acid into fumaric acid and ammonium ion under
physiological conditions, but the reverse reaction proceeds
in high concentrations of ammonia (Fig. 2).

High-yield conversion of L-aspartic acid from fumaric
acid and ammonia was first reported by Sumiki et al. (2)
in 1928. This method employed resting yeast cells to pro-
duce L-aspartic acid. Fermentation methods using medium
containing fumaric acid, and enzymatic methods using
bacterial aspartase activity have also been reported (3–5).

A process for industrial production of L-aspartic acid
was first established in 1973; bacterial cells having aspar-
tase activity were immobilized in a gel matrix to stabilize
the enzyme activity. A continuous operation was also re-
ported (6–9). In the immobilized-enzyme process, the en-
zyme cost was reduced compared with that of a batch pro-
cess.

However, in the immobilized-cell process, cells had to be
immobilized and packed into reactor columns under asep-
tic conditions. Contamination-free operations were
needed, which resulted in additional costs. Also, it did not
seem to be possible to use the reactor columns for conven-
tional purposes because different specifications were re-
quired according to each individual reaction mode or the
chemical properties of substrate and product.

PROPERTIES OF A NOVEL BIOREACTOR SYSTEM

As already mentioned, there are several biological and en-
gineering disadvantages that need to be solved in conven-
tional production methods. To overcome these disadvan-
tages, we have developed a novel bioreactor process, the
membrane reactor system, using microbial cells without
artificial immobilization for the enzymatic reaction. Co-
ryneform bacterium MJ-233, which is employed in this
process, is characterized by nonlytic properties under non-
growing conditions. The cost of the enzyme is low because
the bacterial cells can be reused repeatedly for enzymatic
reactions without immobilization. Intracellular compo-
nents such as protein and nucleic acid do not leak out, so
the purity of the products is very high. From the engineer-
ing stand point, the ultrafiltration membrane system is
employed for recycling bacterial cells (Fig. 3). The advan-
tages of the ultrafiltration process are as follows:

1. Damage of bacterial cells by compression is reduced
compared with centrifugation.

2. Capital outlay and running costs are relatively low.
3. Operation and maintenance are easier.

On the basis of these properties, we established an eco-
nomical new bioprocess for the production of L-aspartic
acid (10–13).
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Figure 4. L-Aspartic acid forma-
tion from maleic acid
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Figure 6. The relationship between pH and relative enzyme ac-
tivity.

Figure 7. The L-Aspartic acid produc-
tion process
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TECHNICAL COMPONENTS

Enzymes for L-Aspartic Acid Production

We tried to develop a new bioprocess for L-aspartic acid
production using maleic acid as a starting material. Ma-
leate isomerase (E.C.5.2.1.1), which isomerizes maleic acid
to fumaric acid, and aspartase (E.C.4.3.1.1), which con-
verts fumalic acid and ammonium ion to L-aspartic acid,
were used for L-aspartic acid production from maleic acid
(Fig. 4). The equilibrium of the isomerase reaction strongly
favors fumaric acid formation (Fig. 5). This results in al-
most complete conversion of maleic acid to fumaric acid, so
it is very useful for L-aspartic acid formation. On the other
hand, the equilibrium of the aspartase reaction also favors
L-aspartic acid formation under high concentrations of am-
monium ion. Therefore, the conversion yield from maleic
acid to L-aspartic acid can reach 99%.

Conditions for L-Aspartic Acid Production

In order to establish a one-pot reactor system using two
enzymes, maleate isomerase and aspartase, we analyzed
the properties of each enzyme, including pH profile (Fig.
6). Consequently, we could determine the potential for co-
existence of two enzymes in a one-pot reactor even in the
high concentrations of ammonium ion that are an essential
condition for L-aspartic acid formation by aspartase.

Improvement of L-Aspartic Acid Productivity

In order to improve the productivity of the process, genetic
engineering techniques were applied to coryneform bacte-
rial strain MJ-233. An efficient transformation system in
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coryneform bacteria using electroporation (14–16) and
other techniques has also been developed (17,18). Both ma-
leate isomerase and aspartase can be overproduced in co-
ryneform bacterial strain MJ-233. These recombinant cells
can therefore be employed for L-aspartic acid production
from maleic acid as a starting raw material.

Development of a Stable Host–Vector System. One of the
important factors in the application of genetic engineering
techniques for industrial use is the development of a stable
host–vector system. For this purpose, we isolated various
plasmids from coryneform bacteria and identified a genetic
element that is important for stable plasmid maintenance
(19). We then constructed a highly stable host–vector sys-
tem.

Cloning and Expression of the Maleate Isomerase and As-
partase Genes. Isolation of both the maleate isomerase
gene and the aspartase gene from a genomic library was
achieved by hybridization with DNA probes synthesized on
the basis of the N-terminal amino acid sequences of each
purified enzyme. Using this methodology, we cloned ma-
leate isomerase (20) and aspartase (21) genes from the Al-
caligenas faecalis and coryneform bacterial strain MJ-233,
respectively, and achieved high-level expression in recom-
binant cells of coryneform bacterial strain MJ-233.

Membrane Reactor System
Coryneform bacterial strain MJ-233 exhibited nonlytic
properties under nongrowing conditions and, therefore,
showed no leakage of intracellular macromolecules, as al-
ready mentioned. Taking advantage of these physiological
characteristics, an ultrafiltration system was adopted for
the separation and recycling of cells from the reaction mix-
ture. Employment of the ultrafiltration system greatly
simplified the purification step (Fig. 7). In this ultrafiltra-
tion system, the filtration capacity can be easily modified
by varying the number of modules. A hollow-fiber tubular-
type membrane made of polysulfon, which can withstand
high temperature and alkaline pH, was chosen for our pro-
cess. We can operate this system at high temperature and
alkaline pH, allowing us to carry out a contamination-free
process.

L-Aspartic acid can be produced at high purity using
this membrane reactor system and, therefore, more eco-
nomically compared with conventional fermentation pro-
cesses.

CONCLUSION

The host–vector system in coryneform bacterial strain
MJ-233 was developed and L-aspartic acid can now be eco-
nomically produced at high yield using recombinant intact
cells in a membrane reactor system. We hope that our
method can provide the quantities of L-aspartic acid
needed to meet the increasing demands for biodegradable
chemicals in an expanding market.
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INTRODUCTION

Biodiversity experts estimate that there may be 1.5 million
species of fungi on earth, of which only approximately
100,000 have been described. Of these described species,
the approximately 200 taxa that comprise the genus As-
pergillus are among the most commonly encountered
molds. Adapted to many habitats, exhibiting a wide range
of metabolic activities, and capable of the production of as-
tronomical numbers of spores, Aspergillus species are
found throughout the biosphere. A few species are eco-
nomically important as biotechnological resources,
whereas others have gained notoriety for their negative
impact on human health and commerce. For example,
some aspergilli are used in industrial fermentations to pro-
duce enzymes, pharmaceuticals, and bulk chemicals; oth-
ers are important components of Asian food fermentations;
still others are major agents of biodeterioration; and a few
common species cause allergenic, pathogenic, and toxi-
genic diseases in humans and other animals.

TAXONOMY

The filamentous fungi that comprise the genus Aspergillus
reproduce mitotically through the production of spores
borne on a specialized structure called the conidiophore.
The morphology of this spore-bearing structure, with its
distinctive foot cell, long stalk, swollen apex, and protu-
berant phialides, is the defining feature of the genus. It
was first described in 1729 by Micheli, an Italian priest,
who was reminded of a Roman Catholic device used to
sprinkle holy water, the aspergillum.

All members of the genus Aspergillus produce an
aspergillum-like conidiophore (Fig. 1). (The special vocab-
ulary regularly encountered in Aspergillus taxonomy is
summarized in Table 1.) The conidiophore wall is usually
thicker and more hydrophobic than that of the other hy-
phal cells. The stipe of the conidiophore attaches to the
vegetative mycelium in a T- or L-shaped base that has been
traditionally called a foot cell, even though it is not a sepa-

rate cell. The presence of the foot cell is an important di-
agnostic criterion of the genus. The apex of the stipe swells
into the vesicle. Spore-producing phialides are borne di-
rectly (uniseriate) or indirectly on metulae (biseriate) on
the surface of the vesicle, another important characteristic
for distinguishing species within the genus. The phialides
are sporogenous. Repeated mitotic divisions in the phialide
nucleus lead to the formation of a chain of uninucleate or
multinucleate conidiospores, also called conidia. The phial-
ides also extrude primary wall layers and pigments that
form part of the mature spore. Conidiospores are spherical
or elliptical, smooth or echinulate, extremely hydrophobic,
and easily airborne when mature.

Charles Thom (1872–1956), most famous for his work
on penicillin and the other great mold genus, Penicillium,
was also a major figure in the development of Aspergillus
taxonomy. With Margaret Church in 1926 (1) and Kenneth
Raper in 1945 (2) he produced the first two complete mono-
graphic treatments. Kenneth Raper went on to expand this
work and with Dorothy Fennell published The Genus As-
pergillus in 1965 (3), still considered by many to be the
most authoritative source of Aspergillus taxonomy. Highly
sensitive to substrate, temperature, moisture level, and
other environmental variables, potential morphological
plasticity is controlled in modern taxonomic schemes by
the use of standard media and culture conditions. Pure
cultures are grown on standardized agar media for specific
lengths of time with defined temperature, light, and other
environmental parameters. Species within Aspergillus are
distinguished by cultural characters such as colony color,
growth rate, and texture and by microscopic traits such as
phialides and metulae, shape of the vesicle, spore size, and
spore ornamentation. The ability to produce certain pig-
ments, sclerotia, or cleistothecia is highly dependent on
culture conditions, but can also be useful in distinguishing
species. Modern taxonomists place increasing emphasis on
secondary metabolite profiles, isoenzyme electrophoresis,
and molecular genetic characters such as ribosomal DNA
sequences to supplement the traditional characters.

After adequate characterization, identification of spe-
cies depends on careful comparison with published descrip-
tions. The last monograph of the entire genus was Raper
and Fennell’s The Genus Aspergillus (3), but several more
recent books provide identification systems for the more
common species (for example, see, Klich and Pitt [4]) Med-
ically important species are described in Kwon-Chung and
Bennett (5).

Some aspergilli possess a sexual stage. All the sexual
stages result in the formation of ascospores inside of cleis-
tothecia and are classified formally in the Ascomycete fam-
ily Trichocomaceae. According to the rules of botanical no-
menclature, which govern the naming of all fungi, the
sexual (teleomorphic or perfect) state requires its own
name. Because Aspergillus by definition refers only to the
asexual (anamorphic or imperfect) state, many species
within the genus have two names. For example, the asex-
ual species Aspergillus tetrazonus produces a teleomorphic
state called Emericella quadrilineata, and the teleomorph
of the well-known genetic model Aspergillus nidulans is
called Emericella nidulans. This dual nomenclature mys-
tifies workers not trained in the rules of botanical nomen-
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Figure 1. Conidiophores of A. flavus (left) and A. clavatus
(right).

Table 1. Glossary of Aspergillus Taxonomy

Term Definition

Anamorph The nonsexual form of a fungus, loosely
synonymous with imperfect

Ascus A baglike sexual structure containing
ascospores

Cleistothecium A closed ascus-containing structure; the
type of ascocarp (ascoma) found in the
sexual stages of Aspergillus

Conidium
(pl. conidia)

A thin-walled asexual spore borne on a
conidiophore (also called conidiospore)

Foot cell Lower portion of conidiophore, not a
separate cell

Heterokaryon A mycelium containing genetically
dissimilar nuclei

Metullae Sterile cells subtending the phialides in
biseriate species; also called secondary
sterigmata

Phialides Conidiogenous cells; also called primary
sterigmata

Sclerotium Multicellular structure composed of
hardened, thick-walled hyphae containing
no spores inside or outside

Stipe Stalk of the conidiophore
Teleomorph The sexual stage of the fungal life cycle,

loosely synonymous with perfect stage
Vesicle The swollen apex of the conidiophore

clature. Moreover, Thom, Church, Raper, and Fennell all
resisted these rules and applied the generic name Asper-
gillus to both the conidial and ascosporic stage of these
organisms. Much common practice is also blind to the rules
of botanical nomenclature.

Revisions of the Botanical Code in 1981 have added an-
other layer of complexity by endangering many well-
known specific epithets. Strict constructionists renamed
the asexual state of A. nidulans as Aspergillus nidulellus
(6). Rules of priority also endanger the name Aspergillus
niger, one of the most widely used industrial species. Al-
though the change to A. nidulellus is not followed, and al-
though most workers continue to use the name A. niger, it
demonstrates the potential for nomenclatural confusion in
both the traditional literature and with on-line data re-
trieval. For a more detailed description of the nomencla-
tural conundrum, see Bennett (7); the contemporary rules
of taxonomy are outlined in Samson and Pitt (6,8). A list
of the Ascomycete genera (e.g., Emericella, Eurotium) with
Aspergillus anamorphs are presented in Samson (9). Ad-
ditionally, a list of Aspergillus species names in current use
has been published in an attempt to help stabilize nomen-
clature in the genus (10).

DISTRIBUTION AND PHYSIOLOGY

Members of the genus Aspergillus are found almost every-
where. They are truly ubiquitous and have been isolated
from penguin dung in the Antarctic, binocular lenses in the
tropics, and spoiled foodstuffs all over the planet. Asper-
gilli can utilize an incredible variety of substrates, includ-
ing plant debris, foods and feeds, fabrics, feathers, leather,
and dung. Aspergilli have been associated with the biode-
terioration of kerosene, paper, pesticides, plasticisers, and
rubber and have been isolated from unlikely sources that
range from biblical scrolls to sauna bath boards. They often
grow on the surface of humid walls in cellars and stables,
and their spores are found in high concentrations in attics,
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crawl spaces, air conditioning ducts, house dust, and in-
sulation. Although the majority of species are saprophytic,
the genus also includes opportunistic pathogens of mam-
mals, insects, and plants.

The major natural habitats for aspergilli are soil and
decaying vegetation. Water and temperature are the major
factors influencing mycelial growth. Within the soil envi-
ronment, aspergilli occur most frequently in subtropical/
warm temperate zones; however, certain species such as
Aspergillus niveus, A. nidulans, and Aspergillus tamarii
are more common in tropical zones. Most aspergilli prefer
moist habitats, although several species are xerophilic.
Whatever the optimal conditions for growth, all species of
Aspergillus form abundant conidiospores that are resistant
to harsh environments. These propagules bridge survival
until hospitable conditions for germination prevail.

Aspergillus colonies are visible macroscopically as
black, green, yellow, or brown mold. The colony color re-
flects the spore color of the particular species. Pigment pro-
duction is also influenced by trace elements. In fact, the
color of A. niger spores was once used as a bioassay to de-
tect copper.

As with all filamentous fungi, the hyphae grow by apical
extension, allowing for rapid exploitation of new habitats
and facilitating the colonization of solid and semisolid sub-
strates. The ramifying hyphal filaments are profusely
branched and have a high surface-to-volume ratio in inti-
mate contact with their substrate. As mycelia colonize,
they extrude enzymes that break down complex carbon
sources such as cellulose, hemicellulose, pectin, and starch,
not only changing their substrate, but literally becoming
part of it. Simultaneously, mycelia influence the growth of
other organisms, especially bacteria, and create complex
degradative consortia.

Because of their robust physiology, aspergilli are easy
to grow in the laboratory and can be cultured with simple
carbon and nitrogen sources, mineral salts, water, and ox-
ygen. Mutations blocked in various catabolic and anabolic
pathways are also easily isolated. Biochemical and molec-
ular genetic analyses in A. nidulans have revealed consid-
erable detail about the physiology and genetics of these
processes. In addition, the weedy nature of these molds
means they often cause trouble as common contaminants
in tissue culture and bacteriology laboratories. Techniques
for handling aspergilli as well as common media for cul-
turing species are given by Raper and Fennell (3) and On-
ions et al. (11).

GENETICS

Aspergillus nidulans is an excellent model organism for
genetics. If the work by Raper and Fennell (3) is the bible
of Aspergillus taxonomy, then the paper of Pontecorvo et
al. (12) is often referred to as the old testament. This paper
“contained not only the foundations of Aspergillusgenetics,
but most of the superstructure as well” (13, p. 3).

The parasexual cycle was first elucidated in A. nidu-
lans. The first step of the parasexual cycle is the production
of heterokaryons, a mycelium with genetically dissimilar
nuclei, usually forced between different auxotrophic mu-

tants. Somatic diploids are formed that are identified by
their ability to grow on minimal media. Parasexual recom-
bination occurs through mitotic crossing over and vegeta-
tive haploidization. After the parasexual cycle was eluci-
dated in A. nidulans, it was found in a large number of
other fungi, allowing formal genetic analysis in anamor-
phic species. Because most species of Aspergillus do not
form a sexual stage, these artificially produced diploids
provide “an alternative to sex.” For example, early genetic
studies on the aflatoxin-producing species Aspergillus fla-
vus and Aspergillus parasiticus, both of which lack a sexual
stage, were conducted by means of the parasexual cycle.
Even more importantly, parasexual cycle genetics was
adopted to mammalian tissue culture, where it was usu-
ally referred to as somatic cell genetics. For several de-
cades before the recombinant DNA revolution, somatic cell
genetics was the major method for mapping human genes.

Aspergillus nidulans remains an important genetic
model in its own right. The steps of conidiation display
morphological phenotypes amenable to genetic dissection
and have been exploited as a model for developmental bi-
ology through molecular analysis of successive stages of
the defined developmental sequence. The ability of the spe-
cies to degrade all kinds of natural materials and to utilize
a wide range of inorganic nitrogen sources has also been
exploited for the genetic dissection of carbon metabolism,
alcohol metabolism, purine degradation, proline utiliza-
tion, sulfur metabolism, and many other metabolic path-
ways. The genetic regulation of nitrogen metabolite re-
pression and carbon catabolite repression, both tightly
controlled by induction of appropriate enzymes, has also
received considerable attention. In addition, A. nidulans
has been a valuable model for the study of mitochondrial
and population genetics, for penicillin biosynthesis, and for
the molecular biology of gene expression. The formal ge-
netics of Aspergillus has been reviewed by Smith and Pa-
teman (14) and Martinelli and Kinghorn (15).

The small size of fungal chromosomes, long a disadvan-
tage for cytogenetic analysis, has become an advantage for
doing electrophoretic karyotyping by means of pulsed gel
electrophoresis. Electrophoretic karyotypes allow workers
to bypass conventional genetic and cytological maps. Any
DNA sequence for which a probe is available can be
mapped to a chromosome by Southern analysis. The fungal
genomics community recently selected A. nidulans as a
premier target for genomic analysis (16).

The genetic versatility and well-elucidated genetic sys-
tems have made Aspergillus a suitable genus for industrial
application of the latest recombinant DNA techniques to
large-scale fermentation processes. These industrial pro-
cesses are discussed below.

ECONOMICALLY IMPORTANT PRODUCTS

Aspergilli have been used since prehistoric times as com-
ponents of several Asian food fermentations. Members of
the genus have exceptional protein- and metabolite-
secreting capacity, and these physiological activities have
been adapted to human enterprise. From a contemporary
perspective, the most important economic impact is the
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manufacture of fungal products such as enzymes, organic
acids, and bioactive secondary metabolites.

Modern fermenters are sterilizable and operate under
aseptic conditions. They are frequently controlled by com-
puters that monitor temperature, agitation, pH, dissolved
oxygen, and other parameters. In general, wild-type
strains do not work well in industrial fermentations. Yield
of the product is low, and the strain usually is not adapted
to the conditions of large-scale fermentation. Genetic
strain improvement has traditionally been conducted by
means of brute strength mutagenesis and screening. Al-
though repeated rounds of mutagenesis and screening are
generally successful, they are also laborious. Recombinant
DNA techniques have revolutionized strain improvement
programs. Aspergillus gene expression systems out per-
form and are cheaper and simpler than analogous animal
or insect systems.

Organic Acids

Citric acid is the most important acid produced by fungi
and the only organic acid produced almost exclusively
through fermentation. Widely used in the food and bever-
age industry, its pleasant acid taste enhances products
such as soft drinks, fruit juices, jams, jellies, candies, pre-
pared desserts, and frozen fruits. Citrates are also efficient
buffering and chelating agents and are used by the cos-
metics industry and in blood transfusion products, effer-
vescent tablets, detergent manufacturing, electroplating,
printing, inks, leather tanning, and a host of other appli-
cations. With increasing emphasis on nonpolluting chem-
ical products, the market for nature’s acidulant is increas-
ing.

Many molds and yeasts accumulate large amounts of
citric acid from glucose. The biochemical basis of this met-
abolic overproduction has been studied for a century.
Names associated with early research include C. Wehmer
in Germany, and J.N. Currie and C. Thom in the United
States. The first commercial fermentation was perfected
by Currie at Pfizer and Company in Brooklyn, New York,
during the 1920s and involved surface fermentations of A.
niger. This species is still used in many industrial pro-
cesses worldwide, although submerged fermentations
have generally replaced surface and solid-state systems.
Production strains are selected not only for their high yield
of citric acid, but also for their ability to use cheap raw
materials as substrates. Optimal yields of citric acid are
associated with low pH (below 2.5), high carbohydrate, and
manganese deficiency.

Although a great deal is known about the environmen-
tal cues involved in maximizing citric acid production, the
exact biochemical basis and the crucial regulatory control
points are the subject of continuing research (17,18).

Mycelium is removed by filtering or centrifugation; cit-
ric acid is then precipitated. Subsequent recovery steps can
include treatment with activated carbon, cation and anion
exchanges, and final crystallization. The whole process is
highly optimized, with A. niger capable of producing about
90% of the theoretical yield from a carbon source.

Other organic acids produced by Aspergillus fermenta-
tion are listed in Table 2. None of these is as economically
important as citric acid.

Secondary Metabolites

The families of low molecular weight compounds that have
no obvious role in the life cycle of producing species, often
produced after active growth has ceased, are called sec-
ondary metabolites. Both biologically and chemically, sec-
ondary metabolites are extremely diverse; however, they
arise from just a few biosynthetic pathways based in pri-
mary metabolism. Acetate-derived polyketides and amino
acid–derived compounds are the most important biosyn-
thetic routes in filamentous fungi, including aspergilli.
Members of the genus Aspergillus are prolific producers of
these natural products, and the structures of a large num-
ber of secondary metabolites from Aspergillus have been
elucidated by chemists (19,20).

In general, the most famous natural products are bioac-
tive and are classified on the basis of this activity as an-
tibiotics, chemotherapeutic agents, toxins, and so forth
(21). The single best-known fungal secondary metabolite
is the antibiotic penicillin. Although several species of As-
pergillus make penicillin, and although A. nidulans has
been developed as a model system for studying its biosyn-
thesis, high-yielding industrial fermentations all use
strains of Penicillium.

Economically speaking, toxic secondary metabolites of
Aspergillus are more important than the medically useful
ones. Aflatoxins and sterigmatocystins, for example, cause
millions of dollars of damage in agriculture each year (see
“Mycotoxins”). Currently, the most important pharmaco-
logical agent is lovastatin (mevinolin) a potent inhibitor of
cholesterol synthesis, derived from Aspergillus terreus. Lo-
vastatin is a polyketide. Several amino acid–derived me-
tabolites also show pharmacological activity. For example,
echinocandin B (cilofungin), produced by A. nidulans and
Aspergillus rugulovalvus (also called E. rugulosis), is un-
der development as an antifungal agent (Table 2).

Food Production

Foods fermented with microorganisms have interesting
flavors and improved digestibility. In Western culture, the
majority of food fermentations involve yeasts (e.g., bread
and wine) or bacteria (e.g., cheese and pickles). Aspergilli
play only minor roles in Western cuisine (e.g., ripening sa-
lamis and country-cured hams). This is in sharp contrast
to Asian food traditions, where filamentous fungi have
been used for millennia, especially in complex two-stage
fermentations. The best known of these processes include
shoyu (soy sauce), sake (rice wine), and miso (fermented
soybean paste). The initial step in each case is the produc-
tion of a koji, a Japanese word that roughly translates as
“bloom of mold.” To produce a koji, Aspergillus oryzae or
the closely related species A. sojae is grown on steamed
rice or other cereal and incubated in warm, humid condi-
tions. The hyphae infiltrate the grain, secreting hydrolytic
enzymes that partially degrade the substrate, producing
the koji, a fragrant, crumbly mass of mold and substrate.
Perhaps because of the paucity of Western fungal fermen-
tations, the English language does not have a word that
similarly denotes a substance thus composed of living my-
celia, extracellular enzymes, and partially degraded sub-
strate. This mold–substrate mixture has different proper-
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Table 2. Economically Useful Low Molecular Weight Products of Aspergillus

Product Producing species Use

Organic Acids
Citric acid A. niger Flavoring agency, antioxidant, chelating and cleaning agent, component of

effervescent powders
Gluconic acid A. niger Manufacturing of toothphaste
Itaconic acid A. terreus Copolymer in resin manufacture

Pharmacologically active secondary metabolites
Asperillomarasmine A. oryzae Angiotensin-converting enzyme inhibitor
Asperlicins A. alliaceus Cholecystokinin antagonists
Lovastatin A. terreus Cholesterol inhibitor
Echinocandin A. nidulans/

A. rugulovalvus
Antifungal agent

Table 3. Commercially Important Aspergillus Enzymes

Enzyme Applications

Amylases Hydrolysis of starch; bread and beer production;
removal of sizing from fabrics; high-fructose
syrups

Invertase Confections; soft center in chocolates
Lactase Hydrolysis of lactose; production of syrups for

sweetening agents
Pectinases Pretreatment of fruit juices to remove turbidity,

reduction cloudiness in wines
Phytase Animal feed additive for liberation of phosphate

from plant material
Proteases Meat tenderizing; removal of bitter flavors and

chill proofing of beer; reduction elasticity of
gluten proteins in bread

ties than either alone and constitutes a form of matter not
captured by the term solid-state fermentation.

Kojis are classified according to the degree of mycelial
development and sporulation, their intended use, and the
cereal substrate. Kojis are usually used as inocula for fur-
ther fermentations. For soy sauce, the koji is mixed with
soybeans and wheat. After fungal amylases and proteases
have partially degraded the mixture, a salt solution is
added. An anaerobic yeast–lactobacilli fermentation en-
sues; the final pressed liquid is clarified as soy sauce. For
sake, a koji inoculum is mixed with steamed rice and water
and incubated for 3 to 4 days in the moto stage. As the
fungal enzymes partially saccharify the rice, a predictable
change in the microbial flora takes place, with yeasts be-
coming the predominant microorganisms, to yield the mo-
roni stage. After appropriate incubation, yeast metabolic
activities yield alcohol. Miso is a fermented paste with the
consistency of peanut butter, often made in Japanese
homes. Widely used as a soup base, miso varies according
to substrate (rice, barley, soybeans, mixtures), length of
fermentation, amount of salt, etc. Similar products, based
solely on fermented soybeans, are known as chiang in
China, jang in Korea, tao-jo in Indonesian and Thailand,
and tao-tsi in the Philippines (22,23).

Aspergillus oryzae and A. sojae are close relatives of the
toxigenic species A. flavus and A. parasiticus. These do-
mesticated species do not produce toxins; A. oryzae is on
the GRAS list (Generally Regarded as Safe) by the U.S.
Food and Drug Administration.

The first industrial enzyme patented in the United
States was an amylase mixture purified from a koji by the
early Japanese-American biotechnologist Jokichi Taka-
mine in 1894 (7). Contemporary scientists have subse-
quently identified more than 50 different enzymes from
koji.

Enzymes

Enzymes are organic catalysts. Long before they were pu-
rified by scientists, their properties had been used in bak-
ing, brewing, tanning, and other processes. Because of
their high specificity, their biodegradability, and their abil-
ity to work in watery solutions at moderate temperatures,
enzymes are becoming increasingly important in today’s
environmentally conscious industries. In many processes,

enzymes have replaced the strong chemicals and high tem-
peratures formerly used in commercial catalysis.

The major industrial enzymes from fungi are hydrolytic,
and the major producing species are A. oryzae and A. niger.
Amylases and glucoamylases are used for turning starches
into sugars and oligosaccharides. Pectinases are applied in
fruit juice clarification. Aspergillus proteases are used in
bread making and in chill-proofing beer, and a thermosta-
ble phytase is used widely in the animal feed industry as
an additive. Representative commercial enzymes produced
by Aspergillus are listed in Table 3.

With the advent of modern molecular techniques, the
genes for many native Aspergillus enzymes have been
cloned, sequenced, amplified, and engineered to improve
yields, stability, and other properties (24,25). Genetic ma-
nipulation also has allowed Aspergillus to become the host
for the production of various nonnative (foreign) proteins,
the best known of which is chymosin. Rennet is a substance
extracted from the stomachs of slaughtered calves that is
used in cheese making. The principle active ingredient of
rennet is chymosin, a protease that coagulates milk. Struc-
tural genes for the calf stomach enzyme can be transferred
to fungi. The mammalian enzyme is then expressed and
secreted by the fungus in fermentation broths. The yeast
Kluyveromyces lactis and A. niger have both been devel-
oped as production hosts for chymosin production. Given
the economic advantages of fungal fermentations, it can be
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predicted that Aspergillus will be the production host of
choice for many other nonfungal enzymes that tradition-
ally have been extracted from higher plants and animals.

Descriptions of the use of enzymes in fermentation, di-
agnostics, baking, brewing, cheese manufacturing, chem-
ical biotransformation, detergents, effluent and waste
treatment, leather, textile, starch conversion, and the like
are presented in Godfrey and West’s Industrial Enzymol-
ogy (26). This work also gives detailed information on the
legislation and regulation of commercial enzymes, toxico-
logical and regulatory considerations, and the scientific
and regulatory aspects surrounding the use of genetically
engineered production strains (26). The long history of safe
use and the GRAS status of A. oryzae and A. niger will
ensure that they will remain the species of choice for in-
dustrial enzyme production, especially in the food industry.

DISEASE

Although Aspergillus species are very common in the hu-
man environment, only a limited number of taxa (approx-
imately 17) are capable of initiating human disease. The
usual reservoir for an Aspergillus infection is not another
infected person but, rather, a nonliving site where the fun-
gus is growing saprophytically. Air conditioning vents, at-
tic insulation, cellar walls, stables, and even houseplants
in hospitals have been implicated in various disease states.
Because Aspergillus conidia are among the most common
of airborne molds, the diseases they cause are usually pul-
monary. The single species most commonly associated with
human disease is Aspergillus fumigatus. In addition, A.
flavus, A. nidulans, A. niger, and A. terreus are regularly
implicated.

The term aspergillosis has been broadly used to describe
any disease caused by an Aspergillus species, excluding
mycotoxicoses. Because this term encompasses so many
different clinical entities, with different researchers apply-
ing different emphases, and because some conditions defy
simple categorization, the medical mycology literature can
be confusing. The classification of Kwon-Chung and Ben-
nett (5) and Dixon and Walsh (27) recognizes three broad
categories of aspergillosis: (1) allergy, (2) saprophytic col-
onization, and (3) invasive mycosis.

Allergenic Responses

Like other fungal spores, Aspergillus conidia are potent
allergens, especially associated with respiratory allergies.
Spore inhalation may cause hypersensitivity reactions in
susceptible individuals. For example, allergic bronchopul-
monary aspergillosis occurs in patients with preexisting
asthma who develop bronchial sensitivity reactions to in-
haled conidia. Occupational exposure is a risk factor.
Industrial-scale fermentations can cause sensitization of
workers to high concentrations of airborne spores or to cul-
ture fluid materials, resulting in asthma or other adverse
health effects. Malt worker’s lung is a hypersensitivity
pneumonitis caused by Aspergillus clavatus. Some medical
mycologists classify respiratory allergies as extrinsic (in-
halation of conidia) or intrinsic (Aspergillus growing in air-

ways). Intrinsic conditions are an example of saprophytic
growth.

Saprophytic Growth

In contrast to extrinsic respiratory allergies caused by
spore inhalation, intrinsic aspergillosis is a localized hy-
phal growth associated with colonization of air spaces. As-
pergilloma, or fungus ball, is formed when Aspergillus
grows in a preexisting lung cavity. Fungus balls have also
been reported to occur in the paranasal sinus.

Invasive Aspergillosis

Sometimes Aspergillus species are opportunistic patho-
gens causing frank mycosis. These mycoses are collectively
called invasive aspergillosis and are usually classified by
the portal of entry. Invasive pulmonary aspergillosis is typ-
ically manifested as acute pneumonia. Nonpulmonary por-
tals of entry include the eye, paranasal sinus, or gastro-
intestinal tract or may be associated with vascular surgery
and drug addiction. Invasive aspergillosis is largely a dis-
ease of a compromised host. Those at high risk include pa-
tients with diabetes, drug addicts, chronically ill patients,
transplant patients receiving immunosuppressive drugs,
and cancer patients receiving chemotherapy. Occupational
exposure is also a factor. Historically, the earliest reports
of aspergillosis were among wig cleaners and pigeon fan-
ciers.

Aspergillus fumigatus and A. flavus are the most com-
mon species associated with invasive and noninvasive as-
pergillosis. It is hypothesized that these species possess
special virulence factors that facilitate their role as oppor-
tunistic pathogens.

Invasive disease is treated with antifungal chemother-
apy, but existing antimycotic drugs have toxic side effects,
and the therapeutic outcome is often poor. As the use of
immunosuppressive drugs increases in modern medicine,
invasive aspergillosis is becoming more common. There is
an important need for effective systemic antifungal drugs.
Several pharmaceutical companies have active drug dis-
covery programs in this area.

Mycotoxins

Filamentous fungal metabolites that cause human or vet-
erinary diseases are called mycotoxins. The mycotoxins
that have received the most attention are the aflatoxins, a
family of highly toxic, mutagenic, and carcinogenic com-
pounds produced by certain strains of A. flavus, Aspergillus
nomius, and A. parasiticus. These species regularly con-
taminate peanuts, corn, cottonseed, rice, tree nuts, and
other agricultural commodities (28). A large body of epi-
demiological and molecular biological data implicates af-
latoxin with human liver cancer (29). Acute human afla-
toxicosis, however, is rare and usually only occurs when
famine or poverty forces people to subsist on moldy food-
stuffs. On the other hand, veterinary aflatoxicosis is a ma-
jor problem, with poultry and trout being particularly sus-
ceptible.

Other mycotoxins produced by members of the genus
Aspergillus tend to be produced at toxicologically less im-
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portant levels. These include cyclopiazonic acid (A. flavus),
patulin (A. clavatus), and sterigmatocystin (A. nidulans
and Aspergillus versicolor). The toxigenic potential of As-
pergillus ochraceus is particularly varied, with different
strains reported to make ochratoxin, citrinin, xanthomeg-
nin, viomellein, and penicillic acid. Like aflatoxin, patulin
and sterigmatocystin are carcinogenic; citrinin and ochra-
toxin A are nephroxic; cyclopiazonic acid is a neurotoxin;
and xanthomegnin and viomellein have been associated
with photosensitization and liver damage. Many of the
compounds classified as cytotoxic or neurotoxic in verte-
brates also show toxicity against insects. Sclerotia have
been a particularly rich source of metabolites with insec-
ticidal properties (30).

Mycotoxin contamination varies from year to year
based on weather, agricultural practices, storage condi-
tions, and other factors. Aflatoxin is usually worst in
drought years. International agencies have set levels for
permissible standards of contamination (31).

SUMMARY

Among the most commonplace and versatile of all fungi,
the aspergilli play an important role in natural degrada-
tive cycles. Although a few species have gained notoriety
as animal pathogens and mycotoxin producers, the vast
majority are benign. In processes ranging from traditional
Asian food preparation to massive contemporary indus-
trial fermentations, the capacity of aspergilli to secrete en-
zymes and metabolites is exploited for human benefit. In
basic science, A. nidulans is a model system for genomics
and molecular biology as well as classical genetics. The
increasing societal emphasis on environmentally safe pro-
cesses and commodities guarantees that the metabolic ca-
pabilities of this genus will continue to be used in modern
industry.
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INTRODUCTION

As the biotechnology products and processes industry has
grown during the past several decades, so has the reali-
zation grown that more standard test methods are needed
to keep pace with regulatory requirements to assure the
public that these products and processes are safe and ef-

fective methods of producing pure products. In 1996, the
federal government passed a law directing federal agencies
to participate in and use technical standards developed by
voluntary consensus standards organizations, with few ex-
ceptions, to carry out policy objectives and activities. The
American Society for Testing and Materials (ASTM) was
specifically mentioned as an example of a voluntary con-
sensus standards organization.

The ASTM E-48 Committee for Biotechnology was or-
ganized in 1985. This was in response to urging from the
biotechnology community to lead the development of vol-
untary consensus standards in biosafety, characterization
and identification of biotech organisms, preservation and
storage, bioprocess controls and processing equipment, en-
vironmental issues, process validation, equipment quali-
fication, and terminology. Biomass conversion standards
responsibility was transferred to E-48 in 1987. Although
many of these topics have analytical procedures currently
in use by individual companies or trade organizations,
there is a well-known need to standardize these procedures
for fully acceptable application in industry and govern-
mental regulatory organizations.

By 1997, the E-48 committee had published and is still
responsible for more than 30 standards. More standards,
based on the ASTM structured manner using technically
qualified volunteers from international resources, are cur-
rently being developed.

This article explains the characteristics of voluntary
consensus standards, how ASTM develops these stan-
dards, what standards are currently available, and which
ASTM E-48 subcommittees are responsible for these and
future standards development.

ASTM BACKGROUND

A Century of Consensus Standards

The ASTM has developed during the past century into one
of the largest voluntary standards development organiza-
tions in the world. Organized in 1898, ASTM is a not-for-
profit organization that enables all interests to participate
in a common effort to write, review, and approve stan-
dards. These standards are used by producers, ultimate
consumers, users, and general interest groups such as gov-
ernment, academia, and others in domestic and interna-
tional settings.

What Is the Purpose of ASTM?

As stated in the ASTM Technical Committee Officer Hand-
book (1), the charter purpose is “the development of stan-
dards on characteristics and performance of materials,
products, systems and services; and the promotion of re-
lated knowledge.”

Currently, ASTM has 132 standards-writing technical
committees, publishes more than 9,000 standards an-
nually, and has more than 35,000 technically qualified
members who voluntarily develop and maintain current
standards in their committee specialty (2). The more fa-
miliar standards developed by ASTM include the concrete,
iron, and steel products standards used in the construction
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Board of Directors President
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Committee on publications (COP)

Technical committees Staff

Figure 1. ASTM Organization. The president is a nonvoting
member of the board of directors. For full descriptions of these
committees, consult Regulations Governing ASTM Technical
Committees.

industry today. These standards have been developed for
public safety. Other categories of ASTM standards include
nonferrous metal products; metals; construction products
(cement, road paving, roofing, masonry, insulation, seal-
ants, soil, wood); petroleum fuels; lubricants; paints; coat-
ings; textiles; plastics; rubber, electrical insulation; elec-
tronics; water; environmental technology; nuclear, solar,
and geothermal energy; medical devices; emergency ser-
vices; general laboratory analytical methods; hazardous
substances; biotechnology, and others (2). These published
standards are available for purchase from ASTM (100 Barr
Harbor Drive, West Conshohocken, Penn., 19428-2959;
phone (610) 832-9585).

What Are Consensus Standards?

Because ASTM standards are developed voluntarily and
used voluntarily, the basic principle in their development
is that a rigorous due process procedure is followed, re-
sulting in a full consensus of all concerned parties prior to
approval and publication of the standard by ASTM. ASTM
technical committees are dedicated to this consensus pro-
cess because these standards are often adopted by regu-
latory agencies in government regulations or referred to in
business contracts between client’s and contractors. This
use of ASTM standards goes beyond the voluntary use and
becomes legally binding.

Governmental agencies encourage the use of consensus
standards, as demonstrated on March 7, 1996, when Pres-
ident Clinton signed Public Law 104-113, Technology
Transfer Improvements Act of 1995 (3). This new law cod-
ified the existing Office of Management and Budget (OMB)
Circular A-119 titled Federal Participation in the Devel-
opment and Use of Voluntary Standards. This law directs
all federal agencies and departments to use technical stan-
dards developed or adopted by voluntary consensus stan-
dards organizations, such as ASTM, to carry out policy
objectives or activities. These federal agencies and depart-
ments consult with voluntary, private sector, and consen-
sus standards bodies, when possible within budgetary re-
sources and priorities, they should also participate in the
development of these technical standards.

Senator John D. Rockefeller (D-W.Va.) proposed this
legislation (4) and stated that

Consensus standards are standards which are developed by
voluntary, private sector, consensus standards bodies. These
organizations are established explicitly for the purpose of de-
veloping such standards through a process having three char-
acteristics. First, openness, defined as meaning that partici-
pation in the standards development process shall be open to
all persons who are directly and materially affected by the ac-
tivity in question. Second, balance of interest, which means
that the consensus body responsible for the development of a
standard shall be comprised of representatives of all categories
of interest that relate to the subject. For example, manufac-
turer, user, regulatory, insurance, inspection, employee and
union interest. Third, due process, which means a procedure
by which any individual or organization who believes that an
action or inaction of a third party causes unreasonable hard-
ship or potential harm is provided the opportunity to have a
fair hearing of their concerns. In short, a legitimate consensus
standards organization provides open process in which all par-

ties and experts have ample opportunity to participate in de-
veloping the consensus. Examples include traditional stan-
dards organizations such as the American Society for Testing
and Materials.

How Is ASTM Organized to Produce Standards?

The basic organization of ASTM is illustrated in Figure 1.
The board of directors is the governing body elected by the
ASTM membership of more than 35,000. The standing
committees maintain and enforce the procedures specified
by the charter for developing standards. The Committee
on Technical Committee Operations oversees the applica-
tion of the regulations governing technical committee
operations. It recommends changes to the Regulations, re-
solves jurisdictional disputes between committees, devel-
ops guidelines for long-range planning, and ensures that
committee bylaws are consistent with ASTM regulations
(5). The Committee on Standards maintains procedures for
preparing standards and reviews all technical committee
standards actions for consistency with the regulations be-
fore approval and publication by the society. The Commit-
tee on Publications advises the board on publication policy
matters and oversees publication of all ASTM materials.
The technical committees exist as semiautonomous groups
to develop the standards. A more detailed description of
the ASTM E-48 Committee for Biotechnology is presented
later. Each technical committee is assigned a staff man-
ager who assists the volunteer leadership in management
functions and coordinates administrative services.
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TYPES OF ASTM STANDARDS

Categories of Standards

First, the word standard in ASTM is used primarily as an
adjective with a specific document, such as a practice or
test method, to denote consensus and approval (6). The
technical committees, such as ASTM E-48 Committee on
Biotechnology, determine the type of standard document
to be developed and approved. There are two categories of
documents within ASTM, as shown in the following (5):

• Standard. This document has been developed and
approved by consensus within the principles of ASTM
and meets the approval requirements of ASTM pro-
cedures and regulations.

• Provisional Standard. This document has been ap-
proved and published by ASTM for a limited period
of time to meet urgent needs, such as an emergency
situation, regulatory requirements, or other special
circumstances. Provisional standards are not full
consensus documents because they are approved by
technical subcommittees only and not by full society
consensus.

Types of Standards

The two categories of ASTM documents are found in the
following seven types and forms, based on the technical
content and intended use, not on the degree of consensus
achieved (5). These different types of ASTM documents
provide a flexibility of form, communication, and usage for
the technical committees and the wide variety of users of
these documents.

1. Classification. This is a systematic arrangement or
division of products, systems, materials, or services
into groups that have similar characteristics, such
as composition, origin, properties, or use. An exam-
ple is classifications of types of coal having similar
specifications.

2. Guide. A guide is a documentation of general options
or instructions that do not recommend a specific
course of action. Normally, a guide suggests an ap-
proach based on consensus of viewpoints but does
not establish a fixed procedure. A guide can be used
to create increased awareness of the available tech-
niques on a given subject and to provide information
for subsequent evaluation and standardization. Note
the difference between a guide and a practice: a
guide suggests an approach, whereas a practice dic-
tates a general usage principle.

3. Practice. This document is a definitive procedure for
performing one or more specific operations or func-
tions where a definitive test result is not produced
(compare with test method). Examples of practices
include procedures for conducting interlaboratory
testing programs, statistical procedures, sampling
procedures, testing equipment selection, operation,
maintenance, installation, cleaning, training, appli-
cation, assessment, decontamination, inspection,
screening, and disposal.

4. Specification. This precise statement of require-
ments to be satisfied by a material, product, system,
or service identifies the procedures for determining
whether each of the requirements is satisfied. Ex-
amples include purity, composition, pH, or minimum
or maximum ranges of acceptable values of the prop-
erties for a biochemical product. The specification
could include physical, mechanical, or chemical prop-
erties of the material. Also applicable are quality,
safety, or performance criteria with identification of
the test methods to be used in evaluating these is-
sues.

5. Terminology. This document contains definitions, de-
scriptions of terms, and explanations of symbols, ab-
breviations, or acronyms used in the subject area.
Each standard can have terminology specific to that
standard, and then a consolidated standard of ter-
minology can be approved for the general subject or
committee area of responsibility. For example,
ASTM Committee E-48 on Biotechnology has devel-
oped more than 30 individual standards with their
own terminology sections. In addition, Standard E
1705-95 has been approved; it summarizes appro-
priate terminology specific to biotechnology and re-
lated ASTM standards.

6. Test method. A test method is a definitive procedure
that produces a test result that can include identifi-
cation, measurement, and evaluation of qualities,
characteristics, or properties of the material, prod-
uct, system, or service.

7. Other types of ASTM documents. Other documents
include those less frequently used, such as charts,
tables, matrixes, and reference photographs recom-
mended by the sponsoring technical committees with
approval from the ASTM Committee on Standards.

Who Uses ASTM Standards?

ASTM standards have a far-reaching international and do-
mestic impact. Manufacturers of goods for the public use
many ASTM procedures to specify raw materials used in
the production of other products and services. The speci-
fications for these produced goods are often tied into ASTM
standards, where the producer and consumer are both test-
ing the products for acceptability, identity, safety, and qual-
ity using the same test methods and specifications. Re-
search and development interests use ASTM standards
that are tried and proved to be accurate and reliable. In
production of drugs by biotechnical or pharmaceutical
routes, for example, it is critical that testing and analytical
characterization of the chemical intermediates and final
products be accurate, repeatable, and able to be validated.
This enables regulatory agencies, such as the U.S. Food
and Drug Administration (FDA) to monitor the quality of
drug products using established, proved test methods and
production protocols. Governmental agencies use consen-
sus standards in concert with regulatory standards to as-
sure the public that products being purchased are safe and
proper. For example, in the mid-1980s the U.S. Depart-
ment of Agriculture (USDA) asked ASTM to help prepare
a checklist for USDA officials. This checklist would be used
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to screen applicants requesting financial support to install
small ethanol fermentation plants on their farms. Some of
these plants did not work effectively because of incomplete
designs. The checklists were prepared and used by the
USDA to improve the effectiveness of evaluating the tech-
nical success potential of the new ethanol projects being
proposed. These checklists were developed by volunteers
in the ASTM Biomass Subcommittee with participation
from USDA employees.

Other users of these consensus standards include in-
surance and inspection organizations that use standard
guides, practices, and test methods to monitor and check
the quality of products being used by the public. These
standards may also find their way into the court system,
where successful litigation may depend on using test meth-
ods that are credible and used as standards within the in-
dustry.

ASTM standards are international; the Biotechnology
Committee E-48 includes members from Japan, Europe,
and Canada, among others, often representing interna-
tional standard-setting organizations with common inter-
ests. An example of cooperative efforts includes develop-
ment of the polymerase chain reaction (PCR) test methods.
ASTM E-48 members cooperated with the Deutsches In-
stitut fur Normung (DIN) standards committee in Ger-
many to develop PCR standards.

ASTM COMMITTEE E-48 FOR BIOTECHNOLOGY

Technical Committee Organization

The structure of the workhorse organization to produce
ASTM standards in biotechnology is shown in Figure 2.

In 1985, the ASTM Board of Directors approved estab-
lishing the E-48 Committee on Biotechnology to answer

requests from industry and government and provide vol-
untary consensus standards that would meet the needs in
this rapidly emerging new field. E-48 founding members
developed new bylaws and organization structure to rep-
resent a balanced interest from producers, general interest
groups, and consumers. Because E-48 develops standards
for products, services, systems, and materials that are of-
fered for sale, the committee is required to be classified and
balanced; the number of voting members representing pro-
ducers does not exceed the total membership in the re-
maining classifications of voting members (5). Currently,
there are about 100 members of E-48 from international
and domestic countries. Officers are elected by the E-48
membership, and those in key positions serve for 2 years.

The chairperson and two vice chairpersons direct and
manage the activities of the E-48 administrative and tech-
nical subcommittees (Fig. 2). The Executive Subcommittee
provides direction for the main committee, including long-
range planning, symposium planning, and coordination of
the technical and technical service subcommittees. The
Main Committee meets semiannually to conduct business,
review balloting, approve new members, and plan for the
short- and long-range interests of developing standards for
biotechnology. E-48 has sponsored several symposia (7) for
biotechnology and has published papers through ASTM.
Papers resulting from the symposia are subject to peer re-
view and approval by the Committee on Publications be-
fore publication.

E-48 technical subcommittees have been organized to
represent specific subjects within the scope of the E-48
charter. Each technical subcommittee is the primary re-
source to develop and approve ASTM standards for bio-
technology as described in “Standards Development”. Each
technical subcommittee is normally subdivided into task
groups that focus on specific standards development. The
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task group is composed of ASTM, affiliated, and non-ASTM
members who are knowledgeable about the subject matter.
The numbers of task groups vary, depending on the sub-
jects being considered for standards. Minutes of all formal
meetings are published for distribution to ASTM members
to communicate the status and to correlate the overall com-
mittee work. For information on the E-48 subcommittee
standards developed by specific subcommittees, refer to
“E-48 Standards Summary.”

Liaison assignments to committee members are made
to coordinate E-48 activities and interests with other
ASTM committees or other standards organizations (8).
For example, the charter of Committee E-47 on Biological
Effects and Environmental Fate includes standards on (1)
the effects of physical and chemical stress on aquatic and
terrestrial plants and animals (including humans); and (2)
the properties of materials that affect and determine their
fate, distribution, and persistence when introduced into
the environment. The Committee D-22 on Sampling and
Analysis of Atmospheres covers biological aerosols, mainly
from sampling and analytical aspects. These and other
ASTM main committees may have overlapping scopes of
interest with E-48, and close coordination is needed to
properly develop a standard of common interest. Some-
times, a joint task group is formed, and representatives
from various committees develop the common standard.
This is necessary because the charter of E-48 covers inter-
ests that include characterization of biological species, bio-
safety, processes using living organisms, environmental is-
sues, biomass conversion, process validation, and
terminology. Members of E-48 also serve as liaisons with
other organizations, such as the American Society of Me-
chanical Engineers and professional, pharmaceutical, and
drug manufacturing organizations.

ASTM STANDARDS DEVELOPMENT

Overview of Consensus Standard Development by E-48

The life cycle of an ASTM standard begins when a need is
recognized and deemed appropriate for development by
the E-48 technical subcommittee and executive subcom-
mittee (1). Task groups are assigned by the subcommittee
chair, and experts are assigned to develop a standard using
proper format (6), which is then voted on by the subcom-
mittee members.

• Subcommittee ballots require an affirmative vote of
at least two-thirds of the votes cast by voting mem-
bers, at least 60% of the voting members must return
the letter ballots. If a negative vote is received with
explanation of the reasons for the negative, then the
subcommittee must resolve the negative by a meet-
ing of the subcommittee or by another letter ballot.
In a consensus standard, it is essential to properly
resolve any negative ballot issues so that a full con-
sensus is obtained.

• Main committee ballots are used to vote on the stan-
dard after completion of a subcommittee letter ballot.
ASTM headquarters issues all letter ballots for the
main committee. An affirmative vote of at least 90%

of the voting members is needed, at least 60% of the
voting members must return the letter ballots. The
task of resolving all negative votes not previously
considered belongs to the original subcommittee. If
substantive changes to the standard are required,
then the standard is reballoted normally at the sub-
committee level.

• Society review of the standard is conducted simulta-
neously with the main committee ballot through pub-
lication in the monthly ASTM magazine, Standard-
ization News. Each member of the society can then
vote on the standard. Negatives again must be fully
addressed by the appropriate subcommittee that de-
veloped the standard.

• The Committee on Standards then reviews the bal-
loting and approves publication of the standard in the
Annual Book of ASTM Standards.

• Updating the approved standard can be achieved
whenever a significant change is needed by using the
entire balloting sequence. Every 4 years, each stan-
dard is reviewed and balloted for either revision,
reapproval, or withdrawal.

The E-48 Committee also seeks comments on new draft
standards from other reviewers, even if they are not mem-
bers of ASTM, to be sure that the new standard receives
full consensus from biotechnical interests. Often, E-48 is
requested by other biotechnology associations to discuss
biotech standards and activities at ASTM.

E-48 STANDARDS SUMMARY

Since 1985 when E-48 was organized, the number of ap-
proved standards has increased to more than 40. Three
symposia and seminars have been held on biotechnology
subjects such as biosafety, validation, and general biotech
interests (7,9,10). The abstracts from these documents are
described in the next section, organized by subcommittee.

E-48.01 Subcommittee on Biosafety

Although the E-48.01 Subcommittee on Biosafety was es-
tablished in 1996, biosafety was a main topic when E-48
was organized in 1985, and a symposium was conducted
in 1987. This section summarizes the work of this subcom-
mittee.

Scope and Background. Although multiple agencies reg-
ulate and provide guidelines for safety and transport of
biomaterials within manufacturing facilities, a need for
clarification of these standards was indicated in 1985.
However, in the past 14 years, significant progress has
been made in the industry to produce safety guidelines,
especially at the laboratory-scale level. Possible augmen-
tation of safety standards may be an area for ASTM to
investigate. For example, the D-22 Committee on Biologi-
cal Aerosols is considering standards to measure biocon-
taminants in indoor air. This is a very difficult area to de-
velop effective test methods, but the industry is highly
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interested in this topic. E-48 has interest in developing test
methods that can be applied to large-scale operations rela-
tive to employee protection. Standardization of guidelines
for safety action plans that can be customized for biotech
operations could help regulatory agencies in their moni-
toring of industry manufacturing.

Available ASTM Standards. No biosafety standards have
been produced to date. However, the BioSafety Symposia
in 1987–1988 included papers on the following topics, some
of which may provide basic information and guidance.

1. The section on safety in the bioprocessing industry
section discussed the NIH Recombinant DNA Advi-
sory Committee, which is an example of the self-
regulatory process. Concepts and concerns of bio-
safety during the past decade were presented, such
as risk taking, opportunities, and roadblocks to min-
imizing hazards in bioprocessing.

2. The section on design criteria for safety discussed
biological production facility containment issues,
regulations that govern, and examples of design cri-
teria for safety in the isolation and purification of
antibiotics and biologically active compounds. The
emphasis was on protecting the worker and com-
munity, and significant strides have been made by
the industry without additional standards from
ASTM.

3. The personnel safety planning section reviewed the
general considerations for work practices and per-
sonal protective equipment for biological operations.
Significant standards are in place today from indus-
try associations, regulatory agencies, and specialty
safety equipment suppliers.

4. Safe waste disposal issues are as fundamental today
as they were 10 years ago, and the need to minimize
community environmental impact is just as essen-
tial. Community awareness and emergency response
issues were presented. International, national, and
local regulatory aspects of bioprocessing were pre-
sented. Ten years ago, the fear of overregulation was
evident. Today, concern and self-regulation by the in-
dustry members have encouraged regulatory agen-
cies to continue monitoring this progress without
dictating additional guidelines. However, if these in-
dustry members or regulatory agencies see a need
for additional standard guides, test methods, or
practices, then ASTM E-48 will assist in developing
a consensus procedure.

New Standards Being Developed ASTM E-48 is cur-
rently looking to the industry membership and regulatory
agencies to identify standards that are justified to help im-
prove biosafety.

Future Trends. Surveys and discussions with the indus-
try have been and will continue to be used by the E-48.01
subcommittee to identify new standards for development.
Participation with the overall E-48 effort to identify and
develop needed, effective, consensus standards is encour-

aged from industry organizations, manufacturing compa-
nies, research institutions, and regulatory agencies.

E-48.02 Subcommittee on Characterization and
Identification of Biological Systems

The E-48.02 subcommittee, organized in 1985, is respon-
sible for standard test methods and guides that identify,
characterize, and preserve biological species. At this time,
13 standards are published for use.

Scope and Background. The primary charter of Subcom-
mittee E-48.02 is to develop test methods and guides for
identifying plasmids, cells, viruses, enzymes, bacteria, and
fungi. This includes methods for determining contamina-
tion in biological products, detecting mycoplasma, detect-
ing nucleic acids by PCR, and methods for preserving bio-
logical products. Guides to meet FDA in vitro diagnostic
requirements are also being considered.

Available ASTM Standards. The following standards are
published by ASTM (2):

1. Identification of viruses
a. E 1285, Guide for Identification of Bacteriophage

Lambda or Its DNA, describes laboratory char-
acterization procedures that are sufficient to ver-
ify that a biological preparation believed to con-
tain k or k-DNA for use in any step of a
biotechnology process actually does contain this
material. This procedure should be used if the
bacteriophage k is to be used to construct a recom-
binant molecule.

b. E 1286, Standard Guide for Identification of Her-
pes Simplex Virus or Its DNA, describes labora-
tory characterization procedures that would be
sufficient to verify that a biological preparation
believed to contain primarily HIV types 1 and 2
or their DNA for use in any step of a biotechnology
process actually contains this virus or its DNA.
This guide does not cover the identification of
HSV in HSV-infected host cells without first iso-
lating the virus from the sample using standard
techniques of HSV purification.

c. E 1493, Standard Guide for Identification of Bac-
teriophage M13 or Its DNA, includes procedures
to verify that a biological preparation believed to
contain M13 or M13 DNA for use in any step of a
biotechnology process actually does contain this
bacteriophage or its DNA. This procedure is ap-
plicable where M13 is to be used to construct a
recombinant molecule and characterization of
double-stranded RF DNA is made by restriction
enzyme analysis or characterization of single-
stranded phage DNA is made by DNA sequencing.

2. Detection of contamination or impurities
a. E 1298, Standard Guide for Determination of Pu-

rity, Impurities, and Contaminants in Biological
Drug Products, provides definitions of types and
levels of impurities, purity of drug product, and
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contaminants. It suggests analytical methods
generally applied within the pharmaceutical in-
dustry to identify and quantitate the level of im-
purities in a drug product developed through
biotechnology. The general effects of these con-
taminants on these drugs are also described.

b. E 1531, Standard Practice for Direct Detection of
Mycoplasma in Cell Culture by Broth Enrichment
and Agar Growth, describes the procedure that
can be used for detection of mycoplasma contam-
ination in cell cultures by direct microbiological
culture. Preparation of the broth medium is de-
scribed. This detection technique can be used in
conjunction with the indirect method that is in-
cluded in E 1532 93.

c. E 1532, Standard Practice for Indirect Detection
of Mycoplasma in Cell Culture by DNA Binding
with Bisbenzamide Fluorochrome Stain, describes
the procedure that can be used for mycoplasma
contamination detection, based on DNA staining
and intended for use in examining cultured mam-
malian cells. It is not intended for use in detection
of mycoplasma in serum, culture media, or sys-
tems other than cultures of mammalian cells.
Preparation of the bisbenzamide stain concen-
trate is included with the cell staining procedures.

d. E 1533, Standard Practice for Indirect Detection
of Mycoplasma in Cell Culture by 4�-6-Diamidino-
2-2 Phenylindole (DAPI) Staining, is intended for
use in examining only cultured animal cells for
mycoplasma contamination using DAPI fluoro-
chrome staining. The procedure includes prepa-
ration of DAPI stain concentrate.

e. E 1536, Standard Practice for Large Volume Test-
ing of Serum for Mycoplasma Contamination, de-
scribes the procedure used for detection of myco-
plasma contamination in serum, based on direct
microbiological culture of a large volume (50 to
100 mL) of serum as an inoculum in a broth me-
dium. The procedure includes preparation of the
broth medium.

f. E 1759, Standard Test Method for Isoaspartic
Acid in Proteins: Method for the Determination of
Asparagine Deamidation Products, measures the
amount of isoaspartic acid residues in a protein
or peptide solution by using the enzyme protein
isoaspartyl methyl transferase and radioactive
S-adenosyl-L-methionine. The storage of proteins
in aqueous solutions often results in the formation
of isoaspartic acid linkages within the polypeptide
chain as a result of the deamidation of aspargine
residues and rearrangement of aspartic acid link-
ages. The concentration range of isoaspartic acid
residues in the sample should be 2.5 to 50 lmol/
L. The basis of the procedure is the production of
radioactive methanol equal to the amount of
isoaspartic acid residues in the sample by action
of the enzyme protein isoaspartyl methyl trans-
ferase and radiolabeled S-adenosyl-L-methionine.

3. Preservation of biological materials
a. E 1342, Standard Practice for Preservation by

Freezing, Freeze-Drying, and Low Temperature
Maintenance of Bacteria, Fungi, Protista, Viruses,
Genetic Elements, and Animal and Plant Tissues,
outlines procedures to minimize the adverse ef-
fects of handling biological materials during
low-temperature preservation and maintenance.
Although a limited number of methods of pres-
ervation can be used on biological systems, the
low-temperature methods provide the only real
assurance of genetic stability. Cryogenic tempera-
tures are those at or below �70�C. Suggested
cooling rates and use of cryoprotectants are pre-
sented, and freeze-drying optimum temperatures
are discussed. Safety precautions are included for
handling cryogenic materials.

b. E 1564, Standard Guide for Design and Mainte-
nance of Low-Temperature Storage Facilities for
Maintaining Cryopreserved Biological Materials,
covers recommended procedures for developing
and maintaining low-temperature storage facili-
ties for freezers with mechanical refrigeration
and freezers cooled with liquid nitrogen. Sugges-
tions are presented for selecting the proper equip-
ment for the intended service.

c. E 1565, Standard Guide for Inventory Control and
Handling of Biological Material Maintained at
Low Temperatures, suggests safety and security
procedures to be used for materials stored at low
temperatures to avoid problems during storage.
Properly designed inventory control systems en-
sure the maximum use of freezer space and that
all material is located and retrieved easily, with-
out compromising the stability of other items in
the freezer (mechanical or liquid nitrogen design).
Safety precautions are included for handling vials
of materials at cryogenic temperatures.

d. E 1566, Standard Guide for Handling Hazardous
Biological Materials in Liquid Nitrogen, lists spe-
cial handling and storage procedures that avoid
penetration of vials by liquid nitrogen during
storage, which could contaminate the liquid ni-
trogen bath or contaminate personnel if improp-
erly sealed vials were to explode. Safe handling
techniques are discussed for retrieval of cultures
from liquid nitrogen, it is recommended that vials
be filled to only two-thirds of capacity. A leak test
for sealed vials is also described.

4. Collaborative development of DIN standards on
PCR. Subcommittee E-48.02 is actively participating
in the collaborative development of DIN Committee
E9 for the Polymerase Chain Reaction.
a. DIN 58967-10, Serodiagnosis of Infectious Dis-

eases and Diseases of the Immune System—
Polymerase Chain Reaction (PCR). Part 60: Ter-
minology, General Method-Specific Requirements,
is published in English and German.

b. DIN 58969-61, Serodiagnosis of Infectious Dis-
eases. Part 61: Polymerase Chain Reaction
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(PCR)—Special Requirements for the Detection of
Nucleic Acid Sequences of the Human Immuno-
deficiency Viruses HIV-1 and HIV-2, is published
in English and German.

5. Collaborative standards with Japan Bioindustry As-
sociation (JBA). Currently, JBA and E-48.02 are ac-
tively participating in a collaborative development of
a standard on the detection of mycoplasma by PCR
(Mycoplasma Detection Method; Nested PCR Assay)

New Standards Being Planned and Developed

1. Detection of nucleic acids by PCR
2. Identification of cell lines
3. Characterization of industrial bacteria
4. Guidance to help meet FDA requirements
5. Identification of plasmids and vectors
6. Characterization of fungi

Future Trends. Focus will be on completing the test
methods and guides needed to safely and economically
meet the rapidly growing application of biotechnology to
produce drugs, chemicals, services, and products. Subcom-
mittee E-48.02 continues to actively participate in the col-
laborative development of DIN (German Institute for
Standardization) Committee E-9 standards for the PCR.

E-48.03 Subcommittee on Unit Processes and Their Control

The E-48.03 subcommittee was organized in 1985 for the
purpose of developing guides and test methods for applying
engineered equipment to biological processes. New instru-
mentation to detect process variables, such as pH, requires
uniform procedures to ensure consistent performance. Sep-
aration techniques such as liquid chromatography provide
opportunities for developing standard testing methods.
The E-48.03 subcommittee was chartered to develop stan-
dards for these and other bioprocesses.

Scope and Background. The initial focus of this subcom-
mittee was to develop standards for the emerging biosen-
sor instrumentation and the specialized processing equip-
ment used to properly handle living organisms to meet a
specific objective. Unit processes being evaluated include
bioreactor design, fermenter performance, membrane ul-
trafilter characterization, biosensors, and bio-specific
equipment. Supporting processes such as aseptic sam-
pling, sterile cleaning, clean-in-place, sterilize-in-place,
and issues such as solution compatibility and materials of
construction to meet aseptic requirements are also in the
E-48.03 charter.

Available ASTM Standards. More than six standards
have been developed or are in the process of development
at this time. These standards are highlighted in the follow-
ing, based on ASTM published resources (2).

1. Ultrafiltration membrane, chromatographic media,
and protein characterization

a. E 1294, Test Method for Pore Size Characteristics
of Membrane Filters Using Automated Liquid
Porosimeter, describes a procedure for measuring
the pore size characteristics of membrane filters
in the range of 0.05 to 300 lm. This method uses
the automated bubble point method described in
ASTM Test Method F 316. This test uses the cap-
illary rise created by surface tension and uses the
Washburn equation to calculate the pore diame-
ter. This method determines maximum pore size,
minimum pore size, and mean flow pore size of
the membrane.

b. E 1343, Standard Test Method for Molecular
Weight Cutoff Evaluation of Flat Sheet Ultrafil-
tration Membranes, evaluates the molecular
weight cutoff of flat sheet membranes between
4,500 and 1 million Da. A nonadsorbing penetrant
liquid (dextran T-fractions) is used and can be ap-
plied to a wide variety of membrane substrates,
excluding those that strongly adsorb dextran,
from highly hydrophilic to highly hydrophobic.

c. E 1772, Standard Test Method for Particle Size
Distribution of Chromatography Media by Electric
Sensing Zone Technique, is valuable for measur-
ing particle size and distribution of a dilute sus-
pension of chromatography media in the overall
size range of 1 to 450 lm, using the electric sens-
ing zone apparatus. This apparatus uses an elec-
trical current path of small dimensions that mod-
ulates individual particles passing through an
aperture to produce individual pulses of ampli-
tude proportional to the particle volume.

c. E 1470, Standard Test Method for Characteriza-
tion of Proteins by Electrophoretic Mobility, is for
determining the electrophoretic mobility of pro-
teins of molecular weight greater than 10,000 Da
using automatic electrophoretic light-scattering
principles to determine its mobility. The instru-
ment measures the Doppler shifts of scattered
light at four different angles to determine the mo-
bility distribution of particles in a dispersed, di-
lute suspension of the protein particles. The test
results are expressed as either electrophoretic
mobility or f potential distribution of the protein
particles.

2. Bioprocesses
a. E 1287, Standard Practice for Aseptic Sampling

of Biological Materials, summarizes principles,
state-of-the-art concepts, and generally accepted
methods for aseptic sampling of materials in bio-
technical process where contamination of either
the sample or the source is not acceptable. Sug-
gested designs include the advantages and dis-
advantages being discussed. Fabrication and
maintenance considerations are presented.

b. E 1357, Standard Test Method for Determining
the Rate of Bioleaching of Iron from Pyrite by
Thiobacillus ferrooxidans, describes how cells of
T. ferrooxidans grown on ferrous iron are added
to finely ground iron pyrite in an inorganic salt
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medium of 2% pulp density. The culture is incu-
bated with agitation, and samples are periodi-
cally withdrawn for soluble iron analysis. The
rate of pyrite leaching is determined from the lin-
ear portion of a curve-plotting soluble iron pro-
duced over time. A high leaching rate is evidence
for potential degradability of the mineral in min-
ing operations using biologically active cultures.

New Standards Being Developed

1. Guide for evaluating the performance of stirred tank
and bioreactors

2. Upgrading ultrafiltration membrane performance
measurements

Future Trends. Equipment used to process cell cultures,
viruses, bacteria, fungi, tissue, and other biological mate-
rials can be quite different from the equipment used in
pharmaceutical processes. Unit processes such as reaction,
separation, concentration, and purification have industry
support to establish evaluation test methods, practices,
and guides for proper use, cleaning, sterilization, and ap-
plication. These needs are to receive focus by E-48.03 in
the near future as experts in this field come forward to
assist in identifying and preparing these standards.

E-48.04 Subcommittee on Environmental Issues

Although the E-48.04 subcommittee was established in
1985, its primary activity has been to review environmen-
tal issues in standards prepared by other E-48 subcom-
mittees. This subcommittee has participated in symposi-
ums, workshops, and surveys to define standards needed
within the biotech industry.

Scope and Background. Two categories and specific top-
ics of interest have been identified by industry, govern-
ment, and research.

1. Biomanufacturing processes
a. Containment of processes and local manufactur-

ing areas
b. Biotechnology risk assessment guides that are

not currently available from National Institutes
of Health, Centers for Disease Control, and other
existing organizations

c. Standardized methods for determining occupa-
tional exposure

d. Decontamination of waste streams. Significant
challenges still exist to effectively sample waste
streams before discharge to the local waste treat-
ment facilities.

e. Standardizing construction of and protocols for
model ecosystem mycocosm tests. Significant
technical problems exist and need resolution be-
fore writing standards.

2. Deliberate release or uncontained applications could
encourage development of guides for bioremediation
microorganisms and their efficacy and efficiency.

Available ASTM Standards

1. E 1287, Standard Practice for Aseptic Sampling of
Biological Materials, discusses containment options
to avoid environmental releases. See E-48.03 “Sub-
committee” for more details.

2. E 1344, Evaluation of Fuel Ethanol Manufacturing
Facilities, presents containment and sterility issues
for environmental, safety, and process yield consid-
erations. See “E-48.05 Subcommittee” for other in-
formation.

New Standards Being Developed. Surveys and discus-
sions with biotech industry members continue today, and
volunteers are needed to identify new standards that are
needed and have value to the industry.

Future Trends. Because the objectives and charters of E-
48.04 include topics that are of interest to E-48.01 Subcom-
mittee on BioSafety, a close cooperation between the two
is planned to identify and develop the standards that are
needed by the industry. Volunteers are needed to partici-
pate in this consensus standard development activity.

E-48.05 Subcommittee on Biomass Conversion

Biomass conversion standards were first developed in the
biomass subcommittee of E-44 Committee on Solar Energy
in the early 1980s. In 1982, standards were published for
the measurement of moisture, volatiles, ash, and bulk den-
sity of particulate wood fuels. Initially, the focus of these
standards was to characterize wood for fuel as an energy
source and not to characterize biomass materials for con-
version to other products using biotechnology. In 1982, the
USDA requested ASTM to develop standards for evaluat-
ing the design and performance of small grain-fermenta-
tion plants that produce ethanol for oxygenate-enhanced
fuel blending. This was the entry into biotechnology lead-
ing to biomass conversion using living organisms.

In 1985, biotechnology interests in government and in-
dustry encouraged ASTM to establish the E-48 Committee
on Biotechnology. In 1987, the E-48 Committee requested
and received approval for the transfer of the biomass sub-
committee from E-44 because the biotechnical similarities
would be more efficiently handled in E-48.

Scope and Background. The fuel crises starting in 1973
spurred interest in alternative fuels manufacturing, in-
cluding fuel-grade ethanol from fermenting grains and
other renewable feedstocks. Because grain-based feed-
stocks have high value for animal and human feeds, inter-
est grew in converting other biomass materials to fuels us-
ing emerging bioconversion technology. Although wood,
grasses, bagasse, and agricultural residues all contain car-
bohydrates, as do grains, their exposure for bioconversions
to sugars and fermentation to alcohols is more difficult be-
cause insoluble lignin surrounds and protects the carbo-
hydrates. This protection limits economical conversion by
microorganisms and enzymes. However, with genetic en-
gineering, a new, more efficient source of biological mate-
rials was emerging that could be commercially viable for
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biomass conversions. With the intensified research by in-
dustry and U.S. Department of Energy–sponsored grants
to organizations such as the National Renewable Energy
Laboratory to conduct biomass conversion research, new
test methods had to be developed to properly characterize
biomass and measure the efficiency of its conversion to us-
able products. Existing standards from the wood products
industry (TAPPI) describe characteristics of wood for use
in the pulp and paper industry, but they have limited value
for biotechnical use. Accordingly, the E-48.05 subcommit-
tee has developed the following charter for developing
standards for the biomass conversion industry.

1. Maintain current standards for wood materials used
directly for fuel and energy generation

2. Develop standards for biomass feedstock character-
ization

3. Develop standards for biomass conversion to usable
products through enzymatic saccharification, fer-
mentation, and thermochemical processes

4. Develop terminology standards specific to the bio-
mass feedstock characterization and conversion

Available ASTM Standards. The following standards are
available for the wood and biomass conversion industries.

1. Wood fuels
a. E 870, Standard Test Methods for Analysis of

Wood Fuels, includes proximate and ultimate
analysis of wood fuels. Lists of existing ASTM
standards are referenced and include D 1102 (ash
in wood), E 711 (gross calorific value of refuse-
derived fuels [RDF] by bomb calorimeter), E 775
(total sulfur of RDF), E 777 (carbon and hydrogen
in RDF), E 778 (nitrogen and oxygen in RDF), and
other standards developed by E-44 and E-48.

b. E 871, Standard Method for Moisture Analysis of
Particulate Wood Fuels, determines total weight
basis moisture in particulate wood fuel having a
maximum particle volume of 16.39 cm2 or 1 cu in.
The method includes sample reduction tech-
niques and oven-drying procedures for calculat-
ing moisture content, which can be used for es-
tablishing burning characteristics and process
yields and as a basis for purchasing or selling
wood fuels.

c. E 872, Standard Test Method for Volatile Matter
in the Analysis of Particulate Wood Fuels, deter-
mines the percentage of gaseous products, exclu-
sive of moisture vapor, for wood particle sizes up
to 16.39 cm3. The technique includes sample prep-
aration and volatilization in a vertical electric
tube furnace at 950 �C for 7 minutes.

d. E 873, Standard Test Method for Bulk Density of
Densified Particulate Biomass Fuels, uses a fixed-
volume open box with prescribed pouring height
of cellulosic materials having up to 16.39-cm3 par-
ticulate size. Repeated test values are averaged
for final result.

e. E 1288, Standard Test Method for the Durability
of Biomass Pellets, describes a tumbling and sieve
analysis test that evaluates the relative durabil-
ity of a 45-kg sample of biomass fuel pellets. This
sample is reduced to 1 kg, by a riffle or by coning
and dividing. A 0.25-kg sample tumbles for 5 min-
utes at 50 rpm. A sieve test determines percent-
age fines passing through a no. 200 sieve.

f. E 1358, Standard Test Method for Determination
of Moisture Content of Particulate Wood Fuels Us-
ing a Microwave Oven, is a rapid test to determine
moisture in wood fuels in several minutes using a
microwave oven. The sample is stirred and re-
heated every 4 minutes or less, depending on val-
ues in the tables provided until a constant weight
is reached and the percentage of moisture can be
calculated.

g. E 1534, Standard Test Method for Determination
of Ash Content of Particulate Wood Fuels, dis-
cusses the ash content measurement of the non-
combustible part of a particulate wood fuel, which
uses an electric muffle furnace with an indicating
pyrometer to oxidize a 2-g sample to ash.

2. Grain ethanol manufacturing plants
a. E 869, Standard Test Method for Performance

Evaluation of Fuel Ethanol Manufacturing Fa-
cilities, evaluates four main performance factors
for a grain ethanol fermentation plant: conversion
efficiency, energy for conversion, production rate,
and mass balance. Procedures are contained to
measure, interpret, and assign values for these
performance parameters in a standard format.
Data collection forms are also provided, and stan-
dard calculation equations are listed with exam-
ples.

b. E 1117, Standard Practice for Design of Fuel Al-
cohol Manufacturing Facilities, presents mini-
mum good engineering practices for use in de-
signing, constructing, operating, and modifying
fuel alcohol plants. Categories of equipment dis-
cussed include vessels, towers, heat exchangers,
rotating equipment, electrical, instruments,
safety, environmental, utilities, and piping.

c. E 1344, Standard Guide for Evaluation of Fuel
Ethanol Manufacturing Facilities, provides eval-
uation criteria to enable a prospective purchaser
or lender to effectively review the plans, specifi-
cations, and plant operating concept of a fuel eth-
anol manufacturing facility and to determine
whether its design meets the requirements of
ASTM design practice standards. This guide can
be used in conjunction with E 1117 practice. A de-
sign review checklist is included. The guide pro-
vides an explanation of the ethanol production
process, followed by a discussion of design param-
eters and potential problem areas within the pro-
cess.

3. Anaerobic digestion systems
a. E 1535, Standard Test Method for Performance

Evaluation of Anaerobic Digestion Systems pro-
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vides for measuring the concentration and mass
of the influent and effluent wastes and opera-
tional parameters, such as input energy, output
gas production, and waste biomass, to provide a
methodology for evaluation of the anaerobic di-
gester operation. Data collection sheets, calcula-
tion procedures, and test report formats are pre-
sented.

4. Biomass and biotechnology terminology
a. E 1126, Standard Terminology Relating to Bio-

mass Fuels, presents and defines more than 70
terms used frequently in biomass fuels indus-
tries. These terms are directed to the wood fuels
industry.

b. E 1705, Standard Terminology Relating to Bio-
technology, presents more than 160 terms used in
biotechnology, with references to ASTM stan-
dards where they are used. As new E-48 stan-
dards are developed, new terms will be included.

5. Biomass feedstock characterization
a. E 1690, Standard Test Method for Determination

of Ethanol Extractives in Biomass, describes the
determination of ethanol-soluble extractives as a
percentage of the oven-dried biomass, which in-
cludes hard and soft woods, herbaceous materials
(such as switchgrass and sericea), agricultural
residues (corn stover, wheat straw, bagasse), and
wastepaper (office waste, boxboard, newsprint).
The extractive content of biomass is not consid-
ered to be part of the structural components of
biomass and needs to be removed before any
chemical analysis of the sample. Some of these
extractives include waxes, fats, resins, tannins,
gums, sugars, starches, and pigments. The pro-
cedure involves using a Soxhlet extraction appa-
ratus and 190-proof ethanol to extract the sample
for 24 hours. The sample slurry is filtered, and
the filtrate is evaporated in a rotary vacuum
evaporator. The resulting extractive weights are
reported as a percentage of the original samples
oven-dried weight.

b. E 1721, Standard Test Method for Determination
of Acid-Insoluble Residue in Biomass, can be used
to determine the acid-insoluble residue of hard
and soft woods, herbaceous materials, agricul-
tural wastes, wastepaper, acid and alkaline pre-
treated biomass, and the solid fraction of fermen-
tation residues. This acid-insoluble residue
contains the acid-insoluble lignin and condensed
proteins from the original oven-dried sample of
biomass. Samples for this test can come from sev-
eral sources and have separate calculation pro-
cedures; for example, prepared biomass samples
are treated in accordance with practice E 1757,
and extractives-free material is prepared in ac-
cordance with test method E 1690. The samples
are reacted with 72% sulfuric acid (reagent grade)
for hydrolysis and then diluted to 4% acid and
autoclaved for an hour at 121 �C. The filtrate is
removed by vacuum filtering, and the remaining
insolubles are dried, weighed, and then ignited in

a muffle furnace to determine the ash weight. The
difference in weight of the dried insolubles minus
the ash weight as a percentage of the original dry
weight of the sample is defined as the acid-
insoluble content of the biomass.

c. E 1755, Standard Test Method for Ash in Biomass,
expresses the ash content as the mass percentage
of residue remaining after dry oxidation (575 �C
in a muffle furnace) on the original sample dry
weight. Samples of biomass can include hard and
soft woods, herbaceous materials, agricultural
residues, wastepaper, acid and alkaline pre-
treated biomass, and the solid fraction of fermen-
tation residues.

d. E 1756, Standard Test Method for Determination
of Total Solids in Biomass, describes two test
methods that depend on the nature of the sam-
ple. Because moisture is not considered a struc-
tural component of biomass and can change with
storage and handling, it is important to analyze
biomass samples and report the results on a
moisture-free basis. Test method A uses a drying
oven with controlled temperatures at 105 �C. Test
method B uses an automated moisture analyzer
with direct infrared heating elements; it should
not be used for samples containing large amounts
of free sugars or proteins that can degrade or car-
amelize.

e. E 1757, Standard Practice for Preparation of Bio-
mass for Compositional Analysis, describes a re-
producible way to convert the many types of bio-
mass feedstocks into a uniform material suitable
for compositional analysis. Three methods are
presented. Test method A uses field-collected
samples and natural air drying to a constant
weight. Test methods B and C produce dried feed-
stocks using convection oven and lyophilization,
respectively. The samples are milled and sieved
for additional analyses. Test methods B and C are
used for very wet biomass samples that are at risk
for mold growth during drying or that could de-
grade after standing for prolonged times.

f. E 1758, Standard Test Method for Determination
of Carbohydrates in Biomass by High Perfor-
mance Liquid Chromatography, discusses the car-
bohydrates making up the major portion of dried
biomass samples—polysaccharides constructed
primarily of glucose, xylose, arabinose, galactose,
and mannose subunits. These polysaccharides
can be hydrolyzed to their component sugar mono-
mers with 72% sulfuric acid in a two-stage hydro-
lysis process. These monosaccharides can then be
quantified by ion-moderated partition HPLC us-
ing calibration sugar standards. These results can
then be used with other biomass assays to deter-
mine the total composition of the biomass sample.

New Standards Being Developed. Now that the feedstock
characterizations are almost complete, a new category of
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standards is being developed including biomass conversion
standards. Just as standards were developed to evaluate
the yields, efficiency, and quality of alcohols produced by
cooking and fermenting grain feedstocks, a similar oppor-
tunity applies to biomass conversion by the following
methods that are currently in the research stage of devel-
opment:

1. Chemical pretreatment using acid prehydrolysis
2. Biochemical conversion of biomass using liquefac-

tion, saccharification, fermentation, simultaneous
saccharification and fermentation, enzymatic hydro-
lysis, and bacterial conversion

3. Thermochemical conversion processes using pyroly-
sis and gasification

Future Trends. As research continues to uncover new
biological and engineered organisms that improve the ef-
ficiency and economics to convert renewable biomass feed-
stocks to fuels, chemicals, drugs, and other usable prod-
ucts, additional standards may be justified in this rapidly
expanding industry. A focused, concerted effort from the
biomass research community is needed to develop these
new test methods and to standardize biomass conversion
processes and product characterization techniques. The
ASTM E-48.05 Subcommittee on Biomass Conversion will
continue to be a significant force to support this progress.

E-48.06 Subcommittee on Biotechnical Equipment
Qualification and Process Validation

For biological processes producing drugs and chemicals
that are under the regulatory responsibility of the FDA,
there is a need to validate the biological processes and
qualify the equipment used in the process. Because many
processes use common equipment, the protocols used to
qualify this equipment can be standardized to the point
where their specific application may not be confidential or
specific to the process owner. Process validation protocols
can also be standardized for uniform application and
acceptance by regulatory agencies. The current Good
Manufacturing Practices (cGMPs) published by FDA call
for process validation, equipment qualification, and utility
qualification (12). The work of E-48.06 will assist the bio-
tech industry to use standard test methods comparable to
quality standards.

Scope and Background. Subcommittee E-48.06 was or-
ganized in October 1988 to develop standards and proto-
cols for equipment qualification and process validation. Its
charter is to develop standards required for or used in the
qualification and validation of facilities, for process-related
utilities, production equipment, computer controls, sam-
pling methods, and processes that include at least one step
involving living organisms.

Available ASTM Standards

1. E 1567, Standard Guide for Biopharmaceutical Fa-
cilities Architectural Design Considerations, covers
architectural design considerations for buildings and

facilities that use biological processing to produce
drugs, chemicals, and other products, especially
when cGMP criteria apply under Code of Federal
Regulations Title 21 (2). The guide is intended for
use in designing, constructing, and operating pilot
plant and commercial production facilities to meet
federal regulations. References are provided to ex-
isting federal regulations that apply to all general
phases of a bioprocess activity.

2. The symposium Validation Practices for Biotechnol-
ogy Products (9) brought together representatives
from industry, federal agencies, research, and aca-
demia to identify more than 100 standards for de-
velopment.

New Standards Being Developed. Task groups have been
established to develop standards for the following issues:

1. Multiuse cleaning of process equipment
2. Computer validation protocols
3. Master plan for validation
4. Standards for installation qualification, operational

qualification, performance qualification, purchase,
or construction specifications

5. Qualification of utilities, filtered air, plant steam,
and clean steam

Future Trends. By considering industry needs obtained
from workshops, symposia, surveys, and technical com-
mittee meetings, E-48.06 will focus on protocols for fer-
menters, cell recovery systems, purification systems, ster-
ile filling operations, environmental systems, sterilization
equipment, and other production equipment. Computer
controls validation is a high-interest topic in industry and
regulatory agencies. In recent workshops (9,10) more than
100 potential standards have been identified for prioriti-
zation and development into voluntary consensus stan-
dards.

E-48.91 Subcommittee on Terminology

The charter of this subcommittee is to maintain E 1705,
Terminology Relating to Biotechnology (2), which contains
more than 130 definitions pertaining to the E-48 standards
and other words relating specifically to biotechnology. As
new standards are developed and approved, any new bio-
technical words are added automatically to E 1705. As dis-
cussed previously, biomass standards currently include a
biomass terminology standard, E 1126, Terminology Re-
lating to Biomass Fuels.
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INTRODUCTION

The development and maintenance of tissues in vivo is
acutely dependent on the ability of cells to form connec-
tions with substrates and neighboring cells. The formation
of intimate contacts with various substrates provides sites
of attachment and the scaffolding necessary for cells to
communicate and develop cooperative function. These sub-
strates, or attachment factors, include extracellularmatrix
(ECM) and basement membrane molecules such as colla-
gen, laminin, fibronectin, and vitronectin. Additional sub-
strates include proteins expressed on the surface of cells
that function as attachment factors and mediate cell–cell
interactions. Cell culture provides a powerful tool with
which to identify attachment factors involved in cellular
adhesion and to define the molecular mechanisms regulat-
ing cell adhesion. Additionally, in vitro approaches play a
key role in the identification and cloning of specific attach-
ment factor receptors. The cloning and characterization of
attachment factor receptors has forced us to redefine the
role of attachment factors in cellular functions. Growing in
vitro evidence, combined with in vivo studies, make it clear
that attachment factors serve not only as molecular scaf-
folds to support cell attachment and movement, but also
as signaling molecules that play pivotal roles in regulating
numerous cellular functions including growth, activation,
differentiation, and death.

I review here the ECM molecules that are widely used
as attachment factors in culture and illustrate ways in
which attachment factors regulate cellular function. Ad-
ditionally, cell surface molecules that serve as attachment
factors and facilitate cell–cell interactions in vivo are also
reviewed.

EXTRACELLULAR MATRIX MOLECULES

Fibronectin

Biochemical Properties. Fibronectins are glycoproteins
consisting of two disulfide-linked subunits with a molecu-
lar weight of 220,000–250,000 kDa. Fibronectin was orig-
inally purified to homogeneity in 1970 by Mosesson and
Umfleet from plasma cryoprecipitate and termed cold-
insoluble globulin (CIg) (1). Later, fibronectin was detected
as a cell surface protein on fibroblasts whose expression
was lost upon transformation (2,3). In addition to existing
as a disulfide-linked dimer, cell surface–associated fibro-
nectin also exists as higher molecular weight disulfide-
linked aggregates that are secreted by cells and accumu-
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late as a major component of the basement membrane and
ECM in vivo.

The primary structure of fibronectin consists of a series
of three different types of modular units that combine to
generate the functional domains of the protein. The two
subunits of fibronectin are connected by a pair of inter-
chain disulfide linkages at the carboxy-terminal end. The
intact dimer appears as an extended, flexible molecule con-
sisting of two linear arrays of globular domains. The iden-
tification and characterization of the individual globular
domains has resulted largely from examination of proteo-
lytic fragments of fibronectin, many of which retain bio-
logical function. The N-terminal domain of fibronectin
binds fibrin (4–6), heparin (6–8), Staphylococcus aureus
(8–11), thrombospondin (12), factor XIIIa transglutami-
nase (4,11), and IgG (13). Adjacent to the amino-terminal
domain of fibronectin is a domain that binds gelatin and
collagen (7,14). This interaction is important for localiza-
tion of fibronectin to basement membranes and ECMs. The
collagen-binding domain also binds to the C1q component
of complement via the collagenous tail of C1q (15). Adja-
cent to the gelatin-binding domain of fibronectin is the cell-
binding domain. Pierschbacher et al. (16) showed that the
cell-binding activity of fibronectin resided within a 12-kDa
proteolytic fragment that contains the tetrapeptide se-
quence Arg-Gly-Asp-Ser (RGDS) (17). Peptides containing
soluble synthetic Arg-Gly-Asp (RGD) were shown to detach
cultured cells and platelets from fibronectin substrates
(18,19), implicating the RGDS sequence in cell binding.

In addition to binding collagen, fibronectin has an affin-
ity for several other components of the ECM, including the
glycosaminoglycans heparin, heparan sulfate and chon-
droitin sulfate proteoglycan, and hyaluronic acid (6,20–
25). The interaction of fibronectin with these various com-
ponents of the ECM is thought to play a role in the
formation and maintenance of the ECM.

The high-affinity cell surface receptors for fibronectin
are the integrins, which consist of heterodimeric glycopro-
tein �- and b-subunits of approximately 140 and 120 kDa
that bind to the RGD sequence of fibronectin (26). The ex-
tracellular domains mediate cell adhesion via binding to
fibronectin and other ECM proteins. The cytoplasmic do-
mains are responsible for transmitting signals to the cell
interior following ligand engagement (outside-in signal-
ing), and for modulating the affinity of the integrin for its
ligand by interacting with intracellular signaling mole-
cules (inside-out signaling). The cytoplasmic domains also
interact with the actin-binding proteins filamin (27,28)
and �-actinin (29), thereby connecting the cell membrane
with the cytoskeleton. These interactions play a role in the
formation of focal adhesions and in phagocytosis.

Fibronectin plays a central role in vertebrate develop-
ment. Fibronectin matrices are utilized by migrating cells
during embryogenesis (30–32). The migration of avian,
amphibian, and mammalian neural crest cells is blocked
by RGD-containing peptides and by antibodies to fibronec-
tin or its cell surface receptor (33,34). Furthermore, inac-
tivation of the fibronectin gene in mice leads to early em-
bryonic lethality (35). Its role in development and in
maintenance of the adult organism is due to its diverse

influences on cell growth, adhesion, migration, and differ-
entiation.

Role in Cell Adhesion. Fibronectin promotes the attach-
ment of multiple cell types, including epithelial cells, fol-
licular cells, ovary cells, neuronal cells, fibroblasts, kerati-
nocytes, and adult liver cells. As previously mentioned,
fibronectin is not solely an attachment factor for cells. In
many cases, cell attachment to fibronectin is required for
cell survival and promotion of cell growth. Fibronectin pro-
motes cell division of numerous cell types, including follic-
ular cells (36), primary chick fibroblasts (37), murine and
human fibroblasts (38), neuroblastoma cells (39), kerati-
nocytes (40), rat granulosa cells (41), and lymphocytes (42).
Fibronectin also promotes DNA synthesis by serum-
deprived quiescent normal hamster fibroblasts (43).

In addition to regulating cell division, fibronectin has
been shown to modulate the differentiation of cells in cul-
ture. Fibronectin coating of culture surfaces inhibits mor-
phological changes and biosynthesis of lipogenic enzymes
associated with the differentiation of preadipocyte fibro-
blasts (44,45). Fibronectin also attenuates hormone-
induced expression of cytoskeletal proteins associated with
granulosa cell differentiation (46). Additionally, exoge-
nously added fibronectin inhibits both spontaneous and
chemically induced differentiation of cultured normal hu-
man keratinocytes in vitro (47,48). Alternatively, fibronec-
tin induces the differentiation of neural crest cells, neu-
roepithelial embryonal carcinoma cells (F9), and
neuroblastoma cells in vitro (49–51), consistent with ob-
servations showing that receptors for fibronectin are found
on neural crest cell derivitives colocalized with fibronectin
(52) in vivo. Fibronectin also promotes the differentiation
of primary human hepatocytes, as measured by the ex-
pression of albumin and the liver-specific enzyme cyto-
chrome P450 (53). It has been suggested that modulation
of cell growth and differentiation by fibronectin is due in
part to its role in regulating the cytoskeletal architecture
of cells (36,50). The recent cloning of fibronectin receptors
and identification of signaling pathways coupled to these
receptors has provided evidence that specific signaling
events play an important role in controlling cell growth
and differentiation.

Collagen

Biochemical Properties. Collagen is the most abundant
component of the ECM and has been used extensively as
an attachment factor for cultured cells. Collagen is com-
posed of three helical �-chains that are wrapped around
each other in a triple helical arrangement. In some forms
of collagen the three chains are identical, whereas in other
forms the chains differ from one another. The �-chains are
composed of a series of triplet Gly-X-Y residues, where X
and Y may be any amino acid. Frequently, X is a proline
and Y is a hydroxyproline. Alternatively, hydroxylysine
may also occupy the X or Y position and contribute to in-
terchain cross-linking of the collagen �-chains. Collagen is
secreted from cells as procollagen, with each of the �-
chains containing large amino- and carboxy-terminal non-
helical domains. Although some collagens exist in vivo as
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intact procollagen, many forms of collagen undergo proteo-
lytic removal of the amino- and carboxy-terminal nonhel-
ical domains.

To date, more than 14 collagen types have been de-
scribed, which are generally subgrouped into six classes
defined by the structural forms in which they assemble
within the ECM. Several forms of collagen display ordered
fibrous structures. For example types I, II, III, V, and XI
collagen form fibrillar structures that contribute to con-
nective tissues such as cartilage, skin, bone, and tendon,
whereas type IX and XII collagens are fibril associated and
interact with type I and II collagen fibrils. Type IV collagen
is a nonfibrillar collagen and is the principle collagen type
found in basement membrane. Type IV collagen differs
from the fibrillar collagens by its existence in tissues in an
unprocessed procollagen form (54,55). Other collagen types
include filamentous collagen (type VI), short-chain colla-
gens (types VIII and X), and long-chain collagen (type VII).

Collagen matrices are associated with many cell attach-
ment proteins in vivo, including fibronectin and laminin.
Thus the role of collagen as an attachment factor may be
divided into two types: (1) a direct mechanism whereby
collagen serves as the substrate for cell attachment
(VLA-2; collagen receptor); and (2) an indirect mechanism
whereby a secondary attachment factor, through its inter-
action with collagen, serves as the substrate for cell at-
tachment.

Role in Cell Adhesion. The principle collagens used as
attachment factors in cell culture are the fibrillar collagens
and the nonfibrillar type IV collagen. Fibrillar collagen iso-
lated from connective tissues was the first collagen used in
cell culture. A mouse tumor source of type IV collagen was
subsequently identified, which produced large amounts of
this collagen type (56,57). Collagen substrates serve as an
attachment and growth-promoting factor for a variety of
cells in culture. Collagen promotes the sustained growth
of epithelial cells from various tissues including mammary
epithelial cells (58–61), endometrial epithelial cells (62),
vaginal epithelial cells (63), esophageal epithelial cells
(64), and liver epithelial cells (65). Collagen substrates also
promote the extended viability of primary chondrocytes
(66). Chondrocytes exhibit three-dimensional growth
within collagen gels, deposit ECM, and incorporate or re-
arrange exogenous collagen into newly formed matrix, sug-
gesting the formation of tissuelike structures.

In addition to providing attachment and growth-
promoting activity, collagen also modulates the differenti-
ation state of cells in culture. Collagen induces morpholog-
ical and biochemical characteristics associated with the
differentiated state of various epithelial cell types includ-
ing human endometrial cells (62), trachial epithelial cells
(67), uterine epithelial cells (68), mammary epithelial cells
(69), and intestinal epithelial cells (70). Collagen also pro-
motes the differentiation of adrenocortical cells (71,72), os-
teoblasts (73), keratinocytes (74), hepatocytes (75–79),
liver dendritic cell progenitors (80), thyroid follicle cells
(81), smooth muscle cells (82), and Sertoli cells (83). Regu-
lation of growth and differentiation, which is accompanied
by alterations in gene expression, implicate collagen as an
active signal-transducing molecule. Candidate receptors

for collagen that may play a role in cell signaling include
the integrins VLA-1 (84,85), VLA-2 (86–88), and VLA-3
(86–88).

Laminin

Biochemical Properties Laminin is the first extracellu-
lar protein expressed during development and plays a criti-
cal role in cellular development and tissue organization
through modulation of cellular attachment, motility,
growth, and differentiation. Laminin is a large glycopro-
tein that is a major component of basement membranes.
The prototypical laminin molecule is composed of three
subunits: a 440-kDa A-chain, a 200-kDa B1-chain, and a
220-kDa B2-chain. These are joined together by disulfide
linkages to form a cruciform-shaped structure possessing
multiple globular and rodlike domains that are responsible
for its cell-binding activity and its interaction with a va-
riety of ECM-associated molecules. The terminal end of the
long arm, which contains a large, multilobed globular do-
main and forms the base of the cruciform, is responsible
for receptor-mediated cell attachment, promotion of neu-
rite outgrowth, and heparin binding (89). Regions within
the short B-chain arms provide a second cell attachment
site and also play a role in cell signaling and binding of the
glycoprotein nidogen/entactin. Similar to fibronectin, lam-
inin also binds to bacteria (90) and glycosaminoglycans
(91).

Laminin promotes cell attachment through interaction
with specific cell surface receptors. The most extensively
studied laminin receptors are the integrins. Laminin binds
to at least four VLA integrins: �1b1 (92,93), �2b1 (87,94),
�3b1 (95), and �6b1 (92,96). Laminin also binds to the
�Vb3 integrin (97) and �6b4 integrin (98,99). The interac-
tion of laminin with integrins is believed to occur through
a non-RGD-mediated mechanism, although RGD-contain-
ing peptides can inhibit cell adhesion to the second cell
adhesion site located within the central portion of the lam-
inin cruciform (96). Other recently identified receptors for
laminin include the 67-kDa laminin receptor, which has
been implicated in tumor metastasis (100,101), and a
110-kDa laminin-binding protein from brain, which ap-
pears to be immunologically and biologically related to the
b-amyloid precursor protein (APP) family (102). The inter-
action of the 110-kDa laminin-binding protein with the
Ile-Lys-Val-Ala-Val (IKVAV) residues of the laminin A-
chain plays a role in neurite outgrowth (102). A distinct
110-kDa protein, termed nucleolin, was copurified with the
APP-related 110-kDa protein and has also been identified
as a laminin-binding protein (103) that may play a role in
ECM signaling. Laminin also binds to the actin-binding
cell surface protein connectin (104) and the 67-kDa elastin/
laminin receptor (105).

Role in Adhesion. Laminin plays an important role in
the attachment, growth, and differentiation of many cell
types in culture, including neural and epithelial cells.
When added to the culture medium, laminin promotes
Schwann cell attachment, growth, and the formation of a
stellate, process-bearing morphology (106) and regulates
glycolipid synthesis (107). Laminin promotes attachment
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and neurite outgrowth of sensory neurons (108) and in-
duces the differentiation of neuroblastoma cells (51). An-
tibodies directed against the heparin-binding domain of
laminin reduce neuronal viability and inhibit neurite out-
growth in vitro, indicating that the heparin-binding do-
main is responsible for the effects of laminin on neurite
outgrowth and neuronal survival (109). Laminin also mod-
ulates the proliferation of cultured astrocytes (110) and oli-
godendrocytes (111). Laminin promotes the differentiation
of cultured endothelial cells to form capillary-like struc-
tures (112). Laminin also induces the differentiation of
various epithelial cells, as measured by b-casein produc-
tion by cultured mammary epithelial cells (113,114), the
formation of cordlike structures by Sertoli cells (115), and
the expression of alkaline phosphatase and lactase activity
by intestinal epithelial cells (116). Laminin promotes the
attachment and survival of F9 embryonal carcinoma cells
(117), while it potentiates the differentiation of PCC4uva
embryonal carcinoma cells to neurons following treatment
with retinoic acid and dibutyryl cyclic AMP (118). Laminin
also promotes the differentiation of granulosa cells (119)
and hepatocytes (120,121).

Vitronectin

Biochemical Properties. Vitronectin, or serum-spread-
ing factor, is a glycoprotein that is present in the blood and
in other tissues. Vitronectin was initially described as a
cell-spreading and growth-promoting �1-glycoprotein en-
riched in a fraction of human serum isolated by glass bead
chromatography (122). The spreading–promoting activity
of this fraction was further purified from this fraction by
Barnes et al. (58) and was shown to be biochemically and
immunologically distinct from fibronectin and laminin
(123,124). Vitronectin exists in two distinct forms in hu-
man serum: a 75-kDa single-chain form and a 65-kDa two-
chain form (125,126). The 65-kDa form is the product of
proteolytic processing and lacks the carboxy-terminal
10-kDa fragment (127). Sensitivity to proteolytic process-
ing may result from allelic differences in the vitronectin
gene (128). The gene encoding vitronectin was identified
by expression cloning (127), and sequence analysis re-
vealed a 1,545-bp open reading frame corresponding to the
full-length plasma vitronectin. Sequence analysis of an in-
dependently isolated serum protein associated with com-
plement, termed S-protein, revealed it to be identical to
vitronectin (129).

The major source of circulating vitronectin is the liver
(130), although it is also produced by various hematopoetic
cell types including platelets, monocytes, and macrophages
(131,132). Vitronectin is also associated with tissues
(124,133). In situ hybridization analysis indicates that vi-
tronectin mRNA is expressed early in mammalian devel-
opment primarily in the liver and central nervous system
(134), suggesting that it plays an important role in mam-
malian development. In the mouse, vitronectin mRNA is
detected by day 10 in the liver and central nervous system.
Expression of vitronectin mRNA in the central nervous
system is first detected in the floor plate; later, vitronectin
mRNA can be observed in the meninges of the cortex and
the spinal cord. Vitronectin mRNA is associated with the

vasculature of the central nervous system but not with
blood vessels of peripheral tissues, suggesting that vitro-
nectin may play a specific role in vascular function in the
central nervous system. Surprisingly, mice deficient in vi-
tronectin gene expression demonstrate normal develop-
ment and survival, indicating that the functional role of
vitronectin in development may be compensated for by
other molecules (135).

The vitronectin gene is composed of eight exons and
seven introns (136), which define the domain structure of
the mature protein. The amino-terminal cysteine-rich 44-
residue domain is identical to somatomedin B (137). The
second domain contains an RGD sequence that, analogous
to fibronectin, is responsible for cell attachment via a num-
ber of integrins (137,138) and also contributes to collagen
binding (139,140). The second domain is also implicated in
binding to plasminogen-activator inhibitor-1, and consis-
tent with its localization to platelets, this interaction plays
an important role in blood clotting. Vitronectin also binds
to heparin (125), and a domain located toward the carboxy-
terminal region of vitronectin is responsible for the
heparin-binding activity of vitronectin (137,141), which is
dependent on the conformational state of vitronectin. Al-
though native plasma vitronectin binds heparin weakly,
vitronectin denatured by 8 M urea or other denaturing
agents has an increased affinity for heparin (125,141). De-
naturation is hypothesized to expose a cryptic heparin-
binding domain and suggests that the biological functions
of vitronectin are dependent on its conformation. Recently
a form of vitronectin distinct from plasma vitronectin has
been identified within platelet �-granules, which is able to
bind heparin (142) and may play a role in platelet function
at sites of vascular injury. Additionally, similar to collagen
and fibronectin, vitronectin binds to bacteria, including S.
aureus, Escherichia coli, S. pneumoniae, and Neisseria
gonorrhoeae (143–147), implicating vitronectin in the ad-
herence and phagocytosis of bacteria by host immune de-
fense cells.

Role in Adhesion. Based on the tissue distribution of
vitronectin, it is not surprising that vitronectin promotes
the attachment and growth of a wide variety of cell types
in vitro, including endothelial cells, lymphoid cells,and
neural cells (58). Human endothelial cells attach to vitro-
nectin, adopt a flattened morphology, and exhibit increased
viability (148). Vitronectin promotes the attachment and
proliferation of IL-3-dependent mast cells (149). However,
vitronectin is unable to replace IL-3 as a survival factor,
indicating that vitronectin is not itself a survival factor for
bone marrow–derived mast cells but is able to augment the
IL-3-dependent signal in mast cells. Vitronectin promotes
the attachment of myeloblast cells through the �v-contain-
ing integrins (150) and stimulates megakaryocyte propla-
telet formation through interaction with �v/b3 integrin
(151). Vitronectin also promotes the attachment and long-
term survival of cultured glioma cells (152), and this in-
teraction may be mediated by gangliosides (153). In addi-
tion, vitronectin mediates attachment and nerve growth
factor–dependent neurite outgrowth of rat peochromoccy-
toma cells via an RGD-dependent mechanism (154).
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Other Attachment Factors

In addition to collagen, fibronectin, laminin, and vitronec-
tin, other components of the ECM and basement mem-
brane also contribute to cell attachment. Thrombospondin
is a large trimeric glycoprotein consisting of three identical
140-kDa subunits joined together through interchain di-
sulfide linkages (155). Thrombospodin is released by acti-
vated platelets and is found associated with the ECM
proteins heparin, collagen, laminin, and fibrinogen.
Thrombospondin is synthesized by human long-term bone
marrow cells in vitro, promotes the adhesion of hemato-
poietic progenitor cells (156), and promotes the attachment
and migration of monocytes and neutrophils (157). Recep-
tors for thrombospondin that play a role in its function as
an attachment factor include membrane-bound heparan
sulphate (158), platelet glycoprotein IV (CD36; GPIIIb)
(159), and �v/b3 integrin (160).

Tenascin is a very large, star-shaped ECM glycopro-
tein composed of six related subunits joined through inter-
chain disulfide linkages. The individual subunits contain
13 epidermal growth factor–like repeats, 8 or more fibro-
nectin type III repeats, and a globular carboxy-terminal
fibronectin-like domain. Tenascin is associated with
mesenchymal–epithelial interactions during development,
tissue remodeling, and wound healing. Tenascin promotes
the attachment of many cell types in vitro, including tumor
cells, fibroblasts, and endothelial cells, in an RGD-
dependent manner (161) through interaction with multiple
integrins (162). Janusin, an ECM protein with structural
homology to tenascin, promotes attachment and neurite
outgrowth of hippocampal neurons in vitro (163).

Glycosaminoglycans are a major component of the ECM
and, as already mentioned, bind to fibronectin (164), col-
lagen (165), laminin (166), and vitronectin (127). Glycos-
aminoglycans consist of long polysaccharide chains made
up of disaccharide subunits and, with the exception of hy-
aluronan (HA), are sulfated and covalently attach to core
proteins through serine residues. In addition to playing a
role in tissue formation during development and remod-
eling, glycosaminoglycans also contribute to the process of
inflammation and tumorigenesis (167). One glycosamino-
glycan that has been widely studied is HA. The role of HA
in various cellular functions including cell proliferation,
cell activation, and cell migration is dependent on its in-
teraction with specific cell surface glycoprotein CD44 (168–
170). Molecular cloning of the CD44 gene revealed the
presence of multiple isoforms, which result from alternate
splicing. Analysis of the expression pattern of the different
isoforms suggests that regulation of expression of specific
isoforms plays a critical role in cellular interactions during
early development (171). The CD44–HA interaction is in-
volved in endothelial cell adhesion and proliferation (172)
and T-cell adhesion and activation (173). CD44 has also
been implicated in the regulation of tumor growth and me-
tastasis, and this activity is dependent on its interaction
with HA (174).

CELL SURFACE ATTACHMENT MOLECULES

In addition to molecules associated with the ECM and the
basement membrane, cell surface receptors also serve as

attachment factors to promote cell–cell interactions. Cell
surface receptors implicated in cell attachment include the
cell adhesion molecule family, the selectin family, and the
cadherin family.

Cell Adhesion Molecules

The cell adhesion molecules, or CAMs, comprise a family
of cell surface receptors that are members of the immu-
noglobulin gene superfamily. Members of this gene super-
family are characterized by the presence of multiple tan-
dem immunoglobulin fold domains. Vascular cell adhesion
molecule 1 (VCAM-1) is present on most peripheral blood
leukocytes, activated endothelial cells, macrophages, den-
dritic cells, bone marrow fibroblasts, and myoblasts (175–
177) and plays an important role in the recruitment of leu-
kocytes to sites of inflammation. At sites of inflammation,
activated endothelial cells express VCAM-1, which facili-
tates the adhesion and subsequent transmigration of cir-
culating leukocytes. The b1 integrin VLA-4 (CD�4/b1)
(178) and the b7 integrin (CD�4/b7) (179) are ligands for
VCAM-1. Similar to VCAM-1, intercellular adhesion mol-
ecules (ICAM-1, -2, -3) are expressed on most circulating
blood leukocytes, activated endothelial cells, fibroblasts,
keratinocytes, chondrocytes, and epithelial cells (180,181)
and play a role in immune and inflammatory responses by
mediating cell–cell interactions. The ligands for ICAM-1
and ICAM-2 include the integrins LFA-1 (CD18/CD11a)
(182) and MAC-1 (CD18/CD11b) (183,184), and CD43
(185). Neural cell adhesion molecule (NCAM) is expressed
on neurons, astrocytes, Schwann cells, myoblasts, natural
killer (NK) cells, and activated T lymphocytes. NCAM is
thought to play an important role in vertebrate develop-
ment through modulation of cell–cell interations between
neurons, astrocytes, oligodendrocytes, and myoblasts
(186). In addition to homotypic interactions, NCAM binds
to heparan sulfate and heparin glycosaminoglycans (187).
Two related members, L1-CAM and Ng-CAM, are ex-
pressed on postmitotic, premigratory neurons and play a
role in neuronal migration and neurite outgrowth. Ligands
for L1-CAM include axonin 1 (188) and �Vb3 integrin
(189). Ng-CAM also binds to axonin 1 (190,191). Neurite
outgrowth is stimulated by the interactions of L1-CAM and
Ng-CAM with axonin I (188) and requires calcium influx
through L- and N-type calcium channels (192). The con-
droitin sulfate proteoglycan neurocan also binds to NCAM,
Ng-CAM, and L1-CAM and inhibits neuronal adhesion and
neurite outgrowth (193). Platelet endothelial cell adhesion
molecule (PECAM-1, CD31) is expressed on platelets, en-
dothelial cells, monocytes, granulocytes, and a subset of T
cells (194,195). Exogenous expression of PECAM-1 on
mouse L cells induces cell aggregation both in a PECAM-
1-dependent, homophilic manner (196), and a calcium-
dependent heterophilic manner through interaction with
heparin and chondroitin sulfate (197). Recently, the �v/b3
integrin has been demonstrated to be a ligand for
PECAM-1 (198).

Selectins

The selectin family of cell surface adhesion molecules func-
tion specifically in leukocyte–endothelial cell adhesion. Se-
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lectins have a multidomain structure consisting of an
amino-terminal carbohydrate-binding lectin domain, an
epidermal growth factor–homologous domain, and a num-
ber of cysteine-rich domains homologous to the consensus
repeats contained within complement regulatory proteins.
Three members of the selectin family have been cloned and
characterized, to date. L-selectin (CD62L) is expressed by
leukocytes, E-selectin (CD62E) is found on endothelial
cells activated by inflammatory mediators, and P-selectin
(CD62P) is found on platelets and activated endothelial
cells (199). The E- and P-selectins are implicated in the
initial adhesion and rolling of leukocytes on activated vas-
cular endothelial cells that line blood vessels (200,201).
Studies showing that monoclonal antibodies directed
against the lectin domain of selectins blocked cell adhesion
have implicated carbohydrates as ligands for selectins.
Currently, a large number of sialylated, sulfated, and/or
fucosylated carbohydrates have been identified as ligands
for selectins (199,202). In addition to their adhesive prop-
erties, selectins activate leukocytes, causing intracellular
calcium release, induction of IL-8 and TNF-� mRNA tran-
scription, and activation of b2 integrin–dependent strong
adhesion (203).

Cadherins

The cadherin family of cell adhesion molecules are
calcium-dependent membrane glycoproteins that are
grouped into nine types based on structural and functional
differences (204). Type I, or classical cadherins (E-, P-, N-,
B-, R-, EP-cadherin), are the only cadherins that have been
conclusively shown to promote cell adhesion. Type I cad-
herins contain five extracellular domains of approximately
110 amino acids each, a single transmembrane domain,
and two cytoplasmic domains. The extracellular domains
contain Asp-X-Gln-Asp-Gln-Asp and Asp-X-Asp amino
acid motifs, which are responsible for calcium binding. The
amino-terminal extracellular domain contains the cell ad-
hesion recognition sequence His-Ala-Val (HAV), which me-
diates calcium-dependent homotypic and heterotypic in-
teractions between cadherins. The cytoplasmic domains of
type I cadherins interact with a family of intracellular pro-
teins termed catenins (105). The catenins in turn bind to
microfilaments and serve to connect the cadherins to the
cytoskeleton. The interaction of catenins with the cyto-
plasmic domain of cadherins is thought to play an impor-
tant role in cadherin adhesive function.

Cadherin interactions regulate the formation of adher-
ens junctions and tight junctions between cells. In addition
to mediating cell–cell contact, cadherins also regulate cell
morphology and differentiation. E-cadherin, which has
been classically associated with the formation, differenti-
ation, and polarization of developing epithelia, has re-
cently been shown to regulate erythropoietin-mediated dif-
ferentiation of bone marrow mononuclear cells (205).
Neural cadherin, or N-cadherin, promotes neurite out-
growth, which can be blocked by HAV-containing peptides
(206). N-cadherin also regulates the adhesion of O-2A-
lineage glial progenitor cells in culture (207).

FUTURE DIRECTIONS

It has become clear that cell–cell and cell–substrate inter-
actions mediated through adhesion molecules and their
corresponding receptors play critical roles in cellular func-
tions including growth, activation, differentiation, and
death. One of the challenges facing researchers will be to
define the molecular mechanisms triggered by the inter-
action between attachment factors and cell surface recep-
tors that regulate cellular function. Recent advances in
molecular biology have provided powerful tools by which
to identify both extracellular and intracellular components
of these complex signaling systems. Soluble, chimeric pro-
teins containing the extracellular regions of attachment
factors and cell surface receptors have been used to iden-
tify and clone novel interacting partners, to define domains
and individual residues that participate in binding, and to
examine the biological role of the attachment factor–cell
surface receptor interaction. In addition to being a tool for
studying the biochemistry and biology of attachment
factor–cell surface interactions, soluble chimeric proteins
are also being pursued as novel drug candidates. The abil-
ity of soluble, chimeric proteins to mimic their native coun-
terparts may allow for the generation of effective
biological-based drugs that can modulate protein–protein,
or cell–cell interactions and their downstream signaling
events.

In addition to defining extracellular interations, the de-
velopment of powerful molecular biology approaches has
provided novel methods by which to identify protein–
protein interactions that occur inside cells. The yeast two-
hybrid system has been used to identify signaling proteins
that interact with the cytoplasmic domains of various at-
tachment factor cell surface receptors. This system has
been used to identify several proteins that play important
roles in integrin function, including the cytoskeletal pro-
tein filamin (27,28), cytohesin 1 (208), integrin-linked ki-
nase (209), and b3 endonexin (210). This system will con-
tinue to provide a means of identifying molecules that
interact with the cytoplasmic domain of attachment factor
cell surface receptors and participate in attachment
factor–cell surface receptor interactions. These ap-
proaches, together with the current explosion in the iden-
tification and cloning of novel attachment factor receptors
through use of genomic-based bioinformatics, will provide
an exciting opportunity for interface between attachment
factor biologists, molecular and cell biologists investigat-
ing cell signaling, and bioinformaticians in the develop-
ment of the biology of cell attachment.
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INTRODUCTION

Members of the genus Bacillus are gram-positive,
endospore-forming bacteria that include both mesophiles
and extremophiles. They are widely distributed in nature
but are most commonly found in soil and associated water
sources. Their extraordinary metabolic diversity has been
exploited by old and new biotechnologies—from the pro-
duction of Natto, a traditional Japanese food obtained by
fermenting soybeans with Bacillus subtilis var. natto, to
engineered industrial enzymes used in the food and deter-
gents industries.

DISTRIBUTION AND TAXONOMY

The genus Bacillus comprises gram-positive, endospore-
forming, aerobic or facultatively anaerobic bacteria. Mem-
bers of the genus show extraordinary metabolic diversity
and lifestyles and include thermophiles, psychrophiles, al-
kalophiles, and acidophiles (1,2). They are metabolically
chemoorganotrophs, being dependent on organic com-
pounds as sources of carbon and energy. B. subtilis, the
most extensively characterized species, is a prototroph ca-
pable of growing at mesophilic temperatures on chemically
defined salts media with glucose or other simple carbon
sources. In contrast, some insect pathogenic species are
nutritionally fastidious and require highly specialized
growth media (3).

Bacillus species are among the most widely distributed
microorganisms, found commonly in soil and associated
environments, including plants and water sources such as
rivers, estuaries, and coastal waters (4). Most species are
harmless to humans and animals, and only a few patho-
gens have been identified. The latter include B. anthracis,
the causative agent of anthrax, B. cereus, which causes
food poisoning, and several insect pathogens.

The primary reservoir for most Bacillus species is the
soil, where they secrete a variety of carbohydrate- and
protein-degrading enzymes that allow them to grow at the
expense of plant material and other nutrients (4). These
macromolecular hydrolases are the source of much of the
commercial interest in these species (5). Their ability to
form spores means that they can often be detected in an
environment long after periods of metabolic activity. The
major soil types are members of the B. subtilis and B.
sphaericus groups. However, representatives of the more
fastidious species in the B. polymyxa group tend to accu-
mulate in soils with a high organic content.

Some species form a close relationship with plant roots,
particularly representatives of the B. polymyxa group. Sev-
eral species (e.g., B. azotofixans, B. macerans, and B. poly-
myxa) fix nitrogen under anaerobic conditions. Certain
strains of B. subtilis are categorized as plant growth–
promoting rhizobacteria (PGPR). In return for stimulating
plant growth by increasing the availability of inorganic nu-
trients, or secreting plant growth hormones or compounds
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(often peptide antibiotics) that inhibit the growth of plant
pathogens, PGPR receive nutrients from the plant in the
form of plant exudates (6).

The metabolic diversity of the genus is matched by sig-
nificant genetic diversity, and the %GC content of their ge-
nomic DNA varies from about 33 to 67 mol%. This varia-
tion is much larger than would be expected for a
well-defined genus, and the 60 to 70 currently recognized
species of Bacillus are likely to be reassigned to an in-
creased number of more clearly defined genera. This pro-
cess has already started with the reassignment of B. aci-
docaldarius and some other acidophilic thermophiles to
the genus Alicyclobacillus (7). Numerical taxonomic and
16S ribosomal (r)RNA sequence analyses show good but
not perfect congruence (8,9). These studies have resulted
in Bacillus species being assigned to five groups. The evo-
lutionary distance between these groups is large enough
to affect the outcome of interspecies gene transfer and clon-
ing experiments, particularly when there are large dis-
crepancies between the %GC contents of the species in-
volved.

The B. subtilis group includes many of the better-known
bacilli. These include facultative anaerobes such as B. lich-
eniformis, which grow fermentatively in the absence of ex-
ogenous electron acceptors, and aerobes such as B. subtilis
that grow weakly in the absence of oxygen except in the
presence of nitrate, which they can use as an alternative
electron acceptor (10,11). Members of this group produce
acid from several sugars, and several (e.g., B. lentus, B.
firmus) are halotolerant. The group includes toxigenic spe-
cies such as B. anthracis, B. cereus, and B. thuringiensis.

The B. sphaericus group is strictly oxidative, using ac-
etate or amino acids rather than sugars as carbon and en-
ergy sources (12). Members of the B. sphaericus group are
virtually unique among bacilli in having the meso-
diaminopimelic acid that is usually present in cell walls
replaced by lysine or ornithine.

The B. polymyxa group (renamed Paenibacillus) is
made up of facultative anaerobes that use sugars and poly-
saccharides. B. macerans grows better in the absence of
oxygen with an acidogenic type of fermentation that
changes to an ethanolic fermentation at acidic pHs. B. po-
lymyxa exhibits a butanediol type of fermentation. Mem-
bers of the B. brevis group (renamed Brevi bacillus) are
taxonomically heterologous. They are strict aerobes that
generally do not produce acid from sugars. Some species,
notably B. azotoformans, can grow anaerobically by using
nitrate as an electron acceptor.

The thermophilic bacilli, which grow optimally at tem-
peratures above 50 �C, represent a heterologous group
with at least three lines of descent that range from anaer-
obes to strict aerobes. Some are able to grow fermenta-
tively on lactic acid (B. coagulans) whereas others are
chemolithotrophic autotrophs. The group includes B. aci-
docaldarius and the other acidophilic thermophiles that
have been reassigned to the genus Alicyclobacillus (7).

Preservation of Strains

Although most strains of Bacillus survive well on agar
plates, either at room temperature or at 4 �C, it is recom-
mended that they are subcultured on a weekly basis. Be-

cause Bacillus species are able to sporulate, viable cells
may even be recovered from severely dehydrated agar
plates, particularly from minimal agar plates that encour-
age sporulation. Long-term stocks of Bacillus may be pre-
served as glycerol or lyophilized cultures, in the form of
spores or vegetative cells (13). Strains that sporulate well
may be preserved as spore suspensions in sterile water
(14). Spore suspensions are generally stable for many
years. Most Bacillus strains can be transported on freshly
inoculated nutrient agar slopes or as spore suspensions
spotted on sterilized filter paper disks encased in sterilized
aluminium foil.

Culture Collections

The Bacillus Genetic Stock Center (BGSC, Department
of Biochemistry, Ohio State University, 484 West 12th
Avenue, Columbus, OH 43210-1292) has an extensive
collection of mutant strains, bacteriophages, and plasmids.
Although mainly devoted to B. subtilis, the collection
also includes strains of B. cereus, B. licheniformis, B.
megaterium, B. pumilus, B. stearothermophilus, B. thurin-
giensis, and a few others. BGSC produces an extensive
catalog that can be requested by e-mail from dzeigler
@magnus.acs.ohio-state.edu. Strains of Bacillus are also
available from a variety of international culture collections
and a comprehensive list has been published (15). The
American Type Culture Collection (ATCC, 12301 Park-
lawn Drive, Rockville, MD 20852) has a World Wide
Web (WWW) site at http://www.atcc.org/, and the Japan
Collection of Micro-organisms (JCM; Riken, Wako-shi,
Saitama 351, Japan) is available at http://www
.wdcm.riken.go.jp/wdcm/JCM. More general links to cul-
ture collections are available at the World Data Collection
for Micro-organisms at http://www.wdcm.riken.go.jp/.

The publication of the genome of B. subtilis 168 (16) has
provided the opportunity to investigate the function of
open reading frames (ORFs) with no known function (un-
known reading frames (URFs) (17). A collection of isogenic
mutants has been established in which the URFs of B. sub-
tilis 168 have been systematically inactivated with a
purpose-designed integrational vector, pMUTin. These
mutants also permit the expression of the target genes to
be monitored and any gene(s) downstream in the same
transcriptional unit to be induced. The depository for the
collection is accessible to account holders via the Micado
WWW site at http://locus.jouy.inra.fr/cgi-bin/genmic
/madbase/progs/madbase.operl.

GENETIC MANIPULATION

A wide range of genetic techniques has been developed for
B. subtilis, making it among the most amenable bacteria
to genetic manipulation. These techniques include classi-
cal in vitro and in vivo mutagenic methods and extremely
efficient in vitro genome manipulation methods that are in
advance of those available for other bacteria, including
Escherichia coli (18). Bacillus vectors have been designed
to allow recombinant or mutant genes to be maintained
autonomously in the host or integrated into the chromo-



BACILLUS 245

some by double-crossover (Fig. 1) or single-crossover (Fig.
2) recombinations. In the case of a single-crossover recom-
bination, tandem copies of the gene, one wild type and one
mutated, can be engineered into the chromosome, if re-
quired, each under the control of independently controlled
promoters (Fig. 2). The techniques for the manipulation of
other Bacillus species are limited by their transformabil-
ity.

Mutagenesis

A number of DNA repair systems have been detected and
studied in B. subtilis, including error-prone SOS-like
translesion DNA synthesis but not photoreactivation (19).
Consequently, classical in vivo mutagenic methods gener-
ate mutants efficiently. Limitations in whole-cell muta-
genic techniques, including lack of specificity and the gen-
eration of multiple mutations that may influence the cell’s
phenotype in an unpredictable manner, can be overcome
by use of an alternative approach in which cloned copies of
the target DNA are subjected to in vitro mutagenesis and
subsequently reintegrated into the chromosome (20). This
approach is aided by the publication of the genome se-
quence of B. subtilis strain 168 (16).

Specific changes are currently introduced into DNA se-
quences by PCR techniques, with more extensive changes
being engineered by splicing PCR methodologies (e.g.,
splicing by overlap extension [21]). The modified DNA can
then be introduced into the host bacterium either on rep-
licating or integration plasmids. The ability to generate
insertion mutants is one of the great technical strengths
of B. subtilis. The techniques rely on the ease with which
Bacillus DNA can be cloned into plasmids that replicate in
E. coli but not in B. subtilis and the high frequency with
which homologous recombination occurs within B. subtilis.

The identification and analysis of B. subtilis genes in-
volved in specific functions or responding to particular
stimuli has been facilitated by the use of transposons and
transpositional mutagenesis. Although the value of trans-
posons as a tool for the analysis of B. subtilis has dimin-
ished with the publication of the genome sequence (16),
nevertheless the technology remains important for the
analysis of other Bacillus species. Because of the lack of
suitable native Bacillus transposons, Tn917 from Entero-
coccus faecalis and Tn10 from E. coli have been used (22–
24). In addition to their value for mutagenesis, transpo-
sons have been used to clone DNA adjacent to the site of
integration, to generate transcriptional fusions to reporter
genes, to control the expression of adjacent genes, and as
phenotypic tags for mapping and cloning studies.

Transposon Tn917 is a 5.3-kb Tn3-like transposon con-
ferring inducible erythromycin resistance (MLS-type).
This transposon has a number of properties that make it
a valuable genetic tool, including (1) the ability to insert
relatively randomly into bacterial chromosomes, (2) a rela-
tively high transposition frequency, (3) the ability to ac-
commodate at least 8 kb of DNA without markedly affect-
ing transposition frequency or insertional stability, and
(4) a host range that includes gram-positive and gram-
negative bacteria. In addition to B. subtilis, Tn917 has
been used in B. amyloliquefaciens, B. licheniformis, and B.

megaterium (23). Insertion of Tn917 is not entirely ran-
dom, and a limited preference for specific loci has been ob-
served in the case of B. subtilis and B. licheniformis
(25,26).

An alternative to Tn917 is an engineered minideriva-
tive of Tn10 (24). This transposon consists of a Staphylo-
coccus aureus–derived cat (chloramphenicol resistance)
gene flanked by 307-bp fragments derived from IS10. The
gene encoding the transposase is incorporated into a deliv-
ery vector rather than the minitransposon itself. Tn10-
derived transposons have two potential advantages over
Tn917-based transposons. They appear to transpose at a
significantly higher frequency and insert randomly with-
out bias to specific targets. A series of special-purpose de-
livery systems have been developed for gene inactivation,
the recovery of adjacent chromosomal sequences, and tran-
scription fusions.

Transformation

Bacillus subtilis was the first nonpathogenic bacterium to
be successfully transformed with extracted DNA (27–29).
The availability of methods for introducing DNA into cells
is essential for recombinant DNA technology, and several
transformation techniques have been developed for B. sub-
tilis. The most frequently used method is transformation
of naturally competent cells, although protoplasts of B.
subtilis (30) and several other Bacillus species can be ef-
ficiently transformed. Current methods for electrotrans-
formation of Bacillus species usually result in low yields of
transformants.

Natural competence is one of several postexponential
phase phenomena that are characteristic of B. subtilis
strain 168. In glucose-minimal media, maximal compe-
tence develops shortly after the transition from exponen-
tial to stationary phase, and only about 10% of the cells
are able to take up DNA. Natural competence has been
observed with a limited number of B. subtilis strains, and
few natural competence systems are known for Bacillus
species. Unlike Haemophilus influenzae, competent B. sub-
tilis cells do not discriminate between native and foreign
DNA. In recombination-proficient strains, homologous
chromosomal DNA is integrated in the host chromosome
at the site of homology. If saturating amounts of DNA (�1
lg/mL of culture) are used, the cotransfer of unlinked ge-
netic markers occurs. This phenomenon, called congres-
sion, can be used to introduce genes for which no selectable
phenotype is known (31).

The frequency of plasmid-mediated transformation is
usually between 0.001% and 0.1%, and this frequency is
reduced still further with ligation mixtures. A major rea-
son for these low efficiencies is that donor plasmid DNA
becomes randomly fragmented and converted into single-
stranded DNA before entry into the cell. Recirculation of
the plasmid DNA requires a region of homology provided
on fragments of opposite polarity, and consequently only
plasmid multimers, present in most plasmid preparations,
or monomers containing internal repeats are effective in
transformation (32).

Bacillus protoplasts can incorporate DNA if treated
with chaotropic agents such as polyethylene glycol. The
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Figure 1. Double-crossover recombination shows the integration of a fragment of DNA from a
linearized vector that is unable to replicate in Bacillus species. (a) Recombination event involving
sequences homologous to the target DNA. (b) Recombination event involving heterologous DNA,
in this case inserted between 5� (amyED) and 3� (DamyE) fragments of the nonessential amyE gene
encoding �-amylase. Integrants lose the ability to hydrolyze starch.

fragility of the wall-less protoplasts means that transfor-
mation needs to be carried out in an isosmotic medium; the
cell walls are subsequently regenerated on complex regen-
eration media. Protoplast transformation was originally
developed for B. subtilis by Chang and Cohen (30) but has
subsequently been modified in many laboratories. A major
advantage of protoplast transformation is that plasmid
DNA remains double stranded throughout the procedure
and consequently is less likely to undergo rearrangements.
Despite its advantages, protoplast transformation meth-
ods are laborious and difficult to reproduce; transformation

frequencies up to 10% per protoplast are claimed but in
practice are usually a great deal lower. In addition, the
complexity of the regeneration media precludes the selec-
tion for prototrophic markers. Protoplast transformation
protocols have been developed for several other Bacillus
species including B. amyloliquefaciens, B. licheniformis,B.
stearothermophilus, B. anthracis, and B. firmus.

Genome Analysis and Manipulation

The genome of B. subtilis strain 168 is 4.2 Mbp in length,
has a G�C content of 43.5%, and encodes slightly more
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Figure 2. Single-crossover recombination showing integration of an intact integration vector into
the host chromosome at the site of the target gene. Part or all of the target gene is duplicated as
a result of the integration event. The inclusion of a controllable promoter upstream of the target
gene fragment on the vector allows for controllable gene expression of the 3� copy of the gene or
any genes downstream in the same operon. AbR, selectable antibiotic resistance gene.

than 4,100 protein-coding genes (16). The genome shows
evidence of 10 prophages or remnants of prophages, which
may account for its susceptibility to lysis at the end of ex-
ponential growth in the absence of an energized membrane
(33). Nearly half the protein-coding genes have paralogues
in the genome, and several expanded gene families were
detected, particularly for two-component signal transduc-
ers (34 genes) and ATP-binding transporters (77 genes).

Although analysis of a complete microbial genome se-
quence reveals many new ORFs, it is not possible to ascribe
functions to all the detected ORFs on the basis of currently
available sequence databases and bioinformatics tools.
Even in well-characterized species such as E. coli and B.
subtilis, URFs represent about 40% of the detected ORFs.
Given the intensive in vitro studies on bacteria, it is likely
that the function of a significant proportion of the URFs
will relate to growth and survival in natural habitats.

The inability to ascribe function to more than a third of
the ORFs in B. subtilis has required the development of
new strategies for analyzing gene function. In the case of B.
subtilis, a highly coordinated systematic functional anal-
ysis program involving groups with a wide range of tech-
nical expertise has been established. Approximately 2,000
unknown genes have been systematically disrupted with
an integrational vector to generate a collection of isogenic

mutants strains (34). The mutant construction strategy in-
cludes the introduction of a lacZ transcriptional reporter
for monitoring the expression of the target gene and a con-
trollable promoter that facilitates the expression of any
genes downstream in the same operon (Fig. 2).

The availability of the B. subtilis genome sequence has
revolutionized the methods of analysis and manipulation
of this bacterium, and consequently traditional methods of
genetic linkage mapping involving generalized transduc-
ing for long-range mapping and transformation for fine
structure mapping have largely been rendered redundant
(31). This is not the case for species such as B. megaterium
for which generalized transducing phages such as MP13
and protoplast transformation remain important analyti-
cal tools (35).

Increasingly, integration systems are used for the anal-
ysis and manipulation of the B. subtilis genome. Transfor-
mation of cells with homologous DNA fragments is very
efficient, and if heterologous sequences are flanked by se-
quences homologous to chromosomal DNA they can be in-
serted efficiently at the sites of homology via a double-
crossover recombination event (Fig. 1). In the case of
circular molecules, a single site of homology is all that is
required and integration is via a single-crossover recom-
bination event (Fig. 2).
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Single or Campbell-type integration events generally
use E. coli–based plasmid vectors that are not able to rep-
licate in gram-positive bacteria but that include an anti-
biotic resistance gene that can be selected in B. subtilis. A
fragment of B. subtilis DNA (�0.4 kb) is cloned via E. coli
into the integrational vector, which is then transformed
into B. subtilis. Selection for an antibiotic-resistant gene
results in transformants in which the vector has integrated
into the host chromosome via a single-crossover recombi-
nation between homologous regions on the vector and bac-
terial chromosomes. Integration results in a duplication of
the cloned fragment at the flanking ends of the integrated
vector. These tandem repeats represent an amplifiable
unit; increasing the amounts of antibiotic used for selection
can result in the amplification of the intervening sequences
up to 70 copies (36).

The integrational vector system can be used to generate
different mutational outcomes. If the cloned fragment car-
ries an entire operon, including promoter and transcrip-
tion terminator, two fully functional copies of the gene are
present in the integrant. If 5�- or 3�-end fragments of an
operon are used, only one functional copy of the target gene
is generated. If the 5�-end fragment includes a ribosome-
binding site and start codon, and is placed downstream of
a controllable promoter, then the expression of the single
functional copy of the target gene is under the control of
this promoter (Fig. 2). Finally, if regions internal to the
target gene are used, no functional copies are formed after
integration.

With double-crossover integrations, chromosomal DNA
is replaced by either mutationally altered homologous
DNA (Fig. 1a) or heterologous DNA (Fig. 1b). Only a single
copy of the target gene is introduced. The incoming frag-
ment, which must encode a selectable phenotype, is
flanked by DNA that is homologous to sequences at the
chromosomal target site. The amyE gene, encoding a non-
essential �-amylase, is often used as a target of double-
crossover integrations because its disruption provides a
positive selection phenotype on starch plates (Fig. 1b).

Cloning and Expression Systems

The development of recombinant DNA techniques for B.
subtilis is now well advanced, and previously encountered
problems of vector stability have largely been overcome.

Plasmid Vectors. B. subtilis 168, the strain that has
been sequenced and that is used for most genetic studies,
does not contain endogenous plasmids, whereas most plas-
mids present in other Bacillus strains are cryptic. Conse-
quently, plasmid vectors designed for use in B. subtilis
have been taken from other gram-positive bacteria, nota-
bly Enterococcus faecalis, Lactococcus lactis, and Staphy-
lococcus aureus (18,37). Staphylococcal plasmids such as
pUB110 and pE194, which formed the basis of the first
generation of Bacillus vectors, are still in common use for
B. subtilis (38). The kanamycin resistance plasmid
pUB110 is the most widely used replicon but suffers from
problems of structural and segregational instability that
result from its single-stranded (rolling circle) mode of rep-
lication (39). The second generation of Bacillus vectors in-

volved the construction of chimeras between gram-positive
and gram-negative replicons (40). These shuttle or bifunc-
tional vectors enabled initial cloning experiments to be car-
ried out in E. coli, exploiting this organism’s highly effi-
cient transformation system. In recent years, stable
single-stranded replicating plasmids and theta-replicating
plasmids have been identified and are being developed as
a new generation of Bacillus vectors (18). The former in-
cludes derivatives of plasmids such as pWVO1 derived
from Lactococcus lactis (41) and certain endogenous Bacil-
lus plasmids, the latter plasmids based on pAMb1, origi-
nally isolated from Enterococcus faecalis (42,43).

An alternative to using autonomously replicating plas-
mid vectors is to use plasmid integration vectors. Such in-
tegrants are usually stable; reversal of the process, by re-
combination in the duplicated sequences, occurs at a
frequency of about 10�4 to 10�5 per cell generation (44).
Integration vectors have been reviewed by Albertini and
Galizzi (45) and Pérego (46).

Various special-purpose plasmid vectors have also been
developed, including expression and secretion vectors. Al-
though the expression of many genes has been studied in
B. subtilis, relatively few promoter systems have been de-
veloped for controlled, high-level expression. The majority
of extracellular enzymes synthesized for industrial pur-
poses are expressed from native promoters induced at the
end of exponential growth and for extended periods in the
stationary phase (47). During this time they can be sub-
jected to a variety of control pathways, including
transition-state regulators and catabolite repression
(48,49). Industry has developed promoter–expression sys-
tems (including growth regimes) that can direct the syn-
thesis of extracellular proteins to concentrations of about
20 g/L, although for commercial reasons the details of
these systems are not generally available. Three promoter
systems that are widely used in research laboratories are
discussed next.

Pspac Promoter. The Pspac promoter was constructed by
fusing the 5� sequences of a promoter from SPO1, a lytic
B. subtilis bacteriophage, and the 3� sequences of the lac
promoter, including the entire lac operator. The point of
fusion is within the �10 region of the hybrid promoter
(50). The controllability of Pspac is dependent on the pres-
ence of the lac repressor, expressed in B. subtilis by placing
it downstream of a promoter and ribosome-binding site
(RBS) derived from a B. licheniformis penicillinase gene.
The Pspac promoter can be induced 50 fold with the lactose
analog IPTG.

XylR-Controlled Promoters. The genes for the utilization
of xylose polymers are controlled in B. subtilis at the level
of transcription (51) through the activity of a repressor, the
product of the xylR gene. The xylose-inducible promoter–
operator elements have been used without modification to
control expression from chromosomal and plasmid loca-
tions. A copy of the xylR gene is usually included on high-
copy-number expression vectors to maintain a balance be-
tween the number of repressor molecules and operator
sites. Although genes in the xylose regulon are subject to
catabolite repression, the catabolite-responsive element is
located well downstream of the promoter and operator, and
is therefore not included in the expression vectors. In con-
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trast to IPTG, xylose is a cheap and readily available sub-
strate and can be used for the induction of large-scale fer-
mentations.

SacR-Controlled Promoters. The inducible expression of
sacB, the gene encoding extracellular levansucrase by su-
crose, involves a number of regulatory mechanisms, not all
of which are fully understood. The sacB gene is controlled
positively by sucrose, the sacY antiterminator, and the
products of degQ and sacU and negatively by sacX, a pu-
tative PTS enzyme IIsucrose. The sacR regulatory region lo-
cated upstream of the sacB promoter contains a target se-
quence for DegQ and SacU, which together enhance
transcription. Downstream of this promoter, but before the
sacB RBS, a termination-like stem-loop structure is pres-
ent, which is acted on by the SacY antiterminator to me-
diate sucrose-induced expression (52). Expression vectors
based on the sacB promoter have the advantage that this
promoter can be activated during exponential growth
when the expression of most Bacillus extracellular prote-
ases is repressed and is not subject to catabolite repres-
sion. The level of induction is also geared to the level of
sucrose in the medium; the promoter is only weakly in-
duced in the presence of 1 mM sucrose and is fully induced
at 30 mM.

Phage Vectors. The development of phage vectors for B.
subtilis has lagged well behind that of E. coli, and no phage
vectors with the range and versatility of those of lambda
exist for this organism. Libraries have been generated in
derivatives of Bacillus phages u105 and SPb, although the
former has been used more extensively (53). Attempts to
develop a cosmid system for B. subtilis have failed because
of the lack of an efficient in vitro packaging system for any
of the candidate phages.

Bacteriophages u105 and PBSX (a defective phage of B.
subtilis strain 168) have both been developed for the pro-
duction of proteins in B. subtilis (53). In both cases the
phages have been modified to make them temperature in-
ducible by the introduction of mutations in the genes en-
coding the immunity repressor proteins. Target genes are
introduced downstream of a strong prophage promoter. In
the case of u105MU333, temperature induction can lead to
the production of the target gene product to 0.5 mg/mL
culture supernatant (54). Bacteriophage-based expression
systems have the advantage of being relatively stable be-
cause they are maintained as a single copy during growth.
Copy number increases at the time of induction due to the
replication of the phage. The promoter is tightly controlled
but is induced cheaply and in a manner favored in indus-
trial fermentations by increasing temperature. However,
vector development is still required to maximize the full
potential of this system for high-level protein production.

PROTEIN SECRETION

Bacillus subtilis and its close relatives secrete proteins di-
rectly into the growth medium efficiently and to high con-
centrations. The productivity of Bacillus species for the
production of extracellular proteins has been improved by
a variety of techniques including random and directed mu-
tagenesis, recombinant techniques, and growth regimes.

Yields of tens of gram per liter are expected from industrial
strains secreting native Bacillus proteins (55–58).

The secretion process is highly specific, involving func-
tional sequences on the secretory protein and recognition
between the secretory proteins and the host’s protein se-
cretion machinery (secretory preprotein translocase). For
convenience, the process in B. subtilis can be divided into
three stages: intracellular processes, involving the target-
ing of secretory proteins to the cytoplasmic membrane–
secretory translocase; translocation across the cytoplasmic
membrane; and posttranslocational stages, involving the
processing of the secreted protein, its folding into the na-
tive conformation, and passage through the cell wall into
the growth medium.

A major limiting step in the production of native secre-
tory proteins is the level of transcription of their genes. The
transcription of genes encoding native secretory proteins
is tightly controlled and involves a number of complex, of-
ten interacting, regulatory networks, including transcrip-
tional activators (e.g., DegQ, DegR, DegU, and SenS) and
repressors (e.g., AbrB, Hpr, and Sin). For example, the nu-
cleotide sequence upstream of apr, encoding the major al-
kaline protease of B. subtilis, includes binding sites for
Hpr, Sin, SacU/Q, and AbrB (48).

Most Bacillus secretory proteins are synthesized as pre-
cursors with amino-terminal extensions known as signal
peptides, or pre-peptides. The signal peptide is required to
target the precursor to the cytoplasmic membrane and for
initiating the interaction with the secretory translocase.
During or shortly after translocation across the mem-
brane, the signal peptide is removed through the action of
signal peptidases. Bacillus signal peptides vary in length
from 18 to 35 amino acid residues; their average length of
about 30 residues is 5 to 7 residues longer than their coun-
terparts in gram-negative bacteria and eukaryotes. The C-
terminal end of the signal peptide contains the signal pep-
tidase recognition sequence. Lipoproteins, which remain
attached at the trans side of the membrane after translo-
cation, are cleaved by a prolipoprotein-specific signal pep-
tidase that has a different recognition sequence (47).

Many exported Bacillus proteins are synthesised as pre-
pro-proteins. The pro-peptide, which is located between
the signal peptide (pre-) and the mature protein, can vary
in length from about 8 (e.g., B. subtilis �-amylase) to more
than 200 amino acids (various neutral proteases). Pro-
peptides have been implicated in the folding of the mature
protein into its native conformation following transloca-
tion (47,59). Cleavage of the pro-peptide occurs after trans-
location, autocatalytically in the case of proteases or via
extracellular proteases in the case of other secretory pro-
teins (60). Long (8–20 residues) hydrophobic domains,
flanked by positively charged residues, are usually absent
from secretory proteins because such domains act as “stop
transfer” or “membrane anchor” sequences. Similarly, few
positively charged residues are found in the amino termi-
nus of the mature protein as these reduce export efficiency.

Surprisingly little is known about early events in the B.
subtilis secretory pathway. Secretion-specific molecular
chaperones, required to maintain secretory precursor pro-
teins in an unfolded conformation, to prevent their aggre-
gation, and to target them to the secretory machinery in



250 BACILLUS

the membrane, have not been detected in B. subtilis. This
could indicate that secretion is cotranslational, and indeed
elements of the signal recognition particle–like (SRP-like)
pathway have been found in this bacterium (47). The se-
cretory translocase complex appears to be similar to that
of E. coli. The SecAEY complex is primarily responsible for
the ATP-dependent transport of proteins across the mem-
brane, and homologs of other components of the E. coli
translocase, such as SecD, F, and G, also appear to be pres-
ent, in the former two cases as a SecDF fusion. A unique
feature of B. subtilis strain 168 is the presence of five type
I signal peptidases and a single type II lipoprotein signal
peptidase; some industrial strains contain plasmids spec-
ifying additional type I signal peptidases.

The release of the translocated mature protein from the
membrane is usually accompanied by its folding to the na-
tive conformation. For many B. subtilis secretory proteins,
this requires folding factors such as Fe3� and Ca2� and/or
the extracytoplasmic lipoprotein PrsA. Efficient folding of
the mature protein on the trans side of the membrane ap-
pears to be important for avoiding or reducing electrostatic
interactions with negatively charged components of the
cell wall and degradation by extracellular proteases
(61,62).

Although there are limits to the amounts of native pro-
teins secreted by bacilli, such proteins are usually capable
of being produced at commercially significant levels. In
contrast, the extracellular production of heterologous pro-
teins, especially from eukaryotic sources, is frequently in-
efficient. The reasons for this are not fully understood but
are likely to include that the inherent incompatibilities
with the secretory apparatus and their susceptibility to the
many extracellular proteases, cell associated and released,
produced by these bacteria (61,63).

GENE EXPRESSION

Most of the extracellular hydrolase enzymes produced by
Bacillus species are induced during the transition from
vegetative growth to stationary phase, where they appear
to function to increase the range of substrates that may be
used to sustain growth. The expression of the genes encod-
ing some of these enzymes appears to be linked to, but not
necessary for, sporulation itself (e.g., alkaline and neutral
proteases), while others (e.g., �-amylases and alkaline
phosphatases) are linked to the exhaustion of specific sub-
strates.

Sporulation

Sporulation is a developmental process in which bacilli de-
velop into heat-, chemical-, solvent-, radiation-, and
desiccation-resistant spores (64,65). Their transition from
dormancy to vegetative cells involves germination and out-
growth. Under laboratory conditions at 37 �C, sporulation
takes approximately 8 h. The process has been divided into
a series of stages that are defined primarily on the basis
of their morphology. These stages, labeled 0, II, III, . . .
through VII (stage I is no longer recognized), broadly cor-
relate with the time (in hours) after the induction of spor-
ulation (Fig. 3).

Sporulation is induced in response to nutrient depri-
vation and is only initiated after the failure of transition
phase processes (e.g., motility and chemotaxis, production
of macromolecular hydrolases, development of compe-
tence) to restore vegetative growth. Sporulation is induced
by activated SpoOA (SpoOA–P) via a phosphorelay that
facilitates multifactorial signal processing. The first mor-
phologically distinct stage is stage II, which is defined by
the formation of an asymmetric cell division event that di-
vides the cell into two compartments, the larger sporan-
gium (or mother cell) and the prespore, or forespore. Dur-
ing stage II, the prespore becomes completely engulfed by
the sporangium so that, at stage III, the two compartments
are separated by a double membrane system. During stage
IV, peptidoglycan is laid down between the two membrane
layers to form the spore cortex and the germ cell wall. Dur-
ing this stage the prespore becomes refractile to light. In
stages V and VI, spore coat proteins are laid down on the
surface of the inner and outer membrane of the prespore.
As these mature the spore becomes increasingly resistant
to chemicals and heat. In the final stage, stage VII, the by-
now-dehydrated spore is released from the sporangium by
cell lysis. The fully mature spore is metabolically inactive
and capable of surviving as such for certainly tens, and
possibly hundreds, of years.

Sporulation is a tightly controlled process requiring dif-
ferential expression of genes on the chromosomes in each
of the two compartments, as well as developmental check-
points to ensure synchrony between their patterns of de-
velopment. This is achieved through the differential acti-
vation of sporulation-specific sigma (r) factors at or about
stages II to III. rF is active in the prespore, and rE is active
in the sporangium. These sigma factors are, in turn, re-
sponsible for the induction of sporangium-specific (rK) and
prespore-specific (rG) sigma factors. Synchrony between
the two compartments is maintained by signal communi-
cation processes.

Much less is known about germination and outgrowth.
In the laboratory at 37 �C, the time between induction of
germination and the first cell division event is about 90
min. Germination is triggered by a variety of chemical and
physical stimuli; spores of B. subtilis germinate in re-
sponse to L-alanine or to a mixture of asparagine, glucose,
fructose, and KCl (66). Germination is accompanied by a
series of rapid chemical and physiological changes includ-
ing the degradation of the spore cortex, disruption of the
spore coat, rehydration, and swelling. These changes are
accompanied by a loss of heat and chemical resistance. It
takes some 30 min before de novo RNA synthesis takes
place. During outgrowth the cell begins to increase in mass
and to replicate its DNA, forming an elongated cylindrical
cell that is only subsequently reduced to a normal-sized
cell by a delayed cell division.

Phosphate

Phosphorus is a major growth-limiting substrate in natu-
ral environments such as soil (67); consequently, under
phosphate limitation, B. subtilis induces a programmed se-
ries of responses to reduce the cell’s requirement for phos-
phorus, increase its affinity for phosphate uptake, and pro-



BACILLUS 251

�
�

�
�

�
�

�
�
�

�

�
�
�

�

Core

Cortex Genomic DNA

Germ cell wall

Spore coat

Exosporium Bacillus endospore

Transition state

Sporulation 
window 
(between

replication 
and cell 
division)

Germination
and outgrowth

Stage VII
Lysis of

sporangium

Stage V/VI

Spore coat
and maturation

Stage IV

Cortex 
formation

Stage III

Engulfment
Stage II

Asymmetric cell division

Stage 0

Vegetative
cell cycle

Figure 3. The sporulation pathway in Bacillus subtilis and its relationship to the vegetative cell
cycle. Sporulation is only initiated toward the end of the vegetative cell cycle when the cell has two
complete copies of the chromosome.

duce extracellular hydrolytic enzymes to recover inorganic
phosphate from organic sources (68,69).

B. subtilis responds to phosphate stress by the coordi-
nated induction of approximately 40 genes (69). Prominent
among these are genes of the Pho regulon (67,70–72),
whose products include alkaline phosphatases (APase), al-
kaline phosphodiesterase (APDase), a high-affinity phos-
phate transporter, and enzymes required for teichuronic
acid synthesis.

The Pho regulon of B. subtilis is controlled by two trans-
acting regulators, PhoP and PhoR, that together form the
components of a two-component, environment-sensing,
signal transduction system (70,73). PhoR is a membrane-
spanning sensor protein with histidine protein kinase
(HPKase) activity that is activated at low phosphate con-
centrations to PhoR–P. This in turn acts as a substrate for
the activation of PhoP, a response regulator required for
the induction of the Pho regulon. B. subtilis genes acti-
vated by PhoP–P, which include the bicistronic operon en-
coding PhoP and PhoR, constitute the Pho regulon. The
response regulators of at least two other signal transduc-
tion systems, SpoOA–P and ResD, indirectly affect the ex-
pression of the Pho regulon by repressing the phoP/R op-
eron (71,74,75).

The promoters of the Pho regulon genes/operons that
have been studied to date have a conserved sequence,
TTAACA (74), located around position �22. This sequence
may be equivalent to the Pho box observed in E. coli (76),
which also tends to be located toward the 5� end of the
promoter region of Pho regulon genes/operons.

Carbon

Bacillus species can grow on a wide range of simple carbon
sources, including glucose, sucrose, and amino acids as
well as a range of complex substrates such as proteins and
polysaccharides, particularly plant-derived substrates
such as starch and arabinans. In the case of more complex
substrates, extracellular enzymes are required to reduce
the size of these substrates before uptake and utilization.
Carbon substrates are transported into the cell either in
an unmodified form or via a PTS system (77).

In B. subtilis many genes/operons encoding enzymes in-
volved in the catabolism of substrates as diverse as starch
and histidine are repressed by readily metabolizable car-
bon sources such as fructose, glucose, glycerol, or manni-
tol—so-called PTS sugars. Catabolite repression functions
at the level of transcription, but differs substantially from
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the cyclic AMP-mediated system observed in E. coli. Three
components of the B. subtilis system have been identified:
a cis-acting catabolite-responsive element (CRE) and two
trans-acting factors, CcpA and Hpr. The 14-bp palindomic
CRE sequence (78) is essential for catabolite repression.
CREs are found at diverse locations in relation to the tran-
scriptional units of catabolite-sensitive genes, in some
cases overlapping the promoter (amyE), in others being lo-
cated within the structural gene itself (xylA). The latter
positioning makes it extremely difficult to engineer catab-
olite insensitivity in such genes.

CREs are likely to be binding sites for a catabolite re-
pressor protein. Although it has not been directly shown
to be the case, CcpA, which is related to E. coli LacI-type
repressors, is the most likely candidate for this protein.
Mutants in the ccpA gene abolish catabolite repression, in-
cluding glucose repression of sporulation, without affecting
substrate-specific induction of the individual genes/
operons concerned. They also severely affect growth on
substrates such as glucose, fructose, glucitol, and glycerol
that are metabolized via glycolysis or the TCA cycle, but
not on substrates such as xylose which are metabolized via
the pentose phosphate pathway. In the former case, growth
is restored if TCA cycle intermediates are added to the
growth medium. Interestingly, a CRE appears to be re-
sponsible for glucose-mediated activation of the acetate ki-
nase gene (ackA) and in genes encoding enzymes of central
metabolism.

HPr is a component of the phosphotransferase system
(PTS) which, when activated by phosphorylation to
HPr(Ser–P), binds to CcpA. The key signaling component
of the catabolite repression pathway appears to be the
Embden–Meyerhof pathway (EMP) intermediate fructose-
1,6-diphosphate (FDP). High concentrations of this com-
pound activate the ATP-dependent HPr serine kinase and
possibly stimulates an interaction between CcpA and
HPr(Ser–P). This complex may then bind to the CREs of
catabolite-responsive genes/operons (49).

Nitrogen

Bacillus spp. can use ammonium and a number of other
nitrogen-containing compounds (notably certain amino ac-
ids) as sole sources of nitrogen (79). Ammonium is assim-
ilated via glutamine synthetase (GS), glutamine:2-oxo-
glutarate amidotransferase (GOGAT), and glutamate
dehydrogenase (GDH) (80). Most members of the genus are
able to use all three enzymes, while a smaller group, in-
cluding many (but possibly not all) strains of B. subtilis,
use GS and GOGAT, while nitrogen-fixing Bacillus species
use GDH. In B. subtilis, the relative levels of GS and
GOGAT are dependent on the available sources of nitro-
gen. The levels of GS synthesis are dependent on the need
for glutamine synthesis; they are lowest in the presence of
glutamine, a nitrogen source favored by this bacterium,
and highest in the presence of nonfavored nitrogen sources
such as ammonium. No global regulatory network analo-
gous to that of Ntr of E. coli (81) has been detected in B.
subtilis, although GS synthesis is autoregulated via the
GlnR repressor and has also been implicated as a key sig-
nal for the nitrogen status of the cell modulating the activ-
ity of a variety of other metabolic pathways.

GOGAT levels are low in the presence of glutamate and
amino acids (e.g., glutamine, arginine, and histidine) that
can be catabolized to glutamate, and high in the presence
of ammonium and amino acids that are not broken down
to glutamate and other sources of nitrogen such as nitrate.

In addition to its use as a nitrogen source, nitrate (and
nitrite) can be used by B. subtilis in place of oxygen as an
electron acceptor, allowing growth under anaerobic condi-
tions. Nitrate respiration requires the products of the
narGHJI operon (10,11).

PRODUCTS

Bacillus species are an important source of industrial en-
zymes, fine biochemicals, antibiotics, and insecticides (5).
Additionally, the ability of B. subtilis and close relatives to
secrete grams per liter quantities of protein directly into
the growth medium, their ease of growth, and their well-
proven safety have also made them prime candidates for
the production of heterologous proteins.

Many commercially important enzymes have tradition-
ally been produced in their native hosts. However, when
organisms with novel enzymic activities are newly iso-
lated, the costs and uncertain outcome associated with pro-
cess optimization are often prohibitive. This even applies
to well-established strains of B. amyloliquefaciens and B.
licheniformis that have been used extensively in commer-
cial enzyme fermentations. Both these organisms are gen-
erally refactory to genetic engineering, and relatively little
information is available concerning their biochemistry and
physiology. Instead, companies are increasingly seeking to
develop well-characterized strains such as B. subtilis
strain 168 as universal hosts for commercial applications.

Enzymes

The world annual sales for industrial enzymes was re-
cently valued at $1 billion, with strong growth in the paper,
textiles, and waste treatment markets. Three-quarters of
the market is for enzymes involved in the hydrolysis of
natural polymers, including proteolytic enzymes used in
the detergents, dairy, and leather industries and carbo-
hydrases used in the baking, brewing, distilling, starch,
and textile industries. About two-thirds of these enzymes
are produced by fermentation from Bacillus species, the
main producers, together with their products and activi-
ties, are listed in Table 1.

Two Bacillus enzymes dominate the industrial enzymes
markets alkaline (serine) protease and �-amylase. Al-
though many species of Bacillus secrete enzymes of these
types, their catalytic properties vary from one producer
strain to the next. Moreover, commercially significant en-
zymes may be modified to improve their performance or
stability in particular industrial processes.

Alkaline proteases are the single largest enzyme mar-
ket and are used extensively as additives to detergents.
They are relatively nonspecific endoproteases that convert
substrate proteins into small, readily soluble fragments.
The two main proprietary products, subtilisin Novo (BPN�)
from B. amyloliquefaciens and subtilisin Carlsberg from B.
licheniformis, have been the subject of extensive develop-



BACILLUS 253

Table 1. Commercially Significant Products Produced by Bacillus species

Product Producer organism Properties/use

Glucose isomerase B. coagulans Conversion of glucose to fructose in manufacture of low calorie sweeteners
�-Amylase B. subtilis

B. amyloliquefaciens
B. stearothermophilus
B. licheniformis

Limited hydrolysis of starch
Liquefication of starch
Thermophilic liquefaction of starch
Thermostable liquefaction of starch

b-Amylase B. polymyxa Formation of low-dextrose-equivalent syrups from starch
b-Glucanase B. amyloliquefaciens

B. circulans
B. subtilis

Hydrolysis of barley b-glucans in brewing and animal feeds

Pullulanase Bacillus species 1,6-Bond starch debranching enzyme
Alkaline protease B. alkalophilus

B. licheniformis
Detergents and leather industries

Neutral protease B. thermoproteolyticus Temperature-stable enzyme
Thermolysin B. thermoproteolyticus Condensation of L-aspartic acid and D,L-phenylalanine to produce aspartame
b-1,4-Galactosidase B. stearothermophilus

B. subtilis
Dairy industry

Chymosin (rennin/pepsin) B. mesenterius
B. cereus
B. polymyxa
B. megaterium
B. licheniformis

Rennet substitutes

Glucose dehydrogenase B. megaterium Glucose assay
Glycerol kinase B. stearothermophilus Glycerol/trigycerides assay
Phospholipase C B. cereus Phosphatidylcholine assay
Restriction endonucleases B. aneurinolyticus

B. amyloliquefaciens
B. subtilis
B. caldolyticus
B. globiii
B. stearothermophilus
B. sphaericus
B. brevis

BanI
BamHI
Bsu
Bcl
Bgl
Bst
Bsp
Bbv

d-Endotoxin B. thuringiensis Biocontrol agent
Peptide antibiotics B. licheniformis

B brevis
B. subtilis
B. polymyxa

Bacitracin
Edeines, gramicidin, tyrocidine
Fengycin, subtilin, surfactin
Polymyxins

ment programs. Their three-dimensional structures have
been solved (82,83), and functionality testing has resulted
in the identification of the catalytic triad, an oxyanion-
binding site, and substrate-binding determinants. Subtil-
isins have been engineered to improve their characteristics
in washing detergents by increasing their stability in the
presence of oxidizing chemicals, at temperatures above
60 �C and at pH values up to 12. They have pH optima of
about 11.0 and half-lives of approximately 50 min at 40 �C.
They are used at 0.4–1% in formulations that includes an-
ionic and nonanionic surfactants, oxidants, soap, and op-
tical brighteners. Although these were originally used sim-
ply in the form of a powder, hypersensitivity reactions
among producers and users meant that the enzymes had
to be added to formulations in a microencapsulated form.
This process not only reduces dust formation but also pro-
tects the enzymes from other components of the formula-
tion during storage.

�-Amylases are used extensively in the starch industry
where, because of the physical properties of starch, they
need to be used at high temperatures and good thermosta-

bility is an important property of these enzymes. Industry
has sought to obtain thermostable amylases by screening
for new sources and by improving the thermostability of
existing enzymes by protein engineering. For example, the
�-amylases from B. amyloliquefaciens, B. stearothermo-
philus, and B. licheniformis are closely related (3) but have
very different thermostabilities of 2, 50, and 270 min, re-
spectively, at 90 �C and pH 6.5 (84,85). Extra salt bridges
caused by specific lysine residues in the more-thermosta-
ble B. licheniformis amylase are responsible for its in-
creased stability, and the equivalent residues in the less-
stable enzymes have been the target for protein
engineering. Additionally, the extensive homology between
the genes encoding these amylases has also been used for
in vivo recombination experiments in which hybrid en-
zymes combining beneficial characteristics of these en-
zymes have been screened. The three-dimensional struc-
ture of the B. licheniformis �-amylase has recently been
published (86), and the three amino acid residues that con-
stitute the calcium-binding site (i.e., asparagine-104,
aspartate-200, and histidine-235), have been identified.
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The �-amylase from B. acidocaldarius strain A2 shows
greater thermostability under acid conditions (87). Addi-
tionally, B. subtilis strain KP1064 (88) produces an enzyme
that is active against starch and pullulan.

The industrial production of �-amylase was developed
in 1917 using a strain subsequently reclassified as B. am-
yloliquefaciens. This �-amylase could be used to a maxi-
mum temperature of about 85 �C. Because starch needs to
be cooked to 100 �C to rupture the starch granules, the
introduction of a thermostable �-amylase from B. licheni-
formis (89) that can operate at about 105 �C was a distinct
improvement.

B. coagulans is an important source of glucose isomer-
ases, required for the conversion of glucose (0.75 times as
sweet as sucrose) to fructose (twice as sweet as sucrose) in
the production of high-fructose corn syrup. In contrast to
the proteases and amylases already discussed, glucose
isomerase is an intracellular enzyme used either in the
form of immobilized cells or extracted and immobilized on
a solid matrix.

Metabolites

Bacillus species are used for the production of a number of
primary metabolites for the food and health care indus-
tries. Extensive knowledge of their biochemistry and regu-
lation has allowed growth and rational mutant isolation
strategies to be developed to the extent that this organism
has been considered for the production of a wide range of
metabolites at commercially viable levels.

B. subtilis has been used for the production of the nu-
cleotides xanthanylic acid (XMP), inosinic acid (IMP), and
guanylic acid (GMP), which are of commercial importance
as flavor enhancers. The primary fermentation products
are the nucleosides hypoxanthine, inosine, and guanosine
because their greater membrane permeability allows them
to accumulate to higher concentrations in the culture me-
dium. These are then converted to their respective nucle-
otides by chemical phosphorylation (90).

Attempts have been made to develop strains of Bacillus
for the production of amino acids such as tryptophan, his-
tidine, and phenylalanine and of vitamins such as biotin,
folic acid, and riboflavin. The use of analogs has led to the
isolation of resistance mutants overproducing a number of
amino acids, nucleosides, and vitamins (91). Knowledge of
B. subtilis is such that rational approaches are now pos-
sible and attempts have been made to engineer this bac-
terium for the production of folic acid. Promising strains
have been obtained, although their production levels can-
not yet compete with those of Brevibacterium, Corynebac-
terium, or Serratia species.

Peptide Antibiotics

Under conditions of nutritional stress Bacillus species pro-
duce a variety of special metabolites that enhance their
survival in natural environments (92). Prominent among
these are peptide antibiotics, generally short peptides (2–
20 amino acid residues) that are synthesized by large mul-
tienzyme complexes (peptide synthetases) rather than ri-
bosomes. Individual amino acid residues are often
extensively modified and may be linked to each other by

peptide bonds or through esters or lactones. Gramicidin-S
is a cyclic decapeptide from B. brevis with antibacterial
and surfactant properties. Bacitracin is a branched cyclic
dodecapeptide produced by B. licheniformis and B. subtilis
(93) that is used as a topical antibiotic. Its antibacterial
activity is directed against bacterial cell wall synthesis
where it inhibits the recycling of lipid-P carriers. Surfactin,
produced by most strains of B. subtilis, has both antibac-
terial activity and powerful surfactant properties. Poly-
myxins are membrane-active branched cyclic acylpeptides
produced by B. polymyxa.

A minority of the peptide antibiotics produced in Bacil-
lus species are synthesized on ribosomes and subsequently
modified extensively by posttranslational processing (92).
The resulting products are usually larger, but only mar-
ginally so, than those produced by the peptide synthetases.
The best studied are the lantibiotics, so-called because
they contain the unusual amino acids lanthionine and
methyl-lanthionine. They include subtilin, a 32-residue
lantibiotic produced by B. subtilis that shows antibacterial
and antitumor activity.

Heterologous Proteins

The efficient large-scale production of heterologous en-
zymes and proteins by B. subtilis has been the focus of
considerable research effort. The ability of this bacterium
to secrete proteins directly into the culture medium in
quantities of grams per liter offers considerable process
advantages, in terms of product yield, structural integrity,
and downstream processing costs, over production systems
in which proteins are accumulated in the cytoplasm or
periplasm, often as insoluble aggregates.

Nevertheless, attempts to use B. subtilis for the pro-
duction of heterologous proteins has met with only limited
success, and there are no reports of the use of this host in
an industrial fermentation. Although extracellular pro-
teins from close relatives can be produced in this bacterium
at high concentrations, the yield of proteins from unrelated
species remains disappointingly low. This is likely to be
due, at least in part, to the production of at least seven
extracellular proteases, which have been shown to cause
extensive degradation of heterologous proteins, and to in-
compatibilities with the Bacillus protein secretion path-
way. The isolation of strains defective in the identified pro-
teases has helped in some but by no means all cases
(61,63).

Other species of Bacillus may prove useful for devel-
opment as hosts for the production of heterologous pro-
teins, particularly those naturally producing low levels of
extracellular proteases. Of interest are species such as B.
brevis that produce a crystalline surface (S) layer at the
outer surface of a thin cell wall. S-layer proteins have been
observed at concentrations up to 35 g/L in the culture me-
dium and, consequently, attempts have been made to de-
velop the expression and signal sequences of their genes
into components of a new generation of secretion vectors
(94). However, it may ultimately be necessary to develop
strains that are currently used in industrial processes as
production hosts by improving our understanding of their
genetics and physiology.
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B. subtilis has also proved useful for the intracellular
production of outer membrane proteins of gram-negative
pathogens (95). These proteins, which have potential for
use for immunodiagnostics and as vaccines, are produced
in B. subtilis in preference to their native hosts to avoid
contamination with endotoxins with which they often form
tight associations.

Insecticides

The use of chemical insecticides, with a world market
worth $5 billion, is increasingly seen as problematical be-
cause of the development of resistance in target insect pop-
ulations, lack of specificity against the insect pest, persis-
tence in the environment, and toxicity to man and other
animals. Alternative biocontrol methods have been devel-
oped involving the use of viruses, fungi, and bacteria. B.
thuringiensis (96) is the most successful insecticidal bio-
control agent and accounts for about 90% of the worldwide
market for bioinsecticides. Although B. thuringiensis was
originally isolated in 1901 from an infection of a Japanese
silkworm farm and has been used as an insecticidal agent
since 1920, it still only represents about 1–2% of the total
insecticide market.

Strains of B. thuringiensis have been identified that are
pathogenic for each of the main groups of insect pests,
namely Lepidotera (moths, butterflies), Diptera (flies and
mosquitoes), and Coleoptera (beetles). More recently
strains of B. thuringiensis have been isolated that are ac-
tive against noninsect pests, notably nematodes, mites,
and protozoa (97). The toxicity of B. thuringiensis results
from the production of proteinaceous d-endotoxins during
sporulation. The toxins, which may represent as much as
30% of the cell’s weight, form crystals within the mother
cell (98). The toxins are synthesized from plasmid-encoded
cry genes, and a single strain may produce several toxins
encoded by more than one plasmid. They are synthesized
initially in the form of an inactive pro-toxin (70–140 kDa)
that is considerably larger than the active form (60 kDa).
The d-endotoxins, which have the properties of chemical
agents rather than infectious agents, are approximately
300 times more potent than pyrethroids and 8,000 times
more potent than organophosphates. B. thuringiensis tox-
ins therefore combine high toxicity and specificity for their
target pests with little or no toxicity for nontarget insects
(e.g., pollinators, predators) and other animals.

A large number of cry genes have been cloned, and the
regions responsible for the pro- and mature forms, host
specificity, and toxicity have been mapped. As different tox-
ins exhibit a range of host specificities and levels of toxicity,
chimeric toxins that combine the specificities and toxic
regions of different natural toxins are currently being de-
veloped.

B. thuringiensis strains have been used extensively for
the control of crop and forest insect pests and of insect dis-
ease vectors. However, as an alternative means of appli-
cation, genes encoding the d-endotoxin have been used di-
rectly to transform a variety of plant crops, including
tomatoes, tobacco, potatoes, and cotton, in which field tri-
als have confirmed their activity against target pests (99).

SAFETY

Bacillus species have been used extensively in the fermen-
tation industry for the production of a range of products
including enzymes, fine biochemicals, antibiotics, and in-
secticides. In addition, a strain of B. subtilis is used for the
fermentation of soybeans to Natto, an extensively con-
sumed (�108 kg/annum) traditional Japanese food prod-
uct. In a review of the safety of B. subtilis and B. amylo-
liquefaciens (these strains were considered to be
synonymous up to 1973 [100]), no reports were found of
infection or toxicity relating to B. amyloliquefaciens. In the
case of B. subtilis, the situation was complicated by the
fact that before about 1970 diagnostic laboratories did not
distinguish between B. cereus and B. subtilis. Virtually all
reports of putative B. subtilis infections since that time
either were associated with drug abuse or occurred in pa-
tients whose immune system had been compromised by
treatment with immunosuppressants or chemotherapeutic
agents. This low incidence of pathogenicity and the wide-
spread use of their products in the food, beverage, and de-
tergents industries have resulted in GRAS (generally re-
garded as safe) status being granted to these species by
the U.S. Food and Drug Administration (FDA).

GROWTH

Laboratory Culture Conditions

The majority of Bacillus species will grow at mesophilic
temperatures on commercially prepared nutrient media,
although in some cases it is necessary to modify the pH or
salt concentration. Obligate thermophilic species such as
B. stearothermophilus that do not grow satisfactorily at
37 �C are usually grown at 60 �C. Moderately thermophilic
species, such as B. coagulans, are grown between 45 �C and
50 �C. The more fastidious insect pathogens, B. larvae and
B. popilliae, require the addition of thiamine for growth
and are usually grown at 25 �C to 30 �C. B. stearothermo-
philus requires additional calcium and iron, and B. pas-
teuri requires 0.5–1% urea.

B. subtilis and many other species are able to grow in
simple salts media containing ammonium or amino acids
as nitrogen sources and glucose or other simple sugars as
carbon sources. The most commonly used general-purpose
chemically defined medium is Spizizen’s minimal medium
(27). The growth rate in this medium can be improved by
the replacement of ammonium, a poor nitrogen source for
B. subtilis, with glutamine.

B. subtilis is able to use a number of amino acids as
nitrogen sources (e.g., arginine, glutamine, glutamate, as-
paragine, and aspartate), and the respective catabolic
pathways are induced in the presence of these compounds.
Consequently, the concentration of many amino acids rec-
ommended to overcome auxotrophy are actually growth
limiting. It should also be borne in mind that derivatives
of the well-studied B. subtilis strain 168 often show tryp-
tophan auxotrophy, and consequently complex media in
which acid-hydrolyzed casein provides the main source of
nitrogen need to be supplemented with this amino acid.
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Although many Bacillus species sporulate readily, spe-
cial media and growth protocols are required for efficient
sporulation (14). Sporulation is induced in response to nu-
trient deprivation and occurs after the end of exponential
growth. In B. subtilis, sporulation is repressed in the pres-
ence of glucose and at low cell densities. A widely used
sporulation medium was described by Schaeffer and col-
leagues (101). In some species sporulation can also be in-
duced by decoyinine, an analog of GTP (14).

Growth in Batch Culture. Although many species of Ba-
cillus grow under anaerobic conditions, they are normally
grown aerobically. Some strains (e.g., B. subtilis) have a
tendency to lyse in the absence of an energized membrane
(33). Growth is normally carried out in conical flasks in an
orbital (reciprocating) incubator at �200 rpm, although
most species can be grown in batch fermentors. Ideally, the
culture volume should not exceed 20% of the flask volume.
The media should be prewarmed as temperature shock can
also induce autolysis.

Nutrients are usually supplied in excess and growth
continues until a particular substrate is exhausted, the ox-
ygen tension or pH falls to an inhibitory level, or an inhib-
itor accumulates to an inhibitory level. The various phases
in the growth cycle have been described in detail elsewhere
(102).

Growth in Continuous Culture. Bacillus species undergo
marked metabolic, physiological, and morphological
changes during batch culture. Many of these changes occur
during transition to and during stationary phase and in-
clude morphologically distinct spores and physiologically
distinct competent cells. To some extent these population
variations can be reduced by growth in a chemostat under
continuous culture conditions. This method allows the ef-
fect of individual growth parameters (e.g., pH, oxygen ten-
sion, growth rate, limiting substrate) on particular cellular
characteristics to be identified. Chemostat cultures can be
used to study cells under “steady-state” conditions, or dur-
ing transitions from one steady state to another (103).

In principle any liquid culture medium that supports
growth in batch culture can be used for continuous culture.
However, because the pH is actively controlled during
growth, it is not necessary to include components required
only for buffering pH. The concentration of the limiting
nutrient determines the culture density, and all other es-
sential nutrients are supplied so that they are in excess.
For aerobes, the concentration of the limiting nutrient is
set so that the culture density is not so high as to impose
an excessive oxygen demand. For B. subtilis this may mean
limiting the culture density to about 1–2 g dry weight per
liter. Complex media can be used if a defined limitation
can be achieved (104). Several defined media have been
described using, for example, phosphate, magnesium, po-
tassium, glucose, and sulfate as limiting substrates.

Commercial Culture Conditions

Most of the products traditionally produced from Bacillus
species, including enzymes, antibiotics, and insecticides,
are synthesized during stationary phase using a tradi-

tional batch fermentor. However, insecticides require both
a high growth yield and efficient sporulation because the
d-endotoxin accumulates in the sporangium. The produc-
tion of �-amylase and of B. thuringiensis d-endotoxin are
given as examples of the factors that need to be taken into
account during commercial Bacillus fermentations.

Most species of Bacillus grow well on commercial for-
mulations of nutrient media, although in some cases the
medium needs to be modified by adjustment of the pH or
ionic strength or by the addition of specific nutrient sup-
plements. This means that media can, to some extent, be
based on cheap, readily available substrates. Despite the
extensive expertise in the fermentation of Bacillus species,
commercial considerations have limited the published lit-
erature on large-scale fermentations. Culture conditions
and media formulations are highly geared to the particular
strains and processes used and these have been selectively
reviewed elsewhere (105–107).

Media components have been developed empirically
over a number of years to avoid catabolite repression that
prevents the synthesis of a number of the commercially
important products from Bacillus species. For example, �-
amylases are produced in media containing starch in vari-
ous forms including corn, wheat malt, and potato that is
noncatabolite repressing. When carbohydrates are used as
a carbon source, phosphate is required at a concentration
of about 100 mM. Peptones and amino acids are a better
source of nitrogen than ammonium for B. subtilis, probably
because of the efficiency with which nitrogen is assimilated
into amido groups. In the case of B. apiaries, however, am-
monium is the preferred nitrogen source. Glutamine is the
nitrogen source that sustains the fastest growth rate. The
use of amino acids as a nitrogen source represses the syn-
thesis of proteases and the onset of sporulation, allowing
the productive stationary phase to be extended.

The concentrations of divalent metal cations Mn2�,
Ca2�, and Zn2� are important to the final yield of �-
amylase, even when they have little or no effect on the
growth of the bacterium. For example, Ca2� is required for
both the enzymatic activity and structural integrity of the
liquefying �-amylases such as those from B. licheniformis,
B. amyloliquefaciens, and B. stearothermophilus. We have
evidence that this results, at least in part, from the rate of
folding of the enzyme on the trans side of the cytoplasmic
membrane (62). Other metal ions, including Fe2�, Fe3�,
Na�, and Mg2�, enhance enzyme production presumably
in part as a result of their effect in increasing growth yield.

The growth kinetics in Bacillus cultures is complicated
by the operation of the stringent response and sporulation,
both of which are similarly induced by nutrient limitations
and other negative growth factors. Commercial processes
often use fully or partially (oligosporogenous) sporulation-
deficient strains. The stringent response, modulated by
variations in the levels of ppGpp(p), appears to be a cause
of linear growth. Substrates with a low carbon to energy
ratio gives rise to carbon-limited growth and consequential
“energy spilling” and the production of overflow metabo-
lites. Glucose excess chemostat cultures of B. stearother-
mophilus accumulate acetate up to 34% of the carbon con-
sumed. Under these conditions, energy efficiency is
sacrificed to obtain the ATP turnover required to sustain
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the high growth rates. Similar metabolite overflows have
been observed for B. licheniformis (48%) and B. subtilis
(22%).

Catabolite repression is one of the major factors limiting
the production of many commercially important products.
Although mutants (e.g., ccpA) have been isolated that lack
elements of the catabolite repression pathway, these often
grow poorly. An alternative approach in which CRE ele-
ments are deleted or inactivated may be frustrated by their
occurrence within DNA sequences encoding the protein it-
self. Often, the most effective method for overcoming ca-
tabolite repression involves a combination of appropriate
media formulations and growth regimes.

Many commercially significant products are produced
after the end of exponential growth (transition phase) and
during the early stages of sporulation. It is therefore es-
sential that, when sporulation-deficient strains are used,
they still retain the ability to synthesize the required prod-
uct. For example, mutants deficient in Spo0A (the
sporulation-specific response regulator) are unable to in-
duce various extracellular proteases (108).

Although batch cultures are traditionally used for �-
amylase production, because the main production phase is
during stationary phase, Emanuilova and Toda (109) com-
pared the production of �-amylase by B. caldolyticus in
batch and continuous culture. Casitone and starch were
required for optimal �-amylase production. The concentra-
tion of amylase was 10- to 20-fold higher in continuous
rather than batch culture, although there was an inverse
relationship between growth rate and amylase production.

Industrial fermentations are carried out at 30–40 �C
and at pH 7.0 with CaCO3 as the calcium source to stabi-
lize the enzyme. The complex medium (110,111) allows
growth to 1010 cell/ml within 20 h, after which time pro-
duction continues for about 6 days (111). The fermenta-
tions also produce proteases that are important for the
utilization of protein substrates, but which have to be sepa-
rated from the �-amylase during subsequent downstream
processing.

�-Amylase production can be increased by cloning the
structural gene onto a multicopy plasmid, and production,
possibly up to the limitation of the native secretory path-
way, is achievable (112). However, because many of the
plasmids used in Bacillus species are based on staphylo-
coccal plasmids (e.g., pUB110), both segregational and
structural instabilities are frequently observed.

Because d-endotoxin production of B. thuringiensis oc-
curs during sporulation, growth and process conditions
need to be optimized to give cell densities �5 � 109 per
milliliter and sporulation rates greater than 90%. Al-
though significant strain-to-strain variations are observed,
certain basic requirements can be defined: these include
good oxygenation, a growth temperature between 26 and
30 �C (higher temperatures can lead to plasmid curing and
consequential loss of d-endotoxin production [113]), and pH
6.5–7.5. The production of amylases and proteases by B.
thuringiensis allows a wide range of natural raw materials
to be used as growth substrates. Glucose is catabolized
with the production of acetate, lactate, pyruvate, and ace-
toin (114,115), and pH control is required for some strains
to prevent the acidic conditions restricting growth. The

production of poly-b-hydroxybutyrate during early station-
ary phase under carbon excess can be mistaken for d-
endotoxin but disappears during sporulation.

Cultures are usually grown in submerged liquid cul-
tures as large as 200 L using fermentors agitated with pad-
dle blades and with static baffles on the side wall of the
vessel (99). Occasionally vessels with impellers or airlift
fermentors are used. Because the industrial media contain
significant amounts of insoluble particles, sterilization is
accompanied by agitation. Toward the end of the fermen-
tation, the released spores attach to and stabilize the foam,
and silicon- or polypropylene-based antifoam agents are
required as foam suppressers. Antifoam agents can form
aggregates that interfere with downstream processing,
and consequently their use is kept to a minimum. During
stationary phase, oxygen consumption is markedly re-
duced and, provided saturation levels do not fall below
20%, agitation can be reduced, with a concomitant reduc-
tion in foaming. At the end of fermentation, the fermen-
tation vessel will be heavily contaminated with spores that
need to be inactivated if different strains are used in the
next fermentation run.

Bacillus thuringiensis will grow on glucose minimal me-
dium only when supplemented with sources of amino acids
(e.g., peptones, casamino acids) or proteins. Because B.
thuringiensis produces amylases, glucose can be replaced
with starch as the carbon source. Growth is stimulated by
yeast extract and optimal concentrations of Fe3�, Co�, and
Zn�, and sporulation is improved by metal ions such as
Ca2� and Mn2�. Phosphate is added both as a source of
phosphorus and as a buffer.

Preparations of B. thuringiensis are applied at a rate of
about 0.5 to 2 kg per hectare. Spores can be applied directly
as a pest control agent, but are often processed to improve
their physical characteristics. For example, granular or
bait formulations are applied to the plants or soil; in other
cases, concentrates are diluted in water and applied by
spraying. Stickers, spreaders, or even chemical insecti-
cides can be added to improve dispersion and activity (99).
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INTRODUCTION TO MICROBIAL BIOCATALYSIS

The microbial transformation of organic compounds has
been studied at the molecular level only during the last
century of human history, driven by the development of
techniques for determining the structure of organic com-
pounds and cultivating microorganisms in pure culture. As
information on these transformation reactions accrued, it
became clear that microorganisms were, via their diverse
metabolic pathways, principally responsible for the recy-
cling of complex organic compounds on Earth. Almost si-
multaneously, it was recognized that the enormous diver-
sity of microbial enzymes represents an invaluable
resource for biosynthesizing desirable molecules. Histori-
cally, applications predate an understanding of the pro-
cess, for example, the fermentation of sugars to yield eth-
anol. Although alcoholic beverage production was recorded
in early written records, its biocatalytic basis was only pro-
posed in the nineteenth century. Its enzymatic basis was
first revealed in 1897 using a microbial cell-free system (1).

Now we appreciate that microorganisms collectively
have evolved the greatest enzymatic diversity found on
Earth to metabolically degrade disparate organic com-
pounds, and thus obtain chemical energy for adenosine tri-
phosphate (ATP) synthesis. This metabolism, called catab-
olism or biodegradation, is a major contribution to the
Earth’s carbon cycle (2). Microorganisms are increasingly
used in engineered systems to biodegrade hazardous, xe-
nobiotic compounds; this application is called bioremedia-
tion.

In the twentieth century, work on microbial biodegra-
dation of organic molecules and on biocatalysis to yield de-
sirable chemicals has gone hand in hand. The versatile en-
zymes found in biodegradation pathways are sometimes
effective biocatalysts for specialty chemical synthesis. For
example, recombinant Escherichia coli strains expressing
naphthalene dioxygenase, the first enzyme in the biodeg-
radation pathway of naphthalene and other polycyclic ar-
omatic hydrocarbons, are used in an emerging commercial
process for the environmentally benign production of the
blue jean dye indigo (3). The process is based on the re-
giospecificity of naphthalene dioxygenase that dioxygen-
ates indole at carbons 2 and 3 to yield an unstable dihy-
drodiol that spontaneously eliminates water. The
resultant compound, indoxyl, spontaneously dimerizes to
yield indigo. In a commercial biocatalytic process, indole is
not supplied exogenously, because of its expense, but is
generated in situ via overexpression of the enzymes func-
tioning in the tryptophan biosynthetic pathway (4). A ma-
jor impetus for bacterial indigo production is to preclude
the formation of hazardous side products that are formed
in the chemical process for indigomanufacture.Thus,bioca-
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talysis and pollution prevention by biodegradation are in-
timately intertwined.

THE INFORMATION EXPLOSION AND THE WORLD WIDE
WEB

New developments in commercial biosynthesis and envi-
ronmental bioremediation are certain to emanate from a
wider availability of information on microbial biocatalysis
and biodegradation. Because the number of chemical sub-
stances subjected to microbial catabolism is large (106–
107), a comparably large number of distinct enzymes and
pathways must occur in nature. The vast majority have
not yet been studied, in contrast to the better-character-
ized enzymes and pathways in common intermediary me-
tabolism. Information on these reactions or pathways is
not typically available in biochemistry or microbiology
textbooks.

The increasing desire for this information has led to a
virtual explosion of information published in journals, spe-
cialty books, and symposium proceedings over the past 2
years. There are also sources that contain extensive infor-
mation but that are less readily available, for example,
technical reports of government agencies such as the U.S.
Environmental Protection Agency (EPA). The information
retrieval problem is exacerbated by the different clientele
for this information, including microbiologists, chemists,
chemical engineers, and civil engineers. Most of these
groups do not routinely survey the same publications and
are accustomed to somewhat different presentations of the
relevant data.

The rapid growth of the World Wide Web (WWW or
Web) offers a way to overcome availability, outdatedness,
and inconsistency problems because it can provide timely
access to large amounts of appropriate, consistently for-
matted information. The Web builds on the success of the
Internet, a collection of thousands of linked computer net-
works. Since the Internet’s beginnings in the early 1970s,
many scientists have used electronic mail as a very effec-
tive way to convey information. In January 1998, the In-
ternet had approximately 30 million hosts (5), and its use
is still growing rapidly.

In 1991, a client/server software system called Gopher
was developed to allow individual client computers to ac-
cess textual information on the computer networks of the
Internet. Gopher, developed at the University of Minne-
sota, appears to be a hierarchical text database that allows
the user to “go fer” (look for) Internet resources on various
topics and display them on even a modest computer. The
World Wide Web, developed shortly thereafter at the Eu-
ropean Laboratory for Particle Physics, combines graphics
with text and allows for links between related Internet re-
sources. For example, clicking on a highlighted or under-
lined term transports the user to the designated Internet
resource, which can be on a server housed anywhere in the
world.

BIOCATALYSIS INFORMATION ON THE WORLD WIDE
WEB

The Web information of most value to people involved in
biocatalysis deals with chemical compounds, microorgan-

isms, metabolic pathways, enzymes, and genes. Users can
access each field of information separately, although in
some cases there are hypertext links that facilitate finding
related information in independent databases. There are
commercial databases that cover biocatalysis, for example,
focusing on the use of enzymes in organic synthesis. These
databases are not freely available and thus are not linked
to public Web databases and are not discussed here.

For each of the fields of chemical compounds, microor-
ganisms, metabolic pathways, enzymes, and genes, Inter-
net resources are listed with brief annotations in Table 1,
along with their uniform resource locators (URLs). The en-
zyme and metabolism databases focus most directly on the
biocatalysts that might be employed in organic synthesis
or metabolic engineering. Most metabolism and enzyme
databases, however, deal largely with the reactions com-
mon to most living things, often denoted as intermediary
metabolism. Emerging applications in biocatalysis are less
likely to involve such reactions, being more likely to be
derived from metabolism that is carried out by a more lim-
ited range of organisms, typically bacteria. As an example,
nitrile hydratase from Rhodococcus sp. is now used in the
commercial synthesis of acrylamide from acrylonitrile.
This is not a reaction carried out by animals, or even E.
coli, but it nonetheless provides for clean catalysis with
high product yield and purity. These more exotic enzymatic
reactions are described in the first of the Web resources
listed in Table 1, the University of Minnesota Biocatalysis/
Biodegradation Database. It is described next in more de-
tail.

THE UNIVERSITY OF MINNESOTA BIOCATALYSIS/
BIODEGRADATION DATABASE

Introduction

The University of Minnesota Biocatalysis/Biodegradation
Database (UM-BBD) first appeared on the World Wide
Web (http://www.labmed.umn.edu/umbbd/index.html)
on February 25, 1995, to meet the information needs of this
distinct, diverse scientific community (6,7). It was designed
to provide information on specialized nonintermediary mi-
crobial metabolism that is at the heart of scientific efforts
in biocatalysis and biodegradation, in an easily accessible
format, and to interface readily with Web-based databases
of intermediary metabolism, such as the Kyoto Encyclo-
pedia of Genes and Genomes (KEGG) (8). Given that there
are 106–107 organic compounds subject to catabolism, and
that their catabolism is largely nonintermediary and
unique to selected microorganisms, the UM-BBD has a
much larger information domain to cover than intermedi-
ary metabolism databases. At the same time, information
contained in the UM-BBD has potentially the greatest im-
pact. Hazardous waste treatment is a $200 billion industry
worldwide, and bioremediation comprises 5–10% of that
total. There is the potential for an expansion of this market
with the development of new methods for metabolic and
protein engineering. For example, researchers working on
biodegradative pathways have begun to use metabolic en-
gineering to develop new metabolic routes to handle par-
ticularly problematic pollutants (9). One example de-
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Table 1. Useful Internet Resources for Microbial Biocatalysis

University of Minnesota Biocatalysis/Biodegradation Database

http://www.labmed.umn.edu/umbbd/index.html
The University of Minnesota Biocatalysis/Biodegradation Database (UM-BBD) provides well-organized information on microbial

metabolism of primarily xenobiotic nonintermediary compounds. Its metabolic pathways include appropriate hypertext links to
compound, reaction and pathway information in complementary Web databases. The UM-BBD also provides a list of useful Internet
resources for microbial biotechnology, a few of which are described below.

Intermediary Metabolism

KEGG: Kyoto Encyclopedia of Genes and Genomes
http://www.genome.ad.jp/kegg/kegg.html
KEGG contains current knowledge of molecular and cellular biology in terms of information pathways of interacting genes or molecules

and links individual components of the pathways with the gene catalogs produced by genome projects.

WIT
http://www.cme.msu.edu/WIT
WIT helps users reconstruct metabolism from complete bacterial genomic sequences.

Chemical Compounds

ChemFinder
http://chemfinder.camsoft.com/
ChemFinder is a database containing thousands of chemical compounds, including, for each compound, physical property data, chemical

structures, and links to external information.

National Toxicology Program
http://ntp-server.niehs.nih.gov/
The NTP website contains information about the Program, Chemical Health & Safety Data, 2D and 3D chemical structures, and

abstracts of Short-Term Toxicity and Long-Term Carcinogenesis studies.

Enzymes and Genes

Ligand Chemical Database for Enzyme Reactions
http://www.genome.ad.jp/dbget/ligand.html
LIGAND contains entries for enzymes and their substrates, products, and cofactors.

GenBank
http://www.ncbi.nlm.nih.gov/Web/Genbank/index.html
GenBank is the NIH genetic sequence database, an annotated collection of all publicly available DNA sequences.

Microorganisms

World Data Center for Microorganisms
http://wdcm.nig.ac.jp/
The WDCM provides a comprehensive directory of culture collections, databases on microbes and cell lines, and a getaway to

biodiversity, molecular biology, and genome projects.

Bacterial Nomenclature Up-to-Date
http://www.gbf-braunschweig.de/DSMZ/bactnom/bactname.htm
This site, compiled by the DSMZ-Deutsche Sammlung von Mikroorganismen und Zellkuturen GmbH, includes all bacterial names that

have been validly published since January 1, 1980, and nomenclatural changes which have been validly published since then.

Source: From Ref. 34.

scribes using a knowledge of existing biodegradative
enzymes to design new pathways to metabolize polyhalo-
genated compounds (10). The UM-BBD could clearly stim-
ulate similar projects by compiling and disseminating the
crucial information needed to design such pathways de
novo. We briefly describe the present status of the
UM-BBD, including its format, use and users, peer accep-
tance, scientific advisory board, and future plans.

Format

In its first year of operation, the UM-BBD has evolved a
standard format for reaction and compound pages. Both

can link to many other internal and external information
sources. One reaction page, for the first step in the biodeg-
radation pathway for 1,2-dichloroethane, and a few of its
many links, are shown in Figure 1. The Entrez Medline
link (Fig. 1e) is especially interesting. The link back to the
UM-BBD is prominent at the top. Also, when Entrez added
a protein structure database, at our request they inserted
the “Structure” link that is seen at the top of Figure 1e, so
that our users would be only a click or two away from view-
ing and manipulating any available tertiary structure of
the enzymes contained in the UM-BBD. Such a display for
haloalkane dehalogenase is shown in Figure 1b. The
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Figure 1. Selected windows of information from the UM-BBD, as viewed on a computer screen,
representing the range of information available using the first reaction of 1,2-dichloroethane ca-
tabolism as an example. The respective windows are organized with the reaction page at the center
and links from a to e at the periphery, starting with a in the upper-left corner and going counter-
clockwise. The six windows are (center) the haloalkane dehalogenase reaction page, (a) a reaction
GIF showing the substrate and product structures, (b) a RasMol depiction of the haloalkane de-
halogenase structure, (c) the enzyme page from the Kyoto Ligand Chemical Database, (d) the
Entrez/Medline report on a selected paper on haloalkane dehalogenase, and (e) the 1,2-dichloroe-
thane compound page.

UM-BBD now includes links to graphics of enzyme reac-
tion mechanisms on selected reaction pages. An index to
graphics helps users find them (11). The usefulness of a
database is a function both of the information it contains
and the access users have to this information.

Initially, the only way to access UM-BBD information
was through browsing lists of pathways, reactions, and
compounds. As the UM-BBD grew, browsing became an
increasingly less convenient mode of access. The ability to
search the database was then added (12). At present one
can search for compounds by full or partial name or syno-
nym (e.g., toluene or methyl benzene), CAS registry num-
ber (e.g., 108-88-3), or formula (e.g., C7H8), and for en-
zymes by full or partial name (e.g., urease) or full or partial
EC number (e.g., 3.5.1.5 or 3.5.1). This search option will

continue to be developed with input from the UM-BBD
user community and may be expanded in the future to in-
clude chemical substructure searches.

Use and Users

Two months after the UM-BBD initially appeared on the
Web, we began collecting use statistics. Usage has grown
continuously; use statistics by Internet domain for 1997
are shown in Table 2. Currently, the UM-BBD has approx-
imately 80,000 accesses per month (Fig. 2). U.S. educa-
tional (30%) and industrial (20%) users together make up
half of all present use (Table 2). UM-BBD users are invited
to “sign our guestbook” (i.e., voluntarily complete a seven-
item electronic form). Those who sign are given the option
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Table 2. UM-BBD Use Statistics by Domain from January
1 to December 31, 1997

#reqs %bytes Domain

187790 29.54% .edu (USA Educational)
166052 19.66% .com (USA Commercial)
87740 18.86% [unresolved numerical addresses]
39050 8.13% .net (Network)
12560 2.70% .ca (Canada)
10008 2.40% .de (Germany)
9527 2.23% .uk (United Kingdom)
5944 1.56% .gov (USA Government)

13285 1.45% [Unknown]
4193 1.14% .jp (Japan)
4960 1.07% .au (Australia)
3950 0.97% .fr (France)
3494 0.94% .nl (Netherlands)
3718 0.68% .se (Sweden)
2212 0.60% .es (Spain)
2352 0.51% .dk (Denmark)
1954 0.49% .ch (Switzerland)
1948 0.46% .us (United States)
2097 0.45% .it (Italy)
1907 0.42% .kr (South Korea)
1621 0.36% .org (Non-Profit Making Organisations)
1473 0.34% .mx (Mexico)
2210 0.33% .il (Israel)
1332 0.31% .be (Belgium)
1224 0.28% .br (Brazil)
1014 0.26% .fi (Finland)
1388 0.24% .tw (Taiwan)
949 0.23% .cz (Czech Republic)
925 0.23% .no (Norway)

1022 0.22% .mil (USA Military)
761 0.17% .at (Austria)
672 0.14% .sg (Singapore)
507 0.14% .za (South Africa)
768 0.14% .nz (New Zealand)
526 0.14% .gr (Greece)
596 0.13% .ar (Argentina)
467 0.11% .pt (Portugal)
422 0.11% .ru (Russian Federation)
468 0.11% .my (Malaysia)
390 0.11% .ie (Ireland)
524 0.11% .co (Colombia)
406 0.10% .th (Thailand)
436 0.09% .pl (Poland)
381 0.09% .su (Former USSR)
317 0.09% .id (Indonesia)
284 0.08% .cl (Chile)
331 0.08% .hu (Hungary)
259 0.05% .ee (Estonia)
131 0.05% .hr (Croatia)
215 0.04% .si (Slovenia)
112 0.04% .sk (Slovak Republic)
258 0.04% .tr (Turkey)
172 0.03% .hk (Hong Kong)
185 0.03% .in (India)
125 0.03% .cn (China)
131 0.02% .cr (Costa Rica)
78 0.02% .ro (Romania)

124 0.02% .lt (Lithuania)
70 0.02% .bh (Bahrain)
64 0.02% .pe (Peru)

104 0.01% .ve (Venezuela)
71 0.01% .uy (Uruguay)
69 0.01% .eg (Egypt)

Table 2. UM-BBD Use Statistics by Domain from January
1 to December 31, 1997 (continued)

77 0.01% .arpa (Old style Arpanet)
29 0.01% .jo (Jordan)
57 0.01% .ae (United Arab Emirates)
63 0.01% .ph (Philippines)
31 .is (Iceland)
36 .yu (Yugoslavia)
18 .jm (Jamaica)
25 .pa (Panama)
23 .lb (Lebanon)
10 .do (Dominican Republic)
11 .lu (Luxembourg)
16 .pr (Puerto Rico)
11 .bm (Bermuda)
20 .ec (Ecuador)
10 .ua (Ukraine)
5 .zw (Zimbabwe)
5 .az (Azerbaidjan)
4 .md (Moldavia)
8 .gy (Guyana)
3 .am (Armenia)
8 .by (Belarus)
5 .mk (Macedonia)
9 .kw (Kuwait)
6 .bg (Bulgaria)
7 .gb (Great Britain)
9 .mt (Malta)
1 .dm (Dominica)
5 .gt (Guatemala)
4 .dz (Algeria)
9 .et (Ethiopia)
6 .cy (Cyprus)
7 .ge (Georgia)
6 .pg (Papua New Guinea)
2 .bo (Bolivia)
2 .pk (Pakistan)
2 .mu (Mauritius)
2 .lv (Latvia)
1 .om (Oman)

UM-BBD, University of Minnesota Biocatalysis/Biodegradation Database.

to regularly receive e-mail progress reports, and most
choose to do so. This e-mail user list presently has about
400 members, who are surveyed on an annual basis. Users
have recommended pathways and features to us, and we
have acted on some of their suggestions: A pathway for
degradation of a chlorinated aliphatic compound and
graphical pathway maps were added in part because of
user requests.

Connections

When the UM-BBD was first installed on a server in Feb-
ruary 1995, it linked to several Internet resources. Links
to others have been added since then. Most of the Web
databases the UM-BBD links to have been contacted and
collaborate on cross-linkage where possible. For example,
the UM-BBD now has reciprocal links to Entrez PubMed
(13), Entrez Nucleotide (14), Entrez Protein (15), Chem-
Finder (16), and Ligand (17), and others are under discus-
sion. Each such interconnection is usually the result of in-
dividualized programming. The UM-BBD links to others
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Figure 2. UM-BBD access statis-
tics from May 1995 to March 1998.

in separate text lines, or, especially for reaction informa-
tion, as links inserted in the text-formatted reaction (see
Fig. 1, center).

Unique among present Web-based metabolic databases
such as KEGG (8), the UM-BBD specializes in a more
broadly based set of metabolic reactions. Because 10 mil-
lion organic compounds are known and most are enzymi-
cally biodegraded, the potential range of the UM-BBD is
enormous. These reactions are under active study now and
will be in the foreseeable future, and the ability to search
for current information in remote databases, as opposed to
more static links to individual documents, is very impor-
tant to UM-BBD users.

At present, the UM-BBD provides dynamic search links
to EXTOXNET (18), Entrez/MEDLINE (13), and Entrez/
GenBank (14). Although more difficult to construct and
maintain than links to individual documents (in the first
6 months of 1996, each of these links was reconstructed at
least once because the Web sites changed search format),
they allow UM-BBD users to obtain the very latest infor-
mation installed on these servers. Thus, a search is in-
stalled in preference to an individual link wherever pos-
sible, even if it returns only one document at present.
Tomorrow or next week additional items may appear, and
when they do UM-BBD users will have access to them.

UM-BBD search links include information on the num-
ber of hits that were returned when the search was last
tested, the date of that search, and, if possible, the exact
records being searched and terms that are being searched
for. For example, Entrez/MEDLINE searches may be car-
ried out for MEDLINE titles and abstracts, or if this pro-
duces too many hits, they may be restricted to titles alone.
Entrez/MEDLINE and GenBank searches require custom
formulation to return the best results because of the am-
biguities and complexities of chemical and biochemical no-
menclature and database search syntax.

Peer Acceptance

As mentioned earlier, the UM-BBD links to other meta-
bolic databases. It also provides users with links to rele-
vant information in several other biological and chemical
Internet databases. The five prestigious international Web
databases that it links to most closely—ChemFinder (16),
Ligand (17), Entrez/Medline (13), Entrez/Protein (15), and
Entrez/GenBank (14)—all link back to it. The UM-BBD
has also been selected to appear on many peer-reviewed
scientific Web referral lists, including Internet Chemical
Resources (19), the American Society of Microbiology Bi-
ology Resources List (20), and BioTech: Biochemistry, Bi-
ophysics, and Molecular Biology (21). In addition, it was
the subject of an article in the American Chemical Society’s
publication, Chemical & Engineering News (22), and in
Science (23), and articles on it were solicited by the Society
of Industrial Microbiologists News (6) and the Journal of
Microbial Methods (7).

Scientific Advisory Board

During the first year of operation, a world-renowned sci-
entific advisory board was established, including members
in three countries from educational institutions, commer-
cial companies, and government agencies: Peter Chapman
(EPA, Florida); I. C. Gunsalus (EPA, Florida); Andreas Kie-
ner (Lonza AG, Switzerland); Thomas Leisinger (ETH Zu-
rich, Switzerland); and Jack T. Trevors (Guelph University,
Canada). Most recently, Alfred Spormann (Stanford Uni-
versity) has joined the UM-BBD advisory board.

Growth and Future Developments

The UM-BBD began with only 4 pathways in February 25,
1995 and grew to 13 pathways by September 15, 1996, 25
pathways by February 20, 1997, and 59 pathways by April
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21, 1998. However, with 10 million compounds in the bio-
sphere, it will never, and is not meant to, contain infor-
mation on the biodegradation of more than a representa-
tive fraction of these compounds. It was developed to
contain reactions and pathways that span the diversity of
organic functional groups and microbial metabolism. The
next step in its development is to use this representative
information to develop ways to predict microbial catabolic
metabolism for compounds that the UM-BBD does not con-
tain.

CONCLUSIONS

Biocatalysis will expand in scope as a knowledge of micro-
bial catabolism increases. Most of the more than 10 million
organic compounds are thought to be biodegradable, pro-
viding a virtually limitless potential for expansion of
known microbial enzymatic reaction types. Additionally,
information is rapidly emerging from the more than 60
bacterial genome sequencing projects completed or ongo-
ing. This will lead to a new era of microbial metabolism
studies, building on the extensive data on intermediary
metabolism. These studies will increasingly reveal the vast
catabolic capabilities of bacteria from diverse environ-
ments and taxonomic classes.

Research advances will create a need for more people
trained in microbial genomics, metabolic reconstruction,
and enzymology. The UM-BBD, and associated courses,
can contribute to training the next generation of microbial
biocatalysis specialists. The UM-BBD has been used in-
structionally at several colleges and universities, including
the University of Minnesota (24–27), Iowa State Univer-
sity (28), Pomona College (29), the University of Waterloo
(30), the University of Basel (31), and Hebrew University
in Rehovot, Israel (32). A University of Minnesota course
on biocatalysis and biodegradation is being offered com-
pletely over the Internet, using the UM-BBD as its focal
point (24). The biocatalysis and biodegradation course in-
structs students on the general principles of microbial en-
vironmental biotechnology and microbial catabolic reac-
tions. Using these fundamentals, students peruse the
UM-BBD and related World Wide Web databases to re-
search specific microbial transformation reactions. Stu-
dent assignments are transferred to the instructors for as-
sessment via electronic mail and the Web. This is a venue
for advanced college-level instruction that is increasingly
becoming available to students worldwide. It reflects a fun-
damental change in university education: for 6,000 years
students were required to come to the scrolls, books, and
personal contact with scholars that allowed learning to ad-
vance (33). Now, people can be at remote sites and increas-
ingly access the accumulated knowledge of humanity via
electronic means. The UM-BBD is one small part of this
profound change in human information transfer and learn-
ing.
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INTRODUCTION

The growth of microorganisms occurs within a wide range
of pHs and temperatures, and on a wide variety of nutri-
ents. Figure 1 shows a typical batch experiment where a
substrate (starting at concentration Cso) is converted by a
microorganism (Cxo at t � 0). The microorganism grows
exponentially at a specific growth rate lmax and with yield

. After depletion of the substrate, which is character-mY DX

ized by the substrate affinity constant Ks and a threshold
concentration, the biomass concentration reaches Cx � Cxo

� Cso. Subsequently the biomass concentration de-mY DX

creases due to maintenance and/or biomass decay, which
is characterized by the maintenance coefficient mD (or the
decay coefficient kd). The relevant substrate always acts as
electron donor, and therefore it is proper to define the bio-
mass yield and maintenance on donor (D).

In the design of processes with growing microorganisms
(fermentation processes and biological waste-treatment
processes) the key parameters that need to be considered
are the maximal biomass yield on substrate ( ), the sub-mY DX

strate maintenance coefficient mD, the maximal growth
rate (lmax), and the substrate affinity constant (Ks). These
four key parameters are sufficient to describe growth of



268 BIOENERGETICS OF MICROBIAL GROWTH

Figure 1. A typical microbial growth batch pro-
file of biomass concentration and substrate con-
centration.

Time
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Ks
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(= electron donor)

Microbial growth
Biomass (X)
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Kinetic
µmax (h–1)
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Units Range

0.010–0.7
0.01–3

0.005–2
10–6–10–3

m

microorganisms in a standard mathematical model (1–4).
A practical problem is, however, that the values of these
parameters can vary by more than two orders of magni-
tude for different electron donors or acceptors used by dif-
ferent microorganisms, as indicated in Figure 1. It should
be realized that conventionally stoichiometric parameters
are expressed with C-mol of biomass, C-mol of electron do-
nor for organic, and mol of donor for inorganic donors
(C-mol X/(C)-mol D). It is therefore of interest to provide a
general method to estimate values of these parameters for
any chemotrophic growth system. Such methods have been
provided by, for example, Battley (5), Roels (1), and Wes-
terhoff (6). Recently (2,9) these methods have been criti-
cally evaluated with respect to general applicability and
internal consistency. It was concluded (2,7,8) that none of
these methods was satisfying. However a new method was
proposed that is generally applicable and lacks the men-
tioned problems (2,8). Further, it should be recognized that
in growth processes not only biomass production (rx in
C-mol biomass per m3 reactor/h) and electron donor (sub-
strate) consumption rD in C-mol substrate (for carbon com-
pounds), or mol substrate (for noncarbon compounds) per
m3 reactor/h are important. Also, the other conversions,
such as O2 consumption, N source consumption, heat pro-
duction, and CO2 production are highly relevant for the
process design to calculate, for example, the required O2

and heat transfer. Clearly, the full stoichiometry of the
growth process should also be calculated and methods to
achieve this are of major interest.

A STANDARD DESCRIPTION OF MICROBIAL GROWTH
STOICHIOMETRY

The stoichiometry of microbial growth is most easily un-
derstood from Figure 2. Figure 2a introduces the biomass

composition of 1 C-mol biomass (the ash-free organic frac-
tion). The composition shown is fairly typical and is taken
from Roels (1). One C-mol ash-free organic biomass is the
amount of organic dry biomass that contains 12 g of car-
bon. The indicated biomass organic fraction corresponds to
an elemental composition of 48.8% carbon, 7.3% hydrogen,
32.5% oxygen, and 11.4% nitrogen (w/w).

In practice, total dry biomass, which includes the or-
ganic fraction and the ash fraction (S, P, K, Mg, etc.), is
measured. In general, the organic and ash fraction are ob-
tained by combusting the organic biomass at 500 to 600 �C
and weighing the ashes. Recently Battley (9) has indicated
that this simple procedure underestimates the real organic
biomass weight by 5 to 6%. This is due to the formation of
P, S, and metal oxides in the ash during combustion,
whereas such oxides are not present in the dry biomass.
The composition formula follows directly from the elemen-
tal analysis of the biomass. In Figure 2a only the four ma-
jor elements (C, H, O, N) are shown; however, it is straight-
forward to include P, S, and metals such as K or Mg in this
composition formula, and also in the stoichiometric/ener-
getic calculation. Figure 2a also shows that in the forma-
tion of biomass for all chemotrophic growth systems a C
source, N source, H2O, CO2, and H� are always involved.
These five compounds provide the building elements for
making biomass. This is also called anabolism. For hetero-
trophic organisms the C source is organic; for autotrophic
organisms the C source is CO2.

Although it is possible to establish a stoichiometrically
correct description to make biomass from these five build-
ing compounds, it is easily shown that this is not accept-
able from the point of view of the second law of thermo-
dynamics. It has been calculated that the Gibbs energy of
such a hypothetical reaction, depending on the C source
used, is often positive (7), although sometimes small neg-
ative values can also be calculated (5). In addition, it is
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Microbial growth system

Anabolism
Biomass (X)

CH1.8O0.5N0.2

Catabolism
Electron donor (D)

Electron acceptor (A)
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Oxidized donor
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H2O
HCO–

3
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(a)

Relevant stoichiometry

1
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1
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Donor Acceptor C-source
Organic
Inorganic

Organic
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Organic
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YDX0.01 � 0.7 C-molX/(C)mol donor
(b)

Figure 2. (a) System definition of microbial growth. (b) Macro-
chemical reaction equation of microbial growth.

known that to convert the five compounds into biomass,
microorganisms use a large amount of biochemical energy
in the form of ATP (10). Clearly the production of biomass
from the five building compounds requires input of large
quantities of Gibbs energy. The amount of energy needed
to make biomass depends on the type of C source used.
Intuitively, one expects that making 1 C-mol biomass from
CO2 requires more Gibbs energy than making 1 C-mol bio-
mass from an organic compound. A quantitative relation
for this energy need is presented later (equations 2, 3a, and
3b). The required energy, which must be taken as Gibbs
energy and not as enthalpy, is delivered by a redox reaction
between an electron donor and an electron acceptor. This
redox reaction is called catabolism (Fig. 2a). Examples are
the aerobic combustion of glucose (C6H12O6 � 6O2 r

� 6H�) and the anaerobic formation of ethanol�6HCO3

from glucose (C6H12O6 � 2H2O r � 2H� ��2HCO3

2C2H5OH). Obtaining the required Gibbs energy is as es-
sential for micro-organisms as it is for higher organisms,
and even for human society. Therefore it should not be sur-
prising that during evolution a wide diversity of microor-

ganisms developed that are mainly different in the applied
redox reaction for catabolism to obtain Gibbs energy (Fig.
2b). Electron donor or acceptor couples can be organic and
inorganic compounds. This microbial variety in catabolic
possibilities for generating Gibbs energy has led to the use
of a classification system for naming microorganisms (Ta-
ble 1). This system is understandably based on the source
of Gibbs energy (light or chemical energy), the source of
electron donor (inorganic or organic), and the source of bio-
mass carbon (CO2 or organic).

In addition, microorganisms may employ a wide variety
of electron acceptors, as reflected in their class names.
These class names are related to the electron acceptor used
in catabolism (O2, aerobic; , denitrification; , sul-� 2�NO SO3 4

phate reduction) fermentation (absence of external elec-
tron acceptor), or to the product of the catabolic reaction
(CH4, methanogenic; acetate, acetogenic; H2S, sulphido-
genic, etc.). The C source also functions often as electron
donor, except in autotrophic microorganisms, where the C
source is CO2. For example, a microorganism growing
aerobically in the dark on H2S as the electron donor (in-
organic compound) using CO2 as the C source is called an
aerobic chemolithoautotrophic organism. In summary, in
each realistic chemotrophic microbial growth system there
must be present the five compounds of anabolism and an
electron donor/acceptor combination for catabolism.

These considerations bring us then to Figure 2b, which
shows the macrochemical reaction equation containing all
the stoichiometric information of the growth process. The
macrochemical equation of Figure 2b should not be consid-
ered a mathematical equation but is a chemical reaction
where substrates and products have negative and positive
stoichiometric coefficients, respectively. Therefore for a �
0, sign is absent. In addition, the stoichiometric involve-
ment of enthalpy and Gibbs energy is expressed in their
respective stoichiometric coefficients (YQX, and YGX, which
have units of C-mol X/kJ). The macrochemical reaction
equation is therefore a compact, but exact, form of notation
of the relevant stoichiometry of growth. This macrochem-
ical equation shows that for the formation of �1 C-mol of
biomass an amount of �1/YDX of electron donor is re-
quired. The minus sign shows that the electron donor is
consumed. YDX is in C-mol biomass per C-mol electron do-
nor (in case of an organic donor) or per mol donor (in case
of an inorganic donor). Its units are written as C-mol X/(C)
mol D. An amount of �1/YAX mol electron acceptor is con-
sumed (minus sign) per 1 C-mol biomass produced and, in
addition, 1/YQX kJ of heat and 1/YGX kJ of Gibbs energy
are involved in the production of 1 C-mol of biomass. 1/YQX

and 1/YGX are found as the conventionally calculated en-
thalpy of reaction and Gibbs energy of reaction of the mac-
rochemical reaction equation, which produces 1 C-mol of
biomass. Finally, certain amounts of H2O, CO2, (or ),�HCO3

H�, and N source are involved. It is important that in each
macrochemical reaction equation in which biomass is
grown, , H2O, H�, and N source be present. The dif-�HCO3

ferences between different organisms occur mostly in the
electron acceptor/donor combinations used. The N source
is often and sometimes , N2, or something else.� �NH NO4 3

The most important point in stoichiometry is to recognize
that it is nearly always sufficient to measure one stoichio-
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Table 1. Microbial Classification System

Source of Gibbs energy Source of electron donor C-source

Light (phototrophic) Inorganic (lithotrophic) CO2 (autotrophic)
Chemical (chemotrophic) Organic (organotrophic) Organic (heterotrophic)

metric coefficient, that is, YDX, which is the traditional bio-
mass yield on substrate (equal to carbon source and elec-
tron donor). All the other stoichiometric coefficients then
follow from the so-called conservation equations (elements,
electric charge, and enthalpy) (Example 1a) and the Gibbs
energy balance (Example 1b).

EXAMPLE 1a

Calculation of stoichiometric coefficients in the macrochemical
equation

Consider the aerobic growth of Pseudomonas oxalaticus on oxalate
using as the N source. The relevant chemical compounds in�NH4

this growth system are the five compounds [biomass
(CH1.8O0.5N0.2), , H�, H2O], the electron donor oxa-� �NH , HCO4 3

late ( ), and the electron acceptor O2. In total there are seven2�C O2 4

compounds and four elements (C, H, O, N). The conversion rates
of these compounds are mathematically related by the conserva-
tion relations of C, H, O, N, and electric charge. In total there are
five independent relations. This means that seven conversion
rates are related by five conservation equations, and that the mea-
surement of two rates (e.g., biomass production rx and consump-
tion of the electron donor oxalate rD), which is equivalent to the
measurement of YDX � rX/�rD, allows the calculation of all other
yields.

Suppose that from measurement the biomass yield YDX is
found to be �0.086 C-mol biomass produced per C-mol oxalate
consumed. The proper macrochemical reaction equation can be
written in a general form, without knowing all the stoichiometric
coefficients but one (�1 for biomass), as

2� � �fC O � aNH � bH � cO � dH O2 4 4 2 2
�� 1CH O N � eHCO1.8 0.5 0.2 3

The following conservation equations can now be written:

C conservation 2f � 1 � e � 0
H conservation 4a � b � 2d � 1.8 � e � 0
O conservation 4f � 2c � d � 0.5 � 3e � 0
N conservation a � 0.2 � 0
Charge conservation �2f � a � b � e � 0

Clearly there are six unknown stoichiometric coefficients (a–f )
that are related by five conservation equations. (Biomass has been
assigned a convenient, yet arbitrary coefficient �1.) Having one
measured coefficient allows the calculation of all other coefficients.
YDX was measured as 0.086. This means that 1/0.086 � 11.63
C-mol oxalate are consumed to produce 1 C-mol biomass. The pre-
viously defined macrochemical equation contains f mol of oxalate,
which was two carbon atoms. The stoichiometric coefficient f
therefore has the value �11,63/2 � �5.815 (remember the minus
sign). Using this f value and the five conservation equations, one
can calculate the whole chemical growth stoichiometry. The result
is

2� � ��5.815C O � 0.2NH � 0.8H � 1.857O � 5.42H O2 4 4 2 2
�� 1CH O N � 10.63HCO1.8 0.5 0.2 3

All the different biomass yields can be read from this reaction
equation; thus, YAX � 1/1.857 � 0.538 C-mol biomass/mol O2 or
YCX�1/10.63 � 0.094 C-mol biomass per mol CO2.

In the Example 1a, only the chemical stoichiometry was
calculated. However, there are two additional biomass
yields of interest that relate the heat production and Gibbs
energy dissipation occurring during the growth process to
biomass production. These yields can be simply calculated
if the full chemical stoichiometry is known by using tabu-
lated and values (at pH � 7 and standard con-0 01DH DGf f�

ditions) and calculating the enthalpy and Gibbs energy of
reaction (Example 1b).

Table 2 contains all the required thermodynamic infor-
mation as taken from Thauer et al. (11). The values for
biomass are taken from Roels (1). Although there is some
discussion about the value of for biomass, its value is01DGf

not very important in thermodynamic calculations, as
shown by Heijnen (3).

EXAMPLE 1b

Calculation of the yield of biomass on enthalpy and Gibbs energy
(YQX and YGX)

The chemical stoichiometry from Example 1a and the appropriate
and values from Table 2 can be used to obtain the heat0 01DH DGf f

(enthalpy) and Gibbs energy of reaction.
The enthalpy of reaction, using from Table 2, is calculated0DHf

as

(10.63)(�692) � 1(�91) � (5.42)(�286) � (1.857)(0)
� (0.8)(0) � (0.2)(�133) � (5.815)(�824) � �1078.7 kJ

For the Gibbs energy of reaction using values there follows01DGf

a value of �1052.4 kJ. Because in the macrochemical reaction 1
C-mol of biomass is produced, this means that for each 1 C-mol
biomass produced there is a heat production of 1078.7 kJ and a
Gibbs energy dissipation of 1052.4 kJ, showing that YQX � 1/
1078.7 � 0.00093 C-mol biomass produced per kilojoule heat pro-
duced and that YGX � 1/1052.4 � 0.0095 C-mol biomass produced
per kilojoule of Gibbs energy dissipated. The complete chemical
and energetic stoichiometry now can be written as

2� � ��5.815C O � 0.2NH � 0.8H � 1.857O � 5.42H O2 4 4 2 2
�� 1CH O N � 10.63HCO � 1078.7 kJ heat1.8 0.5 0.2 3

� 1052.4 kJ Gibbs energy

Example 1 shows that the complete chemical and en-
ergetic stoichiometry of microbial growth can be calculated
from one measured yield using conservation equations and
the Gibbs energy and enthalpy balance (elements, charge,
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Table 2. Standard Gibbs Energy and Ethalpy of
Formation

Compound name Composition

01DGf

(kJ/mol)
DHf

(kJ/mol)

Biomass CH1.8O0.5N0.2 �67 �91
Water H2O �237.18 �286
Bicarbonate �HCO3 �586.85 �692
CO2 (g) CO2 �394.359 �394.1
Ammonium �NH4 �79.37 �133
Proton H� �39.87 0
O2 (g) O2 0 0
Oxalate2� C2

2�O4 �674.04 �824
Carbon monoxide CO �137.15 �111
Formate �CHO2 �335 �410
Glyoxylate� C2O3H� �468.6 —
Tartrate2� 2�C H O4 4 6 �1,010 —
Malonate2� 2�C H O3 2 4 �700 —
Fumarate2� 2�C H O4 2 4 �604.21 �777
Malate2� 2�C H O4 4 5 �845.08 �843
Citrate3� 3�C H O6 5 7 �1,168.34 �1,515
Pyruvate� �C H O3 3 3 �474.63 �596
Succinate2� 2�C H O4 4 4 �690.23 �909
Gluconate� �C H O6 11 7 �1,154 —
Formaldehyde CH2O �130.54 —
Acetate �C H O2 3 2 �369.41 �486
Dihydroxyacetone C3H6O3 �445.18 —
Lactate �C H O3 5 3 �517.18 �687
Glucose C6H12O6 �917.22 �1,264
Mannitol C6H14O6 �942.61 —
Glycerol C3H8O3 �488.52 �676
Propionate� C3H5O2� �361.08 —
Ethylene glycol C2H6O2 �330.50 —
Acetoine C4H8O2 �280 —
Butyrate �C H O4 7 2 �352.63 �535
Propanediol C3H8O2 �327 —
Butanediol C4H10O2 �322 —
Methanol CH4O �175.39 �246
Ethanol C2H5O �181.75 �288
Propanol C3H8O �175.81 �331
n-Alkane C15H32 �60 �439
Propane C3H8 �24 �104
Ethane C2H6 �32.89 �85
Methane CH4 �50.75 �75
H2 (g) H2 0 0
N2 (g) N2 0 0
Nitrite ion �NO2 �37.2 �107
Nitrate ion �NO3 �111.34 �173
Iron II Fe2� �78.87 �87
Iron III Fe3� �4.6 �4
Hydrogen sulfide (g) H2S �33.56 �20
Sulfide ion HS� �12.05 �17
Sulfate ion 2�SO4 �744.63 �909
Thiosulfate ion 2�S O2 3 �513.2 �608

Note: pH � 7, 1 atm, 1 mol/L, 298 K.

enthalpy, and the Gibbs energy balance). This means also
that there must exist mathematical relations between YDX,
YAX, YCX, YQX, and YGX (see Fig. 2b). These relations are
addressed in a later section (see equations 9a–9e). It is
obvious that this knowledge of the complete growth stoi-
chiometry provides essential engineering information with
respect to reactor design on the amount of O2 that must be
transferred (aeration capacity), the amount of carbon di-

oxide that must be removed (ventilation), the amount of
heat to be removed (cooling capacity), or the amount of
fermentation products (in anaerobic growth). The amounts
of the required N source and (autotrophic growth)�HCO3

also follow from these stoichiometric calculations.

MEASUREMENT OF GROWTH STOICHIOMETRY

As shown earlier, the measurement of one stoichiometric
coefficient suffices, in general, to calculate all the other
stoichiometric coefficients using the conservation rela-
tions. This measured stoichiometric coefficient requires
the measurement of two conversion rates because, by def-
inition, a stoichiometric coefficient is the ratio of two con-
version rates. For example, YDX � rX/�rD. The most sim-
ple growth system contains eight conversion rates
(biomass, N source, H�, H2O, CO2, electron donor, electron
acceptor, heat production) and six conservation equations
(C, H, O, N, enthalpy, charge). Measurement of two con-
version rates is then sufficient to calculate all other rates
and, hence, the complete growth stoichiometry. Currently,
the most common measurements are biomass production
and substrate (equal to electron donor) consumption. For
aerobic growth the on-line measurement of O2 consump-
tion and CO2 production by the analysis of O2 and CO2 in
the off gas in air-sparged fermentors is becoming more and
more routine. Especially for autotrophic growth, the on-
line measurement of CO2 consumption by off-gas analysis
gives direct and highly accurate information on microbial
growth (because all consumed CO2 appears as biomass).
This method was very successfully applied to study the
growth stoichiometry and kinetics of solid pyrite oxidation
by Fe2�-oxidizing bacteria (12,13) and of Methanobacter-
ium thermoautotrophicum on H2/CO2 (14).

Most recently, it was also shown that on-line measure-
ment of heat production during microbial growth can be
used to explore growth stoichiometry and kinetics (15–17).

However, such a simple approach of measuring only two
conversion rates often makes certain assumptions:

• Each chosen pair of measured conversion rates will
allow the complete calculation of all other conversion
rates.

• All measurements are reliable within a certain sta-
tistical error but without a systematic deviation.

• The assumed description of the growth system is cor-
rect, which means that by-products or additional sub-
strates are assumed to be absent.

All these assumptions are subject to critical considera-
tions, which are dealt with extensively in a recent series
of publications (18–21). Here, simple examples are pro-
vided to illustrate the points of interest. The reader is re-
ferred to Refs. 18–21 for a more elaborate introduction,
including the full mathematical and statistical aspects.

Noncalculability of Stoichiometry

Suppose that in Example 1a the chosen two conversion
rates to be measured are biomass production (rX) and
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consumption (rN). Measurement of these two rates�NH4

would not lead to a calculation of the other rates because
rX and rN occur in the nitrogen-conservation equation in
such a way that rX uniquely determines rN, and vice versa.
It is then said that rX and rN are redundant. The N balance
gives a constraint for these two measured conversion rates
that can be used to calculate the statistically best estimate
of rX and rN, which also exactly satisfies the N balance.

Clearly the choice of the two measured rates must be
such that calculability of all other conversion rates is as-
sured. In example 1a, suitable combinations would be the
oxygen consumption rate (rO) and biomass production rate
(rX), rO and the carbondioxide production rate (rC), or rX

and the heat production rate (rQ).

Ill-Conditioned Calculability of Stoichiometry (Error
Propagation)

It is well known that measured conversion rates have a
certain measurement error. The subsequently calculated
conversion rates, from combining the conservation rela-
tions and the two measurements, have an error due to er-
ror propagation. It is obviously of great practical impor-
tance to choose two measured conversion rates where this
error propagation is minimal. A simple example to illus-
trate this problem is the aerobic growth of biomass on the
donor glucose. If oxygen consumption (�rO) and carbon
dioxide production (rC) are the measured rates, then the
following relations (using conservation relations and the
standard biomass composition) to calculate rX and �rD (in
C-mol glucose/m3 h) from the measured rC and (�rO) can
be derived:

r � 20r � 20(�r )X C O

(�r ) � 20(�r ) � 21rD O C

Due to the large multiplication factors of 20 and 21 in these
equations, the propagation of the measurement errors in
rC and rO into rX and �rD is enormous.

If the donor conversion rate (�rD) and the carbon di-
oxide production rate (rC) were chosen as the measured
rates rX and (�rO) would be calculated as

r � (�r ) � rX D C

(�r ) � �0.05(�r ) � 1.05rO D C

The error propagation now is much lower and, therefore,
from the measured (�rD) and (rC), rX and (�rO) can be
calculated, as can be the other conversion rates involved.
Clearly the aspect of error propagation is of major impor-
tance, and this propagation can be significantly decreased
by a proper choice of the conversion rates to be measured.

Redundancy of Measurements

As stated earlier, in general two well-chosen measured
conversion rates are usually sufficient to reliably calculate
the complete stoichiometry. However, it is advantageous
(Example 2) to measure more conversion rates than the
minimum requirement of two. This leads to so-called re-

dundant measurements, which can be used for two pur-
poses error diagnosis and data reconciliation.

Error Diagnosis
• To check the validity of the defined growth systems

with respect to the absence of by-products or possible
second substrates

• To check the measured conversion rates for system-
atic errors

Data Reconciliation
• To decrease the measurement error in the calculated

and measured conversion rates, provided that the
statistically based checks (error diagnosis) on the va-
lidity of the growth system and the systematic errors
in the measured conversion rates are passed

EXAMPLE 2

Use of redundant measurements to establish the presence of errors
in the definition of the growth system or in the measurements

Consider the microbial growth system of Example 1a, where the
following four conversion rates have been measured. The biomass
has the standard elemental composition.

Biomass production rX � �1 C-mol/h
O2 consumption �rO � 1.2 mol/h

production�HCO3 rC � 10.5 mol/h
Oxalic acid ( consumption)2�C O2 4 �rD � 5.8 mol/h

We know that a minimum of two rate measurements are needed
to calculate the full stoichiometry. Therefore there are two redun-
dant measurements. We can now establish the conservation equa-
tions (with rW, rH, and rN as the water, proton, and conver-�NH4

sion rates, respectively) based on conversion rates as

C conservation 2rD � rX � rC � 0
H conservation 4rN � rH � 2rW � 1.8rX � rC � 0
O conservation 4rD � 2rO � rW � 0.5rX � 3rC � 0
N conservation rN � 0.2rX � 0
Charge conservation �2rD � rN � rH � rC � 0

By eliminating the three nonmeasured rates (rW, rH, rN) from
these five conservation equations, one obtains 5 � 3 � 2 equa-
tions, which relate the measured conversion rates only. The result
is as follows:

2r � r � r � 0D X C

2r � 4r � 4.2r � 0D O X

The first relation can be recognized as the carbon balance, and the
second is so-called electron balance or the balance of degree of
reduction (1) (see also a later section). With respect to the C bal-
ance, one finds from the measurements:

C-in � 2 � 5.8(oxalate) � 11.6 C-mol/h

C-out � 1(biomass) � 10.5(CO ) � 11.5 C-mol/h2

Clearly the C balance seems satisfying (0.86% gap).
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YDX
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YDX = 1 + mDYDX/µm

m
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m

m
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Biomass yield is function of growth rate µ

Microbial growth

Maintenance concept mD

Decay concept           kd
kd = mDYDX

Figure 3. Dependence of YDX on growth rate l.

For the balance of degree of reduction one obtains

electrons in � 2 � 5.8 � 11.6 mol electrons/h

electrons out � �1.2(�4) � 1(4.2) � 9 mol electrons/h

Clearly there is a large gap of 2.6 mol electrons/h.
Because the C balance fits, it is reasonable to assume that the

measured values of rD, rX, and rC are reliable. The balance of de-
gree of reduction can therefore be wrong for two reasons:

1. A very inaccurate measurement of rO.
2. If the measurement of rO is found to be correct, then the

only other possibility is the presence of an additional elec-
tron acceptor (e.g., ). This would be an error in the de-�NO3

fined growth system.

A Mathematically Complete Analysis of Calculability,
Analysis of Redundancy, Error Diagnoses, and Data
Reconciliation

In the preceding section simple examples were provided to
highlight the problems in accurately establishing the full
growth stoichiometry from measurements. Because all
these calculations are based on linear conservation rela-
tions, it is highly appropriate to use matrix algebra. Basic
to these calculations is the “elemental” matrix, which spec-
ifies the element, charge, and enthalpy information for
each compound in the growth system. Recently, an exten-
sive and coherent mathematical description has been pro-
vided for calculability, redundancy analysis, error diagno-
sis, statistical aspects, and data reconciliation using
involved matrix algebra (18–21). The developed mathe-
matical theory has been put in a user-friendly computer
program called Macrobal (22).

THE EFFECT OF GROWTH RATE ON GROWTH
STOICHIOMETRY

Maintenance Energy Concept

In his pioneering work, Monod (23) found that in exponen-
tial growth the amount of biomass formed increased in pro-
portion to the amount of substrate consumed. This led to
the definition of growth yield YDX [amount of biomass pro-
duced per amount of electron donor (substrate) consumed].
We have seen that YDX usually determines the complete
growth stoichiometry. With the introduction of the che-
mostat in the early 1950s, microbial growth could be stud-
ied at a range of growth rates, and it became clear that
YDX decreased at lower growth rates l, as shown in Figure
3 (24). This phenomenon was explained by two different
concepts (24–26):

• Endogenous respiration or microbial decay, deter-
mined by the parameter kd

• Electron donor (substrate) requirements for mainte-
nance, determined by the parameter mD

The basic idea is, however, similar in recognizing that a
microorganism is a complex structure where the polymers
(proteins, etc.) are subject to slow thermal denaturation

and where there are numerous small leaks associated with
the many transmembrane gradients (e.g., Na� leaking
into the microorganism). These leaking substances must
be pumped out, and the degraded polymers must be rebuilt
at the expense of Gibbs energy. This results in a small, but
finite, need of Gibbs energy to maintain the biomass struc-
ture and the transmembrane gradients (maintenance
Gibbs energy). In the concept of endogeneous respiration
or microbial decay, this energy is produced by catabolism
of biomass itself. In the concept of maintenance this energy
is produced by catabolism of a part of the substrate (elec-
tron donor).

Mathematically, the dependence of YDX on growth rate
l is described by equation 1a and shown in Figure 3.

m1/Y � 1/Y � m /l (1a)DX DX D

This equation contains two model parameters, andmY DX

mD, where mD is the rate of consumption of electron donor
(substrate) that is catabolized to generate the necessary
Gibbs energy flow for maintenance in C-mol electron donor
per C-mol biomass per hour. is the maximal biomassmY DX

yield. Figure 3 shows that YDX, using equation 1a, de-
creases with decreasing growth rate. Clearly, at higher
growth rates YDX comes close to . Using typical valuesmY DX

for mD it can be shown that only for l � 0.01 to 0.05 h�1,
YDX starts dropping significantly below . This meansmY DX

that in exponential growth, as occurs in batch fermenta-
tion where l is high, the stoichiometry is properly covered
by . However, in many industrial-fed batch-productionmY DX

processes, maintenance is extremely important due to the
low growth rates applied. For example, in penicillin fer-
mentation l � 0.01 h�1 and about 70% of all consumed
glucose is spent for maintenance (27). Similarly, in waste-
water-treatment processes, where low growth rates are
also applied, the maintenance effects are very relevant.
However, in this area one often uses the biomass decay
coefficient kd. This coefficient is however related to mD ac-
cording to kd � mD . In general, it can be shown thatmY DX

all biomass yields, YiX as defined in Figure 2a, decrease
with decreasing growth rate l.
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Measuring mD

Equation 1a shows that and mD can be obtained di-mY DX

rectly by measuring YDX at different growth rates l. Using
equation 1a to plot 1/YDX versus 1/l as a straight line to
obtain 1/ and mD is, however, not desirable, becausemY DX

the error distribution of the measurements YDX and l is
completely distorted due to the use of 1/YDX and 1/l.

It is more proper to directly use the nonlinear equation
1a in combination with the measured YDX and l, and to
use an algorithm for nonlinear parameter estimation. It is
stressed that for accurate mD values one should measure
YDX at low growth rates (0.005–0.03 h�1).

EXAMPLE 3a

Calculating and mD from measured YDX as function of growthmY DX

rate l

Consider aerobic growth on glucose and that there are two mea-
surements available. At l � 0.5 h�1, YDX � 0.49 C-mol biomass
per C-mol glucose, and at l � 0.02 h�1, YDX � 0.33.

Applying equation 1a will show that � 0.50 and mD �
mY DX

0.02 C-mol glucose/C-mol biomass/h.

Other Maintenance Quantities

Microorganisms require Gibbs energy for maintenance.
This is obtained by catabolizing the required amount of
electron donor mD. It is then obvious that other quantities,
such as electron acceptor, heat, Gibbs energy, oxidized elec-
tron donor, and reduced electron acceptor, are also involved
in maintenance, to catabolize the mD electron donor. These
maintenance-related quantities are directly obtained from
the stoichiometry of the catabolic reaction (Example 3b).

EXAMPLE 3b

Calculating other maintenance rates using the catabolic reaction

In Example 3a it was found that mD � 0.02 C-mol glucose/C-mol
biomass/h.

In the growth system being considered, the catabolic reaction
is the aerobic oxidation of glucose according to

� �C H O � 6O � 6HCO � 6H � 2,814 kJ heat6 12 6 2 3

� 2,843 kJ Gibbs energy

Using the stoichiometry of this catabolic reaction and the known
mD, it is now easy to calculate the other maintenance rates:

maintenance glucose m � 0.02 C-mol glucose/C-mol XhD

� 0.02/6 mol glucose/C-mol biomass/h

0.02
maintenance oxygen m � � 6 mol O /C-mol biomass/hA 26

0.02�maintenance HCO m � � 6 mol CO /C-mol biomass/h3 C 26

0.02
maintenance heat m � � 2,814 kJ/C-mol biomass/hq 6

0.02
maintenance Gibbs energy m �G 6

� 2,843 kJ/C-mol biomass/h

Complete Growth Stoichiometry as a Function of Growth
Rate

Equation 1a shows how 1/YDX depends on the growth rate
l and the two parameters and mD. Completely similarmY DX

equations can be derived for growth yields on acceptor (A),
carbon dioxide (C), heat (Q), and Gibbs energy (G) accord-
ing to equation 1b:

mm i1/Y � 1/Y � (1b)iX iX
l

Here i can be A, C, Q, or G. The maintenance coefficients
for the different compounds are related to mD according to
Example 3b. The maximal yields andm m m mY , Y , Y YAX CX QX GX

are related to , and can be found by solving the mac-mY DX

rochemical equation, using the available value, ac-mY DX

cording to Example 1.

A THERMODYNAMICALLY BASED METHOD TO ESTIMATE
GROWTH STOICHIOMETRY

In the previous paragraphs the methods for accurate mea-
surement of a growth stoichiometric coefficient, as, for ex-
ample, the biomass yield on electron donor YDX and the
subsequent calculation of all the nonmeasured stoichio-
metric coefficients of the macrochemical equation (using
the conservation principles) have been provided. In past
decades, the value of YDX for many different microorgan-
isms, different electron donors, C sources, and electron ac-
ceptors has been measured under C- and energy-limited
growth conditions. Many methods have been proposed to
predict YDX because of its obvious importance. Recently, a
critical evaluation of these methods has been performed
(2). The following criteria were used for the evaluation:

• The method should be generally applicable to all
chemotrophic growth systems.

• The method should relate directly to the second law
of thermodynamics.

• No detailed knowledge of metabolism is required;
only the identity of the electron donor, C source, and
electron acceptor is known.

• Methodological problems are absent.

The conclusion of this evaluation was that none of the pub-
lished methods satisfied these simple criteria. Therefore,
an alternative method that satisfies the mentioned criteria
has been proposed (2). This method is based on 1/YGX,
which is the amount of Gibbs energy (in kilojoules) that
must be dissipated for the production of 1 C-mol biomass.

The Gibbs energy stoichiometric parameter 1/YGX has
already been introduced as one of the stoichiometric coef-
ficients in the macrochemical reaction equation (Fig. 2b).
Therefore, it is obvious that this energetic parameter can
be calculated directly if only one of the chemical stoichio-
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metric coefficients has been measured and if the electron
donor, electron acceptor, and C source are known (see Ex-
ample 1b, where 1/YGX � 1,052 kJ/C-mol biomass).

Furthermore it is well known that the value of growth
yields depends on the growth rate (l) due to the Gibbs en-
ergy that must be used for maintenance (see earlier sec-
tion). This means that the Gibbs energy needed to produce
biomass should be divided into two parts:

1. A growth-related part
2. A maintenance-related part

Mathematically this can be expressed as

1 mG1/Y � �mGX Y lGX

Total needed Gibbs Gibbs energy for Maintenance Gibbs (1c)
energy kJ/C-mol new biomass energy for existing

biomass biomass

where is the Gibbs energy needed to make 1 C-molm1/Y GX

of biomass (kJ/C-mol X) and mG is the Gibbs energy needed
for biomass maintenance (kJ/C-mol biomass h). The bio-
mass specific growth rate (h�1) is l.

Clearly, at high growth rate l, the mG/l term becomes
negligible and 1/YGX becomes practically equal to . AtmY DX

low growth rates YGX becomes much lower than .mY GX

Equation 1c shows that in order to calculate YGX as a
function of growth rate l we need information about mY GX

and mG. In the past years two simple correlations have
been found with which to estimate and mG (2,4). ThesemY GX

correlations were established using a very large body of
experimental growth yields, which covered carbon- and
energy-limited growth for the following:

• Many different microorganisms (bacteria, fungi,
plant cells)

• Many different C sources, including CO2 and a wide
variety of organic substrates

• Different electron acceptors (aerobic, anaerobic, de-
nitrifying)

• Electron donors that need reversed electron trans-
port (RET)

The resulting correlations are given in equations 2 and 3.
Figure 4 shows the mG data used to establish equation 2;
Figure 5 shows the data used to establish the cor-m1/Y GX

relations 3a and 3b.

Maintenance Gibbs Energy Need mG

The data for mG as a function of temperature shown in
Figure 4 can be correlated with an Arrhenius type of re-
lation:

�69,000 1 1
m � 4.5 exp � (2)G � � ��R T 298

This correlation was found to hold (with � 40% accuracy)
for a very wide variety of organisms, for different electron

donors, for aerobic and anaerobic conditions, and for a tem-
perature range of 5–75 �C (4). Obviously, the main influ-
encing factor is the temperature, which behaves as an Ar-
rhenius function with an activation energy of 69,000 J/mol.
The type of electron donor (organic or inorganic), the mi-
croorganism, and the electron acceptor are of minor im-
portance. This seems logical, because maintenance is a
biomass-linked Gibbs-energy-requiring process that coun-
teracts the biomass-deteriorating processes (protein deg-
radation, leakage over cell membranes, etc.).

Gibbs Energy for Growth

The data for shown in Figure 5a (heterotrophicmY GX

growth) and Figure 5b (autotrophic growth) can be corre-
lated by equations 3a and 3b as shown in Ref. 2. For au-
totrophic growth it was found to be important to distin-
guish electron donors for which reversed electron transport
(RET) was necessary. Such electron donors (e.g., Fe2�/
Fe3�, ) provide electrons that have insufficient� �NH /NO4 2

Gibbs energy to reduce the C source CO2 to biomass. Mi-
croorganisms using such electron donors first have to in-
crease the Gibbs energy level of the donor electrons by the
biochemical process RET.

Heterotrophic growth/autotrophic growth (�RET)

m 1.81/Y � 200 � 18(6 � C)GX
2 0.16� exp[((3.8 � c) ) (3.6 � 0.4C)] (3a)

Autotrophic growth (�RET)

m1/Y � 3,500 (3b)GX

It was found (4) that the Gibbs energy dissipation required
for the production of 1 C-mol biomass mainly depends on
the C source used (equations 3a and 3b) The type of mi-
croorganism and the type of electron acceptor have only
minor effects, as shown in Figures 5a and 5b. The influence
of the C source on can be characterized by the follow-mY GX

ing:

• Its number C of carbon atoms (e.g., for CO2 C � 1
and for glucose C � 6) as shown in Figure 5a

• Its degree of reduction c (1)

c is a stoichiometric number of a chemical compound that
represents the number of electrons in the compound. For
organic compounds c is per C-mol, for inorganic compounds
c is per mol. For example, for CO2 c � 0, for CH4 c � 8,
and for glucose c � 4. The concept of degree of reduction
will be further elucidated extensively later in this article.
For organic compounds (Fig. 5a), c has a value between 0
and 8. For inorganic compounds (Fig. 5b), only a lower
value of 0 holds; a maximal value does not exist because
there is no normalization per atom. It is relevant to know
that biomass has a degree of reduction of about 4.2. Equa-
tion 3a and Figure 5a show that, in the situation that RET
is not required for both hetero- and autotrophic growth,
the Gibbs energy needed to produce biomass

• Increases if the number of C atoms in the carbon
source (the parameter C in equation 3a) decreases
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Figure 4. Maintenance Gibbs en-
ergy mG (in kJ/C-mol biomass h) for
aerobic (a) and anaerobic (b)
growth, shown as an Arrhenius
function of temperature. The lines
represent equation 2.
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• Increases if the degree of reduction of the carbon
source (the parameter c in equation 3a) is smaller or
larger than about 3.8

Equation 3a further shows that for heterotrophic growth
ranges between about 200 and 1,000 kJ/C-mol bio-m1/Y GX

mass, for the C sources explored, for which:

• The number of carbon atoms in the carbon source
ranges between C � 1 (e.g., CO2, formate, methane)
and C � 6 (e.g., glucose, citrate).

• The degree of reduction of the C source c ranges be-
tween 0 (for CO2) and 8 (for CH4).

The effect of the number of C atoms (C) and degree of
reduction (c) of the C source can be simply understood as
follows:

• Biomass contains many polymers that contain mono-
mers of four to six C atoms. If the C source contains
fewer than four to six C atoms, the microorganism
must perform extra biochemical reactions to achieve
C–C couplings. This requires extra Gibbs energy,
compared to a C source that has six C-atoms, Hence

increases for C-sources with less carbon atoms.m1/Y GX

• Biomass has c � 4.2. If the C source is more reduced
(c � 4.2) or more oxidized (c � 4.2), there is a need
for additional oxidation reactions or reduction reac-
tions, respectively, as compared to a carbon source
(like glucose) with c � 4. These additional reactions
lead to extra Gibbs energy dissipation, leading to a
higher value of .m1/Y GX

Simply stated, the more biochemical tinkering is needed
to convert an organic C source into biomass, the more
Gibbs energy is dissipated and the higher becomes.m1/Y GX

Obviously glucose (C � 6, c � 4) is a nearly ideal C-source
because it requires the least Gibbs energy dissipation for
biomass production. According to equation 3a, for glucose

� 200 � 0 � 36 � 236 kJ/C-mol biomass. In con-m1/Y GX

trast, CO2 is a very poor C source, because it requires about
four times as much Gibbs energy ( � 200 � 236 �

m1/Y GX

460 � 986 kJ/C-mol according to equation 3a). Equation
(3b) shows that for autotrophic growth, in the situation
where RET is needed (which occurs for many inorganic
electron donors), has a very high value of 3,500 kJ/m1/Y GX

C-mol biomass. This value should be compared to auto-
trophic growth without RET as occurs with, for example,
H2 or CO as electron donor (for which � 1,000 kJ/m1/Y GX

C-mol according to equation 3a).
Obviously, the use of RET increases the Gibbs energy

dissipation needed for biomass production tremendously.
The explanation is that, using the RET process, the elec-
trons of the electron donor are increased in energy level,
up to the energy level of electrons in NADH in order to
make CO2 reduction to biomass thermodynamically feasi-
ble. This “energy-pumping” process (RET) apparently re-
quires a large amount of Gibbs energy, of about 3,500 �
1,000 � 2,500 kJ/C-mol biomass produced.

The effect that the type of the available C source has on
the Gibbs energy needed for biomass synthesis is well
known in biochemistry. Biochemists express the energy
need in ATP. Figure 6 compares the calculated Gibbs en-
ergy dissipation needed for biomass synthesis ( , inm1/Y GX

kJ/C-molX) with the theoretically calculated amount of
ATP expenditure for biomass synthesis in mol ATP/C-mol
X. The points shown are for different C sources, ranging
from glucose (28.8) to CO2 (2.5). The parenthetical num-
bers are the published (10) biomass yields on ATP in gram-
X/mol ATP. It is clear that there is a close correspondence,
which is logical. Equations 3a and 3b provide the energy
needed for biomass synthesis in kilojoules, whereas the
biochemists use mol ATP as the energy measure.

In conclusion, it should be realized that equations 2, 3a
and 3b are completely sufficient to estimate a biomass
yield and the full macrochemical equation for any arbi-
trary chemotrophic growth system (Example 4).

The predictive accuracy of this correlation for chemo-
trophic growth has been shown (2,4) to be �10 to 20% rela-
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Figure 5. Reciprocal maximal yield of biomass on Gibbs energy, , (kJ/C-mol X); (a) Hetero-m1/Y GX

trophic growth (triangles, aerobic; squares, fermentation, X’s denitrifying systems); C is the number
of carbon atoms in the carbon source; c is the degree of reduction of the carbon source.
(b) Autotrophic growth (squares, electron donors where reversed electron transport [RET] is
needed; circles, donors without RET). The lines represent equations 3a and 3b.

tive error in a yield range of nearly two orders of magni-
tudes of 0.01–0.70 C-mol biomass per C-mol organic
electron donor or per mol inorganic donor while covering
aerobic, anaerobic, denitrifying, autotrophic microbial sys-
tems with and without RET (Fig. 7). The measured yield
data used were taken from Refs. 2 and 4.

EXAMPLE 4

Calculation of the full macrochemical reaction equation using the
correlations of equations 2, 3a, and 3b

It is assumed that a microorganism grows anaerobically on meth-
anol as C source and electron donor with as the N source�NH4
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and acetate is produced. The growth system contains biomass,
, H�, , H2O, methanol, and acetate as the seven com-� �NH HCO4 3

pounds. The general macrochemical reaction equation for the pro-
duction of 1 C-mol biomass can be written as follows:

� � �fCH OH � aNH � bH � cC H O3 4 2 3 2
�� dH O � 1CH O N � eHCO2 1.8 0.5 0.2 3

Clearly there are six unknown stoichiometric coefficients (a–f ).
However, using equation 3a we can calculate that (C � 1, c � 6
for methanol, maintenance has been neglected) � 200 �

m1/Y GX

326 � 172 � 698 kJ/C-molX. This means that we know that the
Gibbs energy of reaction of the macrochemical reaction equation
equals �698 kJ.

We can now write the conservation equations for C, H, O, N,
electric charge, and the Gibbs energy balance (taking values of

from Table 2):01
DGf

C balance f � 2c � 1 � e � 0
H balance 4f � 4a � b � 3c � 2d � 1.8 � e � 0
O balance f � 2c � d � 0.5 � 3e � 0
N balance a � 0.2 � 0
charge balance a � b � c � e � 0

Gibbs energy balance (�175.39)f � (�79.37)a � (�39.87)b
� (�369.41)c � (�237.18)d � (�67)1

� (�586.85)e � 698 � 0

Solving these six equations gives, for a to f,

a � �0,2; b � 2.866; c � 8.898; d � 12.964;
e � �6.232; f � �12.564

This gives a biomass yield on methanol of 1/12.564 � 0.08 C-mol
biomass/C-mol methanol. The stoichiometric result also shows
that the acetate production is 8.898/12.564 � 0.70 mol acetate/
mol methanol, showing a C yield of 1.4 acetate carbon/methanol-
carbon. This is, of course, due to the CO2 fixation that occurs (6.232
mol per 12.564 mol methanol).�HCO3

If maintenance is not allowed to be neglected mG must be taken
into account. For example, the temperature is assumed to be 50 �C.
Equation 2 then shows that mG � 38.8 kJ/C-mol biomass h. If the
growth rate l � 0.03 h�1, then we can calculate, using equation
1c that 1/YGX � 698 � 38.8/(0.03) � 1,991 kJ/C-mol biomass.
Using this number one can solve the six equations to obtain the
complete stoichiometry, which holds under these conditions.

Before ending this section, a final warning is relevant.
The described thermodynamic method of predicting
growth stoichiometry is based on a very wide database of
experimentally measured growth systems. No detailed bio-
chemical information is required, because intrinsically a
kind of average biochemistry used by most organisms is
assumed. This is an attractive feature, but in the end we
should consider that, of course, the biochemistry used by
microorganisms does have a significant influence. For ex-
ample, for the anaerobic ethanol fermentation on glucose
the mentioned method will give YDX � 0.15 C-mol
biomass/C-mol glucose. This is indeed found for Saccha-
romyces cerevisae. However, another organism, Zymo-
monas mobilis, does the same glucose/ethanol process, but
with YDX � 0.07. The explanation is that Z. mobilis uses
a completely different biochemical pathway for glucose ca-
tabolism than S. cerevisae. From this example we can also
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learn that if the predicted biomass yield differs very sub-
stantially from the actually measured yield, it might be
possible that the microorganism being studied uses a novel
pathway for catabolism or anabolism.

A USEFUL REFERENCE SYSTEM TO SIMPLIFY GROWTH
STOICHIOMETRIC AND ENERGETIC CALCULATIONS AND
TO GAIN INSIGHT

The Growth Reference System

In the preceding sections, the stoichiometric coefficients for
the macrochemical reaction equation of biomass formation
have been solved by setting up the proper conservation
equations (C, H, O, N, charge, enthalpy) and the Gibbs
energy balance. Although this is a sufficient and straight-
forward method, solving these linear equations remains
unattractive and does not provide insight. To simplify
these calculations and to gain insight, a special reference
system has been designed—the growth reference system.
This reference system is based on the observation that, in
all chemotrophic growth systems, H2O, , H�, and N�HCO3

source (mostly ) occur as chemical compounds (see�NH4

earlier section on growth system definition). In this special
reference system each chemical compound is assigned
three new numbers.

c the degree of reduction, which represents the elec-
tron content per C-mol (for organic compounds) or
per mol (for inorganic compounds)

DGe the Gibbs energy per electron present in the com-
pound

DHe the enthalpy per electron present in the compound

Clearly c is a stoichiometric quantity and DGe and DHe are
energetic parameters.

The reference system is designed such that for H2O,
, H� (pH � 7), N source for growth,� 2� �HCO HPO , NO ,3 4 3

, and Fe3�, the values of c, DGe, and DHe are zero.2�SO4

For DGe, the biochemical standard conditions (1 mol/L, 1
bar, pH � 7,298 K) are assumed, DHe is calculated for CO2

(gas) because of the large heat effect of (liq) ⇔ CO2
�HCO3

(gas) transfer.
The calculation of c, DGe, and DHe follows from the ref-

erence redox half reaction where 1 C-mol of organic or 1
mol of inorganic compound is converted into the reference
chemicals and a number of electrons. The number of elec-
trons is by definition equal to c (Example 5). From the
Gibbs energy and enthalpy of this reference reaction,
called DGref and DHref (calculated with the usual thermo-
dynamic and values, see Table 2), the values of01 01

DG DHf f

DGe and DHe follow from equations 4a and 4b.

�DGref
DG � (4a)e

c

�DHref
DH � (4b)e

c

EXAMPLE 5

The reference redox half reaction and calculation of c and DGe for
chemical compounds

For methanol the following reference redox half reaction can be
set up according to the preceding definition by converting meth-
anol to the reference compounds , H2O, and H��HCO3

� � ��1CH O � 2H O � HCO � 7H � 6e4 2 3

In this reference redox half reaction, 1 C-mol methanol is con-
verted and six electrons are produced, hence c � �6 for methanol.
Using the values from Table 2, the DGref for the methanol-01

DGf�

reference redox half reaction follows as (standard conditions)

01DG � (7)(�39.87) � 1(�586.85) � (2)(�237.18)ref

� (1)(�181.75) � �216.192 kJ

This gives for the value of methanol by equation 4a01DGe

�216.19201DG � � � �36.032 kJ/e-mole � �6

Obviously DHe can be calculated in a similar way by calculation
of DHref.

For biomass the following redox half reaction can be set up,
assuming that is the N source:�NH4

� � � ��1CH O N � 2.5H O � HCO � 0.2NH � 5H � 4.2e1.8 0.8 0.2 2 3 4

Obviously, the degree of reduction for biomass is 4.2. The 01DGref

value is obtained similarly as earlier for methanol. can be01DGref

calculated to be �142.128 kJ, giving

DG � �(�142.128)/(4.2) � �33.840 kJ/e-mole

In a similar way as shown in Example 5 for each chem-
ical compound, the values of c, DGe, and DHe can be cal-
culated for a large number of relevant compounds. Table 3
contains all relevant stoichiometric and energetic infor-
mation for growth systems, clearly shown in the following.
A point of attention is the finding (Table 3) that for biomass
the degree of reduction depends on the N source used in
the growth system. For example c � 4.2 for and 5.8�NH4

for as N source. This is a consequence of the reference�NO3

definition. The advantage is that the N source disappears
from the stoichiometric calculations using c, DGe, and DHe

(Examples 7a, 7b, and 8b). The defined reference system
is closely related to the generalized degree of reduction as
defined by Roels (1) and Erickson et al. (28). It can be seen
that for reduced organic compounds c is between 0 and 8
(per C-mol). For inorganic compounds, such an upper limit
does not exist (because there is not a normalization per
atom). For O2, c is negative (�4), which is logical for an
acceptor. DGe is related to the conventional redox potential
of redox half reactions ( � ). DGe is calculated01 1DG �FEe 0

using (the most abundant form of carbon dioxide at�HCO3

pH � 7); DHe has been calculated using CO2 (gas) as ref-
erence, to take the large heat effect of r CO2 (gas)�HCO3

into account.
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Table 3. Calculated c, , and Values for Chemical Compounds under Standard Conditions01 0DG DHe e

c

Degree of reduction per C-mole
for organic and per mole for

inorganic compounds in
electrons/(C)-mole

01DGe

(kJ/e-mol)

0DHe

(kJ/e-mol)

� N source�biomass/NH4 �4.2 �33.840 �26.1
Biomass/NO3 � N source �5.8 �14.820 �44.2
Biomass/N2 � N source �4.8 �32.948 �26.3
N source for growth 0 0 0

�HCO3 0 0 0
Oxalate �1 �52.522 �20
Formate �2 �39.186 �15.50
Glyoxylate �2 �48.229 —
Tartrate �2.5 �39.577 —
Malonate �2.67 �28.976 —
Fumarate �3 �33.662 �31.60
Malate �3 �33.354 �32.20
Citrate �3 �32.282 �33.90
Pyruvate �3.33 �34.129 �23.60
Succinate �3.50 �28.405 �36.30
Gluconate �3.67 �39.106 —
Formaldehyde �4 �45.326 �0.10
Acetate �4 �26.801 �33.50
Lactate �4 �31.488 �28.90
Glucose �4 �39.744 �25.75
Mannitol �4.33 �38.777 —
Glycerol �4.67 �37.625 �24.30
Propionate �4.67 �26.939 �33.80
Ethylene glycol �5 �37.292 —
Acetoin �5 �32.625 —
Butyrate �5 �27.000 �33.30
Propanediol �5.33 �33.177 —
Acetone �5.33 �28.718 �30.90
Butanediol �5.50 �31.374 —
Methanol �6 �36.032 �23
Ethanol �6 �30.353 �28.90
Propanol �6 �29.144 �32.50
n-Alkane �6.13 �26.694 —
Propane �6.66 �25.948 �31.90
Ethane �7 �25.404 �31.40
Methane �8 �22.925 �31.50
CO �2 �47.477 �1.5
H2 �2 �39.870 0

2�SO4 0 0 0
2�SO3 �2 �50.296 —

S0 �6 �19.146 �55.2
S2

2�O3 �8 �23.584 �27.5
HS� �8 �20.850 �43.9

�NO3 0 0 0
�NO2 �2 �41.650 �108.5

NO(g) �3 �96.701 —
N2O(g) �8 �57.540 �124.55

�NH4 �8 �35.109 �101.9
N2 �10 �72.194 �136.4
Fe3� 0 0 0
Fe2� �1 �74.270 �46.8
H2O 0 0 0
O2 �4 �78.719 �143

Note: pH � 7, 1 mol/L, 1 atm, 298 K.
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Table 4. Degree of Reduction of Atoms and Electric
Charge According to the Definition of the Growth
Reference System

Atom or charge Degree of reduction of atoms

H �1
O �2
C �4
Charge �1 �1
Charge �1 �1
S �6
P �5
N �5
N in N index in biomass �3 for or NH3 as N source�NH4

0 for N2 as N source
�5 for or HNO3 as N source�NO3

Balance of Degree of Reduction, Atomic Degrees of
Reduction, and the COD Balance

In the previously defined “growth reference” system, ci was
introduced as the degree of reduction of compound i. This
parameter is important in stoichiometric calculations, be-
cause due to the principle of electron conservation, an elec-
tron balance can be defined. This is the so-called balance
of degree of reduction. This is not an additional conserva-
tion principle (in addition to C, H, O, N, and charge con-
servation). The balance of degree of reduction can be ob-
tained from the usual C, H, O, N, and charge balances by
eliminating (by suitable substitutions) H�, H2O, ,�HCO3

and the N source. Hence, the balance of degree of reduction
is a suitable linear combination of already available con-
servation equations. The importance of the balance of de-
gree of reduction is that, by definition, in this balance, only
biomass formation, consumption of electron donor, and
consumption of electron acceptor are related. Based on the
previous definition of the reference set of compounds in
the growth reference system it is also possible to calculate
the degree of reduction of atoms and of electric charge (Ta-
ble 4).

It should be noted that the atomic degree of reduction
for the N atom in biomass depends on the applied N source
as a consequence of the defined growth reference system
as explained earlier. Using the c values of atoms and elec-
tric charge in Table 4, it is straightforward to calculate the
c values for any chemical compound for which the elemen-
tal composition is known (Example 6a). This is an equiv-
alent alternative to writing the reference redox half reac-
tion to obtain c (Example 5).

EXAMPLE 6a

Direct calculation of c from elemental composition

Using the atomic degrees of reduction (Table 4) it can easily be
checked that indeed for the reference chemicals c � 0:

H2O c � 2 � 1 � 1(�2) � 0
CO2 c � 1 � 4 � 2(�2) � 0

�HCO3 c � 1 � 1 � 1 � 4 � 3(�2) � 1 � 0
H� c � 1 � 1 � 1(�1) � 0

For the degree of reduction of biomass (cX) it is easy to show that
this is a function of the N source used. Using the standard ele-
mental biomass composition CH1.8O0.5N0.2 and using the N degree
of reduction for the different N sources (Table 4) one obtains

��NH as N-source c � 1 � 4 � 1.8 � 1 � 0.5(�2)4 X

� 0.2(�3) � 4.2

��NO as N-source c � 1 � 4 � 1.8 � 1 � 0.5 � (�2)3 X

� 0.2(5) � 5.8

For the electron content of an organic substrate (e.g., acetate ion,
) the amount of electrons is 2 � 4 � 3 � 1 � 2(�2) ��C H O2 3 2

1(�1) � 8. Because for organic compounds c is defined as the
number of electrons per C atom, we obtain for acetate with 2 car-
bon atoms c � 8/2 � 4.

The degree of reduction balance is also called chemical ox-
ygen demand (COD) balance in wastewater engineering
(26). The COD balance is equivalent to the balance of de-
gree of reduction. COD is a number assigned to each chem-
ical and represents the consumed O2 on total oxidation in
g O2/g compound. There is a direct link with degree of re-
duction. Each mole of electrons represents 8 g COD. This
is easily understood, because the consumption of 1 mol O2

represents the acceptance of 4 mol electrons (c � �4; see
Table 3). One mol O2 represents �32 g COD and therefore
1 mol electrons � 8 g COD.

EXAMPLE 6b

Calculation of COD values

Consider glucose, in which 1 mol (� 180 gram) represents (ac-
cording to Table 3) a total of 6 � 4 electrons � 6 � 4 � 8 � 192
g O2. Clearly glucose has a COD value of 192/180 � 1.0667 g COD/
g glucose.

The acceptor couple has cA � �5 electrons. The COD�NO /N3 2

value of � N is then �5 � 8/14 � �2.857 g COD per gram�NO3

nitrate-nitrogen.

The values of c, DGe, and DHe from Table 3 can be used for
very easy stoichiometric and energetic calculations as
shown in Examples 7a and 7b.

EXAMPLE 7a

Calculation of the stoichiometry of example 1a using c values

In Example 1a, five equations were solved to calculate the full
macrochemical equation. Using the c values of Table 3 we can first
make the balance of degree of reduction. For the electron donor
oxalate cD � 1 per carbon or 2 per mole oxalate; for biomass cX �

4.2 and for the electron acceptor O2cA � �4 (Table 3). For all the
other chemicals (N source, H�, H2O, ) c � 0 by definition.�HCO3

The c balance is now

2f � 4c � 4.2 � 0

Because f � �5.815 we obtain c � �1.857 directly.
From the C balance we then obtain e � �10.63. From the N

balance a � �0.20, from the charge balance b � �0.8, and from
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Table 5. DGe, and DHe Values of Redox Couples under
Standard Conditions

Redox couple
c

(per (C-)mol)
DGe

(kJ/e-mol)
DHe

(kJ/e-mol)

� 1NH / ⁄2N4 2 3 �26.703 �44.3
� �NH /NO4 2 6 �32.928 �99.665
� �NO /NO2 3 2 �41.647 �108.5

Lactate/pyruvate 2 �18.283 �55.4
Fumarate/succinate �2 �3.137 �64.5

� 1NO / ⁄2N3 2 �5 �72.194 �136.4
� 1NO / ⁄2N2 2 �3 �92.559 �155

NO(g)/1⁄2N2 �2 �35.434 —
N2O(g)/N2 �2 �130.809 �183.8

�Glucose/HCO3 4 �39.744 �25.75

the O or H balance we finally find d � �5.42. This is, as expected,
the same result as before in Example 1a.

EXAMPLE 7b

Calculation of the Gibbs energy of reaction in example 1b using
DGe values

Using the now-available full macrochemical stoichiometry, it is
possible to calculate the Gibbs energy of reaction using the Gibbs
energy balance.

For each chemical compound the Gibbs energy contribution
follows from the product of its number of electrons and its DGe

number. For example (using Table 3), the Gibbs energy contribu-
tion for oxalate, O2, and biomass in the growth reference system
follows as

oxalate � 2 � 1 � 52.522 � �105.04 kJ

O � �4 � (�78.719) � 314.876 kJ2

biomass � 4.2 � 33.840 � 142.128 kJ

For all other reactants the Gibbs energy contribution in the
growth reference system is zero. For the Gibbs energy of the
macrochemical-reaction equation we obtain then from the avail-
able full stoichiometry:

�5.815(105.04) � 1.857(314.876) � 142.128 � �1053 kJ

This is the same as obtained before, but now the calculation has
only three terms.

Energetics of Redox Couples, Catabolic Redox Reactions,
RET, and Energetic Regularities

It was pointed out earlier that for each microbial growth
system a catabolic redox reaction is needed where an elec-
tron donor couple reacts with an electron acceptor couple.
For the generation of maintenance energy the catabolic re-
action is also required. For example, in aerobic growth on
glucose the electron donor couple is glucose/ (glucose�HCO3

is oxidized to ) and the electron acceptor couple is�HCO3

O2/H2O (O2 is reduced to H2O). However, for anaerobic
growth on glucose, where the catabolic reaction is the con-
version of glucose into ethanol, the electron donor couple
is glucose/ and the electron acceptor is the /� �HCO HCO3 3

ethanol couple. To be able to quickly calculate the catabolic
energy production, it is relevant to define the DGe, DHe,
and c values of redox couples i/j. These can be calculated
from c, DGe, and DHe values (Table 3) using equations
5a–5c.

c � c � c (5a)couple i j

(cDG ) � (cDG )e i e j
(DG ) � (5b)e couple

c � ci j

(cDH ) � (cDH )e i e j
(DH ) � (5c)e couple

c � ci j

Equations 5a–5c have the following properties:

• If we invert the redox couple, for example, i/j into j/
i, we are in fact inverting the redox half reaction of
the redox couple. The value of c changes sign, which
is logical because produced electrons become con-
sumed electrons. The value of DGe and DHe does not
change, which is logical because the energetics of the
reaction do not change.

• If the redox couple i/j contains a biological reference
compound (e.g., j � H2O, )� � � 2�HCO , H , NO , SO3 3 4

then for compound j the value of c, DGe, and DHe is
zero. Equations 5a–5c then show that the value of c,
DGe, and DHe of the redox couple i/j becomes equal
to the tabulated values of the i component in Table
3. For example, if the redox couple is an organic
compound/ , then the c, DGe-, and DHe value of�HCO3

the organic compound follow directly from Table 3.
• If the redox couple does not contain a reference chem-

ical then equations 5a–5c must be used to calculate
c, DGe, and DHe. Table 5 shows some examples.

It can be seen from Table 5 that electron donor couples
are characterized by positive c values and electron-
acceptor couples by negative c values (which is logical). As
stated earlier, in each microbial growth system there func-
tions a catabolic reaction between an electron donor and
an electron acceptor, which generates the required (for
anabolism and maintenance) Gibbs energy. It is noted
(equation 6c) that in a full catabolic redox reaction, the
redox couple with the highest DGe value must be the elec-
tron donor; the redox couple with the lowest DGe value is
the acceptor (Example 8a).

EXAMPLE 8a

Recognizing electron donor and acceptor

Consider the following catabolic reaction: C6H12O6 � 6O2 r

� . The two redox couples are and� � �6HCO 6H C H O /HCO3 6 12 6 3

O2/H2O. According to Table 3, the glucose couple has DGe �

�39.744 kJ/e-mol and the O2 couple has DGe � �78.719 kJ/
e-mol. Clearly glucose is the electron donor and O2 is the acceptor.
Consider now the catabolic reaction � 2H2O r �C H O 2HCO6 12 6 3

� � 2C2H5OH. This is the catabolic reaction in the ethanol�2H
fermentation. The redox couples are and�C H O /HCO6 12 6 3
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. From Table 3 we read for the glucose couple that�HCO /C H OH3 2 5

DGe � �39.744 and for the ethanol couple DGe � �30.353. Now
glucose is the donor and /ethanol is the acceptor.�HCO3

Because the catabolic reaction liberates the Gibbs energy
required for the anabolism, it is important to calculate this
amount of energy. Using the DGe approach, we can then
write directly equations 6a and 6b to calculate the Gibbs
energy of reaction (DGCAT) of the catabolic reaction. DGED

and DGEA are the electron Gibbs energy of the acceptor and
donor couples:

�DG � c (DG � DG ) (6a)CAT D ED EA

The enthalpy of reaction DHCAT of the catabolic reaction
can be calculated similarly:

�DH � c (DH � DH ) (6b)CAT D ED EA

DGCAT and DHCAT represent the Gibbs energy and enthalpy
of reaction of the catabolic reaction consuming 1 C-mol or-
ganic or 1 mol inorganic compound of electron donor. Di-
mensions are kJ/(C)-mol donor. cD is the degree of reduc-
tion of the donor couple in mol electrons/(C)-mol donor,
which is always positive. According to the second law of
thermodynamics DGCAT must be negative. Therefore equa-
tion 6c, the second law of thermodynamics, holds:

DG � DG (6c)ED EA

This shows that indeed the electron donor couple always
has the highest DGe value.

EXAMPLE 8b

Calculation of catabolic Gibbs energy production using DGe

Consider the catabolic reactions in Example 8a. For aerobic glu-
cose oxidation we can calculate, using equation 6a and Table 3

(�DG ) � 4 � [39.644 � (�78.719)]CAT

� 473.852 kJ, so that DG � �473.852 kJCAT

This is the Gibbs energy released for the aerobic combustion of 1
C-mol glucose. For 1 mol of glucose (6 C-atoms) the Gibbs energy
of the catabolic reaction is 6 � (� 473.852) � �2,843 kJ.

For anaerobic ethanol fermentation of glucose we can calculate
for the catabolic reaction (�DGCAT) � 4 � (39.744 � 30.353) �

37.564 kJ per C-mol glucose. For 1 mol glucose the catabolic Gibbs
energy of the catabolic reaction becomes 6 � (�37.564) �

�225.34 kJ. This is the same as calculated in Example 3b.

The use of DGe and DHe now also reveals some interesting
energetic regularities (4). Table 3 shows that for many or-
ganic donor compounds, the DHe and DGe values are rather
close, with an average DGe � �32 � 8 kJ/e-mol and av-
erage DHE � �28 � 5 kJ/e-mol. These values are also
close to the DGE and DHE value of biomass. Hence we can
write for organic electron donors the important regularity

DG � DG (7a)ED EX

DH � DH (7b)ED EX

For autotrophic growth using inorganic electron donors,
the DGED values are, in general, much lower than DGEX

(consider , etc., in Table 4). For auto-� � 2� 3�NH /NO , F /F4 2 e e

trophic growth (CO2 as C source), this means that for these
electron donors there is a need for Gibbs energy input in
order to realize CO2 reduction to biomass. This is achieved
by RET. Knowing this we can write equation 7c to recog-
nize RET.

DG � DG (7c)EX ED

Finally, it is now easy to calculate the heat production
and Gibbs energy dissipation in oxidative catabolism of or-
ganic compounds. As stated earlier, for organic compounds
the average DGED � 32 kJ/e-mol and for O2 as acceptor
DGEA � �78.719 kJ/e-mol. Hence, per mole of electron
transferred between donor and acceptor, the available
Gibbs energy is 32 � (�78.719) � 110.72 kJ. Per mole of
consumed O2 (which accepts four electrons, cA � �4) in
the combustion of any organic compound, the Gibbs energy
made available by combustion of the organic compound is
then 4 � 110.72 � 443 kJ per consumed mol O2. Analo-
gously, one can find for the produced heat per mole of O2

in the combustion of organic compounds a value of 460 kJ
per mole O2. It is also obvious that the mentioned inaccu-
racy in the average DGE or DHE values for organic com-
pounds only results in a minor error of 5 to 8% in the cal-
culated Gibbs energy dissipation and heat production.
These are very important rules of thumb for the fermen-
tation industry (1).

MATHEMATICAL EQUATIONS TO CALCULATE THE
GROWTH STOICHIOMETRY FROM KNOWN GIBBS
ENERGY DISSIPATION

Deriving the Equations

In Example 1, it was shown that one suitably measured
stoichiometric coefficient, for example, YDX, allows the cal-
culation of all other stoichiometric coefficients, including
the dissipated Gibbs energy 1/YGX. This means that knowl-
edge of 1/YGX should enable the calculation of all stoichio-
metric coefficients, as shown in Example 4. It has also been
shown that YGX can be estimated for arbitrary growth sys-
tems under different growth rates and temperatures using
the correlations (equations 2 and 3). Here we show that
particularly simple equations to calculate all yields from
YGX can be obtained by using the c, DGe, and DHe param-
eters introduced in the previous section.

The general macrochemical reaction equation can be
written as shown in Figure 2b. In this macrochemical
equation, the electron donor and acceptor are written in C-
mol (for organic compounds) or in mol (for inorganic com-
pounds). The ( . . . ) stoichiometric coefficients are not given
separate symbols. They follow easily from the charge bal-
ance (for H�), N balance (for N source), from O or H bal-
ance (for H2O), and the carbon balance (for ). For�HCO3
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autotrophic growth, the stoichiometric coefficient is�HCO3

�1. Three balances can be written based on the conser-
vation principles of electrons and enthalpy and the Gibbs
energy balance.

Balance of degree of reduction

�c /Y � c /Y � c � 0 (8a)D DX A AX X

Enthalpy balance

�c DH /Y � c DH /Y � c DH � 1/Y � 0D ED DX A EA AX X EX QX

(8b)

Gibbs energy balance

�c DG /Y � c DG /Y � c DG � 1/Y � 0D ED DX A EA AX X EX GX

(8c)

From equation 8a it follows that YAX is directly related to
YDX (equation 9a)

1 c cD X
� � (9a)

Y (�c )Y (�c )AX A DX A

The degree of reduction of the acceptor cA is (by definition)
a negative number. Using equations 8a–8c, it is also pos-
sible to calculate directly YDX, YAX, and YQX as function of
YGX. If we further use the found energetic regularity that
DGEX � DGED (equation 7a) and replace (DGED � DGEA) by
(�DGCAT)/cD using equation 6a, it is possible to derive the
simple equations 9b–9e. It is noted that DGCAT is the Gibbs
energy of the catabolic reaction of 1 C-mol organic or 1 mol
inorganic compound, and that therefore (�DGCAT) is the
Gibbs energy released in the catabolic reaction of 1 C-mol
of organic or 1 mol of inorganic electron donor. (�DGCAT)
is then by definition �0 and its units are kJ/(C)-mol donor.
DGCAT and DHCAT follow from equations 6a and 6b using
DGEA and DGED values (Tables 3 and 5).

(�DG )CATY � (9b)DX 1/Y � c /c (�DG )GX X D CAT

(�c /c )(�DG )A D CATY � (9c)AX 1/YGX

(�DH )CAT1/Y � 1/Y (9d)QX GX(�DG )CAT

Furthermore it is often interesting to study YDA, which is
the amount of electron acceptor couple consumed relative
to the amount of electron donor consumed. For microor-
ganisms growing aerobically on organic matter, this would
be the mole of O2 consumed per C-mole of organic com-
pound consumed. For anaerobic growth this would be the
amount of anaerobic products per amount of organic sub-
strate in C-mole product per C-mole substrate. Because
YDA � YDX/YAX we obtain

1/YGXY � [c /(�c )] (9e)DA D A 1/Y � c /c (�DG )GX X D CAT

Application of the Mathematical Stoichiometry Relations

The obtained stoichiometric relations (equations 9a–9e)
can now easily be applied. In this section their use is dem-
onstrated with the following subjects:

• Calculation of the complete growth stoichiometry
• Calculation of maintenance coefficients and maximal

growth yields
• Calculation of the limit to growth yield posed by the

second law
• Calculation of COD-based growth yields
• Calculation of the relation between heat production

and Gibbs energy dissipation
• Calculation of maximal product yields in anaerobic

metabolism

Calculation of the Complete Growth Stoichiometry. If for
a given growth system the C source, the electron donor
(DGED to decide on RET using equation 7c), the tempera-
ture, and the growth rate are known, then equations 2 and
3 allow a direct calculation of the required Gibbs energy

to produce 1 C-mol of biomass at high growth ratesm1/Y GX

l. Knowing the electron donor couple and acceptor couple,
and using Table 3 and equations 5a–5c, the values ofDGED,
DGEA, DHED, DHEA, cD, and cA can be calculated and from
this (�DGCAT) and (�DHCAT) using equations 7a and b.
Using equations 9b–9e subsequently allows the complete
stoichiometric calculation where H�, N source, H2O, and

must be calculated using the conservation equa-�HCO3

tions of electric charge, N, O or H, and carbon.

EXAMPLE 9a

Calculation of stoichiometry using equations 9b–9e

Consider Example 4, where a microorganism is grown anaerobi-
cally on methanol, producing acetate. Assume first that the
growth rate is high, such that maintenance can be neglected.
Equation 3a then shows that � 698 kJ Gibbs energy perm1/Y GX

C-mol biomass. Methanol is the C-source, is the�methanol/HCO3

electron donor, and is the electron acceptor. From�HCO /acetate3

Table 3 and using equations 5a–5c, we can then find that DGED �

36.032 kJ/e-mol, DHED � �23 kJ/e-mol; DGEA � 26.801 kJ/e-mol;
DHEA � �33.5 kJ/e-mol. Also, cD � 6, cA � �4, and cX � 4.2.

This provides that �DGCAT � 6(36.032 � 26.801) � 55.386
and �DHCAT � �23 � (�33.5) � 63 kJ/C-mol methanol. Using
equations 9b–9e, we obtain the maximal growth yields (mainte-
nance neglected).

m1/Y � 13.3 mol methanol/C-mol biomassDX

m1/Y � 18.9 C-mol acetate/C-mol biomassAX

� 9.45 mol acetate/C-mol biomass
m1/Y � 794 kJ heat/C-mol biomassQX

mY � 1.42 C-mol acetate/C-mol methanolDA

� 0.71 mol acetate/mol methanol

Using the C- balance is calculated as 6.6 molm �1/Y HCOCX 3

consumed/C-mol biomass produced. This overall stoichiometric
result is very close to the exact solution obtained in Example 4.
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The small deviation arises from the assumption thatDGEX �DGED

(as discussed before).
In general it can be shown that the simple set of equations 9b–

9e seldom deviates more than 5% from the exact solution.

Maintenance Coefficients and Maximal Yield Coefficients.
As indicated previously, relations between the mainte-
nance coefficients follow from the catabolic reaction. The
following relations can now be written to link the various
maintenance coefficients to the maintenance Gibbs energy
mG using �DGCAT (see also Example 9b). It is noted that
mG follows from the correlation (equation 2) and that
DGCAT is calculated for the catabolism of 1 (C)-mol of elec-
tron donor.

m � m /(�DG ) (10a)D G CAT

m � (c /�c )m /(�DG ) (10b)A D A G CAT

(�DH )CATm � m (10c)Q G (�DG )CAT

m � m /(�DG ) (10d)C G CAT

Using equations 10a–10d, the value of the maintenance
Gibbs energy requirement mG can be calculated from ei-
ther measured maintenance coefficients (for electron donor
mD, electron acceptor mA, heat production mQ, or carbon
dioxide production mC). Furthermore, it can easily be un-
derstood that the maximal biomass yields for electron do-
nor, acceptor, and heat are found from equations 9b–9e by
substitution of (instead of 1/YGX) because the main-m1/Y GX

tenance contribution is then neglected.

EXAMPLE 9b

Effect of maintenance on stoichiometry

In Example 9a the maintenance contribution was neglected. As-
sume that the microorganism is growing at 37 �C. Equation 2 then
leads to mG � 13 kJ/C-mol biomass h. Using equations 10a–10c
and using DGCAT and DHCAT (Example 9) we obtain

m � 0.2347 mol methanol/C-mol biomass/hD

m � 0.3521 C-mol acetate/C-mol biomass/hA

m � 14.787 kJ/C-mol biomass/hQ

Further assume that the growth rate l � 0.02 h�1. Using equa-
tion 1b, the values obtained in Example 9a, and the mi valuesmY iX

obtained here, one obtains for the stoichiometry:

0.2347
electron donor(D)1/Y � 13.3 �DX 0.02

� 25.03 mol methanol/C-mol X

0.3521
electron donor(A)1/Y � 18.9 �AX 0.02

� 36.50 C-mol acetate/C-mol X

14.787
heat 1/Y � 794 � � 1533 kJ heat/C-mol XQX 0.02

Y � 36.50/25.03 � 1.46 C-mol acetate/mol methanolDA

These values can also be obtained directly from equations 9b–9e
by substituting the complete Gibbs energy of growth and main-
tenance according to equation 1c:

m 13m G1/Y � 1/Y � � 698 �GX GX
l 0.02

� 1348 kJ Gibbs energy/C-mol X

Clearly, comparing Examples 9a and 9b, one observes that the
yield of biomass YDX drops from 0.077 to 0.04 due to maintenance,
but the acetate/methanol yield YDA increases from 1.42 to 1.46
C-mol acetate/mol methanol.

Second Law Limit of Growth Yield. As for any chemical
reaction, the microbial growth yield is also limited by the
second law of thermodynamics. This limit is achieved if
1/YGX � 0, because this defines equilibrium. Equations 9c–
9f then show that for the thermodynamic limits we can
write [see also Ref. 4] the following:

Thermodynamic limits for growth yields

Y � c /cDX D X

1/Y � 0AX

1/Y � 0HX

Clearly, the more reduced electron donors (cD higher) have
a higher YDX limit. This limit has already been determined
(1).

COD-Based Yields. In wastewater treatment, the bio-
mass yield is calculated on COD basis. YCOD is the gram
biomass COD over gram-substrate COD. Based on the
COD definition we can write

cXY � Y (11a)COD DX
cD

This allows the following relation for YCOD from equation
9b

(�DG )CATY � (11b)COD (�DG ) � (c /c )1/YCAT D X GX

For aerobic growth on organic substrate �DGCAT �
cD[32�(�78.719)] � cD � 110 kJ/C-mol. Here the average
value of DGED � �32 kJ/e-mol for organic matter was
used as shown before. Substitution of �DGCAT gives YCOD

for aerobic growth on organic substrate

110
Y � (11c)COD 110 � (1/Y )/cGX x

This equation shows that YCOD for aerobic growth is not a
constant, as often assumed (26) with YCOD � 0.50–0.67, but
it depends also on the type of C source, because this deter-
mines 1/YGX (equations 3a and 3b). Also, to decrease the
YCOD leading to lower surplus-sludge production, one
must, according to equations 11b and 11c:
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Table 6. Relation between Heat Production and Gibbs Energy Need

Microorganism Growth condition
YDX

(C-mol/(C)-mol)
1/YGX, Gibbs energy
(kJ/C-mol biomass)

1/YQX, heat
(kJ/C-mol biomass)

Entropy
contribution

(kJ/C-mol biomass)

Saccharomyces cerevisae Glucose aerobic 0.57 332 �339 �7
Saccharomyces cerevisae Glucose anaerobic 0.14 270 �95 �175
Hydrogenotroph H2 � CO2 aerobic 0.13 1,265 �1686 �421
Methanobacterium

arborophilus H2 � CO2 anaerobic 0.015 1,035 �3,923 �2,888
Pseudomonas oxalaticus Acetate aerobic 0.406 562 �593 �31
Methanobacterium

soehngenii Acetate anaerobic 0.024 597 �90 �687

Note: Heat production and Gibbs energy dissipation for (an)aerobic growth on glucose, H2, and acetate; relative contribution of heat- and entropy-related
dissipation.

• Decrease (�DGCAT), by, for example, using anaerobic
metabolism producing CH4

• Increase 1/YGX by increasing temperature or decreas-
ing the growth rate according to equation 1

These predicted phenomena are well known and applied
in waste-treatment processes.

Relation between Heat Production and Gibbs Energy Dis-
sipation. According to equation 9d, the heat production (1/
YQX) is related to Gibbs energy need (1/YGX) by the en-
thalpy and Gibbs energy of the catabolic reaction (DGCAT

and DHCAT). Table 6 shows some examples of growth sys-
tems to illustrate the relation between heat production and
dissipated Gibbs energy for growth (29). From Table 6 we
can conclude the following rules of thumb:

• For aerobic (or denitrifying) growth systems on or-
ganic substrate, the Gibbs energy dissipation and
heat production are nearly equal. The entropy con-
tribution in the catabolic reaction is minimal (see glu-
cose and acetate aerobic growth).

• For anaerobic growth, heat production and Gibbs en-
ergy dissipation can be substantially different, due to
entropic effects.

Obviously, if in the catabolic reaction there is a net de-
crease of molecules or a consumption of gaseous molecules,
then there is a strong negative entropy contribution (see
H2/CO2 aerobic and anaerobic) and there is a much higher
heat production than Gibbs energy dissipation. If, how-
ever, in the catabolic reaction there is a net production of
the amount of molecules and/or production of gaseous mol-
ecules (e.g., the glucose/ethanol fermentation or the meth-
ane production from acetate), then there is a very large
positive entropy contribution, leading to a much lower heat
production than the Gibbs energy dissipation. The entropic
effect can even be so large that there is a calculated heat
uptake during growth (e.g., methanation of acetate). This
is obviously endothermic growth. So, contrary to a common
belief, growth of microorganisms is not necessarily related
to heat production; there can be heat uptake as well. Ex-
perimental proof is, however, still lacking.

Maximal Product Yields in Anaerobic Metabolism. In
many microbial processes the valuable product (e.g., eth-
anol or lactic acid) is related to catabolism. The relevant
stoichiometric coefficient is then the yield of the electron
acceptor couple to electron donor YDA.

Equation 9e shows how this coefficient is determined by
various factors and it appears that YDA is maximized.

• For high Gibbs energy dissipation 1/YGX. This means
that high catabolic product yields are achieved for
poor carbon sources, low growth rate, and high tem-
perature, because 1/YGX is then maximized.

• For catabolic reactions with low DGCAT. This is un-
derstandable, because then the growth yield is min-
imized, which leads directly to higher product yield.

• For highly reduced electron donors (cD high) and
highly oxidized products (cA low). It is then even pos-
sible to achieve C yields larger than 1. An excellent
example is the anaerobic production of acetate from
methanol, where YDA � 1.4 C-mol acetate/C-mol
methanol (Example 4).

KINETICS OF MICROBIAL GROWTH FROM A
THERMODYNAMIC POINT OF VIEW

In the previous sections, the full stoichiometric description
of growth has been given from a unifying thermodynamic
point of view. However, for a complete description, growth
kinetics are also required. In this section these kinetics are
also presented from a thermodynamic point of view.

A Basic Kinetic Description of Microbial Growth

In Figure 1, the typically observed batch-growth curves of
a microorganism growing on one substrate (electron donor)
are shown. In this section we use the subscript S to denote
substrate (electron donor, D). Usually these curves are de-
scribed (for constant batch volume) with two mass bal-
ances for substrate (donor) and biomass, giving two differ-
ential equations (DE):
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Figure 8. Dependence of qs and l as function of Cs for the Monod equation for l (a) or the
Michaelis–Menten equation for qs (b).

dCs
� q C (12a)s xdt

dCx
� lC (12b)xdt

where qs and l are the biomass-specific electron-donor
(substrate) uptake and growth rate. To solve these DEs,
we need kinetic expressions for qs and l. However, qs and
l are stoichiometrically coupled to each other according to
the Herbert–Pirt equation (equation 1a). This equation for
substrate can be written as (realizing that YDX � YSX � l/
�qs, and mS � mD)

1
�q � l � m (13)ms SY SX

It is now only necessary to specify one kinetic equation,
which can be for qs of l. In practice the Monod kinetic equa-
tion for l (l � lmCs/(Cs � Ks) is often chosen. This choice
leads, however, to a very nasty inconsistency. According to
Monod, l � 0 if the concentration of substrate Cs becomes
0. Substituting this result in the Herbert–Pirt equation
shows, however, that (for l � 0) qs � ms. The inconsistency
is then that in the absence of substrate (Cs � 0, l � 0)
there is still consumption of substrate for maintenance (v
� �qs � ms); this is very strange indeed. These problems
can be avoided in a most simple way by introducing the
kinetics of the substrate consumption rate in the most sim-
plistic way (a Michaelis–Menten type of relation, see Fig-
ure 8):

Csmax�q � q (14a)s s K � Cs s

Combining equation 14a with equation 13 by eliminating
qs, leads to the kinetic relation of l

Cm max ms
l � Y q � Y m (14b)SX S SX SK � Cs s

The kinetic relations 14a and 14b contain four model pa-
rameters: , Ks, ms, and . Figure 8 shows how l andm maxY qSX s

qs depend on Cs.
Clearly, there is a maximal substrate uptake rate ,maxqs

but also for l a maximal value (lmax) is seen at high Cs.
The value of lmax follows from equation 14b by taking the
limit Cs � Ks, and the result is

mmax maxl � Y (q � m ) (15a)SX s s

In addition, it is clear from Figure 8 that there is a minimal
substrate concentration (Cs,min) at which l � 0. For Cs �
Cs,min, the growth rate l becomes negative. An expression
for Cs,min can be found from equation 14b by putting l �
0, which results in

mSC � K (15b)s,min s� max �q � ms s

The occurrence of a minimal substrate concentration has
indeed been observed (30,31). It can also be seen (Fig. 8)
that at Cs � 0 the growth rate is negative.

m(l) � �Y m � �k (15c)C �0 SX S ds

Clearly, in the absence of substrate, the microorganism de-
creases its biomass; this phenomena is often called endog-
enous respiration, or biomass decay, where the kinetic pa-
rameter is kd. Equation 14b can be rewritten by
eliminating and mS using equations 15a and 15b lead-mqs

ing to

(C � C )s s,minmaxl � l (14c)
K � Cs s

Alternatively equation 14b can be rewritten using the pa-
rameter kd

C Ks smaxl � l � k (14d)dK � C K � Cs s s s
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Figure 9. Possible bottlenecks in metabolism.

It is clear that the obtained formulations for l (equations
14b, 14c, and 14d) all become the familiar Monod equation
if mS � 0 (meaning Cs,min � 0 and kd � 0; see equations
15b and 15c). The Monod equation and equations 14c and
14d are very close for Cs � Ks, but substantial differences
arise for Cs � Ks (see Fig. 8).

A final point to address is the implicit assumption (in
equation 14a) that in the substrate-uptake process the
substrate concentration can become zero. This is, in prin-
ciple, not possible, because there always exists a substrate
concentration where the catabolic reaction reaches a point
where energy production in the form of ATP becomes im-
possible. This concentration is called the threshold concen-
tration of substrate Cs,thresh.

From published data it is known that lmax can vary in
a wide range (0.001–1 h�1) and that Ks is also covering an
even wider range (10�6 to 10�3 mol/L). In the preceding
sections mS and have been studied from a thermody-mY SX

namic point of view. In the following, we present correla-
tions and points of view that allow the estimation kd, lmax,
Ks, and Cs,thresh, all based on a thermodynamic point of
view. Such relations are very relevant in, for example, con-
siderations of waste-treatment processes where the
threshold concentration determines the effluent quality,
where kd determines the surplus sludge production, and
where lmax directly determines the reactor size or the type
of reactor (suspended organisms or biomass retention sys-
tems). For batch-fermentation processes, lmax is important
because it determines the duration of a batch-growth pro-
cess.

A Thermodynamic Relation for the Endogeneous/Decay
Parameter kd

According to equation 15c, kd can be calculated from the
relations for and mG found previously (equations 9cmY SX

and 10a). Substitution gives

mGk � (16)md 1/Y � (c /c )(�DG )GX X D CAT

The values of mG and are obtained from the thermo-mY GX

dynamic correlations equations 2 and 3. This equation
shows that for aerobic heterotrophic growth (where

� 300–600 kJ/C-mol biomass) the expected kd willm1/Y GX

be a factor three times larger than for aerobic autotrophic
growth (such as nitrification, for which � 3500 kJ/m1/Y GX

C-mol x). This has indeed shown to be the case (4), indi-
cating that equation 16 is useful.

A Thermodynamic Correlation for lmax

The value lmax is the result of a limiting factor in metab-
olism. This metabolism can be represented very schemat-
ically as shown in Figure 9. Three possible bottlenecks are
identified (Fig. 9):

1. The uptake rate of substrate
2. The rate of synthesis of biomass, as related to the

ribosomal capacity to synthesize biomass protein

3. The rate of making Gibbs energy available to enable
growth and maintenance

Here we assume as a simple working hypothesis that
the rate of making Gibbs energy available for microorgan-
isms is limited by a maximum rate of electron transport in
the catabolic energy production. This hypothesis is sup-
ported by studies with Escherichia coli, where lmax was
measured aerobically (at the same temperature) for differ-
ent growth substrates (32). It was observed that for all
substrates the same maximal biomass specific O2 uptake
rate was achieved by E. coli. This supports the hypothesis
of a constant maximal electron-transport capacity in mi-
croorganisms. A similar hypothesis was put forward by
McCarthy (26). The following correlation is now proposed
for the maximal electron-transport capacity in the micro-
bial electron transport chain (in mol electrons/C-mol bio-
mass/h) as a function of temperature:

Maximal electron-transport capacity
�69000 1 1

� 3 exp �� � ��R T 298

This correlation is an Arrhenius type of relation with an
energy of activation of 69,000 J/mol. R is the gas constant
(8.314 J/mol K). The value of 69,000 J/mol is an activation
energy that follows from observations of the effect of tem-
perature on lmax of microorganisms (1).

For a given electron donor/acceptor combination, the
maximal rate of Gibbs energy made available per unit bio-
mass ( in kJ Gibbs energy per C-mol biomass per hour)maxqG

follows then as

�69,000 1 1maxq � 3[(�DG )/c ] exp �G CAT D � � ��R T 298

It should be noted that (�DGCAT)/cD is the Gibbs energy
made available per mole electron transported between do-
nor and acceptor by the electron transport chain.

Now, by definition, the Gibbs energy is spent for growth
and maintenance and we can write under maximum
growth rate condition

1max maxq � l � mmG GY GX

Eliminating leads to the final equation (equation 17),maxqG

which gives lmax as a function of temperature (after re-
placing mG using equation 2), , cD, and DGCAT.mY GX
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Table 7. Estimated lmax Values at 25 �C Using Equation 17

Microbial system
�DGcat/cD

(kJ/mol electron)

m1/Y GX

(kJ/C-mol biomass)
lmax

(h�1, 25 �C)

Aerobic/glucose 118.5 236 1.5
Aerobic/acetate 105.5 432 0.7
Anaerobic/CH4 from acetate 3.87 432 0.015
Anaerobic/ethanol from glucose 9.39 236 0.10
Aerobic/Fe2� oxidation (pH � 1.5) 38.6 3,500 0.03
Aerobic/sulfide oxidation to 2�SO4 99.6 3,500 0.08
Aerobic/nitrification 45.8 3,500 0.04

[3(�DG )/c � 4.5] �69,000 1 1CAT Dmaxl � exp �m � � ��1/Y R T 298GX

(17)

Table 7 shows the estimated lmax values (25 �C � 298 K)
for well-known growth systems. These estimated maximal
growth rates are reasonable in the range of reported val-
ues. For the only prediction, which is rather wrong (system
4), it is indeed known that the Gibbs energy conversion is
not due to electron transport, but due to substrate phos-
phorylation.

Affinity Constant of Electron Donor, Ks

The constant Ks is an affinity constant in the substrate-
uptake kinetics. It is known that reported Ks values can
vary over a wide range (10�3 to 10�6 mol/L). Even for the
same organism, for example, E. coli, many different Ks val-
ues are found (30). Much of this wide spread is probably
due to systematic errors in the determination of the Ks

parameter. These errors can be due to ill-defined condi-
tions of the microorganisms (adaptation), statistically un-
sound procedures to evaluate Ks from experimental data,
neglect of mass-transfer limitation in the case of microor-
ganisms growing as flocs, and analysis/sampling problems
in determining the substrate concentration (see Ref. 30 for
an extensive discussion). Moreover, Ks is a typical kinetic
parameter, determined by the kinetic properties of the first
step in substrate transport into the microorganism. For
example, for the anaerobic acetate conversion into CH4,
the Methanosarcina type of organism has a high Ks value
of 3 mM acetate and its substrate uptake is passive (non-
energy linked). However, for the Methanotrix type of or-
ganism, where acetate is transported into the cell utilizing
energy, Ks � 0.5mM (33).

Due to these factors, it is not possible to give, from a
thermodynamic point of view, a generalization about the
value of Ks for different microbial growth systems.

Threshold Concentration

In the previous section the substrate consumption kinetics
qs was assumed as an irreversible Michaelis–Menten ki-
netics equation (equation 14a). From this it follows that qs

becomes zero at substrate concentration Cs � 0. However,
it is known that microbial metabolism stops at a certain
concentration of the substrate. This is called the threshold
concentration Cs,thresh.

This threshold concentration is thus the substrate con-
centration where substrate consumption qs becomes zero.
This should be distinguished from the minimal substrate
concentration Cs,min, where the growth rate l becomes
zero.

This threshold situation is achieved when the coupled
system of catabolic reaction and the energy generating sys-
tem of the organism [most probably the proton motive force
(pmf) process] are in equilibrium. Because the pmf re-
quires at least 15–20 kJ for each proton (6), and assuming
that a full catabolic reaction is minimally coupled to the
extrusion of one proton, it appears that there must be a
minimal catabolic Gibbs energy release of about 15–20 kJ.
The following examples seem to support this idea where
threshold behavior has been reported for a number for
growth systems (Example 10):

• Anaerobic metabolism of CH4 production from ace-
tate (33)

• Aerobic metabolism of ferrous into ferric iron (12,13)
• Anaerobic production of H2 converting 1 ethanol into

2 H2 and 1 acetate and consumption of 4H2 to produce
acetate, CH4, or H2S from 2 or� � 2�HCO , HCO SO3 3 4

(34,35)

In all these situations of observed threshold concentration
the actual DGCAT could be calculated to be in the range of
�10 to �30 kJ per catabolic reaction. Example 10 shows
how the actual (DG)CAT follows from textbook thermody-
namic calculations.

EXAMPLE 10

Threshold concentrations and minimally required catabolic Gibbs
energy for aerobic Fe2�-oxidizing bacteria (12,13)

Fe2� can be aerobically oxidized by specific bacteria. The catabolic
reaction is Fe2� � 1/4O2 � H� r Fe3� � 1/2H2O. The can0

DGCAT

be calculated to be �44.32 kJ (standard conditions). This aerobic
iron oxidation can be performed by two different microorganisms,
Thiobacillus ferro oxidans (T.f.) and Leptospirillum ferro oxidans
(L.f.). Recently (12,13) the Fe2� concentration was observed where
the O2 consumption stopped (threshold concentration). The follow-
ing results were found (30 �C):

3�T.f.: P � 0.12 bar, pH � 1.85, Fe � 0.21 M,02
2� �4Fe � 3 � 10 M (� threshold concentration)
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3�L.f.: P � 0.12 bar, pH � 1.55, Fe � 0.21 M,02
2� �6Fe � 7 � 10 M (� threshold concentration)

Using these concentrations the following DGCAT can be calculated
for T. ferro oxidans

0.21
DG � �44.32 � 5.8 logCAT � ��4 �1.85 0.253 � 10 � 10 (0.12)

� �15.75 kJ

Similarly we can calculate for L. ferro oxidans DGCAT � �8.03 kJ.

Threshold concentrations and minimally required Gibbs energy for
anaerobic acetate consuming methanogens

CH4 can be produced anaerobically from acetate according to the
catabolic reaction Acetate � H2O r CH4 � . For this re-�HCO3

action and at 298 K follow as0 0
DG DHCAT CAT

01
DG � �31.0 kJCAT

0
DH � �5 kJCAT

This provides, using the Van ’t Hoff equation, for � DHr �
01

DSCAT

DGr/T � 0.121 kJ/mol K.
There are two organisms known to perform this reaction at 60

�C, both of which have threshold acetate concentrations. Accord-
ing to Ref. 32 Methano sarcina has a threshold concentration of
0.3 � 10�3 M and Methano trix of 16 � 10�5 M of acetate.

Using a CH4 pressure of 0.6 bar, T � 333 K, and a bicarbonate
concentration of 0.03 M, we can calculate the following DGCAT of
the catabolic reaction at the threshold acetate concentration (us-
ing the Van ’t Hoff relation DG � DH � TDS to take the tem-
perature effect into account):

Methanosarcina DG � �23 kJCAT

Methanotrixe DG � �15.7 kJCAT

It appears indeed that at the threshold concentration
the coupled system of catabolic reaction and proton trans-
location may be in equilibrium. This leads to the statement
that a threshold concentration can be estimated from the
requirement that

(DG ) � �20 kJ (18)CAT thresh

This explanation is further supported by the observation
that for anaerobic H2-consuming systems (36), the ob-
served effect of temperature on H2 threshold values can be
explained from correlation equation 18. Example 11 shows
how the expected threshold concentration can be estimated
for such systems.

EXAMPLE 11

Calculation of the threshold concentration as a function of
temperature

Consider the anaerobic catabolic system � �� �4H HCO H2 3

⇔ � . One can calculate that � �135.57 kJ,01CH 3H O DG4 2 CAT

and � �241 kJ. Using the Van ’t Hoff relation (DG � DH0
DHCAT

� TDS) one calculates � �0.354 kJ/molK.0
DSCAT

Assuming � 1 bar, � 0.01 M, � M, T� � �8P HCO H 10CH 34

� 303 K, and DGCAT equals the threshold minimum of �20 kJ,
one can calculate at threshold conditions:

�20 � �241 � (�0.354) � 303 � 0.008314
1

� 303 ln
�8 �7 4(10 /10 )(0.01)(P )H2

From this follows that the threshold hydrogen pressure is � 7PH2

� 10�5 bar at a temperature of 30 �C (303 K).
For a temperature of 75 �C (�348 K), one finds that

( )threshold � 120 � 10�5 bar. Such an increase of hydrogenPH2

threshold partial pressure with increasing temperature has in-
deed been observed (36). The calculated threshold H2 pressures
are also in the correct range.

From the previous findings it is clear that, especially for
systems with a low DGCAT (e.g., anaerobic, inorganic elec-
tron donors), threshold values can be found. For aerobic
growth, DGCAT is so large that a measurable threshold
value is not expected because the thermodynamically cal-
culated Cs,thresh would be extremely low.

The existence of threshold concentrations makes it de-
sirable to change the kinetics of substrate uptake (qs, equa-
tion 14a) from the irreversible to reversible form

mq (C � C )s s s,threshq � (19)s K � (C � C )m s s,thresh

In conclusion it appears that threshold concentrations
of electron donor (or substrate) do exist and their value can
be estimated from the catabolic reaction using the value of
(D Gcat)thresh in equation 18. In addition a more proper ki-
netic expression for qs is then given by equation 19.

NOMENCLATURE

Symbols

Ci Concentration of compound i, mol/m3

Yij Yield of compound j on compound i, molj/moli

lmax maximal specific growth rate of biomass, h�1

kd Decay coefficient of biomass, h�1

mi Biomass specific maintenance requirement of
compound i, moli/C-mol biomass h

Ks Affinity constant for substrate uptake, mol/m3

ri Rate of conversion of compound i per reactor
volume, (C)mol/m3h

qi Biomass specific rate of uptake or secretion of
compound i, (C) mol i/C-mol biomass h

H Enthalpy, kJ
G Gibbs energy, kJ
Q Heat, kJ
c Degree of reduction: for organic compounds it is

defined per C-mol, electron/C-mol; for inorganic
compounds it is defined per mol, electron/mol
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Subscripts

D Electron donor
A Electron acceptor
X Biomass
e Calculated per mol electron
E Calculated per mol electron
O Oxygen
S Substrate
C Carbon dioxide
N N-source
Q Heat
H Proton
W Water
CAT Catabolic reaction

Superscripts

m Value at infinite substrate concentration
max Value under maximal conditions
o Reference conditions (1 mol/L, 1 atm, 298 K)
01 Reference conditions, but with pH � 7 (H�

� 10�7 mol/L)
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THE IMPACT OF BIOFILM FORMATION

Biofilms are collections of microorganisms, predominantly
bacteria, enmeshed within a three-dimensional gelatinous
matrix of extracellular polymers secreted by the microor-
ganisms (Fig. 1). In an aqueous environment, a support,
termed a substratum, will be immediately biased by dis-
solved organic molecules and macromolecules that adsorb
rapidly from the liquid phase. Bacterial cells present in the
fluid contact the substratum by a variety of transport
mechanisms. Once at the substratum, the cells can adsorb
either reversibly or irreversibly. Provided the cells remain
at the surface for a sufficient time, they will secrete extra-
cellular polymers that serve to attach the cells tenaciously
to the substratum. Attached cells metabolize prevailing
energy and carbon sources (either dissolved within the sur-
rounding fluid, adsorbed to the substratum surface, or ex-
isting as a constituent of the substratum itself), reduce ter-
minal electron acceptors, grow, replicate, and produce
insoluble extracellular polysaccharides, thus accumulat-
ing an initial viable biofilm community. Inert particles,

bacterial cells of the same or different species, and higher
life forms (e.g., algae, amoeba, protozoa) continue to be re-
cruited from the fluid and incorporated into the biofilm
community.

As the biofilm bacterial communities mature, the ad-
herent populations will oxidize electron donors and reduce
existing terminal electron acceptors in an order of decreas-
ing redox potential. As the biofilm community becomes
denser and thicker, the penetration depth of one electron
acceptor will overlap that of another; thus, a succession of
different microbial populations can be established. Biofilm
layers near oxygen-saturated water will harbor aerobic
heterotrophic or autotrophic activity, reducing the avail-
able oxygen. As the distance from the aerobic interface in-
creases and oxygen is depleted, a sequence of terminal
electron acceptors is utilized by specific microbial popula-
tions: facultative denitrifiers using nitrate and nitrite; an-
aerobic sulfate reducers using sulfate; fermentative mi-
crobes partially reducing organic carbon compounds; and
finally, anaerobic methane producers. Depending upon the
balance between mass transfer rates and microbial reac-
tion rates, biofilms can develop stratified ecosystems, on a
microscopic scale, similar to those observed in lake or ma-
rine sediments. In engineered systems, highly active aer-
obic activity within a biofilm can completely deplete oxy-
gen concentrations over distances of 10–20 lm, creating
anaerobic layers capable of supporting obligate, anaerobic
sulfate-reducing bacteria. Consequently, it should come as
no surprise to discover anaerobic sulfate reduction and hy-
drogen sulfide corrosion of the metallic surfaces in heat
exchange systems that utilize highly aerated cooling water
to condense steam.

As a result of hydrodynamic forces and stresses exerted
by replication, there can be a continual erosion of cells and
extracellular material from the biofilm back to the bulk
fluid. A more random stochastic process known as “slough-
ing” can also occur where either large sections or the entire
biofilm becomes displaced from the substratum and enters
the liquid.

Biofilms are as versatile as they are ubiquitous. Inten-
tional use of biofilms can serve many benefits, for example,
in the water and waste treatment industry, in bioremedia-
tion applications, and in industrial biotechnology. Unin-
tentionally formed biofilms can create such detriments as
biofouling of heat exchange systems and marine struc-
tures; microbial-induced corrosion of metal surfaces or the
deterioration of dental surfaces; contamination of house-
hold products, food preparations, and pharmaceuticals;
and the infection of short- and long-term indwelling bio-
medical implants and devices. Such detriments can range
in severity from being a mere nuisance to being life threat-
ening. This chapter will first summarize the impact of bio-
films, both beneficial and detrimental, on engineered and
natural processes. A detail discussion of the fundamental
rate processes governing biofilm formation and persistence
is then given, followed by a summary of recent advances
in biofilm research.

Detrimental Biofilms

Figure 2 illustrates, for an arbitrary analytical measure,
the typical accumulation of biofilm at a surface as a func-
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Figure 1. (a) Transmission electron micrograph of a sagital Section of a mixed-culture biofilm
accumulating upon the surface of a rock in an alpine stream (1). (b) Transmission electron micro-
graph of a Pseudomonas aeruginosa biofilm isolated from a cystic fibrosis patient (2). (c) Hypho-
microbium spp. biofilm accumulating upon surfaces of a laboratory bioreactor vessel (3). (d) Ac-
cumulation of a yeast biofilm upon the impeller of a 200-L bioreactor (4).

tion of time. Also shown are the changes in frictional and
heat transfer resistances observed in engineered systems
experiencing biofilm formation.

Uncontrolled biofilm formation within natural, engi-
neered, and biomedical systems can create numerous det-
riments as detailed in several definitive reviews (5–7). Det-
riments arise by way of a biofilm’s influence on the
transport of mass, momentum, and energy. Detriments at-
tributed directly to bacterial biofilms include (1) material
deterioration and corrosion (8–16), (2) increases in both
frictional and heat transfer resistances (14,17), (3) attach-

ment to and infection of biomedical implant devices (18–
25), and (4) operational problems that plague lab-scale and
full-scale bioreactors (6,7,26).

Beneficial Biofilms

Benefits afforded by biofilms in a continuous reactor situ-
ation arise chiefly because the cell population is immobi-
lized, and thus the residence time of the cells in the reactor
is independent of the fluid-phase residence time. In contin-
uous suspended culture bioreactors (i.e., chemostats), the
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Figure 3. Schematic illustration of processes governing biofilm
formation and persistence. (Processes are defined within the text.)

mean residence time of the system cannot be less than the
generation time of the bacterial species, otherwise cells do
not have sufficient time to replicate within the reactor and
are eventually diluted from the system.

Immobilized and biofilm-bound cells remain in a contin-
uous reactor system independent of the fluid phase, thus
the mass loading of limiting substrate (or influent pollut-
ant in the case of a wastewater treatment reactor) can be
increased well beyond the growth rate limit imposed on
suspended cultures. Consequently, immobilized-cell or bio-
film reactors can provide (1) added volumetric reactivity,
(2) more stable operating performance, (3) an inherent
ease in biomass–fluid separation, and (4) the prospect of
staging different bioconversion processes in sequential re-
actors. Due to these inherent advantages, the use of biofilm
reactors is not confined to just bacterial cells, but also com-
prises plant and animal cell applications.

Bacterial biofilm reactors are employed either in com-
modities production or in wastewater treatment applica-
tions. Biofilm reactors have been reportedly used to pro-
duce acetic acid (27), L-lysine (28), gluconic acid (29), kojic
acid (30,31), and ethanol (32,33), and in the epoxidation of
propene (34). Such biofilm reactors are operated either as
packed- or fluidized-bed reactor systems, with cells either
attached to an inert support particle or artificially immo-
bilized within a gel matrix.

One major application that relies on a microbial cul-
ture’s ability to form biofilms is wastewater treatment.
Biofilm reactor configurations, applied in both pilot- and
full-scale wastewater treatment, include packed-bed trick-
ling filters, high-rate plastic media filters, rotating bio-
logical contactors, fluidized-bed biofilm reactors, and
membrane-immobilized cell reactors. Examples of biofilm
reactors employed for wastewater treatment reported in
the literature include polychlorinated hydrocarbon degra-
dation (35), toluene degradation (36), denitrification
(37,38), cadmium removal (39), anaerobic butyrate degra-
dation (40), nitrification (41–43), glyphosphate degrada-
tion (44), anaerobic propionate degradation (45), phenolic
wastewaters (46), uranium removal (47), and anaerobic
carbon removal (48,49).

PROCESSES GOVERNING THE FORMATION
AND PERSISTENCE OF BIOFILMS

Figure 2 illustrates, for an arbitrary analytical measure,
the typical accumulation of biofilm at a surface as a func-
tion of time. Initially, the substratum is conditioned and
cells attach reversibly, then irreversibly. Next, attached
cells grow, reproduce, and secrete insoluble extracellular
polysaccharidic material. As the biofilm matures, biofilm
detachment and growth processes come into balance, such
that the total amount of biomass on the surface remains
approximately constant in time. Multiple physical, chem-
ical, and biological processes operate in each phase (Fig.
3).

Processes governing biofilm formation and persistence
include the following:

1. Biasing or preconditioning of the substratum either
by macromolecules present in the bulk liquid or, in-

tentionally, as in the case of precoating biomedical
materials with adhesion molecules (e.g., fibronectin,
vitronectin, fibrinogen, von Willebrand’s factor).

2. Transport of planktonic cells from the bulk liquid to
the substratum.

3. Adsorption of cells at the substratum for a finite time
followed by desorption (release) of reversibly ad-
sorbed cells.

4. Irreversible adsorption of bacterial cells at a surface.
5. Transport of substrates into the biofilm, substrate

metabolism by the biofilm-bound cells, and transport
of products out of the biofilm. These processes are
accompanied by cellular growth, replication, and ex-
tracellular polymer production.

6. Biofilm removal can be either continuous, as in the
case of biofilm detachment brought on by forces as-
sociated with either fluid flow or cell replication, or
discrete, as in the case of biofilm sloughing.

Each of these processes is reviewed in some detail.

Initial Events

Processes 1–4 are often grouped in mathematical models
as a single process termed deposition.

Preconditioning of the Substratum. In the case of inten-
tional pretreatment of a surface (i.e., adhesion molecules
for biomaterials), there is no rate to be considered; the sub-
stratum essentially enters the system with a biased sur-
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face chemistry. However, in cases where a clean substra-
tum material is exposed to an aqueous environment,
transport of dissolved organic molecules or macromole-
cules in laminar flow is basically by molecular diffusion; in
turbulent flow, transport must also consider convective
transport effects. Once at the surface, adsorption of mac-
romolecules occurs almost instantaneously, immediately
changing the surface chemistry of the exposed material.
Loeb and Neihof (50) and Depalma et al. (51) measured
adsorption rates of organic molecules to various solid sub-
strata in seawater, and Bryers (52) reported analogous ad-
sorption rates in a freshwater laboratory system. The net
rate of adsorption in these studies can be described by
equation 1.

R � k S [1 � (S /k )] (1)adsorption a i i s

where Radsorption is the rate of net adsorption (ML�2t�1); ka

is the adsorption rate constant (Lt�1); kS is the surface
saturation coefficient (ML�2); and Si is the real concentra-
tion of adsorbed species (ML�2). Although experiments in-
dicate the maximum amount of adsorbed material may not
exceed 0.10 lm in thickness, the surface properties result-
ing from adsorption of an organic film can significantlybias
subsequent microbial events.

Cellular Adsorption and Desorption. The net deposition
rate of cells upon a “conditioned” substratum is itself a
composite of the individual rates of cell transport to the
substratum, cell adsorption, and adherent cell desorption.

Many models exist to describe bacterial transport from
the fluid phase to the target surface. Bowen et al. (53) and
Beal (54) derive continuity equations describing the trans-
port of suspended particles from a flowing fluid to the sur-
faces of a surrounding conduit that accounts for both con-
vective and molecular transport mechanisms. From their
work, the maximum flux of particles transported to the
surface, L distance from the inlet, of a rectangular flow cell,
with gap height 2h, can be written as

�2 �1J(cells-L t ) � k X� X/h (2)tr x

where ktr is the particle transport coefficient ((2/9)K0.33/
C(4/3)); K � (1/Pe)(8L/3h); Pe is the Peclet number � 4vh/
�X; v is the average velocity of the fluid; C is the gamma
function (C(4/3) � 0.89338); and �X is the diffusivity of
cells in the liquid. For nonmotile cells, the Brownian dif-
fusion coefficient can be estimated from the Stokes-
Einstein equation,

� X � k T/3pld (3)x b c

where kb is the Boltzmann constant (1.38 � 10�23 J/K); T
is absolute temperature; l is absolute viscosity; dc is cell
diameter. To compensate for cell motility, Jang and Yen
(55) propose the following equation,

� X � v d /3(1 � cosr) (4)x m r

where vm is the velocity of motility, dr is the free length of
a random run, and r is the angle turned by the motile cell.

Once at the substratum interface, cells stick. Observa-
tions have indicated that cells can adsorb to a surface for
a period of time and then may desorb from the substratum,
returning to the bulk liquid. If cells spend sufficient time
at the surface, they become permanently bound, initiate
within minutes the secretion of extracellular polymer pro-
duction, and can be removed only by rather aggressive
physical or chemical means. One can conceive of this over-
all process as much like two reaction steps in series, with
the reversible adsorption process followed by an irrevers-
ible step pertaining to permanent adsorption,

X } X r X (5)rev irr

where X is the suspended cells, Xrev is the reversibly ad-
sorbed cells, and Xirr is the irreversibly adsorbed cells. As-
suming no cell replication, the total amount of cells ob-
served at a substratum, Xt, at any one time comprises both
reversibly and permanently adsorbed cells, that is, Xt �
Xrev � Xirr.

Cell Attachment. Attachment is the deposition of cells
from the fluid phase onto an existing biofilm. This process
differs from adsorption in that the target surface is now a
developed biofilm. The biofilm itself poses a different type
of substratum in that biofilm surface morphology is gen-
erally more irregular (perhaps filamentous), very porous,
compliant, and gelatinous. Experimental results indicate
that the increased attachment of cells to a biofilm-covered
substratum may depend on far more subtle mechanisms
than mere changes in surface morphology. The local chem-
istry of a biofilm surface will reflect the composition of the
bacterial cell and that of the insoluble polymer matrix,
both of which could affect subsequent chemical interac-
tions with incoming cells.

Banks (56) and Banks and Bryers (57) report that the
rates of cell deposition increased when cells were exposed
to biofilm surfaces versus clean glass (Fig. 4). Two species
were investigated, Pseudomonas putida and Hyphomicro-
bium ZV620, as to their deposition rates, under laminar
flow conditions, onto both clean glass and biofilm-covered
surfaces. Pseudomonas putida cells attached to a P. putida
biofilm at a rate (zero order in attached cell concentration)
that was 3.6 times higher than the cell attachment rate to
clean glass. Pseudomonas putida cells attached to a Hy-
phomicrobium biofilm (with zero-order kinetics in attached
cell concentration) that was 2.4 times higher than to clean
glass. Hyphomicrobium illustrated an attachment rate to
a Hyphomicrobium biofilm (again a zero dependency on
attached cells) that was 3.3 times higher than the Hy-
phomicrobium attachment rate to clean glass. Attachment
rate of Hyphomicrobium spp. cells to a P. putida biofilm
was only 1.3 times that to clean glass. The attachment rate
of Hyphomicrobium cells to a Hyphomicrobium biofilm was
about half of the rate of Pseudomonas cells attaching to a
Pseudomonas biofilm, even though suspended Pseudo-
monas cell concentrations were three times higher. Results
insinuate that species-dependent enhancement of cell at-
tachment may occur by specific rather than nonspecific ad-
hesion mechanisms.
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Figure 4. (a) Attachment of Hyphomicrobium spp. to various sur-
faces. Suspended cell concentration is 4.5E�07 cells/mL. (b) At-
tachment of Pseudomonas putida to various surfaces. Suspended
cell concentration is 1.5E�08 cells/mL (57).

Biofilm Cell Metabolic Processes

Transformation collectively refers to those processes in
which molecular rearrangements occur, that is, reactions.
Once a cell adsorbs to a surface or becomes embedded
within an existing biofilm, it will continue its metabolic
processes in response to its immediate environment. Three
fundamental rate processes can be identified: (1) alginate
or exopolymer secretion, (2) cellular growth and replica-
tion, and (3) cell death and lysis. Prior to the mid-1990s; it
was often easier to measure “per reactor area” perfor-
mance using observed rates determined from bulk liquid
parameters (e.g., electron donor removal rate or electron
acceptor uptake rate) than to directly measure growth,
replication, and death of cells in a biofilm. This experimen-
tal limitation led to the development of a number of un-
structured mathematical models that were useful in esti-
mating the flux of growth-rate-limiting substrate into a
biofilm of fixed thickness, density, and reactivity, taking

into account both external and internal molecular diffusion
and biological reaction. It was not until the advent of vari-
ous molecular methods and advances in computer-aided
microscopy that it was possible to determine various bio-
film processes directly within the biofilm.

Adhesion-Induced Alginate Synthesis. Reporter gene
technology has been used to observe the regulation of the
alginate biosynthesis gene, algC, in a mucoid strain of P.
aeruginosa in developing and mature biofilms (58). In vivo
detection of algC up-expression in developing biofilms was
performed with a fluorogenic substrate for the plasmid-
borne lacZ gene product (b-galactosidase) using micros-
copy coupled with image analysis. By this technique, cells
were tracked over time and analyzed for algC activity. Dur-
ing the initial stages of biofilm development, cells attached
to a glass surface for at least 15 min exhibited up-
expression of algC, detectable as the development of
whole-cell fluorescence. However, initial cell attachment to
the substratum appeared to be independent of algC pro-
moter activity. Furthermore, cells not exhibiting algC up-
expression were shown to be less capable of remaining at
a glass surface under flowing conditions than were cells in
which algC up-expression was detected.

Cell Growth and Replication. The major transformation
carried out by cells in the biofilm is the metabolism of both
an electron donor and a terminal electron acceptor to pro-
duce soluble by-products, extracellular polymers, carbon
dioxide, and water. Depending on the microbial population
in question and the ambient concentration of electron do-
nor and acceptor, a biofilm can be either aerobic, anoxic
(denitrifying), anaerobic (sulfate-reducing bacteria, meth-
ane formers), or fermentative. Analysis of biofilm bacterial
metabolic rates are frequently complicated by the effects
of significant mass transfer resistances in both the liquid
phase and within the developing biofilm. Steady-state
mathematical models (59,60) were derived in the late
1970s to estimate the observed flux of growth-rate-limiting
substrate into a biofilm of fixed thickness, density, and
reactivity. These steady-state biofilm models are based on
assumptions of a constant biofilm concentration (tacitly
implying a spatially uniform reactivity) and a constant dif-
fusion path (biofilm thickness). Such models allow one to
predict (1) the concentration profile of limiting substrate
(and, by stoichiometry, all other nutrients) with biofilm
depth, and (2) the maximum substrate uptake or flux to
the biofilm.

Biofilm cellular growth rates are typically simulated us-
ing a classical microbial growth rate expression, Rg, that
is related by a stoichiometric coefficient, Y (in units of cell
mass per substrate mass), to the rate of utilization of
growth-limiting substrate, RS (Msubstrate L�2t�1), that is,

�2 �1R (M L t ) � �R Y (6)g cells S

where the rate of substrate utilization is typically a
Monod-like dependency on the concentration of one or
more growth-rate-limiting substrates. For the example of
a single substrate limitation,
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R � l*SB/(K � S) (7)S S

where l* is the species maximum growth rate constant
(t�1); S is the local dissolved substrate concentration
(MsubstrateL�3); KS is the saturation kinetics half-satura-
tion constant (MsubstrateL�3); and B is the local biofilm cell
concentration (McellL�2).

Some differences in biofilm kinetics versus typical sus-
pended cell microbial kinetics include the following:

• The concentration of active bacterial cell mass me-
tabolizing the substrate, B, is a per area concentra-
tion and may also be a function of time and space, B
� B(t, z). In a mixed culture biofilm, each bacterial
species could exhibit a different dependency on time
and space.

• The concentration of substrate S in the biofilm will
be affected by mass transfer resistances and biologi-
cal reaction rates, such that S may also be a function
of time and space.

• Endogenous decay, maintenance energy, or death
terms for cells not receiving adequate nutrients are
treated as simple first-order functions of the biofilm
population, for example,

R � k B (8)death d

where kd is the cell death specific rate constant (t�1).
Thus the local, instantaneous net production of a spe-
cies biomass in the biofilm can be modeled as

R (t, z) � [l*S(t, z)B(t, z)/Y(K � S(t, z))]g s

� k B(t, z) (9)d

Biofilm Removal Processes

Biofilm removal processes involve the actual loss of mate-
rial from the biofilm—either cells or cell–biofilm matrix
debris. Desorption (see “Deposition Processes”) is the re-
lease of cells from the substratum and occurs during the
early stages of substratum colonization. Biofilm removal
represents loss of biomass from a developing or mature
biofilm that arises by way of two distinctively different
mechanisms: detachment and sloughing.

Detachment. Detachment is the continuous loss of bio-
mass or individual cells from a biofilm. The rate of biofilm
detachment has been mathematically modeled in a num-
ber of ways (61). In about the only definitive experimental
study on biofilm detachment, Applegate and Bryers (62)
reported that the growth conditions of the biofilm strongly
affect biofilm removal processes. Carbon-substrate-limited
growth conditions fostered biofilms that (1) contained less
extracellular polymer per cell and per area, (2) bound less
calcium per unit amount of biofilm, and (3) exhibited a
higher detachment rate than oxygen-substrate-limited
biofilms that accumulated more extracellular polymer per
cell, bound more calcium per biofilm amount, and devel-
oped a rigid compact morphology that was very resistant
to detachment prior to predictable sloughing. Carbon-
limited biofilms did not exhibit sloughing for extended pe-

riods of cultivation or after prolonged (300 h) of carbon-
nutrient deprivation.

Perhaps biofilm detachment processes may be con-
trolled, not by fluid hydrodynamics as once imagined, but
rather by cell physiology. Boyd and Chakrabarty (63) sug-
gest biofilm detachment could be genetically controlled.
Their work showed that the exopolysaccharide alginate of
P. aeruginosa was important in determining the degree of
cell detachment from an agar surface. Nonmucold strain
8822 gave rise to 50-fold more sloughed cells than mucoid
strains 8821 and 8830. Alginate anchors the bacteria to
the surface, thereby influencing the extent of detachment.
The role of the P. aeruginosa alginate lyase in the process
of cell detachment was investigated. Increased expression
of the alginate lyase in mucoid strain 8830 led to alginate
degradation and increased cell detachment. Similar effects
were seen both when alginate lyase synthesis was induced
at the initial stage of cell inoculation and when it was in-
duced at a later stage of growth. Apparently, high molec-
ular weight alginate polymers are required to efficiently
retain the bacteria within the developing biofilm. When
expressed from a regulated promoter, the alginate lyase
did enhance detachment of cells through the degradation
of the alginate. This suggests a possible role for the lyase
in the removal process of bacterial growth films.

Sloughing. The catastrophic, apparently random, loss of
large pieces or entire sections of biofilm is known as
sloughing (Fig. 5). At the industrial scale, sloughing cre-
ates excursions of intolerably high biomass in bioreactor
effluents, and periodic “blooms” of pathogenic bacteria in
drinking water distribution systems. At the laboratory
scale, all too often, random sloughing of a biofilm will ter-
minate an experiment, resulting in very little quantitative
data regarding the fundamental causes of sloughing. A
number of situation-specific causes of sloughing have been
identified: bubble formation in either anaerobic methane-
producing biofilms or denitrifying biofilms, and artificially
induced sloughing by way of EGTA addition, which che-
lates the bound calcium ion used in biofilm alginate cross-
linking. Applegate and Bryers (62) reports that the growth
conditions of the biofilm strongly affected the biofilm re-
moval processes of detachment and sloughing. “Fluffier”
biofilms, produced under carbon-limited growth, exhibited
high detachment rates but never sloughed, even when sub-
jected to over 300 h of nutrient starvation. Conversely,
rigid biofilms cultivated under oxygen limitations showed
little detachment, but the onset of catastrophic sloughing
was repeatable between replicate experiments.

Net Accumulation of Biofilm

As shown in Figure 1, development of a bacterial biofilm
comprises the following fundamental processes: (1) sub-
stratum preconditioning by adsorption of fluid-phase or-
ganic molecules; (2) bacterial cell deposition to the condi-
tioned substratum (cell transport to the surface, cell
adhesion to the substratum, cell desorption); (3) bacterial
metabolism (cell substrate conversion; cell growth and rep-
lication; extracellular exopolymer production; cell starva-
tion, death, lysis); (4) biofilm removal (cell and biofilm de-
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(a) (b) (c)

Figure 5. Sequence of biofilm formation (a), onset of partial biofilm sloughing (b), and complete
biofilm sloughing (c) of an anaerobic biofilm. Source: Ref. 3.

tachment, biofilm sloughing). Naturally, the relative
influence of each process to the overall rate of accumula-
tion is dependent upon the specific system, the prevailing
environmental conditions, and biological changes through-
out the lifetime of the biofilm.

Simple unstructured models of biofilm formation can be
written. Biofilm formation is assumed to occur on surfaces
exposed to a well-mixed bulk fluid phase, thus tacitly ne-
glecting any concentration gradients in the bulk liquid.
Any mass transfer limitations in the bulk liquid will only
complicate the already difficult task of determining the ki-
netics of a heterogeneous reaction. Suspended biomass in
the bulk liquid arises due to either cell growth and repli-
cation or to detachment of biofilm material. Planktonic
cells leave the liquid phase by either the effluent liquid
leaving the reactor volume or by cell deposition onto the
reactor surfaces. A single, sterile growth-limiting sub-
strate, S, enters the reaction volume, where it is consumed
by either the suspended or biofilm-bound cells. Any rea-
sonable measure of both biofilm and suspended cell con-
centrations is acceptable (cell number, biomass dry weight,
biomass organic carbon). However, to complete material
balances over the entire system, one most know the stoi-
chiometric relationship between changes in the suspended
and attached cell concentrations due to growth and the
limiting substrate utilized.

Based on these assumptions, material balances for both
the suspended cell biomass and single growth-limiting
substrate can be written as equations 10 and 11:

Suspended biomass balance: VdX/dt �
�FX � (R V) � R A � R A (10)g suspended det dep

Limiting substrate balance: VdS/dt � F(S � S)in

� (R V/Y) � (R A/Y) (11)g suspended g biofilm

where X is the suspended cell biomass (ML�3); S is the
limiting substrate concentration (ML�3); V is the reaction
volume (L3); (Rg)suspended is the rate of suspended cell
growth (MbiomassL�3t�1); Rdet is the rate of biofilm detach-
ment (MbiomassL�2t�1); Rdep is the net rate of bacterial cell
deposition at a substratum (MbiomassL �2t�1); (Rg)biofilm is
the rate of biofilm cell growth (MbiomassL�2t�1); Y is the
yield coefficient (Mbiomass/Msubstrate); and A is the reaction
area (L2). Rate expressions for the process rates (Rg, Rdet,
Rdep) may depend directly on such changing parameters as
biofilm amount, limiting substrate, and suspended bio-
mass concentration.

Biofilm net accumulation can be described by equation
12:

Biofilm net accumulation:
A(dB/dt � R � R � R ) (12)dep gb det

Because rate expressions for both planktonic and biofilm
growth are nonlinear saturation kinetic functions of the
instantaneous substrate concentration and first-order
functions of X and B, respectively, equations 10–12 are cou-
pled, nonlinear ordinary differential equations that re-
quire either simultaneous numerical integration (for the
transient situation) or simultaneous algebraic solution un-
der steady-state conditions (i.e., dS/dt, dX/dt, and dB/dt
� 0). Numerous biofilm accumulation studies have been
carried out that can be mathematically described by this
set of equations.
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Should the reactor be operated at a hydraulic residence
time shorter than the generation time of the cells, then one
can assume the term (RgsV) is negligible; however, the cor-
responding term in equation 11, representing suspended
cell substrate metabolism (RgsV/YX /S), cannot be disre-
garded unless in the specific system this term is deter-
mined to be small compared to the other terms, or sub-
strate is not supplied.

In a simple bacterial adhesion study, experiments can
be carried out without exogenous substrate, thus the Rg

terms in equations 10–12 could be ignored. Thus, equation
12 becomes

dB/dt � R � R (13)dep det

and is valid provided the adherent bacterial replication is
zero.

RECENT ADVANCES IN BIOFILM RESEARCH

This section highlights recent research advances in under-
standing biofilm phenomena, which include advances in
biofilm experimental techniques, new findings regarding
mass transport mechanisms in biofilm, and genetic pro-
cesses within biofilm communities.

Advances in Biofilm Experimental Techniques

All biofilm experimental systems should contain certain
critical components: (1) the biofilm study reactor itself
(where the surface accumulation of cells and biofilm will
be studied) and (2) the environmental support system that
controls the experimental conditions (e.g., temperature,
flow velocity, nutrient concentrations, pH) of the bulk fluid.
Under quiescent conditions, the rate of transport of dis-
solved nutrients and particulates (i.e., the bacteria) to the
substratum may be the slowest in a series of rate pro-
cesses. For example, particle transport may limit the rate
of cell deposition in quiescent conditions. Thus, it is rec-
ommended that only experimental systems that create a
gradient-less, well-mixed bulk fluid phase be employed.
Otherwise, instead of determining the true kinetics of
whatever biofilm process is of interest, the resultant data
will erroneously reflect mass transfer limitations.

Invasive Biofilm Diagnosis. Detection of biofilms often
requires direct sampling and removal of a finite quantity
of biofilm from a reactor surface to be used in a number of
destructive analytical procedures that may measure
(1) overall biofilm amount (cell mass or biofilm thickness),
(2) a component of the biofilm (biofilm carbon, cell number,
biofilm nitrogen content), or (3) a biofilm cell component or
cellular activity (ATP, cell protein, dehydrogenase activity,
active DNA synthesis, species-specific 16S rRNA). Reactor
designs that provide access for destructive sampling in-
volve removable sections of substratum and are quite nu-
merous. The reader is directed to a number of excellent
reviews for further details (5,7). One drawback to destruc-
tive analyses is that the parameter determined represents
an average over the entire sample area, which ignores any
spatial variations in that parameter that may exist.

Almost any parameter determined by a molecular or
chemical assay (ATP, DNA, total protein, biofilm polysac-
charide content, 16S rRNA, cellular phospholipid signa-
tures, specific enzyme levels, and oligonucleotide probes),
cytochemical (acridine orange, DAPI stain, and Hoechst
DNA stains) or immunofluorescent staining, or cellular ac-
tivity (CTC stains, INT stains, and plate counting) tech-
niques that has been applied to planktonic (freely sus-
pended) cells can be used to quantify changes in biofilm on
a substratum. Rodriguez et al. (64) reports on the potential
of a fluorescent redox probe, 5-cyano-2,3-ditolyltetrazo-
lium chloride (CTC), for direct observation of actively re-
spiring bacteria. Oxidized CTC is colorless, but upon re-
duction by electron transport activity, the insoluble
CTC-formazan fluoresces at 365 nm upon excitation. Re-
spiring marine bacteria within thin (10–50 lm) biofilms
attached to optically nontransparent polysulfone sub-
strata were rapidly and easily enumerated. Respiring cell
counts via CTC were also useful in directly assessing the
efficacy of various biocidal control agents.

The advent of modern molecular biology has provided
many useful diagnostic methods with which to analyze bio-
film ecology. For example, Amann et al. (65) characterize
the population structure of sulfidogenic biofilms, estab-
lished in anaerobic bioreactors, by selective polymerase
chain reaction (PCR) amplification and fluorescent micros-
copy. 16S rRNA common to the sulfate-reducing bacteria
in the biofilm was selectively amplified by PCR and used
to design both general and specific fluorescent hybridiza-
tion probes. Biofilms, (5–10 lm thick) on glass cover slips
immersed within laboratory anaerobic biofilm reactors,
were fixed in formaldehyde and dehydrated prior to hy-
bridization with the RNA probes. Hybridized biofilm sam-
ples were then viewed under epifluorescent microscopy.

Rogers and Keevil (66) report on the destructive sam-
pling of a multispecies biofilm, intentionally inoculated
with Legionella pneumophilia, followed by both immuno-
gold and fluorescein immunolabeling for this species. Epi-
scopic differential interference contrast microscopy was
employed to simultaneously visualize the total biofilm
community and the labeled Legionella species. This tech-
niques was able to provide observations of variations in the
biofilm community from one position to another (parallel
to the substratum) but was unable to discern such varia-
tions with depth (perpendicular to the substratum).

McCarter et al. (67) report a very elegant series of ge-
netic techniques to investigate bacterial responses to vari-
ous stimuli, one being the adhesion to a surface. Using a
transposon (mini-Mulux), the authors were able to incor-
porate recombinant reporter gene insertions adjacent to
target gene promoter sites that encode for light production
as a function of target gene expression. Light production
is conveniently measured by exposure of X-ray or photo-
graphic film, visual examination, chemiluminescence, or
photometry. Such techniques also obviate the need to dis-
rupt biofilms prior to quantification. McCarter et al. em-
ployed a lux reporter gene adjacent to the chromosomal
gene encoding for swarmer cell differentiation that Vibria
parahaemolyticus experiences upon association with a
solid surface. Resultant mutants thus emit light upon
growth at a surface but not in suspension. Dagostino et al.
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Figure 6. Confocal laser microscope optical section of a biofilm.

(68) also employed transposon mutagenesis to insert into
an appropriate recipient bacteria a marker gene that lacks
its own promoter. The premise is that if a suitable target
gene is “on” at the surface, then expression of the marker
will be observed only in the presence of the surface. Da-
gostino et al. employed Escherichia coli C600 (pRK2013:
mini-MuTetr lacZ) as donor and two marine bacteria as
recipients. The authors were able to successfully isolate a
transposon-generated mutant in which the lacZ gene was
not expressed in either liquid or agar, but was expressed
when grown on a polystyrene substratum.

Noninvasive Biofilm Diagnosis. The “holy grail” of bio-
film research is a diagnostic method that creates as little
disturbance to the biofilm and the reactor operation as pos-
sible. Regrettably, most parameters of interest in cell ad-
hesion and biofilm accumulation require destructive sam-
pling and analyses.

True noninvasive diagnostics of biofilm accumulation,
amount, and biofilm-cell reactivity are limited to relatively
few sophisticated techniques. The simplest of these tech-
niques is on-line microscopy, which places the biofilm sur-
face within the viewing field of a microscope. This tech-
nique requires a reactor dimension compatible with the
microscope, and a flat reactor surface on which to focus.
Microscopic observation of adherent cells can be quantified
and preserved by use of video recorders or image analyzer
systems that digitize observed images and save those im-
ages on a computer for future numerical interpretations.

For about 14 years, confocal scanning laser microscopy
(CSLM) has been a tool in the biological sciences. CSLM
uses confocal apertures, or pinholes, to create a thin (0.4
lm) depth of field, which eliminates out-of-focus light emit-
ted from the laser-excited fluorophores. Laser light sources
provide the intense, highly coherent, collimated light nec-
essary to penetrate thick specimens. The laser light is used
to excite fluorophores—either those intrinsic (e.g., chloro-
phyll) to the sample, or selected chemical or immunological
stains intentionally applied to the sample. Resultant fluo-
rescence that passes through the aperture is detected by a
photomultiplier, and a digital image is collected. Using a
computer-manipulated stage, optical sections can be col-
lected from a specimen in three dimensions. This allows,
for the first time, the ability to digitally locate cells on a
substratum or within a biofilm, noninvasively (69). Nu-
merous fluorochromes are available that can be used to
localize and measure intracellular and extracellular con-
ditions in three dimensions within living biofilms.

Camper et al. (70) detail image analysis software that
can be used to collect images of bacterial adhesion patterns
from the CSLM, digitize those images, then superimpose
those images onto digitized images of the substratum it-
self, collected from any one of a number of other analytical
instruments (e.g., X-ray photoelectron spectroscopy,
atomic force microscopy, time-of-flight secondary ion mass
spectroscopy); all images are collected at the same location
on the substratum. Thus, one can now correlate the ad-
hesion of a single cell to the local topographical or chemical
properties of the substratum directly underneath the cell.

Lawrence et al. (71) illustrates the ability to optically
section fully hydrated biofilms, both horizontally and sag-

itally, producing optical sections of undisturbed biofilms
with a spatial thickness of 2 lm. Any fluorescent probe
(cellular DNA stain; immunofluorescent stain; pH-, ion-,
and redox-sensitive stains; viability redox stains) or any
combination of probes can be simultaneously recorded by
the CLSM with great clarity and little background inter-
ference, due to the confocal exclusion of any fluorescence
originating from excited fluorochrome above and below the
focal point (Fig. 6). CLSM is a critical tool in population
analysis of biofilms consisting of mixed strains, mixed spe-
cies, and mixed cell lines and will allow detailed exami-
nation of the relationships between biofilm structure, ad-
aptation, reactivity, and response to external stress (72).

Another noninvasive technique that can be used to col-
lect information on the molecular chemistry of cell adhe-
sion at the substratum–fluid interface is Fourier transform
infrared spectroscopy (FT-IR) coupled with attenuated to-
tal reflectance (ATR) waveguides integrated within flow
cells. Atoms and groups of atoms within a molecule vibrate
with a characteristic frequency and will adsorb light at
those frequencies. Light that contains infrared frequencies
can be focused on a molecule, and the amount of light ad-
sorbed is then measured as a function of frequency. Specific
IR adsorptions can thus be assigned to particular bonds,
and alterations in these bonds due to changes in local en-
vironment can be assessed from the resultant spectral de-
tails. Recent increases in the capability of FT-IRs and the
focusing of the IR wave within specific crystal wave guides
(germanium or zinc selenide crystals) allows one to estab-
lish a standing IR evanescent wave at the surface of the
crystal. Fourier transform signal processing and multiple
scanning allow aqueous samples to be processed where the
IR spectra of molecules directly adjacent to the waveguide
can be collected. In biological systems, the IR absorbance
of water must be subtracted via computer manipulations
to provide the IR spectra of molecules accumulating at the
crystal surface. The effective depth of penetration for the
evanescent IR wave is a function of crystal material and
the wavenumber but ranges around 0.3–0.7 lm, thus pro-
viding spectra that reflect those chemical species directly
adjacent to the surface.
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ATR/FT-IR has been used to study the effects of protein-
conditioning films on alginate adsorption to the germa-
nium surface (73). Alginate adsorbed in greater quantities
to protein-coated ATR crystals than to uncoated ones. For
the development of biofilms on ATR crystals, the observed
spectrum is the integral of all biomolecules on the surface
and over the entire surface. Bremer and Geesey (74) report
the chemical changes as detected by FT-IR that occur upon
inoculating with a microbial culture, at a germanium ATR
crystal situated within a flow cell. Spectral intensities rep-
resenting various bonds within proteins (amide I at 1,645/
cm; amide II at 1,550/cm) and polysaccharide (C-O
stretches at 1,058/cm) are seen to accumulate with time,
indicating the feasibility of the ATR/FT-IR system to detect
biofilm formation. Because the IR wave can only penetrate
less than 1 lm into the biofilm, reported increases in ab-
sorbance intensities most likely represent increases in cell
surface coverage of the crystal and not increases in biofilm
thickness. A plot of attached cells per area versus the in-
creases in area under the amide I peak was generated to
estimate a lower limit of detection by FT-IR of �5 � 105

cells/cm2. In a medical application, ATR/FT-IR has been
used to follow the penetration of an antibiotic (100 lg/mL
ciprofloxacin) into the IR wave region underneath a P.
aeruginosa biofilm (75).

Several reports exist of the use of invasive but nonde-
structive analysis of solute concentration profiles, by mi-
crosensor chemical probes, as a function of spatial dimen-
sion within the developing biofilm. Microsensors (tip size
� 15 lm) exist that can detect various dissolved solutes
including glucose, oxygen, pH, sulfide, and ammonia.
DeBeer et al. (76) report using microoxygen sensors (tip
size � 15 lm) to estimate oxygen profiles, local oxygen
uptake rates, and oxygen diffusion coefficients in a mixed-
culture biofilm community cultivated within a laboratory
biofilm reactor. Schramm et al. (77) determined micropro-
files of oxygen and nitrate in nitrifying biofilms from a
trickling filter and correlated these solute profiles with
bacterial population profiles for Nitrosomonas and Nitro-
bacter spp., as determined using fluorescence in situ hy-
bridization of cells fixed with 16S rRNA oligonucleotide
probes.

Transport Phenomena in Biofilms

Bacterial biofilms are heterogeneous reaction systems
wherein limiting substrates, essential nutrients, cellular
antagonists, and cellular by-products are exchanged be-
tween the surrounding fluid and the site of the reaction
(i.e., the cell). In numerous circumstances, the perfor-
mance of biofilm processes can be limited by both internal
and external mass transfer rates (e.g., antibiotic treatment
of a biofilm infection, biocide challenge to eliminate biofilm
formation in heat exchange systems, biofilm reactor treat-
ment of wastewaters or waste gases, and in situ hazardous
waste decontamination). Recent advances in characteriz-
ing biofilm architecture have led to the need to reformulate
concepts of the mass transport mechanism in biofilms.

For about 25 years, estimates of substrate consumption
for biofilms of known thickness have been based on the
steady-state solution of equation 14,

2 2� d C/dx � tR (14)eff c

where C is the solute concentration, Rc is all reactions
transforming solute C, t is the stoichiometric coefficient for
the transformation, x is the coordinate of molecular trans-
port, and �eff is the effective diffusivity of solute in the
biofilm. These various models are based on the assumption
that transport of reactants (i.e., substrates) into the biofilm
and export of products is by molecular diffusion alone and
that bulk transport (convection) does not occur within the
biofilm. These models also do not account for (1) any het-
erogeneities in the biofilm gel structure, (2) any locally de-
pendent bacterial concentrations, or (3) any nonlinearity
in diffusion coefficients.

Traditionally, either �eff is estimated as the solute dif-
fusivity in pure water, reduced by an arbitrary fraction, or
�eff is determined for the particular biofilm system in ques-
tion from diffusion experiments. For small ions and un-
charged small organic compounds, both Libicki et al. (78)
and Siegrist and Gujer (79) indicate that transport in thin
microbial layers is indeed by molecular diffusion. Both re-
ports indicate that the decrease in observed diffusivity val-
ues relative to those in pure water is a function of the mi-
crobial aggregate cell-to-polymer composition. Siegrist and
Gujer (79) provided the first report to insinuate that mo-
lecular diffusion may not be the only mass transport pro-
cess acting within a biofilm and that convective mass
transport may predominate in the upper layers of thick,
filamentous biofilms.

Results of Drummond (80) and Bryers and Drummond
(81) suggest these dense alginate clusters are themselves
porous, with a wide distribution of pore sizes ranging from
angstroms to tenths of micrometers. Their results have
shown the transport of larger solutes (i.e., macromolecules)
through the hydrated biofilm polysaccharide gel matrix is
controlled by transport mechanisms far more complex
than molecular diffusion. Overall effective diffusion coef-
ficients for various molecules, increasing in molecular
weight and differing in molecular size and stereochemistry,
were determined using half-cell diffusion chambers. Tran-
sient diffusion studies were carried out at constant tem-
perature and pH using bacterial biofilms of increasing
thickness. Half-cell diffusion results were considered er-
roneous due to the “perforated” nature of the biofilms.

The existence of water channels in these biofilms was
documented and found to significantly affected mass trans-
fer coefficient estimates obtained from half-cell studies.
Consequently, a local microtransport technique was devel-
oped based on the fluorescence recovery after photobleach-
ing (FRAP) technique of Poitevin and Wahl (82). FRAP is
a local, instantaneous, and noninvasive method that can
be repeatedly carried out over a wide expanse of biofilm.
Corrections of the FRAP “tracer” diffusion coefficients
must be made in order to estimate “Fickian” diffusivities.
Diffusion coefficients determined for large macromolecule
solutes (dextrans, proteins, DNA fragments) moving in bio-
films did not correlate simply with increasing molecular
weight except within the homologous chemical groups.
Transport of macromolecules through the biofilm was af-
fected not only by molecular weight but by the size or
length of the molecule in solution. Using a computer-
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Figure 7. Spatial differences in diffusion coefficients of dextran
(MW � 10,000) in pure culture biofilms. Source: Ref. 83.

actuated laser and motorized microscope stage, FRAP
analysis across a large section of biofilm illustrates that
local mass transfer coefficients can vary significantly in a
biofilm over very short distances (Fig. 7).

Thus, research reported by Drummond (80) and Bryers
and Drummond (81) and independently corroborated by
Stoodley et al. (84) has shown biofilms are not architectur-
ally spatially continuous. Rather, biofilms are structurally
nonuniform, consisting of dense microbial clusters sur-
rounded by tortuous water channels that perforate the bio-
film matrix. Thus, theory and experiments addressing
overall mass transport within a real biofilm system must
account for both convective transport and molecular dif-
fusion.

Molecular Processes in Biofilm Communities

Plasmid Expression and Retention in Biofilm Cultures. Any
exposure of plasmid-recombinant microorganisms to an
open system environment, either inadvertently or inten-
tionally, mandates research into those fundamental organ-
ism–plasmid processes that influence plasmid retention,
transfer, and expression. Use of plasmid-recombinant bac-
teria to impart a desired phenotypic ability to an existing
ecosystem has been desired for the bioremediation of haz-
ardous wastes in both controlled reactor systems and in
waste-contaminated open environments. In open environ-
mental systems, a majority of the microbial activity occurs
associated with an interface, within biofilms. In waste-
water or waste gas treatment, efficient reactor design often
dictates the use of immobilized, biofilm-bound bacterial
communities. Consequently, the fate and ability to mani-
fest a plasmid-borne phenotype within a biofilm commu-
nity requires basic information on the biofilm’s genetic pro-
cesses.

A plasmid is deemed unstable if it either undergoes mo-
lecular rearrangement (structural instability) or is not ab-
solutely inherited by progeny (segregational instability).

Such phenomena can have significant effects on the out-
come of cell cultivation processes. It has been established,
both experimentally and theoretically, that plasmid main-
tenance and cloned gene expression can reduce the overall
growth rate of the plasmid-bearing cell relative to the
plasmid-free cell. Reduction of copy number and loss of
plasmids from populations under continuous suspended
culture have been reported in many cases, even in the pres-
ence of selective pressure.

That immobilization might stabilize a plasmid-bearing
population can be shown mathematically (85,86). Plasmid
persistence in suspended cultures has been observed in
cases where the plasmid-bearing cell was at a growth rate
disadvantage; this observation was directly attributed to
biofilm formation and cell detachment from the biofilm
(87). Improved plasmid stability upon artificial cell im-
mobilization in j-carrageenan gel beads has been reported
by de Taxis du Poët et al. (88), Nasri et al. (89), and Sayadi
et al. (90).

Huang et al. (91,92) cultivated biofilm cultures under
controlled hydrodynamic conditions in a parallel-plate flow
cell reactor using E. coli DH5� containing a recombinant
plasmid either with (pTKW106) or without (pMJR1750) a
segregational stability factor, hok/sok. Both plasmid con-
structs provided for the inducible expression of b-galacto-
sidase. Results in these studies suggest, for these two plas-
mids, that the expression of the chromosomal gene for
synthesis of the polysaccharide matrix of the biofilm com-
mands a higher priority on cellular intermediates than the
foreign genes. Consequently, a series of experiments were
carried out to indirectly manipulate bacterial polysaccha-
ride production in the biofilm by varying the nutrient
carbon-to-nitrogen (C:N) ratio. Plasmid loss probability, to-
tal polysaccharide production, and ratios of total polysac-
charide to total protein in biofilm cultures of E. coli DH5�
(pMJR1750) all increased with increasing C:N ratios. Syn-
thesis rates of total RNA, rRNA, and b-galactosidase-
specific mRNA in E. coli DH5� (pTKW106) all increased
after induction by IPTG, but levels of each parameter seen
in biofilm cultures were 10–20 times lower than the same
values observed in suspended cell cultures.

Cell–Cell Communication. Cell–cell communication in-
volves a chemically unique molecule, produced biologically
by one cell, that reacts with a set of specific receptors lo-
cated at another cell’s surface to subsequently alter cellu-
lar behavior. Two examples of cell–cell communication in
higher life forms would be (1) the thousands of lectins that
control embryonic development in plants and animals, and
(2) signaling molecules, such as the pheromones, that con-
trol the behavior of adult insects.

Cell–cell communication in bacterial systems, both ses-
sile and planktonic, has been recognized for years (93), but
our understanding of the control mechanisms has entered
a new era with the advent of various molecular diagnostic
tools. Recent research has identified the specific chemical
structures of various signaling molecules that manifest
certain cellular responses. The majority of cell–cell com-
munication studies have dealt with suspended bacteria
(e.g., quorum sensing), but recent advances suggest that
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certain structural architecture in a biofilm arises due to
molecular signaling.

Bacterial swarming, floc formation, and biofilm forma-
tion or aggregation are multicellular, cell-concentration-
dependent behavior that can be induced in response to the
recognition of surfaces of certain viscosity. Cells differen-
tiate into multinucleated, elongated, and hyperflagellated
form and orient themselves lengthwise across the surface.
For a number of species, the ability to differentiate into
swarmer cells is critical to virulence, surface adhesion, and
colonization.

Acylated homoserine lactones serve as one class of sig-
nal molecule in bacterial communication. These molecules
and their derivatives have been linked to control of biolu-
minescence, Ti plasmid transfer, production of virulence
factors, antibiotic resistance, and swarming motility (94).
Higher life forms have evolved mechanisms to interfere
with such signaling processes. For example, certain sea-
weeds and sea grasses produce halogenated furanones,
structurally similar to acylated homoserine lactones, that
interfere with the swarming process and have been shown
effective as antifoulants and antimicrobials (95). Givskov
et al. (96) illustrated that two different furanones derived
from the seaweed Delisea pulchra could progressively in-
hibit and eliminate the swarming behavior of Serratia li-
quefaciens as concentrations were increased from 0 lg/mL
to 100 lg/mL (concentrations far too low to affect the
growth of the bacteria).

Davies et al. (unpublished results) employed homoser-
ine lactone mutants of the classic PAO-1 strain of P. aeru-
ginosa to determine if cell–cell communication plays any
role in bacterial biofilm polysaccharide matrix formation.
Wild strains and mutants were separately used to inocu-
late flow cells to observe cell adhesion to surfaces and sub-
sequent formation of biofilms. Cells of the wild-type strain
(PAO-1), retaining the ability to secrete homoserine lac-
tone, adhered to surfaces avidly and formed complex bio-
films comprising discrete microcolonies and well-developed
water channels.

Cells of the double homoserine lactone mutant (JP2),
which lacked the ability to synthesize either the Pseudo-
momas autoinducer, PAI, or the factor U homoserine lac-
tone, did adhere to surfaces avidly but failed to form the
complexly structured biofilms. These mutant cells did not
form detectable amounts of exopolysaccharide matrix ma-
terial, did not aggregate into discrete microcolonies, and
did not develop the water channels characteristic of the
wild-type biofilms. Cells of the double homoserine lactone
mutant simply formed unstructured masses of cells that
were tightly packed together. These unstructured adher-
ent masses of cells could be easily removed from the colo-
nized surfaces by simple washing with surfactants. Chem-
ical analyses proved that these biofilm contained no
detectable biofilm exopolysaccharide matrix material.
When a cell-free supernatant from a wild-type biofilm
(PAO-1), which contained both types of homoserine lactone
molecule, was added to the bulk fluid delivered to the flow
cell, adherent JP2 mutant cells gradually began to produce
matrix material and form complex biofilms; 12 h after the
addition of the homoserine lactone molecules from the
wild-type supernatant, the JP2 mutant strain biofilm was

observed to be identical to the wild-type biofilm strain.
Such research could potentially lead to nontoxic control
strategies for disrupting detrimental biofilms, which
would be economically and environmentally significant.

Novel Biofilm Removal Strategies

One traditional approach to eliminate biofilm formation
within an engineered system is to prevent cell adhesion.
One such anti–cell adhesion approach used in the biomed-
ical materials sector focuses on modification of the surface
chemical properties of the substratum by various methods
including photochemical coupling of benzephenone deriv-
atives of polyethylene glycol, polyacrylamide, and poly vi-
nyl pyrrolidone (97); passive adsorption of pluronic surfac-
tants (copolymers of polyethylene oxide and polypropylene
oxide) to polystyrene (98); incorporation of polyethylene ox-
ide into the upper layers of polyethylene terephthalate by
solvent swelling (99); and a series of neutral, anionic, and
cationic surfactants adsorbed onto stainless steel or glass
(100). Rather than prevent adhesion, one alternative con-
trol approach for biomedical materials is to retard surface
microbial activity by incorporating within the substratum
a slowly released antibiotic agent (20,101,106).

Remedial approaches to eliminate or eradicate fouling
biofilms existing in nonmedical engineered systems consist
of mechanical cleaning, materials or unit replacement, or
chemical biocide challenges (107). One novel alternative to
chemical antagonism of a biofilm has been to eliminate an
nutrient essential for microbial growth (108). In the pet-
rochemical, refining, and power industries, either oxidants
(chlorine, ozone, bromides) or biocides are employed reg-
ularly to suppress biofouling of water-cooled heat exchang-
ers; biocides prove mostly ineffective in that they inacti-
vate the bacterial cells but, unlike oxidants, are incapable
of eliminating the source of the system inefficiencies, the
biofilm matrix.

One of the most innovative technologies to control det-
rimental biofilm formation was reported by Wood et al.
(109). Substrata containing layers of copper and cobalt
phthalocyanine catalysts were constructed for bacterial
adhesion trials. These immobilized catalysts serve to pro-
mote the formation of active oxygen species from various
oxidizing agents such as peroxide or persulfates. Biofilms
on the treated catalytic surfaces were exposed to various
concentrations of hydrogen peroxide. Generation of anti-
bacterial oxidant concentrations right at the interface of
the substrata aided in the almost complete removal of bio-
film.
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INTRODUCTION

Biofiltration is the biological removal of air contaminants
from waste gases by means of aerobic microorganisms that
are immobilized on a porous solid support. In a biofilter,
the waste-air stream is passed through a biologically ac-
tive packing material; organic or inorganic air pollutants
are degraded by microorganisms into harmless end prod-
ucts such as water, carbon dioxide, mineral salts, and new
microbial mass. Clearly, biofiltration technology is limited
to non-toxic gases with good biodegradability and water
solubility, because these gases are used by microorganisms
as their sole source of energy and carbon.

The idea of employing microorganisms to eliminate con-
taminants from waste gases is very old. Initially, biofiltra-
tion was used mainly for the treatment of odorous gases
(such as hydrogen sulfide and ammonia) emanating from
sewage-treatment plants. The first reports on actual ap-
plications of this technology, dating back to the late 1950s
and the early 1960s, dealt with soil-bed installations in
West Germany and the United States, where it was dem-
onstrated that biodegradation, rather than sorption, was
responsible for most of the odor abatement (1). After the
first publication of Bohn’s extensive investigation on soil-
filter beds (2,3), several additional full-scale applications
of biofilters in West Germany and the Netherlands fol-
lowed. These biofilters were employed to control the odors
from wastewater- and thermal-sludge-treatment plants,

composting facilities, rendering plants, carcass incinera-
tors, and others (4–6). Jäger and Jager, who compared sev-
eral methods for off-gas purification from the composting
plant of Heidelberg, first demonstrated the economic con-
venience of biofiltration (7).

Process and technology development was attempted by
Thistlethwayte et al., who utilized a trickling filter column
packed with river gravel or glass balls and seeded with
activated sludge. Waste air contaminated by H2S, C2H5SH,
(C2H5)2NH, and C4H9CHO was purified, in countercurrent
with a nutrient solution, with removal yields ranging from
40% to almost 100% (8). In addition, applications in which
organic impurities were eliminated from waste gas, or air
in beds inoculated with biologically active material, have
been reported together with the first criteria for correct
process design and operation (9).

A further development of this technology was marked
by a biofilter installation with continuous regeneration of
the bed, which was obtained by removing active material
at the bottom of the reactor and recharging it after regen-
eration at the top of the reactor (9). A regeneration process
by microbial, thermal, and chemical methods was also re-
ported by Helmer (10), who used dry- and wet-soil filter
beds to extract products of anaerobic fermentation of or-
ganic materials (e.g., NH3, H2S, sulfides, alcohols, and al-
dehydes). The importance of a sufficient moisture content
in the filter bed and of a good distribution of the gas sup-
plied to the biofilter was demonstrated for the first time
(11).

Leson and Winer estimated that in 1991 the total num-
ber of biofilter and soil-bed installations used in the United
States and Canada mainly for odor control was less than
50 (1). There was greater confidence in biofiltration in Ger-
many and the Netherlands, where over 500 biofilters were
operating in the same period. In the last two decades, the
number of installations has significantly increased in Ja-
pan, growing from about 40 in the 1980s to 90 in the 1990s
(12). On the contrary, in other European countries, includ-
ing Italy, Switzerland, and Austria, the number of biofilter
installations has been quite limited (1).

Although biofiltration has developed mainly with the
primary aim of eliminating odorous compounds from ex-
haust gases, since the early 1980s this technology has been
of increasing importance in air pollution control, and the
number of applications of biological filters has strongly in-
creased due to an increasing concern about environmental
quality and more stringent air-emission quality standards.

The application field of biofiltration has widened thanks
to better knowledge of the biodegradation process, in par-
ticular the control of the process conditions, as well as to
improved biofilter construction and packing material com-
position (13,14). In particular, special packing materials
having optimal structural properties prevent aging phe-
nomena, decrease the pressure drop over the packed bed,
and increase the long-term operational stability of the fil-
ter, as well as its microbial activity.

Furthermore, the considerable research carried out on
the isolation, selection, and construction of strains or
mixed cultures of microorganisms (mainly bacteria) has
led to the extension of biodegradation to both anthropo-
genic (i.e., manmade) and xenobiotic compounds (chemi-
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cals that do not occur naturally). Compounds that suffi-
ciently resemble structures of biological origin are
eliminated rather quickly, whereas biodegradation of xe-
nobiotics is very slow (recalcitrant compounds) or even im-
possible (persistent compounds). Nevertheless, the contin-
uous adaptation of microorganisms to new substrates is at
the basis of the increasing number of microbes capable of
degrading xenobiotics.

As a consequence, biofiltration is now a well-recognized
technology that is successfully applied to a wide range of
industrial facilities, waste-disposal and food-processing ac-
tivities to control odors, volatile organic compounds
(VOCs), and air toxics (both inorganic and organic), espe-
cially those that are readily biodegradable.

Biofiltration development is the result of the implemen-
tation of health and safety guidelines, enforced in many
countries to protect people and the environment, combined
with several advantages that this technique has demon-
strated over traditional chemical and physicochemical
treatment methods, such as water washing, chemical
scrubbing (ozonation and chlorination), activated carbon
adsorption, incineration, and catalytic oxidation.

Besides the overall low energy requirements (moderate
temperature and pressure conditions), easy maintenance,
simple control, and low capital and operating costs, it must
be stressed that biological filters do not transfer the pol-
lution problem to another environmental compartment, as
occurs with many other alternative control technologies.
Because the pollutants are converted into harmless oxi-
dation products (which are part of a natural cycle), they do
not create any secondary pollution and thus can be consid-
ered environmentally safe.

BIOLOGICAL TECHNOLOGIES FOR WASTE-GAS
TREATMENT

Biological Systems

There are three basic types of biological reactor systems
used to treat waste gases: bioscrubbers, biotrickling filters,
and biofilters. These can be grouped into those employing
microorganisms dispersed freely throughout the liquid
phase (bioscrubbers), and those using microorganisms im-
mobilized on a packing or carrier material (biotrickling fil-
ters and biofilters). Moreover, in bioscrubbers and biotrick-
ling filters the water phase is continuously moving,
whereas in biofilters it is stationary.

A bioscrubber consists of a scrubber unit and a regen-
eration unit. In the scrubber (absorption column), water-
soluble gaseous pollutants are absorbed and partially ox-
idized in the liquid phase (the culture medium containing
the microorganisms), which is distributed from the top of
the unit. The contaminated water is subsequently trans-
ferred into an aerated stirred-tank reactor (regeneration
unit), similar to an activated-sludge unit, where the con-
taminants are fully biodegraded. The regenerated suspen-
sion is continuously recirculated to the top of the scrubber
section, thereby enhancing process efficiency (Fig. 1).

Biotrickling filters (Fig. 2) and biofilters (Fig. 3) are dif-
ferent from bioscrubbers in that gaseous pollutant absorp-
tion and biological degradation occur simultaneously in

the same compartment, resulting in more compact sys-
tems. The polluted air flows through a biologically active
bed, where microorganisms are attached in the form of a
biofilm. As the gas diffuses through the packed bed, the
pollutants are transferred to the biolayer and degraded.

As illustrated in Figure 3, in order to ensure optimal
operation of a biofilter, the inlet gas usually requires pre-
treatment processes such as: (1) particulate removal in or-
der to prevent possible clogging and/or sludge build up,
(2) load equalization in case the waste-gas concentration
is subject to strong fluctuations, (3) temperature control,
and (4) humidification.

In biological trickling filters the packed bed consists
only of inert materials (glass, ceramics, and plastics), while
the liquid phase, containing inorganic nutrients, flows
downward over the packaging material in countercurrent
with the contaminated gaseous stream and is continuously
recirculated through the bioreactor.

Bioscrubbers and biotrickling filters are applicable
mainly to the treatment of waste gases containing good or
moderately water-soluble compounds, whereas biofilters,
due to the large surface area available for mass transfer,
are also suited to treat poorly water-soluble compounds.
Moreover, due to their high reaction selectivity, biofilters
are particularly suitable for treating large volumes of air
containing easily biodegradable pollutants with relatively
low concentrations, typically below 1,000 ppm.

Compared with the other biological systems, biofilters
have the widest application because they are easy to op-
erate, simply structured, and imply low installation and
operating/maintenance costs. Also, the reliability of biofil-
ter operation is higher than that of bioscrubbers, where
the risk exists of washing away the active microorganisms.
Moreover, the presence of a large amount of packing ma-
terial with a buffering capacity diminishes the sensitivity
of biofilters to different kinds of fluctuations (15). Because
the major disadvantage is the difficult control of parame-
ters such as pH, temperature, and nutrient supply, biofil-
ters may be unsuitable for degrading halogenated com-
pounds (as acid metabolites are produced) and treating gas
streams containing high concentrations of VOCs, unless
long residence times or large bed volumes are applied (3).
Biotrickling filters and biofilters are currently utilized
mainly in compost-production plants, sewage-treatment
plants, and agriculture, whereas biofilters and bioscrub-
bers are preferred in industrial applications.

Different Types of Biofilters

Among the different types of biofilters described in the lit-
erature for a variety of applications (16), open biofilters,
consisting of single beds of compost or porous soils, com-
monly 1-m deep, are used mainly for odor and VOC abate-
ment. Because they are in direct contact with the open air,
their performance is strongly influenced by weather con-
ditions (rain, frost, temperature fluctuations, etc.). The
simple design and low cost of these systems are counter-
balanced by difficult monitoring and control, as well as by
large space requirements.

All the other real-scale configurations are closed biofil-
ters containing mixtures of organic materials and bulking
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agents. Among these, simple single-layer systems, often
accurately controlled and monitored, but scarcely flexible
and requiring large space, can be used for VOC treatment.
Multiple-layer systems, characterized by increased com-
plexity and cost but less space requirements, consist of sep-
arately supported layers that allow optimal growth con-
ditions for different microbial populations in each stage; a
better control of the bed environment during the treatment
of pollutant mixtures is also achieved.

More sophisticated and very promising configurations
have been successfully tested on bench- or pilot-scale proj-
ects for the treatment of VOC mixtures, BTEX (benzene,
toluene, ethyl benzene and xylene), and reduced-sulfur
compounds, among which there are multistage, modular,
and step-feed systems, that in general are characterized
by better control and flexibility, but higher costs and op-
erative complexity.

PROCESS PARAMETERS

Biofiltration is a very complex process that involves mass
transfer and reaction and is also influenced by the fluid
dynamic of the gaseous stream through the reactor. Fur-
thermore, it is necessary to maintain an environment as
close as possible to the optimal conditions for the micro-
organisms. Therefore, several important process parame-
ters, such as filter material structure, moisture content,
temperature, and pH, must be kept under strict control
and within an optimum range.

Filter Material

The choice of filter material is of great importance in order
to maintain the efficiency of a biofilter, in that it must
(1) guarantee optimum environmental living conditions for
the microorganisms; (2) constitute at the same time a nu-
tritious reserve, a humidity reservoir, and a mechanical
odorless support; and (3) provide the structural stability of
the bed.

The choice of the material is strongly influenced by the
need to minimize the overall volume necessary for the re-
actor, optimize the removal efficiency, keep energy con-
sumption to a minimum, and minimize maintenance. In
addition, the characteristics of the carrier material impact
directly on the microbial growth and activity, thus in turn
affecting biofilter performance. Biofilter beds have the ad-
vantage of immobilizing the microflora on the packing ma-
terial, as a result of which these organisms, forming a bio-
layer, are not drained from the system, as is often the case
in freely dispersed systems.

Small particles of natural organic materials, such as
compost, peat, soil, or mixtures of these materials with
bark, leaves, wood chips, heather branches, humus earths,
or brushwood (less than 10 mm in diameter), are widely
used as packing media in biofilters because they provide a
high specific surface area (from 300 to 1,000 m�1), favor-
able living conditions for the resident microbial population
(ensured by high retention capacities of water and nutri-
ents), and favorable immobilization for the microflora in-
volved. In practice these packing materials have shown the
common disadvantage of being strongly subject to aging

phenomena, resulting in bed shrinkage. This phenomenon
disturbs the homogeneous flow distribution of the gas and
may cause a considerable increase in the pressure drop, a
decrease in the specific area, and shorter filter lifetime.
Moreover, the natural unhomogeneity of the structure of
these natural materials prevents the uniform distribution
of the gas flow, provoking short-circuiting channel devel-
opment in the filter bed, with an increase in the flow re-
sistance and a decrease in the biological degradation ca-
pacity of the bed.

In order to prevent these problems, inert materials,
such as polystyrene spheres, lava particles, glass beads,
porous clay, and ceramic, are usually added to the natural
filling materials. This combination, improving the uniform
distribution of the gas flow, lowers the head losses up to
100–150 mm of water gauge (6), thus contributing to re-
ducing the power requirement necessary to convey the gas
through the filter and, consequently, the operating costs.
Moreover, the addition of porous materials (e.g., granular
activated carbon) with high internal porosity and hydro-
philic properties, increases the buffering capacity of the
filter, (which is very favorable, particularly in the treat-
ment of gas streams with strongly fluctuating pollutant
concentrations). The selection of the most suitable mate-
rial for a specific application depends on the nature of the
pollutants and on the magnitude of the concentration fluc-
tuations in the gaseous stream. In order to buffer the fluc-
tuations in the concentration so that a constant supply of
contaminants to the biofilter can be achieved, the adsor-
bent should have both good adsorbing power and reason-
able desorbing properties. This combination provides the
adsorbent with the capacity of adsorbing at high concen-
trations and desorbing at low concentrations and allows a
significant reduction in the required filter volume (15).

Compared to soil, compost has the advantage of provid-
ing lower resistance to the gas flow and consequently con-
tained pressure drop, which should not, in general, exceed
250 mm of water gauge (17). Peat is the material with
highest water-retention capacity and constitutes the opti-
mal substrate for the microorganisms; nevertheless, as it
implies a higher pressure drop, it is often mixed with other
materials in order to improve the structural stability.

Moisture Content

The good performance of a biofilter depends greatly on an
optimal moisture content of the filter bed. Moisture, the
most critical operational parameter, is, in fact, essential
for the survival and activity of the microbial flora (which
can absorb and degrade substances only in the aqueous
phase) and contributes to the filter buffer capacity.

A lack of moisture causes cracking of the bed mainly at
the gas inlet side, where the microbial activity is stronger
due to the higher air-pollutant concentration. This results
in (1) a considerable decrease of the microbial activity,
(2) development of short-circuiting channels that cause by-
pass of the gas flow, and (3) contraction of the filter bed
with consequent breakthroughs. On the contrary, an ex-
cess of water content promotes the development of anaer-
obic zones in the bed, due to occlusion of the pores, and
provokes the formation of odorous volatile metabolic prod-
ucts, which are released in these zones and transported by
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the gas flow. Moreover, due to the higher gas-flow resis-
tance, these zones are bypassed by the gas flow, resulting
in a decrease in the mean residence time of the gas and,
hence, in the efficiency of the process, and causes a 10%
increase in the power requirement (2). A moisture excess
causes problems also in the oxygen transfer due to a re-
duction of the gas–water interface per unit biofilm volume,
and in the drainage of the filter components, with produc-
tion of low-pH and high-load leachate that requires dis-
posal. The optimal moisture content of the filter bed should
then range between 40 and 60% by weight, depending on
the material. In order to preserve the microbial activity, it
should exceed at least 40% (18).

Water consumption by a biofilter is generally low, de-
pending on the temperature and the relative humidity of
the input gas and, for open filters, on precipitation. Due to
evaporation of the aqueous phase, freshwater must be con-
tinuously supplied to the system in order to ensure a de-
gree of saturation of more than 95%, which is necessary
for optimal living conditions. This is normally realized by
humidifying the inlet gas stream in a water-spray scrubber
upstream of the filter unit and by periodically spraying
water onto the surface of the packing material by means
of surface sprinklers, spray nozzles, and so on. This peri-
odical water supply is necessary not only because it is not
always possible to humidify the inlet waste gas up to the
required level, but also because heat is produced by the
microbial oxidation of the pollutants.

Moistening equipment must be operated in such a way
that the moisture content stays within the indicated limits
at any point of the medium. This operation must be real-
ized in a very controlled way, otherwise the structure of
the bed may be disturbed, which results in compaction of
the filter bed in the long run and in increased gas-phase
pressure drop.

pH

Maintaining an optimal pH in the filter material is a very
important operational requirement for maximizing the
biofiltration process because the microbial activity is
strongly dependent on the pH. The effect of pH on biologi-
cal systems is the indirect result of its action on the en-
zymatic reaction rate, which usually falls outside an opti-
mal value. In biofiltration, as well as in most aerobic
biological processes, the range of pH within which the bio-
logical systems can operate is typically between 5 and 9,
with an optimum range of 6–8.

Because in biofilters the aqueous phase is stationary,
problems of package acidification may arise during the
degradation of pollutants such as sulfur- or nitrogen-
containing compounds and halogenated hydrocarbons,
which can generate acidic metabolites such as sulfuric, ni-
tric, or hydrochloric acid. As a consequence of their accu-
mulation, the microbial activity may decrease or even stop,
seriously compromising the overall elimination capacity of
the biofilter. These problems can be prevented by addition
of buffering agents, such as lime, dolomite, limestone,
marl, phosphates, or other water-insoluble alkaline ma-
terials, even if the neutralization products can sometimes
reach inhibitory levels (13).

Besides the above adverse effect on the process, acidi-
fication of the biofilter, as well as the acidic nature of the
waste gas, filter material, or leachate, can corrode the air
distribution and leachate collection pipes. In such cases,
the use of materials resistant to corrosion, together with a
continuous pH monitoring, are suggested.

Temperature

Temperature remarkably influences the microbial growth
through its effects on both bacterial enzyme activity and
on various metabolic processes. Because the microorgan-
isms generally applied in biofilters are mesophilic, tem-
perature should be maintained between 20 and 40 �C, with
an optimum of 35 �C for most aerobic microorganisms. Sub-
optimal temperatures can slow down the degradation ca-
pacity. The bed temperature should not rise above 45 �C,
although the resident microflora can gradually adapt itself
to temperatures as high as 50 �C (19). Microbial activity
slows dramatically above 65 �C. The effect of low tempera-
ture on biofilters depends largely on the inlet gas tempera-
ture. In fact, although low bed temperatures, especially
below 10 �C, decelerate biological oxidation, this effect can
be partially counterbalanced by increased gas sorption by
solids (3). However, the microbial activity will recover
again upon preheating the influent exhaust gas. Fortu-
nately, microorganisms have shown a tremendous ability
to rapidly adapt themselves to drastic variations of tem-
perature.

Reaction and diffusion rates typically increase with in-
creasing temperature; nevertheless this effect is offset by
a decrease of the solubility of the compounds to be re-
moved, as well as a decrease in the physical adsorption
capacity of the packing material at higher temperatures.
Operation of the biofilter at high temperature shifts the
microbial population towards thermophilic microorgan-
isms.

In order to prevent the death of the microorganisms, it
is often necessary to control the influent gas temperature
by precooling through heat recovery, water injection, or
wetting of the packing material, thus offering additional
economic advantage and the possibility of raising the gas
relative humidity. Moreover, the heat liberated by aerobic
microbiological activity causes a significant increase in
temperature within the filter material, which must be
taken into consideration at the design phase, particularly
in biofilters that treat waste gases containing high concen-
trations of volatile organic compounds. For good operation
of the biofilter, it is obviously necessary to continuously
monitor the filter-bed temperature.

PROCESS PRINCIPLES

Physical Model

In a biofilter, the microorganisms adhere to the surface of
the porous solid material used as the support and grow,
thus forming a biofilm. All models commonly used to de-
scribe the phenomena taking place in a biofilter under
steady-state conditions are based on the principles of het-
erogeneous catalysis. According to the macrokinetic model
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Figure 4. Dependence of the elimination capacity of a biofilter on
the inlet off-gas concentration. (a) Reaction limitation; (b) Diffu-
sion limitation; (c) 100% conversion.

proposed by Ottengraf (20), the support particle is sur-
rounded by a biofilm; both the pollutant and oxygen mol-
ecules dispersed in the gaseous phase continuously trans-
fer to the active biofilm region. Due to the metabolic
activity of aerobic microorganisms, a concentration gradi-
ent forms that is responsible for the continuous mass
transfer of the pollutant from the gaseous to the liquid
phase. At the same time, the products of the aerobic deg-
radation (carbon dioxide, water, inorganic compounds, etc.)
continuously counterdiffuse toward the gaseous phase,
where they are removed by the upward flow and are finally
released from the biofilter.

The metabolic activity is made possible by the contin-
uous diffusion of inorganic nutrilites (mainly nitrogenous
and phosphoric compounds) from the support to the bio-
film. Nutrilite consumption is only partially counterbal-
anced by the mineralization of dead cells, therefore peri-
odic addition or support renewal is necessary.

Because the small particle size and the low solubility of
the organic pollutants in water make the mass-transfer
resistance in the gas phase negligible, pollutant concentra-
tions at the biolayer interface and in the gas-phase bulk
can reasonably be assumed in equilibrium and related by
Henry’s law.

Degradation Kinetics

The degradation macrokinetics in biofilters were reviewed
by Ottengraf (20). Assuming gas flow through the biofilter
to be plug flow, and that degradation follows typical Monod
kinetics law (21), two different situations may occur: first-
order or zero-order kinetics, respectively. Several experi-
mental works (13) demonstrated that zero-order kinetics
are typically observed in biofilters for most of the volatile
compounds, even at very low concentration levels
(13,20,22).

Reaction Limitation. The process is reaction-limited
above a critical pollutant concentration (Ccrit in the off-gas
(Fig. 4a). Due to there being no diffusion limitation, the
wet biolayer is fully active (e.g., the biofilter works at its
maximum elimination capacity), and pollutant elimination
is limited by the reaction (Fig. 5a). Under these conditions,
the degree of conversion (g) is given by the ratio between

the maximum elimination capacity, Ko which corresponds
to an apparent zero-order kinetic constant, and the bed
load per unit volume (UgCgo/H) (20):

g � 1 � (C /C ) � HK /U Cge go o g go

So, at the macroscopic level, the pollutant concentration in
the filter bed linearly decreases with the height, and the
compound is completely consumed when H Ko equals
Ug Cgo.

Diffusion Limitation. Below the critical concentration,
diffusion limitation occurs and the rate of reaction tends
to exceed that of diffusion (Fig. 4b). As a consequence, the
depth of penetration becomes smaller than the layer thick-
ness and the biolayer is not fully active (Fig. 5b). The pol-
lutant is nearly completely consumed by the biofilm before
having entirely crossed it, and the conversion rate, which
decreases with decreasing pollutant concentration in the
waste gas, is controlled by diffusion. Under these condi-
tions, the elimination capacity of the biofilter is influenced
by both the reaction and the diffusion rates and the com-
pound is completely removed when H Ko � 2 Ug Cgo (20).

The applicability of this model to multicomponent
waste gases is limited by the theoretical complexity of the
system because the various compounds are not biode-
graded independently. Industrial application regarding
mixture of pollutants requires pilot testing for accurate siz-
ing of a full-scale system.

DESIGN AND MANAGEMENT CRITERIA

The main criteria for biofilter design and management are
the degree of conversion or removal efficiency, the resi-
dence time, the superficial gas flow rate, the mass loading,
and the elimination capacity (16).

Removal Efficiency

The removal efficiency (g), which provides information on
the biofilter effectiveness, is given by the fraction of re-
moved pollutant mass (mo � me) with respect to total mass
in the influent gas (mo). The most common way of design-
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ing and managing biofilters consists of selecting the de-
sired removal efficiency for one or more pollutants and de-
riving from this all the other criteria. The best removal
efficiencies (95–99%) are usually observed for aromatic
compounds, such as benzene, toluene, and benzoic acid
(23).

Residence Time

The residence time of a gaseous pollutant in a biofilter (s),
given by the ratio of the empty bed volume of the filter (Ve)
to the waste-gas flow rate (Qg), is a fundamental parame-
ter that cannot assume values smaller than a critical level
if satisfactory removal efficiencies are desired. However,
due to the difficulty in estimating empty-bed volume, res-
idence time is often referred to total-bed volume. According
to the pollutant degradability, this parameter typically
ranges between 15 and 60 s. For liquid pollutants it is nec-
essary to take into account their partition coefficients be-
tween liquid and gaseous phases.

Superficial Gas Flow Rate

The superficial gas-flow rate (Ug), defined as the ratio of
the gas flow rate (Qg) to the total cross-sectional area (A),
is a parameter increasing with flow rate and decreasing
with residence time; it usually ranges, depending on pol-
lutant type, from 50 to 200 m3 m�2 h�1. Since a superficial
gas-flow rate increase obviously implies a reduction in re-
moval efficiency, a maximum threshold of about 200 m3

m�2 h�1 should not be exceeded (24).

Mass Loading

The mass loading (Lv) is defined as the ratio of the gas-flow
rate (Qg) to the bed volume (V) multiplied by the inlet pol-
lutant concentration in the off gas (Cge); for VOCs it should
not exceed values of 3,000 � 5,000 mg m�3. In a biofilter,
load increase could be ensured by either increasing waste-
gas concentration or decreasing residence time. Although
increasing gas concentration should, in general, accelerate
biodegradation, excess concentrations above a certain
threshold can inhibit microbial activity, so that decreasing
residence time should be preferred. In addition, since the
removal efficiency is affected by an increase in mass load-
ing, and because excess organic load may obstruct the bio-
filter with the possible formation of toxic and/or acidic in-
termediates (25), a value between 10 and 160 g m�3 h�1

should be employed to achieve satisfactory removal yields.

Elimination Capacity

The elimination capacity (EC) is defined as the ratio of gas
flow rate (Qg) to the bed volume (V), multiplied by the dif-
ference between the pollutant concentration in the influent
and the effluent waste gases (Cgo � Cgo), it indicates a mea-
sure of the biofilter ability in removing the pollutants.
From this definition it is evident that, because removal
efficiency is expected to be close to 100%, the elimination
capacity also ranges between 10 and 160 g m�3 h�1 (1). In
addition, this parameter also is higher close to the inlet
side, as happens for mass loading. The elimination capac-
ity increases with mass loading and inlet pollutant concen-

tration and decreases with residence time, the limiting
value depending not only on the pollutant degradability,
but also on the support material and the operating condi-
tions. Beyond this value it is nearly constant (20).

APPLICATIONS OF BIOFILTERS

Bench-Scale Results

Although many experimental works on biofiltration, both
at laboratory and full-scale size, have been published dur-
ing the last two decades, a critical comparison of results is
difficult due to various reasons, among which are the use
of German and Dutch as the most common languages in
this research field, the use of different criteria to express
the performances, the utilization of different volatile or-
ganic and inorganic compounds, the different types of bio-
filters used, and so on. Nevertheless, the work of Ottengraf
(20) can be taken as a useful reference basis to provide a
complete overview on biofilter performance, as well as on
the various effects influencing the process macrokinetics.

For most organic pollutants, the steady-state continu-
ous elimination follows zero-order kinetics, so that pollut-
ant concentration decreases with the column height. In the
presence of mixtures of pollutants characterized by differ-
ent biodegradability, a nearly complete removal of the most
easily degradable compounds takes place at the bottom of
the filter, whereas the most recalcitrant are mainly re-
moved at the top. This suggests that different microbial
populations could be responsible in the filter bed for the
degradation of different organic components.

The path of Figure 4 explains another typical behavior
of biofilter performances besides the one illustrated earlier.
At low organic loads (corresponding to low concentrations
for a given residence time), the elimination capacity line-
arly increases with this parameter, which means that
nearly complete pollutant conversion is achieved. Over a
critical load, the elimination capacity reaches a maximum
value (corresponding to the apparent zero-order kinetic
rate constant, Ko) and stays nearly constant. Maximum
thresholds of 21, 27, 32, and 32 g m�3 h�1, calculated for
a mixture of toluene, ethyl acetate, butyl acetate, and bu-
tanol in a five-stage system simulating a biofiltration col-
umn with variable height (20), seem to reflect a direct de-
pendence of this parameter on the pollutant degradability.

Pilot-Scale and Real-Scale Applications

Biofilters of different sizes (areas ranging from 10 to 2,000
m2) are currently used in many industrial sectors, mainly
in Europe, to remove a variety of mixtures of volatile or-
ganic and inorganic compounds from off-gases character-
ized by variable flow rates (1,000–150,000 m3 h�1) and low
pollutant concentrations (usually less than 1,000 ppm). As
one can see from Table 1, where the main pollutants re-
movable by biofiltration are listed (3,13,16,26,27), a rela-
tively variable degradability characterizes not only the dif-
ferent classes of pollutants, but also the various pollutants
within the same class. While for easily biodegradable sub-
stances the microorganisms suited for their degradation
are usually present in the natural packing materials, in-
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Table 1. Classification of the Main Pollutants that can be Removed by Biofiltration, according to their Biodegradability

Excellent Good Minimum No Uncertain

Aliphatics

Butadiene

Aromatics

Ethyl benzene, xylene
Cresols

Nitrogenous

Trimethylamine

Oxygenated

Alcohols: butanol, ethanol, methanol
Aldehydes: acetaldehyde, formaldehyde
Esters: Ethyl acetate
Ethers: Tetrahydrofurane
Ketones: Acetone
Organic acids: Butyric acid

Sulfuric

Methyl mercaptan

Inorganics

HCl, HF, H2S, NH3, NOx (except NO2), PH3,
SiH4, SO2

Aliphatics

Hexane

Aromatics

Benzene, styrene,
toluene

Phenols

Halogenated

Chlorophenols

Nitrogenous

Amides
Heterocycles:

Pyridine
Isonitriles
Nitriles: Acetonitrile

Oxygenated

Methylisobutylketone

Sulfuric

Heterocycles:
Thiophene

Thiocyanates
Thioethers:

Dimethylsulphide

Alicyclics

Cyclohexane

Aliphatics

Methane, pentane

Aromatics

PAH

Halogenated

Carbon
tetrachloride

Dicloroethane
Dichloromethane
Pentachlorophenol
Perchloroethylene
Trichloroethane
Trichloroethylene

Nitrogenous

Nitrocompounds

Oxygenated

Dioxane

Sulfuric

Carbon disulfide

Halogenated

1,1,1-Trichloroethane

Aliphatics

Acetylene

Nitrogenous

Isocyanates

Oxygenated

Methyl
methacrylate

Sulfuric

Isothiocyanates

Source: From Refs. 3, 13, 16, 26, and 27.

oculation and enrichment with cultivated organisms is of-
ten necessary for the slowly biodegradable ones.

On the other hand, Table 2 provides a picture of the
most significant industrial sectors where biofiltration is
applied with success, with indication of the related pollut-
ants (26).

Finally, from Table 3, where the results of the principal
pilot and full-scale applications of biofilters are summa-
rized, it is evident that conversion yields often higher than
90% are not uncommon in industrial practice (16,17,20,27–
32).

MICROORGANISMS

Another factor strongly influencing biofiltration perfor-
mance is the composition of the heterogeneous microflora,
which primarily depends on the composition of the polluted
gaseous stream. As a consequence of the progressive ad-
aptation of microorganisms to the organic pollutants con-
tained in the off-gas, which typically takes about 10 days
(20), the population distribution shifts towards strains
that naturally catabolize these pollutants.

Microbial Populations of Biofilters

Microbial population distribution along biofilters has re-
cently been reviewed by Benedusi et al. (33). The purifi-

cation of waste air containing a limited number of pollut-
ants is effectively achieved by a population restricted to a
few microbial species and generally requires, to shorten
the start-up operation time, inoculation of the biofilter
with pure cultures or activated sludges previously adapted
to each pollutant. This practice is particularly suited to the
degradation of very recalcitrant or complex organic pollut-
ants, such as halogenated and aromatic hydrocarbons,
which often require cometabolism with more easily de-
gradable substances to accelerate the process (34,35). On
the other hand, gaseous emissions simultaneously polluted
by several compounds, such as those coming from water
works, compost plants, and so on, require as inoculum a
more heterogeneous population possessing a wider variety
of metabolic pathways, which is available in the microor-
ganisms naturally present in activated sludges and com-
post. Microbial loads of about 105, 104, and 103 colony-
forming units per gram of support (CFU/g) have been
reported for oligoheterotrophic, copioheterotrophic, and
autotrophic metabolic types, respectively in heather-peat
biofilters treating septic-tank emissions (33). Although
Bohn (3) demonstrated that enriching compost-based bio-
filters with microorganisms is not advantageous in terms
of removal yields, probably because of the unfavorable
competition with the indigenous population, the addition
of activated sludges to medium devoid of microorganisms
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Table 2. Typical Pollutants Removed by Biofiltration, in Addition to Odor Control, in Different Industrial Applications

Organics

Oxygenated S-containing N-containing Halogenated Inorganics

Type of Industry Aliphatic Aromatic compounds compounds compounds compounds H2S NH3

Food and Agriculture Industry

Aroma extraction X
Yeast drying X X
Blood and fish-meal production X X X X X
Bristle and feather drying X X X X
Fish roasting X X X X
Fat processing X X X X X
Gelatin production X X
Coffee and cacao roasting X X X X
Bone processing X X X X X
Meat and fish curing X X X X X
Animal feed production X X X X X
Slaughterhouses X X X X X
Tobacco processing X X X X
Livestock farming X X X X X

Chemical Industry

Foundries X X X X
Plastics processing X X X X
Lacquer production and processing X X X
Adhesive production X X
Oil and fat production X X X X
Polyester manufacture X X
Friction-linings production X X X X
Rendering plants X X X X X X
Glue production X X

Treatment Plants

Used oil processing X X X X
Dump gas removal X X X
Sewage treatment and sludge drying X X X X X X X X
Composting and waste processing X X X X X X X
Manure drying X X X X X X

Source: Elaboration from Ref. 26.

is a common practice (1). Finally, the growth and activity
of the microorganisms are strongly influenced by the avail-
ability of oxygen and nutrients, the eventual presence of
toxic substances in the exit gas, the degree of moisture,
temperature, pH, and so on.

A great advantage of the heterogeneous population
present in the biofilter is the excellent ability to survive
long periods (up to two months) without activity, provided
that periodic aeration of the bed is ensured, even if micro-
bial activity seems to be hardly affected (36).

As revealed by plate counting in nutrient agar, most of
the microorganisms growing in biofilters treating organic
pollutants are heterotrophic eubacteria, actinomycetes,
and fungi (1,37), which utilize the organic compounds con-
tained in the gaseous streams as carbon and energy
sources. Even when the presence in the off-gas of inorganic
substances, like thiosulfate or hydrogen sulfide, should fa-
vor the growth of chemio-litoautotrophic microorganisms,
such as Thiobacillus sp., by utilizing these substances as

the energy source and carbon dioxide as the carbon source,
the heterotrophic population becomes prevalent and is
probably responsible for most of the degradation activity
(33,38,39).

The bacteria more frequently detected in biofilters are
soil bacteria, such as Bacillus cereus var. mycoides and sev-
eral strains and species of actinomycetes belonging to the
genus Streptomyces. Helmer (40), who did a microbiologi-
cal characterization of compost-filter population, observed
abundant growth of eubacteria (109 CFU/g), actinomycetes
(2 � 106 CFU/g), and fungi (106 CFU/g) along the whole
filter height, with higher density of fungi at the bottom.
The highest bacterial densities are usually detectable near
the inlet side, where substrates are more concentrated and
more easily degradable, while different strains well-
adapted to low substrate levels, as well as to more recal-
citrant compounds, can be found at higher depth (37).
The growth of several bacteria and fungi, whose cell den-
sities decreased according to the sequence: Actinomyces
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Table 3. Management Data of Representative Pilot and Industrial-Scale Applications of Biofilters

Applications
Ug

(m �1h
Qg

(m3/h) Pollutants
Cgo

(mg/m3)
s

(s)
N of

stages
g

(%) Reference

Food industry

Gelatin production 35,000 Odor 12–21 0.6–1 70–93 27
Cocoa and chocolate processing

60
10,000 Odor

Odor 4•107 o.u.
22 2

1
99
90

27
28

Fishmeal factory 40,000 Odor 230 (C) 20 1 50–90 27
Flavor and fragrance industry

550
25,400 Odor

Odor
105 o.u.

5•104 o.u.
22 2

3
98
98

27
28

Food processing industry
400

9,000 Odor (oil)
Odor

105 o.u.
2•105 o.u.

20 2
2

93
95

27
28

Meat rendering 80,000–120,000 Odor 2•104 o.u. 60–90 1 99 16
Commercial bakery 90–200 VOC

Ethanol
Methane
Aliphatics
Ethyl acetate

1,000–4,000
700
200

25–60 2
80–100

10
10–30
80–90

16

Coffee industry 500 Odor 108 o.u. 2 90 28
Yeast production 100 Odor

Ethanol
7,500 o.u.

500
2 99

99
28

Petrochemical industry

Gasoline tank 222 BTEX 3–70 2 75–90 16
Oil storage 100 H2S 240 2 99 28
Tank cleaning

100
Benzene
Acrylonitrile
Alcohols

30
16–300

60
2

50
50–98

80
28

Petroleum processing
8.5–70

BTEX
C2–C5
Methane
�C5

45–360 1
�95
�50

�5
40–90

17

Other industries

Tobacco industry 30,000 Odor
NH3

Nicotine
1.5
3.5

14 2 95
27

Paint production 11,700 VOC 1,800 38 2 90 27
Pharmaceutical plant 75,000 VOC 108 3 80 27
Photo film production 140,000 VOC 400 30 2 75 27
Ceramics production 30,000 Ethanol 8 1 98 27
Metal foundry 40,000 Benzene 9 30 1 80 27
Industrial emission 17,000 Ethanol 1,000–4,000 60 2 80–90 16
Resin synthesis 65 Organics

odor
25,000
106 o.u.

2 40
45

28

Chemical industry 0.7–0.8 VOC 2,000–10,000 1 82 29
Printing industry 200 Esters, alcohols 1200 2 90 28

Treatment plants

Wastewater treatment

200

10,000

30,000

Odor
H2S
Acetone
Odor
H2S
NH3

H2S

10
8

4.7
0.15

300

29 2

2

1

90–95

96
45–60

80

27

30

28
Petrochemical sewage treatment 100 Odor 1.3–105 o.u. 2 75 28
Composting

100

154,000–240,000
16,000–22,000

Odor
Odor
Odor

45–230 (C)
1.3•104 o.u.

30–47
40–60

4
1
2

�90
93–96

95

31
20
28

Handicraft activities

Wood paint and varnish 200 VOC 250 1 50 28
Metal paint and varnish 70 H2S 4000 o.u. 2 90 28
Paint spraying Styrene 60–600 15–60 1 95 32
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globisporus, Penicillium sp., Cephalosporium sp., Mucor
sp., Micromonospora albus, Micrococcus albus, and Ovu-
laria sp., was also reported for similar supports used for
mixtures of halogenated and aromatic hydrocarbons (9).
An opposite bacteria distribution has been reported by Be-
nedusi et al. (33) along a pilot heather-peat filter used to
remove hydrogen sulfide and ethyl mercaptan from septic-
tank emissions. They observed maximum bacterial densi-
ties just near the biofilter outlet side, with oligo-heterotro-
phic population (2.4 � 108 CFU/g) predominating over all
the others: copiochemioheterotrophs (5.7 � 106 CFU/g),
sulfur-oxidizing chemioautotrophs (2.6 � 105 CFU/g), and
nitrifying chemioautotrophs (7.2 � 105 CFU/g). Bacterial
densities at biofilter bottom vary between 1% and 3% of
these values, probably due to the hard pH decrease (up to
2.5–3.5) consequent to hydrogen sulfide oxidation (to
H2SO4), as well as to the inhibiting effect of high concen-
trations of this pollutant on microbial activity. Other bac-
teria detected in biofilters are Micromonospora vulgaris
and Proteus vulgaris (41).

Among the main soil fungal taxa able to degrade poly-
saccharides naturally present as symbionts or saprophites
in heather or peat (Geomyces pannorum var. pannorum,
Penicillium citrinum, Oidiodendron griseum, Penicillium
frequentans, Pestalotiopsis guepinii, and Trichoderma kon-
ingii), only G. pannorum var. pannorum and T. koningii
seem to be able to develop in the bed under regular and
irregular moisture conditions, respectively (33). Other
taxa, initially absent in the support material but normally
living in polluted waters and soil, appear as a consequence
of the air flowing and progressive acclimation, under con-
ditions either of irregular (Mucor sp.) or regular moisture
(Mortierella bainieri, Drechslera australiensis, and Tricho-
tecium roseum). Other fungi detected in filter beds are Cir-
cinella sp., Cephalotecium sp., and Stemphilium sp. (41).
Although the contribution of fungi in biofiltration is not so
clear, it is likely that an important role is played in the
degradation of organic nitrogen, sulfur, and potassium,
such as takes place in the soil.

As far as the influence of the support structure on mi-
crobial density inside the bed is concerned, it was demon-
strated that compost-based filters usually contain much
higher population densities of these microorganisms than
does soil (43). On the other hand, it seems that concentra-
tions of bacteria cells and fungi spores in the treated emis-
sions are only slightly higher than those observed in open
air (43,44). Nevertheless, Liebe and Herbig advised
against the risk of relevant fungi-spore emissions during
biofilter maintenance and support-replacement operations
(45).

A great number of other bacterial strains have been in-
oculated and tested in bench-scale biofilters to treat waste
gases polluted by specific compounds, most of which ap-
pear to be particularly promising for future development
of this technology (see “New Developments and Poten-
tials”).

Metabolic Pathways for Organic Pollutant Degradation

Different metabolic pathways are employed by microor-
ganisms to degrade a variety of organic pollutants.

Aliphatic Hydrocarbons. Several bacteria (mainly be-
longing to the genera Nocardia, Pseudomonas, and Myco-
bacterium), and some yeast and fungi, which are capable
of utilizing saturated aliphatic hydrocarbons for their
growth, are the main candidates for new applications in
bioscrubbers and biofilters for the removal of such air pol-
lutants. The oxidation of the terminal carbon to an alcohol,
catalyzed by a monoxygenase, is responsible for the intro-
duction in the hydrocarbon structure of only one of the at-
oms of molecular oxygen, which acts as a cosubstrate,
while the other is reduced to water:

monoxygenase
�R-CH � NADH � H � O:O r R-CH -OH3 2

�� NAD � H O2

Further oxidations by NAD�-dependent alcohol and alde-
hyde dehydrogenases lead to a carboxylic acid that can be
decomposed to acetyl-CoA by the b-oxidation route (46):

alcohol dehydrogenase
�R-CH -OH � NAD r R-CH�O2

�� NADH � H
aldehyde dehydrogenase

�R-CH�O � NAD r R-COOH
�� NADH � H

b-oxidation

R-COOH � ATP � CoA r CH -CO-CoA3

� AMP � PPi

On the other hand, polychlorinated hydrocarbons can be
cometabolized in the presence of isoprene-degrading bac-
teria (47).

Aromatic Compounds. The aerobic degradation of aro-
matics is only possible if the aromatic ring undergoes an
enzymatic cleavage. Benzene can be degraded by several
microorganisms by two divergent pathways after prelimi-
nary dioxygenation to catechol: the so-called ortho-
pathway, utilizing the intradiol cleavage catalyzed by the
catechol-1,2-dioxygenase, and the so-called meta-pathway,
following an extradiol cleavage. Mixtures of benzene, tol-
uene, and xylene are preliminarily dioxygenated, decom-
posed mainly via the meta-pathway, and finally metabo-
lized through the citric acid cycle (47).

The presence of an alkyl group in the benzene ring gives
the microbe the opportunity to attack the compounds ei-
ther on the side chain or the ring. In arenes with short side
chains (up to seven carbons), both alternative routes are
possible, mainly due to the widespread presence of trans-
formable plasmids. In particular, the plasmid TOL (48),
containing catabolic operons for both alkyl-group oxidation
and ring cleavage via meta-pathway, gives several strains
of Pseudomonas the ability to degrade toluene, m- and p-
xylenes, and other monoalkylbenzenes (49,50). On the con-
trary, if the side chain is sufficiently long (more than seven
carbons), its metabolization by initial side-chain attack via
x- and b-oxidation (51), provides the cells of different spe-
cies with enough energy for growth, and then the ring
cleavage is not necessary.

Of the dialkylbenzenes, m- and p-xylenes can be biode-
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graded by certain strains of Pseudomonas containing the
TOL plasmid by preliminary oxidation of one of the methyl
groups to a carboxylic group and methylcatechol (52), fol-
lowed by meta-cleavage. Members of Nocardia are able to
cometabolize m- and p-xylenes via the ortho-pathway, and
o-xylene via the meta-pathway in the presence of alkanes
as carbon sources (53). More recently, it has also been dem-
onstrated that o-xylene can be metabolized as the sole car-
bon and energy source, via 3,4-dimethylcatechol and sub-
sequent meta-cleavage, by some strains of Pseudomonas
stutzeri (54) and Corynebacterium (55).

There are reports of different bacteria (Pseudomonas
sp., Xanthobacter sp., etc.) able to grow on styrene (56) and
methylstyrenes (57) as sole carbon and energy sources,
during which oxidation of the aromatic nucleus and sub-
sequent meta-cleavage probably take place.

In several bacteria, after a preliminary monoxygenation
to a catecholic structure, phenol is degraded (58) through
the meta-pathway to directly give intermediates of the cit-
ric acid cycle (46). While for 4-chlorophenol degradation
the chlorinated lactonic intermediate is directly dechlori-
nated before its introduction into the cycle, for 4-methyl-
phenol a specific enzyme catalyzes the isomerization of the
related intermediate into a more easily metabolizable lac-
tone (47).

Biphenyl and Fused-Ring Hydrocarbons. Although the
biodegradation of biphenyl, naphthalene, and polycyclic
aromatic hydrocarbons (PAH) is a subject of less relevance
for biofiltration applications given their solid state at am-
bient temperature, their high toxicity has brought lively
interest in the actual possibility of purifying low contami-
nated off-gases by utilizing biofilters inoculated with liquid
suspensions of strains specifically adapted.

Apart some subtle differences, biphenyl is biodegraded
through a pathway common to many different bacteria be-
longing to the genera Pseudomonas (59) and Nocardia (60),
including a preliminary dioxygenation of the ring in the C2
and C3 positions to give a catechol-type intermediate,
which is subsequently meta-cleaved and catabolyzed via 2-
oxopenta-4-enoate and benzoate (60).

Naphthalene is degraded mainly by members of the ge-
nus Pseudomonas via dioxygenation to 1,2-dihydroxyna-
phthalene, followed by extradiol cleavage of the ring be-
tween C1 and C9, whereas PAHS, which are potential
carcinogens, mutagens, and tetragens, are dioxygenated
and cleaved in two different ways, according to their phen-
anthrenic or anthracenic structures (53). Less detail is
available for higher molecular weight PAHs.

ECONOMIC CONSIDERATIONS

Comparing cost data quoted in the literature for biofiltra-
tion systems is very difficult because of the use of different
currencies, the fluctuations of their reciprocal rates, the
cost variability with time, the different units employed,
and so on. Nevertheless, there is no doubt of biofilter eco-
nomic convenience when compared with other traditional
abatement techniques, due to the following advantages (6):
minimum operational input, reduced production and dis-
posal of by-products, easy start-up procedures, operational

stability at steady state, low operative temperature, low
cost of materials, simple building technologies, simple con-
trol systems, and low power requirements.

From the comparison of different biofilters in use in
Europe (1,37,61–63), total operating and maintenance
costs ranging from $0.2 to 0.5 per 1,000 m3 of waste gas
can be estimated, which includes depreciation and inter-
est, water consumption, replacement of filter materials
and personnel, wastewater treatment, and energy costs for
compressors. Costs reductions showing a half of these
amounts for United States installations do not include ex-
penses for support replacement and reflect the lower cost
of electricity (1).

Capital costs are often negatively influenced by several
factors, among which high pollutant concentration in the
waste gas, recalcitrant nature of the components, necessity
of gas pretreatment, reduced waste-gas availability, lack
of space near the polluting source, and transport. Since the
transport costs are strongly dependent on the country and
the nature of the site, a cost comparison is only possible if
this factor is not considered. On these bases, capital costs
for open single-bed filters are in the range between $300
and $1,000 per m2 of filter material in Europe (64,65) and
between $600 and $1,000 per m2 in the United States (1).
These costs would increase up to $3,800–5,700 per m2 if
lack of space would force the build-up of the filter on the
plant cover, because of the additional costs of personnel,
piping, and compression (66), and up to $1,000–5,000 per
m2 if particular meteorological situations (snow, frequent
atmospheric precipitation, etc.) require an upper covering
or enclosed systems (1). Multiple-bed systems seem to be
twice as expensive as the single-bed ones.

The filling material may consist, according to the pol-
lutants, of heather, peat, and earth, often mixed with other
inert materials necessary to minimize head losses. Be-
cause of these variables and the market situation, costs
may fluctuate remarkably from $60 to $700 per m3 (65,66).

Taking odor abatement as a basis for comparison of dif-
ferent techniques, biofiltration is by far the most conven-
ient process in terms of space availability, resulting in, as
a function of waste-gas composition, total cost savings of
15–30%, 45–70%, 50–75%, and 80% with respect to bio-
scrubbing, chemical scrubbing, adsorption, and ozonation,
respectively (17,65,67). The success of biofiltration appears
to be the result of the very low incidence of running costs
to total costs as compared to other techniques. Extending
the above comparison also to incineration, it has been es-
timated that biofiltration allows total cost savings of 60–
75%, and investment and operational cost savings of 40–
75% and 70–80%, respectively (17,63).

NEW DEVELOPMENTS AND POTENTIALS

Pollutants’ degradability often depends on their origin and
source: although xenobiotics, which are characterized by
unnatural structures, cannot be degraded (persistent com-
pounds), or can be degraded only with difficulty (recalci-
trant compounds), the biogenic ones are easily biodegrad-
able. For this reason, much research effort is being spent
on the isolation, selection, and construction of different mi-
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Table 4. Xenobiotic Compounds and Microorganisms Able
to Degrade Them in Pure Cultures

Pollutant Microorganism

Chlorinated hydrocarbons (27,68)

Methyl chloride Hyphomicrobium sp.
Dichloromethane Pseudomonas DM1

Methylobacter DM111
Hyphomicrobium sp.

1,2-Dichloroethane Xanthobacter GJ10
Vinylchloride Mycobacterium L1
Epichlorohydrine Pseudomonas AD1
Chlorobenzene Pseudomonas WR 1306
1,2-Dichlorobenzene Pseudomonas GJ 60
1,3-Dichlorobenzene Pseudomonas sp.
1,4-Dichlorobenzene Alcaligenes A175

Arenes (69)

Benzene Pseudomonas sp.
Acinetobacter calcoaceticus RJE 74

Toluene Pseudomonas sp.
Pseudomonas putida
Bacillus sp.

Monoalkylbenzenes Pseudomonas sp. NCIB 10643
Pseudomonas fluorescens
Pseudomonas putida RE204
Acinetobacter Iwoffi

m-,p-Xylene Pseudomonas sp.
Nocardia sp.

o-Xylene Pseudomonas stutzeri
Corynebacterium sp. C125

Styrene Xanthobacter sp 124X
Pseudomonas putida

�-Methylstyrene Pseudomonas sp.

Biphenyl (69)

Pseudomonas sp. NCIB 10643
Nocardia sp. NCIB 10503
Pseudomonas cruciviae
Pseudomonas putida
Pseudomonas pseudoalcaligenes
Pseudomonas aeruginosa
Escherichia coli

(Fused-ring compounds) (69)

Naphthalene Pseudomonas sp.
Pseudomonas fluorescens
Pseudomonas putida

PAH Pseudomonas sp.
Pseudomonas paucimobilis
Pseudomonas vesicularis
Algaligenes denitrificans

croorganisms (27,69,70) able to grow on difficult carbon
sources in pure cultures, at rates comparable with those
usually encountered on common substrates (Table 4).

For these reasons, it is evident that future develop-
ments and new applications of this technology strongly de-
pend on the actual possibility of utilizing these microbial
strains in pure cultures or selected consortia under the pe-
culiar conditions, as present in biofilters.

CONCLUDING REMARKS

As pointed out here, biofiltration has become by now a
well-recognized technology for the control of odors and the
elimination of air contaminants from waste gases, and rep-
resents a new generation of air pollution control technol-
ogies.

Over the past two decades, thanks to the considerable
progress made in the microbiological and process-
engineering fields, biofiltration has gained the confidence
of many of industries and has found increasingly wide-
spread application. The suitability of this technique for the
treatment of a wide range of inorganic and organic pollut-
ants has been proven. Removal efficiencies as high as 90%
or more are usually achieved for common pollutants, such
as alcohols, ethers, aldehydes, ketones, and monoaromatic
volatile chemicals.

The operating cost savings, the technological simplicity
of the plants, the reduced maintenance and energy re-
quirements, and the minimal generation of by-products
that must be disposed of, make biofiltration, with respect
to other air pollution control technologies, an attractive
cost-effective alternative, particularly if applied to large
volumes of gaseous-waste streams containing readily bio-
degradable contaminants in relatively low concentrations.

Although its application to different compounds has
been demonstrated, considerable research is being under-
taken to find appropriate strains able to degrade recalci-
trant compounds, in particular, most of which are xeno-
biotics. In addition, new strategies should be developed to
improve the control of essential operating parameters af-
fecting biofilter performance and to optimize reactor de-
sign and performance, in order to widen the application
field of biofilters.

BIBLIOGRAPHY

1. G. Leson and A.M. Winer, J. Air Waste Manage. Assoc. 41,
1045–1054 (1991).

2. H.L. Bohn, J. Air Pollut. Control. Assoc. 25, 953–955 (1975).
3. H.L. Bohn, Chem. Eng. Progr. 88, 34–40 (1992).
4. W.H. Prokop and H.L. Bohn, J. Air Pollut. Control. Assoc. 35,

1332–1338 (1985).
5. D.H. Kampbell, J.T. Wilson, H.W. Read, and T.T. Stocksdale,

J. Air Pollut. Control. Assoc. 37, 1236–1240 (1987).
6. F. Alfani, L. Cantarella, A. Gallifuoco, and M. Cantarella,

Acqua-Aria 10, 877–884 (1990).
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INTRODUCTION

General
The term airlift reactor (ALR) covers a wide range of gas–
liquid or gas–liquid–solid pneumatic contacting devices
that are characterized by fluid circulation in a defined cy-
clic pattern through channels built specifically for this pur-
pose. In ALRs, the content is pneumatically agitated by a

stream of air or sometimes by other gases. In those cases,
the name gas lift reactors has been used. In addition to
agitation, the gas stream has the important function of
facilitating exchange of material between the gas phase
and the medium; oxygen is usually transferred to the liq-
uid, and in some cases reaction products are removed
through exchange with the gas phase.

The main difference between ALRs and bubble columns
(which are also pneumatically agitated) lies in the type of
fluid flow, which depends on the geometry of the system.
The bubble column is a simple vessel into which gas is
injected, usually at the bottom, and random mixing is pro-
duced by the ascending bubbles. In the ALR, the major
patterns of fluid circulation are determined by the design
of the reactor, which has a channel for gas–liquid upflow—
the riser—and a separate channel for the downflow (Fig.
1). The two channels are linked at the bottom and at the
top to form a closed loop. The gas is usually injected near
the bottom of the riser. The extent to which the gas dis-
engages at the top, in the section termed the gas separator,
is determined by the design of this section and the oper-
ating conditions. The fraction of the gas that does not dis-
engage, but is entrapped by the descending liquid and
taken into the downcomer, has a significant influence on
the fluid dynamics in the reactor and hence on the overall
reactor performance.

Airlift Reactor Morphology

Airlift reactors can be divided into two main types of re-
actors on the basis of their structure (Fig. 1): (1) external-
loop vessels, in which circulation takes place through sepa-
rate and distinct conduits; and (2) baffled (or internal-loop)
vessels, in which baffles placed strategically in a single ves-
sel create the channels required for the circulation. The
designs of both types can be modified further, leading to
variations in the fluid dynamics, in the extent of bubble
disengagement from the fluid, and in the flow rates of the
various phases.
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Gas separator configurations of internal-loop ALRs

Gas separator configurations of external-loop ALRs

Figure 2. Different types of gas separators.

All ALRs, regardless of the basic configuration (external
loop or baffled vessel), comprise four distinct sections with
different flow characteristics:

• Riser. The gas is injected at the bottom of this section,
and the flow of gas and liquid is predominantly up-
ward.

• Downcomer. This section, which is parallel to the
riser, is connected to the riser at the bottom and at
the top. The flow of gas and liquid is predominantly
downward. The driving force for recirculation is the
difference in mean density between the downcomer
and the riser; this difference generates the pressure
gradient necessary for liquid recirculation.

• Base. In the vast majority of airlift designs, the bot-
tom connection zone between the riser and down-
comer is very simple. It is usually believed that the
base does not significantly affect the overall behavior
of the reactor, but the design of this section can influ-
ence gas holdup, liquid velocity, and solid phase flow
(1,2).

• Gas separator. This section at the top of the reactor
connects the riser to the downcomer, facilitating liq-
uid recirculation and gas disengagement. Designs
that allow for a gas residence time in the separator
that is substantially longer than the time required
for the bubbles to disengage will minimize the frac-
tion of gas recirculating through the downcomer
(Fig. 2).

Momentum, mass transfer, and heat transfer will be dif-
ferent in each section, but the design of each section may
influence the performance and characteristics of each of
the other sections, since the four regions are intercon-
nected.

Advantages of Airlift Bioreactors

For the growth of microorganisms, ALRs are considered to
be superior to traditional stirred-tank fermenters despite
the fact that the conventional fermenters provide the ma-
jor requirements for culturing microorganisms: gas–
medium interface for the supply of oxygen and the removal
of waste gases; means of agitation to ensure proper nutri-
ent distribution and to minimize damage resulting from
addition of concentrated acid or base (for pH control);
means of heat transfer (for temperature control); and a
contamination-free environment. Therefore, the reason for
the more successful growth reported in ALRs (3,4) appears
to lie in the difference in the fluid dynamics between ALRs
and the more conventional fermenters. In conventional
stirred tanks or bubble columns, the energy required for
the movement of the fluids is introduced focally, at a single
point in the reactor, via a stirrer or a sparger, respectively.
Consequently, energy dissipation is very high in the im-
mediate surroundings of the stirrer and decreases away
from it toward the walls. Similarly, shear will be greatest
near the stirrer (5), since the momentum is transferred
directly to the fluid in that region (6), which, in turn, trans-
fers this energy to the slower-moving, more distant ele-
ments of the fluid. This results in a wide variation of shear

forces; for example, the maximum shear gradient in a
stirred tank with a flat-blade turbine has been reported to
be approximately 14 times the mean shear gradient (7).

Cells in culture may thus be exposed to contrasting
environments in a mechanically stirred vessel, either to
minimal shear forces that may generate potentially un-
desirable gradients in temperature and in substrate, me-
tabolite, and electrolyte concentrations or, alternatively, to
highly turbulent zones, with no problems of heat or mass
transfer, but with very high shear gradients that may en-
danger cell integrity or exert some influence on cell mor-
phology and metabolism (6). Changes in the morphology of
microorganisms associated with high shear forces in the
medium have frequently been observed (8–10). The nature
of the relationship between such morphological changes
and the rates of growth and metabolite production is still
not properly understood, although it may be of great im-
portance in the design and scale-up of bioreactors.

In ALRs, as in bubble columns, the gas is injected at a
single point, but in ALRs the direct contribution of gas in-
jection to the dynamics of the system is small; circulation
of liquid and gas is facilitated by the difference in gas
holdup between the riser and the downcomer, which cre-
ates a pressure difference at the bottom of the equipment:

DP � q g(u � u ) (1)b L r d

where DPb is the pressure difference, qL is the density of
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the liquid (the density of the gas is considered to be neg-
ligible), g is the gravitational constant, and ur and ud are
the fractional gas holdup of the riser and downcomer, re-
spectively. The pressure difference forces the fluid from the
bottom of the downcomer toward the riser, generating fluid
circulation in the ALR. Since ur and ud are both average
values integrated along the height of the reactor, it follows
that there are no focal points of energy dissipation and that
shear distribution is homogeneous throughout the ALR.
There is thus a relatively constant environment, with min-
imization of sharp changes in the mechanical forces acting
on suspended particles. Because good mixing is required,
shear forces cannot be avoided completely. One of the most
critical points is the bottom, where there is a sharp 180�
turn.

Shear-sensitive mammalian and plant cells in culture
should benefit from such an environment. Currently, the
research and development of new bioreactors for mam-
malian cells is indeed focusing on the issue of shear-related
damage to suspended cells (8,11–24).

Mammalian and plant cells in culture are more suscep-
tible than microorganisms to the reactor conditions. Mam-
malian cells, which lack the rigid cell wall of microorgan-
isms, have a larger size (one order of magnitude) than
microorganisms and are very sensitive to mechanical
stress. Plant cells have a rigid cellulose wall, but they are
also much larger than microorganisms (usually by about
an order of magnitude) and are therefore also sensitive to
reactor conditions. Kolmogoroff ’s model of isotropic tur-
bulence (25) indicates that serious damage may occur at
relatively large values of the length scale. The last length
is a parameter of the model and indicates the size of the
eddy where energy starts to be dissipated by viscous resis-
tance. Indeed, it has been observed that plant cells, in spite
of their rigid wall, are shear-sensitive, and difficulties have
been found in stirred-tank cultures. This is especially true
when large-scale systems are considered. Although high
agitation rates may be detrimental to cell growth, low ag-
itation rates lead to an increase in the number and size of
cell aggregates—also an undesirable phenomenon. The ag-
gregates are formed as a result of daughter cells failing to
separate after division and as a consequence of the sticki-
ness of the polysaccharides excreted by the cells, especially
at the end of the growth phase. An optimal shear rate be-
tween these two extremes must be found for each culture.

It has recently been shown experimentally that velocity
fluctuations related to turbulent shear are relatively ho-
mogeneously distributed in an ALR (26,27). The measure-
ments of fluctuating velocity made by Tan et al. (26) show
that the liquid turbulence in ALRs is homogeneously dis-
tributed in both the riser and the downcomer. It thus
seems reasonable to assume that the homogeneity of the
stress forces is the main advantage offered by ALRs and
that this homogeneity is responsible for the success of
shear-sensitive cultures in the ALR type of fermenter
(3,28–31).

Another advantage of the ALR is the mechanical sim-
plicity of the device. The absence of a shaft and of the as-
sociated sealing, which is always a weak element from the
point of view of sterility, confers on the ALR an obvious
advantage over agitated tanks. This consideration is es-

pecially important in processes involving slow-growingcul-
tures, such as animal and plant cells, for which the risk of
contamination is large.

All the points mentioned above are particularly rele-
vant for sophisticated processes in which the product is
usually of high value. But ALRs may be used also for pro-
cesses involving low-value products, in which case effi-
ciency of energy use may well become the key point for
design, as in the use of ALRs for wastewater treatment
(32). The superiority of ALRs over mechanically agitated
contactors in terms of mass transfer rates for a given en-
ergy input has been demonstrated by Legrys (33). Com-
parison of the efficiency of oxygen transfer, that is, the
mass of oxygen absorbed per unit energy invested and unit
time, showed that the efficiency of the ALR is among the
highest in agitated systems (32). The ALRs are particu-
larly suited to processes with changing oxygen require-
ments because aeration efficiency and performance are
relatively insensitive to changes in operating conditions.
Performance decreases markedly in mechanically stirred
systems as the energy input (or oxygen transfer rate) in-
creases, but it is quite constant in ALRs (34) (Fig. 3).

The efficiency of ALRs decreases relatively slowly as the
energy input per unit volume of reactor is increased, as is
shown in Figure 4 (32). In contrast, in the operation of
stirred tanks, the mass transfer rate can be easily in-
creased by increasing the power input, but this improve-
ment is achieved at the cost of a considerable decrease in
the efficiency of oxygen transfer. This decrease may con-
stitute a crucial disadvantage in a process like wastewater
treatment, where the energy input is an important ele-
ment in the cost of the final product and flexibility of op-
erating conditions is required because of the constant
change of feed composition and flow rate.

Energy economy in the ALR may be improved by plac-
ing a second sparger in the upper part of the downcomer
(32,35,36). If the liquid velocity is greater than the free
rising velocity of the bubbles generated, the gas is carried
down, resulting in a longer contact time between the bub-
ble and the liquid. This diminishes the energy require-
ments, since part of the gas is injected against a lower hy-
drostatic pressure.

The advantages described above counterbalance the ob-
vious disadvantage of ALRs, which is the requirement for
a minimum liquid volume for proper operation. Indeed, the
changes in liquid volume in these reactors are limited to
the region of the gas separator, since the liquid height must
always be sufficient to allow liquid recirculation in the re-
actor and must therefore be above the separation between
the riser and the downcomer.

FLUID DYNAMICS

The interconnections between the design variables, the op-
erating variables, and the observable hydrodynamic vari-
ables in an ALR are presented diagramatically in Figure
5 (37). The design variables are the reactor height, the
riser-to-downcomer area ratio, the geometrical design of
the gas separator, and the bottom clearance (Cb, the dis-
tance between the bottom of the reactor and the lower end
of the draft tube, which is proportional to the free area for
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flow in the bottom and represents the resistance to flow in
this part of the reactor). The main operating variables are
primarily the gas input rate and, to a lesser extent, the top
clearance (Ct, the distance between the upper part of the
draft tube and the surface of the nonaerated liquid). These
two independent variables set the conditions that deter-
mine the liquid velocity in the ALR via the mutual influ-
ences of pressure drops and holdups, as shown in Figure 5
(37). Viscosity is not shown in Figure 5 as an independent
variable because in the case of gas–liquid mixtures, it is a
function of the gas holdup (and of liquid velocity in the case
of non-Newtonian liquids), and because in a real process,
it will change with time due the changes in the composition
of the liquid.

Flow Configuration

Riser. In the riser, the gas and liquid flow upward, and
the gas velocity is usually larger than that of the liquid.
The only exception is homogeneous flow, in which case both
phases flow at the same velocity. This can happen only with
very small bubbles, in which case the free-rising velocity
of the bubbles is negligible with respect to the liquid ve-
locity. Although about a dozen different gas–liquid flow
configurations have been developed (38), only two of them
are of interest in ALRs (39,40):

1. Homogeneous bubbly flow regime, in which the bub-
bles are relatively small and uniform in diameter
and turbulence is low
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2. Churn-turbulent regime, in which a wide range of
bubble sizes coexist within a very turbulent liquid

The churn-turbulent regime can be produced from ho-
mogeneous bubbly flow by increasing the gas flow rate. An-
other way of obtaining a churn-turbulent flow zone is by
starting from slug flow and increasing the liquid turbu-
lence, by increasing either the flow rate or the diameter of
the reactor, as can be seen in Figure 6 (41). The slug-flow
configuration is important only as a situation to be avoided
at all costs, because large bubbles bridging the entire tower
cross-section offer very poor capacity for mass transfer.

Downcomer. In the downcomer, the liquid flows down-
ward and may carry bubbles down with it. For bubbles to

be entrapped and flow downward, the liquid velocity must
be greater than the free-rise velocity of the bubbles. At very
low gas flow input, the liquid superficial velocity is low,
practically all the bubbles disengage, and clear liquid cir-
culates in the downcomer. As the gas input is increased,
the liquid velocity becomes sufficiently high to entrap the
smallest bubbles. Upon a further increase in liquid velocity
larger bubbles are also entrapped. Under these conditions
the presence of bubbles reduces the cross-section available
for liquid flow, and the liquid velocity increases in this sec-
tion. Bubbles are thus entrapped and carried downward,
until the number of bubbles in the cross-section decreases,
the liquid velocity diminishes, and the drag forces are not
sufficient to overcome the buoyancy. This feedback loop in
the downcomer causes stratification of the bubbles, which
is evident as a front of static bubbles, from which smaller
bubbles occasionally escape downward and larger bubbles,
produced by coalescence, escape upward. The bubble front
descends, as the gas input to the system is increased, until
the bubbles eventually reach the bottom and recirculate to
the riser. When this point is reached, the bubble distribu-
tion in the downcomer becomes much more uniform. This
is the most desirable flow configuration in the downcomer,
unless a single pass of gas is required. The correct choice
of cross-sectional area ratio of the riser to the downcomer
will determine the type of flow.

Gas Separator. The gas separator is often overlooked in
descriptions of experimental ALR devices, although it has
considerable influence on the fluid dynamics of the reac-
tors. The geometric design of the gas separator will deter-
mine the extent of disengagement of the bubbles entering
from the riser. In the case of complete disengagement,
clear liquid will be the only phase entering the downcomer.
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In the general case, a certain fraction of the gas will be
entrapped and recirculated. Fresh gas may also be en-
trapped from the headspace if the fluid is very turbulent
near the interface. The extent of this entrapment influ-
ences strongly gas holdup and liquid velocity in the whole
reactor.

It is quite common to enlarge the separator section to
reduce the liquid velocity and to facilitate better disen-
gagement of spent bubbles. Experiments have been re-
ported in which the liquid level in the gas separator was
high enough to be represented as two mixed vessels in se-
ries (42,43). This point will be analyzed further in the sec-
tion devoted to mixing.

Gas Holdup

Gas holdup is the volumetric fraction of the gas in the total
volume of a gas–liquid–solid dispersion:

VG
u � (2)i V � V � VL G S

where the subindexes L, G, and S indicate liquid, gas, and
solid, and i indicates the region in which the holdup is con-
sidered, that is, gas separator (s) the riser (r), the down-
comer (d), or the total reactor (T).

The importance of the holdup is twofold: (1) the value
of the holdup gives an indication of the potential for mass
transfer, since for a given system a larger gas holdup in-
dicates a larger gas–liquid interfacial area; and (2) the dif-
ference in holdup between the riser and the downcomer
generates the driving force for liquid circulation. It should
be stressed, however, that when referring to gas holdup as
the driving force for liquid circulation, only the total vol-
ume of the gas is relevant. This is not the case for mass-
transfer phenomena, in this case, the interfacial area is of
paramount importance, and therefore some information on
bubble size distribution is required for a complete under-
standing of the process.

Because gas holdup values vary within a reactor, aver-
age values, referring to the whole volume of the reactor,
are usually reported. Values referring to a particular sec-
tion, such as the riser or the downcomer, are much more
valuable, since they provide a basis for determining liquid
velocity and mixing. However, such values are less fre-
quently reported.

The geometric design of the ALR has a significant influ-
ence on the gas holdup. Changes in the ratio Ad/Ar, the
cross-sectional areas of the downcomer and the riser, re-
spectively, will change the liquid and gas residence time in
each part of the reactor and hence their contributions to
the overall holdup. Gas holdup increases with decreasing
Ad/Ar (44–47).

Gas Holdup in Internal Airlift Reactors. Correlations pre-
sented for internal-loop ALRs are shown in Table 1. These
take into account liquid properties and geometric differ-
ences within a particular design. Most of the correlations
take the form:

bAd� cu � a(J ) (l ) (3)r G ap� �Ar

where ur is the gas holdup in the riser, JG is the superficial

gas velocity (gas volumetric flow rate per unit of cross-
sectional area), lap is the effective viscosity of the liquid,
and �, b, c, and a are constants that depend on the geom-
etry of the reactor and the properties of the liquid. The
correlation can be used to predict the holdup in a system
that is being designed or simulated as a function of the
operating variables, the geometry of the system, or the liq-
uid properties. Such correlations are effective for fitting
data for the same type of reactor (e.g., a split-vessel reac-
tor) with different area ratios or even different liquid vis-
cosities, but they are mostly reactor-type specific.

The cyclic flow in the ALR complicates the analysis of
the system. The riser gas holdup depends strongly on the
geometric configuration of the gas–liquid separator and
the water level in the gas separator. This has been shown
experimentally in a split-vessel rectangular ALR (60), but
the premise can essentially be extended to any internal-
loop ALR. Analysis of the system revealed that these fac-
tors influence the gas disengagement and hence the gas
recirculation in the downcomer. When this influence is
taken into account and the holdup is plotted against the
true gas superficial velocity, JG,true, which is defined as the
sum of the gas superficial velocity due to the freshly in-
jected gas, Qin, and to the recirculated gas, Qd, that is,

Q � Qin dJ � (4)G,true � �Ar

then all the data for the different gas separators may be
represented by a single relationship, such as equation 3.
In other words, if the actual gas flow is known, the influ-
ence of gas recirculation (which depends on Ad/Ar and the
design of the gas separator) has been already taken into
account and does not need to be considered again. Never-
theless, this simple approach has a drawback in that the
true gas superficial velocity is difficult to measure because
the gas recirculation rate is usually not known. A method
for evaluation of the extent of the maximum gas recircu-
lation has recently been developed and will be discussed
later in this article.

Thus, correlations that take into account all the vari-
ables, which may be easily measured, remain the option of
choice. Table 1 shows most of the correlations of this type
that have been proposed for the riser holdup in internal-
loop ALRs. Comparison of a number of these correlations
shows that there is reasonable agreement between the pre-
dictions of the different sources (Fig. 7).

Figure 7 can be used as an example of the actual state-
of-the-art in ALR design. A number of correlations have
been proposed, and three variables (Ad/Ar, lap, and JG)
have been tested by most researchers. The ranges in which
these variables were studied varies from source to source.
In addition, some other variables (such as bottom clear-
ance, top clearance or gas separator design, and surface
tension) have been used by some authors but ignored by
others. One example is the disengagement ratio defined by
Siegel and Merchuk (64), which represents the mean hor-
izontal path of a recirculating bubble relative to the exter-
nal diameter and is equivalent to the parameter obtained
by dimensional analysis (1) as:

DSM �
4D

where D is the diameter of column and Ds the diameter of
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Table 1. Gas Hold-Up in Internal-Loop ALR

No. Formula Ref.

1 ur � 0.841 �0.1350.441J lGr ap

ud � 0.935 �0.1070.297J lGr ap

48

2 ur � 0.972.47JGr 49
3

ur � 0.465J0.65
�1.06Ad �0.1031 � lap� �Ar

50

4
ur �

�0.258Ad(0.603�0.078C )00.65J 1 �Gr � �Ar

ud � 0.46ur � 0.0244

51

5
ur � (0.491 �

�0.254Ad0.706 �0.06840.498)J D lGr r ap� �Ar

52

6
ur �

0.57J AGr d0.16 1 �� � � �J A1r r

ud � 0.79ur � 0.057

45

7 ur � 0.364JGr 53
8

�
n�2/2(n�1)u Jr Gr

1/2(n�1) 3(n�2)/4(n�1)K A1 � u dr 3n�1/n�1 n�2/2(n�1) n /2(n�12 n g ) 1 �� � � �q A1 r

54

9

�

0.996 0.294 0.1143J l q r DG 1 1 1 r0.124� � � � � �4r gl Du 1 1

4 �0.0368Ma(1 � u) 1 � 0.276(1 � e )

55

10
ur �

Fr
�0.188 0.03862J � J gq D DqGr 1r 1 1.22 0.03860.415 � 4.27 � 1.13Fr Mo� �� � � �r qgD 1 1� r

56

11
� * (1 � 1.61(1 � e�0.00565Ma))�1

�0.222 0.283u J l D qG 1 r 1�0.2830.16 Mo� � � � � �4(1 � u) r D Dq1

2

12
ud � 4.51 •

4.2Ar6 0.11510 Mo ur� �Ad

when

ur �
�1.32Ad0.0133� �Ar

and

ud �

�0.02730.6 0.31MoAr�0.220.05Mo ur�� � �Ad

when

ur �
�1.32Ad0.0133� �Ar

57

13
ur � � 161 •

73.3 � r2.75 0.880.0057 (l � l ) J1 w Gr� �79.3 � r

58

14
ur �

0.4Fr
J11 � 0.4Fr 1 �� �JGr

57

15 u � �0.6 0.84�0.14n0.24n Fr Ga 59

gas separator. If this parameter is not taken into account,
then studies of the influence of the top clearance (42,65)
are incomplete and difficult to extrapolate to other designs.
The same can be said about the filling factor (66) given by
the ratio of the gas separator volume to the total volume.

The foregoing discussion thus explains why all the cor-
relations coincide for some ranges of these secondary vari-
ables while in other ranges they may diverge. In addition,
in some cases the number of experiments may not have

been sufficient to provide correlations or they may have
been ill-balanced from the statistical point of view. The ob-
vious solution to this problem lies in the collection of a
large and detailed bank of reliable data that will constitute
the basis for correlations with greater accuracy and valid-
ity.

The safest procedure for the prediction of the gas holdup
in an ALR under design is to take data provided by re-
searchers who have made the measurements in that par-
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Figure 7. Some correlations proposed for prediction of gas holdup
in the riser of internal-loop ALRs (Table 1). Gas holdup (ur) is
presented as a function of superficial gas velocity (JG). Other pa-
rameters related to geometry and physicochemical properties that
were used in the calculations are shown on the figure.

ticular type of reactor with the same physicochemical prop-
erties of the system. If this option is not available, then
correlation 9 in Table 1 (55) is recommended for prediction
of the gas holdup in the riser.

Gas holdup in the downcomer is lower than that in the
riser. The extent of this difference depends mainly on the
design of the gas separator (67). The downcomer gas
holdup is linearly dependent on the riser holdup, as a con-
sequence of the continuity of liquid flow in the reactor.
Many expressions of this type have been published (68). At
low gas flow rates, ud is usually negligible, since most of
the bubbles have enough time to disengage from the liquid
in the gas separator. This usually happens at the low gas
flow rates frequently used for animal cell cultures.

The gas holdup in the separator is very close to the
mean gas holdup in the whole reactor (1) as long as the top
clearance Ct is relatively small (one or two diameters). For
larger top clearances, the behavior of the gas separator
begins to resemble that of a bubble column, and the overall
performance of the reactor is influenced by this change.

External-Loop Airlift Reactors. From the point of view of
fluid dynamics, neither the external configuration (shape
and architecture) nor the fact that both riser and down-
comer are easily accessible is the most important differ-
ence between external- and internal-loop reactors. The
most important point is that the gas separator of the
external-loop ALR is built in such way that gas disengage-
ment is usually much more effective in this type of reactor.
This can be easily seen in Figure 2. In concentric tubes or
split vessels, the shortest path that a bubble has to cover
from the riser to the downcomer is a straight line across
the baffle that separates the two sections. In the case of
external-loop ALRs, there is usually a minimum horizontal
distance to be covered, which increases the chances of dis-
engagement of the bubbles. In this case, it is worth point-
ing out that if gas does appear in the downcomer, then
most of it will be fresh air entrained in the reactor because
of interfacial turbulence or vortices that appear in the gas
separator above the entrance to the downcomer. In many

of the studies reported in the literature on holdup in
external-loop ALRs, total disengagement is attained. No
such data are available for the concentric tubes of split-
vessel ALRs, since total disengagement is possible only at
very low gas flow rates.

Several authors (37,69–73) have presented their results
of gas holdup as the gas velocity versus the superficial mix-
ture velocity, based on the drift flux model of Zuber and
Findlay (74). These authors derived general expressions
for prediction of the gas holdup and for interpretation of
experimental data applicable to nonuniform radial distri-
butions of liquid velocity and gas fraction. The drift veloc-
ity is defined as the difference between the velocity of the
particular phase (U) and the volumetric flux density of the
mixture (J) where:

J � J � J (5)G L

The drift velocities of the gas and liquid phases may thus
be expressed as:

J � U � J (6)G G

J � U � J (7)L L

Zuber and Findlay (74) derived the relationship [8], which
has been shown to be more than adequate to provide a
correlation of gas holdup measurements in tower reactors
with high liquid velocities, such as ALRs (71):

1
u(U � J)dAG�AJGU � � C J � (8)G 0

u 1
u • dA�A

where A is cross-sectional area, C0 is distribution param-
eter, J is superficial velocity, JG is superficial gas velocity,
UG linear gas velocity, and u is gas holdup.

Equation 7 describes the relationship between the gas
velocity in a two-phase flow and the volumetric flow den-
sity of the mixture, J.

As stressed by Zuber and Findlay (74), J has the ad-
vantage of being independent on space coordinates for both
one-dimensional flow and multidimensional irrotational
flows. The distribution parameter C0 is given by (75):

1
uJ • dA�A A

C � (9)0 1 1
J • dA u • dA� � �� � �A A A A

The value of C0 depends mainly on the radial profile of the
gas holdup. Zuber and Findlay (74) calculated C0 � 1 for
a flat profile and C0 � 1.5 for a parabolic profile. Experi-
mental values have been reported in the range of 1.03–1.2
for upflow (69–73,76) and 1.0–1.16 for downflow (70,73).

Equation 9 shows that this parameter is a function of
the profiles of velocities and holdup. The last term of the
right-hand side of equation 8 is the weighted mean value
of the drift velocity:
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U � U � J (10)GI G

The drift velocity of a swarm of bubbles can be evaluated
by using the expression given by Zuber and Findlay (74).

0.25
rgDq 1.5U � 1.53 • (1 � u) (11)2J � 2 �qL

where U2J is the velocity of the swarm of bubbles, g is grav-
itational acceleration, qL is the density of liquid, Dq is the
density difference, r is the surface tension, and u is the gas
holdup. This equation is valid for bubble diameters of the
order of 0.1 to 2 cm, which covers the population usually
observed in ALRs.

It has, however, been shown (71) that a plot of UG versus
J gives a straight line, suggesting that a constant value of
the drift velocity satisfactorily represents the two-phase
flow in the riser of an external-loop ALR. In this plot, the
distribution parameter was C0 � 1.03, and UGS, the value
of the slip velocity of a bubble, was taken as the mean drift
velocity. Siegel et al. (35) applied the same model for the
study of gas recirculation in a split-vessel ALR and ob-
tained the values of C0 � 1.11. The slip velocity that they
obtained fitting their data to equation 8 was 0.238 m/s. It
has been suggested (71) that this simplification holds as
long as coalescence is not a predominant factor in the pro-
cess.

It is very important to stress the difference between
holdup, u, and the flowing volumetric concentration (b),
which is defined as:

Q JG G
b � � (12)

Q � Q JG L

Zuber–Findlay’s drift flux model allows us to derive the
following equation, which establishes a connection be-
tween the gas holdup and b.

b Ub�
� C � (13)0

u J

where C0 is the distribution parameter, J is the superficial
velocity, Ub� is the terminal gas velocity, b is the flowing
volumetric concentration, and u is the gas holdup.

Figure 8 gives a representation of the u � b plane. The
45� line indicates that u � b, an equality that is true only
for nonslip flow, where the velocity of the gas is equal to
the velocity of the liquid. Such a situation can be visualized
for the case of very small bubbles in a relatively fast liquid.
In this case, there is no influence of one phase on the mo-
tion of the other. As indicated in Figure 8, all the points
below the 45� line indicate operation situations in which
the liquid is driven by the gas:

U � U ; u � b (14)G L

This happens in the riser of ALRs. For all points above the
line the opposite is true:

U � U ; u � b (15)G L

This latter condition reflects the operation of the down-
comer.

A number of authors (71,76,78,79) have measured the
local holdup profile along the riser of an external-loop ALR.
In general, it was found that the holdup increases with
height. This finding concurs with the expected expansion
of gas bubbles as regions of lower pressure are reached.
Common sense indicates that this situation must be lim-
ited to a certain range; an increase in bubble size will en-
hance turbulence and result in an increase in bubble en-
counters, leading eventually to bubble coalescence. The
larger bubbles will rise much faster, resulting in a decrease
in holdup. Such a scenario was indeed observed by Mer-
chuk and Stein (71), as is illustrated in Figure 9. Merchuk
and Stein (71) reported a maximum in the holdup profile
for the case of a single-orifice gas distributor. For a
multiple-orifice sparger, producing a more homogeneous
bubble size distribution, a maximum was not observed
within the studied length of the riser, which was 4 m.

Literature data from different sources for gas holdup in
the riser under conditions of little or no carryover of gas
from the separator into the downcomer for different Ad/Ar

and top clearance Ct may be represented by the simple
exponential:
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Table 2. Gas Hold-up in External-Loop ALR

No. Formula Ref

1 ur � •
0.062 0.069 0.107 0.9360.6q q l JG 1 G Gr

0.053 0.185 0.474l s (J � J )1 1 Gr 1r
84

2 ur �
0.562J AG d0.16 1 �� � � �J A1r r

85

ud � 0.89ur

3
ur � 1.07Fr0.333

Fr �
2JG

gDr

62

4 u � 0.78 0.2 0.420.55J F DGr r 66

F �
V1s

V1

5 ur � 0.203 •
0.740.31Fr J AGr r* � �0.012Mo J A1r d

86

Mo � •
4(n�1) 4ng(q � q ) 8J 3n � 11 G 1r4K � � � �2r q D 4n1 1 r

�
2(J � J )1r GrFr

* gDr

6 ud � 0.997ur 81
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0.56J AGr d0.16 1 �� � � �J A1 r
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Figure 10. Gas holdup reported by various sources for the riser
of airlift reactors under conditions of little or no gas recirculation.
The data correspond to different Ad/Ar ratios.

bu � �J (16)r G

where the constant � depends on the friction losses in the
loop, and b is usually a value between 0.6 and 0.7, as is
illustrated in Figure 10 (65). The fact that neither the area
ratio nor the top clearance affects the gas holdup demon-
strates the role of the gas–liquid separator in determining
the performance of the reactor in general. In the absence
of gas recirculation, there is no effect on these variables.
Moreover, this means that under conditions of no gas en-
trainment from the separator to the downcomer, it is pos-
sible to predict the riser gas holdup as a function of the
riser superficial gas velocity alone, which is of great im-
portance for design purposes.

It is accepted that liquid velocity has a mild negative
effect on gas holdup in the riser. This effect is usually stud-
ied by reducing the liquid flow; this is achieved by adding
resistance to the liquid loop by means of a valve or other
controlled obstruction (71,78,82) under conditions of low or
nil gas recirculation. Such experiments, which are rela-
tively simple in external-loop ALRs, indicate that the
holdup decreases as the liquid velocity is increased from
zero (bubble column) to 0.3 m/s (which is close to the bub-
ble free-rise velocity). For higher velocities, the effect of UL

is small. These findings add to our understanding of the
fluid dynamics in the column. At liquid velocities that are
smaller than the bubble free-rising velocity, the liquid
transported in the wake of the bubbles, which must return
downward to balance the mass flux, is the cause of the
meandering and loops that typically appear in bubble col-
umn operation (83). As the overall liquid flux increases, the
patterns straighten out, the bubbles begin to ascend in a
straight pattern, and the holdup goes down. When the liq-
uid velocity is higher than the free-rise velocity of the bub-
bles, piston flow of bubbles ensues in the tube, and the
decrease in holdup for further increases in liquid velocity
is due solely to the change in the ratio of gas–liquid volu-
metric flow rates.

When there is gas recirculation, the area ratio Ad/Ar

becomes an important variable affecting gas holdup. The
effect of Ad/Ar starts in the region in which gas entrain-

ment from the separator to the downcomer occurs. If it is
assumed that the riser cross-sectional area Ar remains un-
changed and the downcomer cross-sectional area Ad is in-
creased, then it can be expected that the liquid velocity in
the riser will increase as a result of the smaller resistance
to flow in the loop, which in turn leads to a decrease in the
riser gas holdup. An increase in Ad/Ar will result in a de-
crease in the liquid velocity in the downcomer, which leads
to a decrease in the gas recirculation, since fewer bubbles
are entrapped in the downcomer. The final outcome of in-
creasing Ad/Ar is thus a decrease is the riser gas holdup. A
similar argument can be applied in the discussion of the
effect of reactor height on the riser gas holdup, that is, an
increase in the height of the downcomer will result in a
higher liquid velocity, which will in turn lead to a decrease,
as in the former case, in the holdup in the riser. In contrast,
an increase in Ad/Ar will lead to an increase in the extent
of bubble entrapment in the downcomer, which will serve
to inject some additional gas into the riser. On the other
hand, an increase of gas holdup in the downcomer dimin-
ishes the driving force for recirculation, as shown in equa-
tion 1, and this will moderate the increase of liquid velocity
generated by the larger height. This feedback control of the
liquid velocity is one of the characteristics particular to
ALRs.

Table 2 shows most of the expressions published for the
correlation of experimental data obtained in external-loop
ALRs. Some of these expressions are presented in Figure
11. The differences between the predictions obtained with
the different correlations are probably due to the design of
the gas separator. The equation given by Popovic and Rob-
inson (63) seems to give an average of the proposed cor-
relations.
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Figure 11. Some correlations proposed for prediction of gas
holdup in the riser of external ALRs (Table 2). The gas holdup is
presented as a function of the superficial gas velocity.

Effects of Liquid Rheology. The effect of rheology on the
reactor behavior and performance is of great interest be-
cause in most biotechnological processes an increase in bio-
mass provokes changes in the rheology of the fluid, espe-
cially in the case of mycelial growth. This effect is
enhanced when in addition to the biomass growth, a prod-
uct of the process is released into the medium in apprecia-
ble amounts. A good example of this scenario is the bio-
synthesis of polysaccharides, which cause an increase in
the liquid viscosity.

The effect of viscosity on gas holdup in bubble columns
has been studied by a number of authors. The main prob-
lem to be overcome is that of non-Newtonian flow. If the
viscosity is not constant, but changes with changes in the
shear rate, then the evaluation of shear rates becomes par-
ticularly relevant for the identification of the system. Sev-
eral authors have confronted this issue. Nishikawa et al.
(89,90) analyzed the problem of heat transfer in a bubble
column with non-Newtonian liquids. They found a direct
proportionality between the superficial gas velocity and
the global shear rate:

c � 5000 • J (J � 0.04m/s) (17)G G

This global shear rate was then used to calculate a global
viscosity. In shear-sensitive cultures, the definition of a
global shear rate in itself is of great importance.

A number of researchers, Henzler (91), Kawase and
Moo-Young (59), Schumpe and Deckwer (92,93) have fol-
lowed the approach of Nishikawa et al. (89) but have sug-
gested different proportionality constants relating the
global shear rate to the superficial gas velocity. This ap-
proach is questionable from the rheological point of view
because it will predict the same shear rate for a certain
superficial gas velocity, no matter which liquid is used. El-
Tamtamy et al. (94) introduced an improvement by calcu-
lating the shear rate from the bubble velocity divided by
the bubble diameter. However, accurate evaluation of the
latter two parameters is difficult. Henzler and Kauling (95)
suggested relating the shear rate to power input based on
dimensional analysis by expressing the shear rate as a
function of the power input per unit volume, (P/[Vqm])1/2.
Their analysis gives different shear rates for liquids that
are rheologically different.

The above-described relationships predict different
shear rates that vary in up to three orders of magnitude.
It is thus generally agreed that the correct solution is still
to be found. Recently, a more general approach, known as
a global approach, has been proposed by Merchuk and Ben-
Zvi (Yona) (96). The shear stress in a bubble column was
defined as being equal to the acting force, which can be
calculated from the power input divided by the sum of the
areas of all the bubbles:

P
s � S (18)abLR

where LR is an effective length that represents the mean
circulation path of a bubble in the system considered, P is
the power input, Sab is the total surface of all of bubbles,
and s is the shear stress.

Assuming ideal gas isothermal expansion, the power in-
put P can be calculated. The interfacial area can be eval-
uated from correlations or can be obtained by direct mea-
surement if available. A correlation taking into account
other variables, like sparger configuration, surface ten-
sion, etc., will broaden the range of applications of this ap-
proach.

If a constitutive equation describing the rheology of the
system is available (such as the power law, which has been
reported to correspond to many biological systems), equa-
tion 17 facilitates the calculation of a global shear force
acting on the liquid. The shear rate can be in this case
expressed as:

1/n
s

c � � �k

where c is shear rate and j is behavior coefficient, and
equation 17 can be now used to express c as:

1/n
p1p J ln1 G � �p2� �c � (19)2aL jR

where the subindexes 1 and 2 represent the two extremes
of the section considered.

Equation 19 thus gives a global shear rate that is a func-
tion of both fluid dynamics and rheology. This approach
has been found to be useful for the presentation of results
on mass transfer rates in bubble columns (96).

In contrast to the marked influence of rheology on gas
holdup in bubble columns, the data available for ALRs
show clearly that the effect of liquid viscosity is less dra-
matic, but not simpler. Figure 12 (65) illustrates the effect
of the addition of glycerol to water in an internal-loop ALR.
At low concentrations of glycerol, a moderate increase of
the gas holdup is evident, particularly in the downcomer
but also in the riser. These increases are caused by the
lower free rise velocity of the bubbles, which increase the
gas retention due to the longer residence time. In addition,
the entrapment of the bubbles is increased, and this is re-
flected mainly in ud. When the concentration of glycerol
becomes too high, a strong decrease of the gas holdup is
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Figure 12. Effect of liquid viscosity on the gas holdup in the riser
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responding to the solutions used was 4–14 mPa s. Percentages
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lutions used, calculated for c � 50 s�1, was 5–56 mPa s (65).

seen. This decrease is probably due to the onset of coales-
cence, which produces larger bubbles that ascend faster in
the liquid and easily disengage in the gas separator. The
viscosities corresponding to these solutions ranged from 4
mPa s to 14 mPa s. In Figure 13, the addition of carboxy-
methyl cellulose (CMC) to water is shown (65). The change
in CMC concentration had only a slight effect on the gas
holdup for additions in the range 0.01 to 0.05% CMC. Only
for solutions with concentrations higher than 0.5% CMC
was an appreciable decrease in holdup seen.

Effect of Liquid Level. The influence of the liquid level
Ct on the gas holdup is exerted as a consequence of changes
in the extent of disengagement of the bubbles in the gas
separator. This influence is therefore dependent on the
geometric design of this section. Whether a bubble will dis-
engage or will be entrapped into the downcomer depends
on the interrelationship of several parameters—the free
rising velocity of the bubble Ub� (a function of size and
viscosity), the liquid velocity in the downcomer ULd (a func-
tion of the difference in gas holdup between the riser and
the downcomer and frictional losses), and the residence
time of the bubble in the gas separator (a function of geo-
metric design and liquid height). For a given bubble size,
if ULd is smaller than the Ub� corresponding to the smallest
bubble, then there is no carryover. For smaller bubbles, the
balance between the time required to cover the path from
the end of the riser to the zone near the entrance of the

downcomer and the time needed for disengagement will
give the fraction of bubbles recirculated. It should never-
theless be kept in mind that this is a feedback process. A
higher bubble disengagement rate leads to a lower gas
holdup in the downcomer, which in turn increases the liq-
uid velocity, enabling larger bubbles to be trapped, until
the system eventually reaches a steady state.

Due to the above-explained influence of the geometric
design, the influence of the liquid height is completely dif-
ferent in internal- and external-loop ALRs. In internal-
loop reactors, an increase in Ct increases the zone of the
separator in which the gas holdup is higher, and as a re-
sult, the gas holdup increases. The extent of this increase
depends, as said earlier, on the free-rise velocity of the bub-
bles. Figure 14 (1) shows the gas holdup in the riser and
downcomer of a 30-liter ALR for two values of the top clear-
ance, Ct � 0.178 m and Ct � 0.308 m, for two different
liquids, water and a 0.5% CMC solution. It can be seen that
although for water Ct has a small effect, this is not so for
the more viscous solution. In the latter, the lower rising
velocity of the bubbles causes a greater number of bubbles
to be entrained and carried down by the liquid. Thus, the
residence time in the disengagement section becomes very
important in determining the fraction of bubbles that re-
circulate. A lower Ct will give a shorter residence time in
the separator, a larger bubble recirculation, and, hence, a
larger gas holdup.

In external-loop ALRs, the opposite effect is obtained,
as may be seen in Figure 15 (65). The data in Figure 15,
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Figure 16. Gas recirculation in a split-cylinder ALR. The level
indicated corresponds to no-aeration conditions. Adapted from
Siegel et al. (35).

obtained for a 4-m high external-loop ALR, show that the
holdup in the riser decreases as Ct increases. This is due
to the construction of these reactors, in which much of the
gas that enters into the downcomer is trapped from the
headspace due to the turbulence in this zone. An increase
in the liquid height serves to reduce the amount of gas
trapped, so that less gas circulates in the downcomer and
the liquid velocity increases. The final result is a reduction
in the gas holdup, both in the riser and the downcomer
(65).

Gas Recirculation

The degree to which gas flowing in the riser is entrapped
and recirculated through the downcomer is an important
variable, since it influences not only the flow configuration
in the downcomer, but also the overall performance of the

ALR. The liquid velocity depends mainly on the difference
in holdup between the riser and the downcomer, and it in
turn influences the gas holdup in the riser. Despite the
importance of recirculation, very little quantitative data
are available on this phenomenon. Siegel et al. (35) eval-
uated the gas recirculation in a split-vessel ALR by an in-
direct method based on holdup measurements. From their
results, shown in Figure 16, it may be seen that the recir-
culation rate remains fairly constant for changing gas flow
rates in the riser for high values of the last variable. Thus,
the recirculation rate is determined largely by the geo-
metric configuration of the gas–liquid separator and the
liquid level in the separator.

Three zones are evident in Figure 16; they represent
operating conditions giving oscillating, borderline, and
straight bubble flow in the downcomer. Oscillating flow
patterns produce much larger fractions of gas retained in
the downcomer, but they are much more sensitive to JG.
At low superficial gas velocity, the recirculation increases
very sharply with JG. The bubbles exhibit an oscillating
swirling flow pattern, with some larger bubbles escaping
toward the top. The borderline condition is defined as os-
cillatory bubble flow at a low gas flow rate that shifts to
straight bubble flow with increasing input gas flow rate.
The straight flow operation zone is distinguished by bubble
flow in a straight, well-defined flow pattern for all the input
gas flow rates studied. If a straight bubble flow pattern is
desired, the reactor should be operated at high riser gas
flow rates, at which the reactor will shift toward stable
operation.

Lubbert et al. (97) attempted to evaluate the recircu-
lation of gas during the cultivation of yeast (Saccharomy-
ces cerevisiae) on waste from a starch factory in a 4-m3 pilot
plant. They used microprocessor-aided pseudostochastic
tracer input and cross-correlation techniques, which facili-
tated very reduced tracer feeds due to a high signal-to-
noise ratio. The response to a pulse of helium was mea-
sured directly at the surface of the liquid in the separator
by a quadruple mass spectrometer. The peak obtained
showed pronounced shoulders (Fig. 17) which could be in-
terpreted as superimposition of a second peak that repre-
sents the helium tracer one loop after. The fitting of such
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Figure 17. Response to a pulse of helium in an airlift reactor.
The pronounced shoulders could be interpreted as the result of
superimposing a second peak, which represents the He tracer one
loop after. Reprinted with permission from Lubbert et al. (98).

a model to the experimental data suggested recirculation
of 25% of the gas. This figure is in the range of the recir-
culation rates presented by Siegel et al. (35), considering
the differences in the coalescing properties of the liquids
used in these two works and the corresponding differences
in the downcomer holdup.

Recently, Merchuk and Berzin (77) developed a mathe-
matical model based on the application of the first law of
the thermodynamics to each of the regions of an ALR. This
model facilitates the evaluation of the maximum liquid re-
circulation possible in the system. The calculation is based
on the premise that the gas recirculated must be com-
pressed from the pressure at the top of the downcomer to
the pressure at its bottom. The mathematical expression
that gives this maximal gas recirculation is:

1 3Q (P � P ) � Q q gh � q C A (1 � u )UL 2 3 L L L d d d L2
Q �d P3P ln4 � �P2

(20)

where Qd is the gas flow rate in the downcomer, QL is the
liquid circulation flow rate, Pi is pressure at point i of the
reactor (1 is top of the riser, 2 is top of the downcomer, 3 is
bottom of the downcomer, 4 is bottom of the riser), Cd is
the hydraulic resistance coefficient, Ad is the downcomer
cross-sectional area, UL is the linear liquid velocity, g is the
gravitational acceleration, qL is the liquid density, and ud

is the downcomer gas holdup.
The calculation of Qd thus requires knowledge of the

liquid flow rate, the pressures, and the geometry of the
reactor. This equation represents the maximum recycling
of gas in the downcomer, which will take place only if all
the energy dissipated in the downcomer is invested in gas
compression.

Liquid Velocity

The liquid velocity is one of the most important parameters
in the design of ALRs. It affects the gas holdup in the riser

and downcomer, the mixing time, the mean residence time
of the gas phase, the interfacial area, and the mass and
heat transfer coefficients.

Circulation in ALRs is induced by the difference in hy-
drostatic pressure between the riser and the downcomer
as a consequence of a difference in gas holdup. Liquid
velocity—like gas holdup—is not an independent variable,
because (see Fig. 5) the gas flow rate is the only variable
that can be manipulated. As shown in Figure 5, the geo-
metric design of the reactor will also influence the liquid
velocity, but this remains constant during operation. Ex-
periments have been carried out in devices specially de-
signed to artificially change the resistance to flow, with the
aim of studying the effect of the velocity at a fixed rate of
aeration (71,79). The information emerging from these ex-
periments indicates that an increase in the liquid velocity
leads to a decrease in the mean residence time of bubbles
in the riser and hence of the gas holdup in the riser. In
practice, when the gas flow rate is increased, the higher
liquid velocity increases the carryover of bubbles from the
gas separator into the downcomer; the carryover dampens
the liquid flow by reducing the hydrostatic driving force.
As a result, the overall change in liquid velocity is tem-
pered.

Liquid Velocity Measurement. Several different methods
can be used for measuring the liquid velocity. The most
reliable ones are based on the use of tracers in the liquid.
If a tracer is injected and two probes are installed in
a section of the tube, the velocity of the liquid traveling the
distance between probes can be taken directly from the
recorded peaks, as the quotient of the distance between the
two electrodes and the time required by the tracer to travel
from the one to the other. The latter is obtained as the
difference of between the first moments of the two peaks.
A second method is to calculate the liquid velocity (UL)
from the circulation time (tc) and holdup (u) as:

liquid volume
U � (21)L t � A � (1 � u)c

where A is cross-sectional area.
In this case, only one electrode is necessary, u is the

holdup at the point at which the electrode is installed, and
the circulation time is obtained from two successive peaks
recorded by the electrode.

Modeling of Liquid Flow. A number of expressions are
available for the estimation of the liquid velocity. Two main
methods have been used for the modeling of two-phase flow
in ALRs—energy balances and momentum balances.
Chakravarty et al. (58) used the energy balance approach
to obtain a relationship between superficial gas velocity,
holdup, and liquid velocity. Lee et al. (99) calculated UL by
a similar type of model for a series of published data for
concentric and external-loop ALRs and from their own re-
sults for split vessels. In both the above-mentioned models,
constants accounting for friction losses were obtained by
adjusting the models to the experimental data. Jones
(100), on the other hand, managed to express the results
of his energy balance (based on previous work of Niklin
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[101] and Freedman and Davidson [73]) in a relationship
free of empirical constants. His results, however, fit the
experimental data only qualitatively, and the fit is satis-
factory only for very small diameters. An improvement of
this method was suggested by Clark and Jones (102), who
took into account the radial distribution of the gas holdup
through the drift flux model. However, the values of the
distribution coefficient C0 needed for satisfactory fitting of
the experimental data for lager diameters is far from the
range usual in this type of flow.

Chisti and Moo-Young (103) extended a model originally
proposed by Bello (85), based on an energy balance over
the airlift loop. Their expression for the average superficial
liquid velocity is:

0.52gH (u � u )d r dU � (22)Lr 2K A 1t r
� KB2 � � 2� �(1 � u ) A (1 � u )r d d

where UL is the superficial liquid velocity, Ar is the riser
cross-sectional area, Ad is the downcomer cross-sectional
area, Hd is the downcomer height, Kb and Kt are the hy-
draulic pressure loss coefficients, ur is the riser gas holdup,
and ud is the downcomer gas holdup.

By choosing suitable values for the friction coefficients
in each case, the authors showed that much of the pub-
lished data on liquid velocity for the different types of
ALRs could be satisfactorily correlated by equation 22.
Only one coefficient has to be adjusted, since the authors
assume that Kt, the friction coefficient at the top of the
loop, is negligible in concentric-tube type reactors and that
in external-loop reactors Kt can be taken as equal to Kb,
the friction coefficient for the bottom of the loop. Equation
22 has thus been adopted by many scientists. Wachi et al.
(104) claimed that their derivation of the same equation
gives a clearer physical meaning to the adjustable param-
eters. Equation 22 can also be also derived from a simple
momentum balance (77).

Chisti et al. (51) presented an empirical correlation for
Kb obtained by comparison of results obtained from several
sources:

0.789AdK � 11.402 • (23)b � �Ab

where Ab is the minimal cross section at the bottom of the
airlift reactor and Ad is the downcomer cross-sectional
area.

Equation 22 has the particularly that the gas flow rate,
which is the main, and often the only, manipulable variable
in the operation, is not present directly, but exerts its in-
fluence through the gas holdup. Therefore, either experi-
mental data or a valid mathematical expression for the gas
holdup in both the riser and the downcomer are required.

Chisti and Moo-Young (103) extended this model fur-
ther in order to facilitate the prediction of liquid circulation
in ALRs operating with pseudoplastic fluids, such as mold
suspensions. This improvement is very important, since
many commercial fermentation processes involve such
non-Newtonian liquids. Kemblowski et al. (86) presented

a method for the prediction of gas holdup and liquid cir-
culation in external-loop ALRs. In their experiments there
was almost no gas recirculation, because of the large size
of the gas separators used.

Garcia Calvo (105) presented an ingenious model based
on energy balances and on an idea originally proposed by
Richardson and Higson (106), and Garcia Calvo and Leton
(107) extended the model to bubble columns. The model is
based on the assumption that the superficial gas velocity
(JG) in any region can be considered to be the sum of two
streams (J� and J�) as follows. The J� stream has a velocity
equal to that of the liquid and can therefore be treated by
the laws of homogeneous two-phase flow (no slip between
the bubbles and the liquid). The second stream (J�) is con-
sidered to be responsible for all the energy loses at the gas–
liquid interface. The concept in itself is simple and elegant,
and it is possible to envisage its application even to the
flow in the downcomer, where UG � UL. In such a case, we
would divide the gas flow rate into two parts as follows:
One part would be larger than the actual flow rate, i.e., it
would have the same velocity as the liquid. In order to
arrive at the actual gas flow rate, the second flow rate must
have the reverse direction. This type of gas flow can actu-
ally be seen under certain conditions, such as when there
is coalescence of bubbles and larger bubbles ascend along
the walls of the downcomer.

Another technique used by several researchers to pre-
dict liquid velocity is the momentum balance of the ALR.
This method has been used by Blenke (108) in jet-loop re-
actors and by Hsu and Dudukovic (109), Kubota et al. (36),
Bello (85), Koide et al. (47), and Merchuk and Stein (71).
The latter authors presented a simple model for the pre-
diction of the liquid velocity as a function of the gas input
in an ALR. They assumed that the pressure drop between
the bottom and the top of their external-loop reactor could
be expressed as a continuation of the downcomer, using an
equivalent length LE. This length was set as an adjustable
parameter describing the pressure loss in the loop. Kubota
et al. (36) used a similar approach for the analysis of Im-
perial Chemical Industries’ deep-shaft reactor. They were
able to simulate the operation of the reactor and to predict
the minimum air supply required to prevent flow reversal.

Verlaan et al. (76) used a similar model, in combination
with the expression of Zuber and Findlay (74), to calculate
the friction coefficients from experimental data reported by
several authors for a wide range of reactor volumes. Koide
et al. (47) presented an analysis of the liquid flow in a
concentric-tube ARL that was also based on a momentum
balance. The main difference between this model and that
used by Merchuk and Stein (71) was that Koide et al. used
a convergence–divergence flow model for the bottom and
the top of the loop. At the bottom, the effect of flow reversal
on the pressure drop was included in the effective width of
the gas-liquid flow path under the lower end of the draft
tube hl, which was smaller than the actual gap. Miyahara
et al. (57), who studied both the bubble size distribution in
an internal-loop ALR and the pressure drop at the top and
the bottom of the draft tube, also presented a model facili-
tating the prediction of the liquid velocity.

Other models use the drift-flux model (59) presented in
equations 5–7, as:
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Figure 18. Liquid velocity predicted by some of the proposed cor-
relations from Table 3. ILR, internal-loop ALR; ELR, external-loop
ALR.

Table 3. Liquid Circulation Velocity in ALRs

No. Formula Ref.

1 ELR JLr �
0.74Ad0.331.55JGr � �Ar

45

ILR JLr �
0.78Ad0.330.66JGr � �Ar

2 Bubbly JLr �
0.794Ad0.322 �0.3950.024J lGr ap� �Ar

50

Slug flow JLr �
0.794Ad0.322 �0.3950.052J lGr ap� �Ar

3 Slug flow JLr �
0.97Ad0.322 �0.390.23J lGr ap� �Ar

63

4 JLr �
0.97Ad0.482 �0.01052.858J 416lGr ap� �Ar

52

5
JLr �

0.5
2gH (u � u )d r d

21 A 1dK �b� � �2 2(1 � u ) A (1 � u )� �r r d

103

Kb �
0.79Ad11.4� �Ar

1
J � C � UGr 0 GJ� �ur

U � (24)Lr C (1 � u )0 r

UGJ can be taken from equation 10. The range of vari-
ation of C0 is rather narrow, as shown in the previous sec-
tion, and therefore it is not difficult to make a judicious
guess as to the value of C0 in an unknown system. The
drift flux model has also been used together with energy
balances (110) or with the momentum balance (111). Some
studies on liquid measurement present the results in the
form of empirical correlations (42,52,112). The usefulness
of these correlations depends on the amount of data and
the number of parameters taken into account.

Most of those correlations are shown on Table 3, and
some of them are presented in Figure 18. In general, the
superficial liquid velocity increases with an increase in the

superficial gas velocity, but its rate of increase is much
lower at high superficial gas velocities. From Table 3, it
can be seen that the riser-to-downcomer cross-sectional
area ratio and the reactor height are the main parameters
that affect the superficial liquid velocity at constant su-
perficial gas velocity. The superficial liquid velocity in-
creases with an increase in Ad/Ar.

The effect of the properties of the liquid, such as viscos-
ity, surface tension, and ionic strength, on the superficial
liquid velocity are much milder in ALR than in bubble col-
umns (113). It is expected that increasing the liquid vis-
cosity will decrease the liquid velocity because of frictional
losses, but this, in turn, will increase the gas holdup in the
riser and consequently increase the driving force for liquid
recirculation. Hence, it seems that these two effects bal-
ance each other partially and result in a milder effect on
the superficial liquid velocity. The effects of the surface ten-
sion and the ionic strength are also exerted via their influ-
ence on the gas holdup, as analyzed above.

As a rule, it can be recommended that the Zuber-
Findlay expression (equation 20) be used when the holdup
is known and the liquid circulation velocity is high. For low
liquid velocity, a correlation obtained in a piece of equip-
ment as similar as possible to the one under design should
be used.

Liquid Mixing

For the design, modeling, and operation of ALRs, a thor-
ough knowledge of mixing behavior is necessary. This is of
particular importance during the process of scale-up from
laboratory-scale to industrial-scale reactors. The optimum
growth rate of a microorganism or the optimum production
rate of a specific secondary metabolite usually relates to
well-defined environmental conditions, such as pH range,
temperature, substrate level, limiting factors, dissolved
oxygen, and inhibitor concentration in a specific well-
mixed laboratory-scale vessel. Because of the compromises
made during scale-up, it is difficult to keep, at different
scales of operation, the same hydrodynamic conditions es-
tablished in the laboratory; mixing on an industrial scale
may not be as good as mixing on a laboratory scale (5). In
smaller-scale reactors it is easier to maintain the optimal
conditions of pH, temperature, and substrate concentra-
tion required for maximum productivity of metabolites in
a fermenter.

Furthermore, in fermentation systems efficient mixing
is required to keep the pH within the limited range, giving
maximum growth rates or maximum production of the mi-
croorganism during addition of acid or alkali for pH con-
trol. Mixing time—or the degree of homogeneity—is also
very important in fed-batch fermentation, where a re-
quired component, supplied either continuously or inter-
mittently, inhibits the microorganisms or must be kept
within a particular concentration range (114,115). A large
number of commercially important biological systems are
operated in batch or fed-batch mode. In this operation
mode, fast distribution of the incoming fluid is required,
and the necessity for understanding the dynamics of mix-
ing behavior in these vessels is obvious. Even for batch
systems, good control of the operating conditions, such as
pH, temperature, and dissolved oxygen, require prior es-
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timation of mixing so that the addition rates can be suit-
ably adjusted. Deviation of the pH or temperature from the
permitted range may cause a damage to the microorgan-
ism, in addition to its effect on the growth and production
rates. Moreover, a knowledge of the mixing characteristics
is required for modeling and interpreting mass and heat
transfer data.

A parameter used frequently to represent mixing in re-
actors is the mixing time (tm). It has the disadvantage that
it is specific to the reactor design and scale, but it is easy
to measure and understand. Mixing time is defined as the
time required to achieve the desired degree of homogeneity
(usually 90–95%) after the injection of an inert tracer pulse
into the reactor. The so-called degree of homogeneity (I), is
given by:

C � CmI � (25)
Cm

where C is the maximum local concentration and Cm is the
mean concentration of tracer at complete mixing.

A more comprehensive way of analyzing mixing, appli-
cable to continuous systems, is a study of the residence
time distribution (RTD). Although ALRs are usually op-
erated in a batch-wise manner, at least in the laboratory,
advantage is taken of the fact that the liquid circulates on
a definite path to characterize the mixing in the reactor.
Hence, a single-pass RTD through the whole reactor or
through a specific section is usually measured. Based on
the observed RTD, several models have been proposed.
These models have the advantage of reducing the infor-
mation of the RTD to a small number of parameters, which
can later be used in design and scale-up.

The axial dispersion model, which has the advantage of
having a single parameter, is widely accepted for the rep-
resentation of tower reactors. This model is based on vi-
sualization of the mixing process in the tower reactor as a
random, diffusion-like eddy movement superimposed on a
plug flow. The axial dispersion coefficient Dz is the only
parameter in the formulation:

2�C � C �C
� D � U (26)z L2�s �z �z

where C is the concentration of a tracer. The boundary con-
ditions depend on the specific type of tower reactor. This
model is attractive, since it has a single parameter, the
Bodenstein number (Bo), which is used to describe the mix-
ing in the reactor:

U LLBo � (27)
Dz

where L is the characteristic length. When the Bo number
tends to infinity, the mixing conditions are similar to those
of a plug-flow reactor, and the reactor can be considered as
well-mixed for low Bo numbers.

The alternative approach of Buffham and Mason states
that the mixing characteristics of a piece of equipment
should be expressed as the variance r2 of the distribution

obtained by injection of a pulse of tracer without adopting
any mechanistic model (116). The relationship between Bo
and r2 depends on the reactor configuration (117). The
approach of Buffham and Mason facilitates the presenta-
tion of mixing characteristics free of any modeling as-
sumptions. The variance r2 is the second moment of the
distribution and carries information on the spread of the
distribution around the mean value (first moment). Nev-
ertheless, most of the data on mixing in bioreactors are
presented either as tm or as overall Bo numbers, which can
be obtained by relatively simple experiments of pulse in-
jection.

Single-pass mixing in the ALR is due to mixing in the
individual and interrelated sections of the reactor—riser,
separator, downcomer, and bottom. Repeated passage mix-
ing is the sum of the mixing in the subsequent passages.
The latter is usually reported as the mixing time (tm), the
former as Bo or r2. Indeed, these parameters are interre-
lated, and knowledge of Bo or tm is sufficient for calculat-
ing, theoretically, the mixing time (108,118) based on the
deviation of the envelope of the maxima in the response
curve to a pulse, which is a measure of the degree of in-
homogeneity. Verlaan et al. (80) and Lin et al. (119) cor-
related their results as follows:

t � MBo (28)m

where M is a constant equal to 0.093 (80) or to 0.089 (119).
The coefficient M given by Verlaan et al. is in exact agree-
ment with the theoretical relationship derived by Murak-
ami et al. (118) for Bo � 50 and a degree of inhomogeneity,
I � 0.05.

Equation 28 shows that the circulation path, which en-
ters in the definition of Bo, has a linear effect on the mixing
time. If the mean circulation time and the axial dispersion
coefficients are known, it is possible to theoretically esti-
mate the mixing time using equation 28. Experimental de-
tails must, however, be carefully planned to avoid compli-
cations. Note that in order to simplify data processing it is
important to inject the signal and to measure the response
at exactly the same point (120) (often the position of the
injection point is not specified despite its effect on the mix-
ing time). In a study of the effect of the injection point on
the dynamics of the mixing time, Schügerl et al. (12) con-
cluded that the gas–liquid separator is the best choice for
tracer injection for short mixing times. Fields and Slater
(114) reported a marked dependence of the respiratory
quotients upon the injection point of methanol during un-
limited fed-batch growth of Methylophilus methylotropus
in a concentric-tube ALR. The lines in Figure 19 show ex-
perimental data for Bo (as overall values) reported for dif-
ferent types of ALR (in which the reactor is considered as
a single unit). The dimensions of the reactors are given in
Table 4. Because of the definition of the overall Bo, the
values are specific to the reactor for which they were ob-
tained and can be used only as indication of trends and
orders of magnitude.

As explained above, the ALR is, in fact, a combination
of several regions having quite different fluid dynamic
characteristics. The overall mixing is the result of the con-
tributions of each of them, and the overall Bo represents
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Table 4. Bodenstein Number as a Function of the Superficial Gas Velocity (Key for Fig. 19)

Curve
number Authors Type Ad/Ar H/Dr Liquid

Ref.

1 Weiland External loop 0.25 85 Water 44
2 Weiland External loop 0.25 85 2-propanol 1.65% 44
3 Weiland External loop 0.25 85 CMC 50% 44
4 Lin et al. External loop, unbaffled 0.11 20 Water 119
5 Lin et al. External loop, baffled 0.11 20 Water 119
6 Lin et al. External loop, unbaffled 0.11 40 Water 119
7 Bello et al. External loop 0.69 12 Water 45
8 Bello et al. External loop 0.69 12 Water 45
9 Bello et al. External loop 0.11 20 Water 45

10 Moor Nagar External loop 1.0 30 Water 122
11 Fields and Slater Concentric tube 1.56 10.5 Water 114
12 Fields and Slater Concentric tube 1.56 21 Water 114
13 Fields and Slater Concentric tube 1.56 10.5 Water, antifoam 114
14 Fields and Slater Concentric tube 1.56 10.5 1% Ethanol 114
15 Bello et al. Concentric tube 0.13 39.65 Water 112
16 Bello et al. Concentric tube 0.56 55.6 Water 112
17 Verlaan et al. External loop, total Bo number 0.25 16.5 50 mM KCl aqueous solution 79
18 Verlaan et al. Bo number in the riser 0.25 16.5 50 mM KCl aqueous solution 79
19 Verlaan et al. Bo number in the downcomer 0.25 16.5 50 mM KCl aqueous solution 79
20 Verlaan et al. External loop, total Bo number 0.25 16.5 50 mM KCl aqueous solution 79
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Figure 19. Global Bodenstein numbers reported for ALRs as a
whole unit. See references in Table 4.

this combination for a particular reactor. This value thus
has some limitations for extrapolation to other configura-
tions or scales. Because each section has different mixing
characteristics (it may have a different cross-section, flow
configuration, etc.), from a strictly engineering point of
view, the mixing in each of the sections of the ALR should
be defined and considered separately.

One way of obtaining information on the mixing char-
acteristics of each of the regions of the ALR is the simul-
taneous measurement of the response in the ALR at sev-
eral points, so that after one single pulse injection the
response of each section in the loop can be obtained (37,80).
This method of measurement has the advantage that mul-
tiple measurements are made for the same tracer injection
experiment. This enables us to check the consistency of the
liquid velocity results obtained, since independent mea-

surements can obtained in the same run, as can be seen in
Figure 20.

The results for Bo obtained by Verlaan (80) in an
external-loop ALR are shown in Figure 21 (the much
higher Bo in the downcomer was explained by the fact that
the data were obtained under conditions of complete gas
disengagement so that only liquid flowed). The results in-
dicated that most of the mixing took place in the gas sep-
arator, and both riser and downcomer could be considered
as plug-flow conduits. The same conclusions were drawn
for internal-loop ALRs by Merchuk et al. (37) by analysis
of mixing times: the shift in results for mixing times ob-
tained with different probes in response to the same im-
pulse perturbation indicated that the riser and the down-
comer were introducing a pure delay in the response, that
is, that they behaved as plug-flow sections.

Indeed, the simplest model of an ALR, from the point of
view of fluid dynamics, is a combination of two plug-flow
reactors, representing the riser and the downcomer, and a
perfectly stirred tank, representing the gas separator (Fig.
22) (67,123). Merchuk and Yunger (67) showed that this
simple model could take into account the mixing in the
ALR. The validity of using this simple model as a first ap-
proximation is supported by experimental evidence that
shows that the mixing time decreases when the separator
volume increases (31,124). When the volume of the sepa-
rator is increased substantially without changing the re-
actor diameter, the gas separator becomes tall and slender
and may depart from total mixing behavior. It has been
reported that under such conditions the circulation time
measured from two successive peaks of a probe is not in-
fluenced by changes in the top clearance (42,43). This in-
dicates that the gas separator acts as two interconnected
well-mixed regions, one of them (the lower one in Figure
23) being the link between riser and downcomer, as shown
schematically in Figure 23.
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Figure 22. Simple model of an ALR representing the riser and
the downcomer as plug-flow reactors and the gas separator as a
perfectly mixed region. From Merchuk and Siegel (67).
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Figure 23. Schematic representation of the effect of a tall slender
gas separation region in a concentric-tube ALR.

The extent of mixing in the gas separator of internal-
loop ALRs can probably be compared to that in a bubble
column of the same dimensions. In the case of external-
loop ALRs, the extent of mixing depends on the geometric
design. In special designs, like the channel-loop reactor
(125), a different approach must be taken. However, in gen-
eral, a rule of thumb may be recommended: consider that
all the mixing takes place in the gas separator, and cal-

culate the degree of mixing in it using published data for
bubble columns. Correlations available for bubble columns
can thus be used. Godboole and Shah (126) recommend the
use of the correlation proposed by Deckwer et al. (127):

1.4 0.3D � 0.678 • D • J (29)Z G

where DZ is the dispersion coefficient and D is the column
diameter, or the relationship proposed by Joshi (128):

D � 0.33(U � J )D (30)Z c L

where JL is the superficial liquid velocity and Uc is the cell
circulation velocity given by:
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the gas residence time distribution in an 80-L internal-loop ALR,
as a function of the gas superficial velocity. From Frehlich et al.
(131).

Superficial gas velocity (cm/s)

C
ir

cu
la

ti
on

 t
im

e 
(s

)

0 2 4 6
10

15

20

25
Tap water (radio-pill)
Tap water (NaCl tracer)
0.1% Xanthan gum
0.3% Xanthan gum
0.5% Xanthan gum
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eral solutions. Adapted with permission from Fields and Slater
(129).

uGU � 1.31 gD J � J � u U (31)C G L G b�� � ��1 � uG

where Ub� is the terminal bubble velocity.
The liquid superficial velocity (JL) can be easily calcu-

lated for external-loop reactors, and for internal loop re-
actors, JL may be taken as half the liquid velocity in the
riser. The viscosity may also play a role in the rate of mix-
ing. An increase in liquid viscosity will increase the energy
dissipation in the loop and result in an increase in mixing
time and Bo. In non-Newtonian fluids, however, the be-
havior may be different, as shown in Figure 24. It has been
reported that in the case of the addition of polymers that
confer pseudoplastic behavior to the liquid, low concentra-
tions produce a decrease of the mixing time (65,129). This
can be explained in terms of the drag reduction due to the
presence of polymers in the boundary layer near the walls.
Fields et al. (129) found that the mixing time increased for
concentrations of the natural polymer, xanthan gum,
above the critical concentration. (The critical concentration
is a theoretically calculated value at which appreciable
overlapping of polymer molecules occurs and which marks
the onset of a rapid increase of the apparent viscosity
[130]).

Mixing in the Gas Phase

For all practical purposes, the gas in the riser of an ALR
exhibits plug flow behavior. Only for extremely high JG or
hindered liquid circulation will the axial dispersion of the
bubbles have some effect on the gas RTD. In the down-
comer, the gas flow is almost plug-flow when the bubble
recirculation is fully developed. But at the stage at which
a stationary phase of suspended bubbles appears at the top
of the downcomer, appreciable dispersion will occur. This
zone has a large degree of mixing due to coalescence and
consequent rise of larger bubbles amid smaller ones, with
repeated events of breakup and coalescence. However, this
type of operation has no relevance to practical applications.
It is an operation mode to be avoided at all costs. Indeed,
no data on mixing under these conditions have been re-
ported. The main question related to the mixing of the gas

phase is, in fact, related to gas recirculation. When a par-
ticular gas flow has developed in the downcomer, part of
the gas is being recirculated (see “Liquid Velocity”). A pulse
of gas tracer at the inlet would produce, as a response, a
series of pulses, separated one from the other by the gas
circulation time. In practice, not many of these pulses
would be detected, due to dilution and disengagement of
the tracer in each pass through the separator.

The only reported study on gas phase mixing in an ALR
is that of Frehlich et al. (131). The distribution of the gas
residence times in two reactors, one of 0.08 m3 and the
other of 4 m3, was measured using pseudostochastic tracer
signals and a mass spectrometer. The values of Bo were
calculated from the first and second peaks, indicating the
main gas stream and the recirculation. Figure 25 shows
the Bo obtained for a laboratory-scale ALR. The values ob-
tained in a pilot plant were of the same order.

Energy Dissipation and Shear Rate in Airlift Reactors

ALRs are being increasingly used in processes involving
shear-sensitive cells (mammalian, insect, and plant cell
cultures) (3,11,14,18,21,28,29). This situation has created
the need for considering shear stress as one of the param-
eters relevant in the design of such reactors. Although the
a priori evaluation of shear rates is a matter that has been
studied for many years in stirred tanks, information on
this subject is scanty for pneumatically stirred reactors.
The first approach made in this direction in pneumatically
agitated vessels was that of Nishikawa et al. (70), who
were interested in the problem of heat transfer to a non-
Newtonian liquid in a bubble column. This study was ex-
tended to mass transfer by Nakanoh and Yoshida (132),
who proposed the expression:

c � 5000 J (32)G

This expression has been widely accepted despite the
criticism sometimes leveled at it (62,68,123,133). Some
modifications have thus been proposed (92,95,134), which,
like the original approach, were based on data for bubble
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Figure 26. Schematic description of the variables in the ther-
modynamic model for energy dissipation distribution in an ALR.
From Merchuk and Berzin (77).

column performance and therefore have limited applica-
tion for ALRs. Recently, a method facilitating the predic-
tion of the distribution of the energy dissipated in an ALR,
based on a simple thermodynamic approach, has been de-
veloped (77). Energy dissipation was considered to occur
in the ALR by two main mechanisms, wall friction and
bubble-associated dissipation (ideal gas behavior was as-
sumed). The work done by the gas on the liquid (and vice
versa) was expressed assuming isothermal expansion of
the bubbles. The energy dissipation inside the gas phase
was considered negligible. The general energy balance
(135) was written as:

D(PQ) � DE � E � W (33)p D S

In this equation, the first term represents the flow work
lost by the system under consideration, ED is the energy
dissipated per unit of time, and WS is the shaft work done
by the surroundings on the system under consideration.
The schematic representation of the concentric-tube ALR
in Figure 26 indicates the different points in the reactor
considered in the mathematical expressions. The expres-
sions found for the energy dissipated in each zone were the
following:

Riser
P5(E ) � Q (P � P ) � Q q gh � Q P ln (34)d R L 4 5 L L r 4 � �P4

Gas separator
P P1 2(E ) � Q (P � P ) � Q P ln � Q P ln (35)d S L 5 2 in 4 d 4� � � �P P5 5

Downcomer
P3(E ) � Q (P � P ) � Q q gh � Q P ln (36)d d L 2 3 L L d 4 � �P2

Bottom
P4(E ) � Q (P � P ) � Q P ln (37)d b L 3 4 d 4 � �P3

Results of this model of an ALR can also be used to
estimate the global shear rate in each region of the reactor,
according to the global approach presented Merchuk and
Ben-Zvi (Yona) (96). The shear stress in the liquid of each
region of the reactor can be defined as the energy dissi-
pated divided by the mean path of circulation in the region
and by the sum of the areas of all the bubbles. For the
region i in the ALR

(E ) td bulk,i i
s � (38)i 2a h Ai i i

where ti is the residence time of the liquid, hi is the effective
length, and ai is the specific interfacial area, in the
region i.

A global shear rate ci can be calculated for each region
i as

si
c � (39)i

l

where l is the effective viscosity of the fluid.
For liquids exhibiting different types of rheological be-

havior, the corresponding constitutive equation must be
used. Such an approach has been used for the interpreta-
tion of shear effects on mammalian cells (136) and algal
growth (43).

MASS TRANSFER

The volumetric mass transfer coefficient (kLa) is the rate
of gas transfer across the gas-liquid interface per unit of
driving force (the driving force is the gas concentration gra-
dient between the liquid and the gas). The mass transfer
coefficient kLa can be seen as the product of two terms: the
mass transfer coefficient kL and the specific interfacial
area a. Both terms depend on a series of variables that can
be grouped into three categories: (1) static properties of the
liquid, such a density, diffusivity, and surface tension;
(2) dynamic properties of the liquid (related to liquid flow),
such as rheological parameters; and (3) liquid dynamics.
In general, the variables in group 1 do not change very
drastically. The variables in groups 2 and 3, however, may
span wide ranges.

Mass Transfer Rate Measurements

Methods for the determination of kLa in a reactor can be
grossly classified as steady-state and nonsteady-state
methods. In the steady-state methods, the rates of oxygen
uptake in steady-state operation are evaluated, either by
measurement of inlet and outlet rates of oxygen or by di-
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Figure 27. Steps in the determination of the mass transfer co-
efficient (kLa). From Merchuk et al. (141).

rect analysis of a compound that reacts with the oxygen,
as in the case of the sulfite method. One of the problems
associated with these procedures is that the changes in
oxygen concentration in the gas streams are usually small,
and the errors of measurement thus have a substantial
influence. When a chemical is added to the system, there
is the question of whether the addition has provoked
changes in the physicochemical properties, which thus be-
come different from the properties of the original system.

Transient methods may be applied to follow the re-
sponse of the dissolved oxygen concentration in the system
after a step-change of oxygen concentration in the inlet gas
stream. These methods have the advantage that addition
of an alien material is not required and that a single con-
centration is measured. The correct use of this method has
been analyzed in depth by Linek et al. (137).

One important point to take into account is the dynam-
ics of the oxygen electrode. The lag in the response of the
oxygen electrode makes it necessary to discern between
the electrode response and the real oxygen concentration,
especially when close to a sharp change in concentration.
A correct analysis should also include the model of the dy-
namic behavior of the electrode. In order to simplify these
procedures, approximations based on truncation of parts
of the response curve have been proposed (133,138). These
methods are based on truncating the first part of the elec-
trode response obtained in a transient experiment. Once
the error included in the value of kLa is set, the extent of
truncation is fixed, allowing simplification of the analysis
of the remainder of the curve. It should be kept in mind
that this simplification implies the loss of part of the in-
formation, and due care should be given to statistical anal-
ysis of the results.

Variations of the method have been proposed to mini-
mize disturbances in the system by introduction of step
variations of agitation or pressure (137,139). In this way,
the method can be applied to bioreactors during real opera-
tion of the system.

One problem that may appear in the measurement of
mass transfer rates, especially when viscous liquids are
used, is related to the presence of very small bubbles that
are depleted of oxygen very rapidly but do not disengage
in the gas separator, thus constituting an inert volume of
gas in the reactor (134). Kawase and Moo-Young (140) an-
alyzed the use of transient absorption of CO2 for the de-
termination of kLa and concluded that the error due to
small bubble retention was much smaller than that in the
case of O2.

Whatever the method used for the determination of kLa,
the process of data elaboration is basically the same as is
shown schematically in Figure 27 (141). The measured
variable (usually oxygen concentration) is compared to the
value predicted by a mathematical model of the process.
The model includes kLa as a parameter, and the value of
kLa that gives the best fit is chosen. It is thus obvious that
the choice of the model is very important, and poor as-
sumptions on flow characteristics of gas or liquid phases
may lead to errors and deviations from the true values
(142). All the models are a simplified (amenable to math-
ematical treatment) description of the system. It should be
kept in mind, therefore, that kLa is not a property of the

system, but a parameter of the model adopted. If total mix-
ing is assumed in the model adopted, the mass transfer
coefficient obtained will consequently be limited. The as-
sumption of complete mixing is such a common practice
that many reports do not even specify explicitly that this
has been done, and in many texts the mass transfer coef-
ficient kLa is defined by the equation:

OTR � k a(C* � C) (40)1

It is often forgotten to state that this equation is valid only
for perfectly mixed systems.

Strictly, the different sections of ALRs (riser, down-
comer, and gas separator) have different flow characteris-
tics, and the mass transfer coefficient may be expected to
differ from one region to another. Some researchers (108)
have assumed that the contribution of the downcomer to
the overall mass transfer is negligible and have reported
values of kLa that are, in fact, the entire mass transfer
divided by the volume of the riser. The fact that the values
of the mass transfer coefficient are calculated and reported
in different ways introduces some ambiguity into the pub-
lished data; special care should therefore be taken when
comparing data or using published mass transfer coeffi-
cients for design purposes.

The assumption of perfect mixing in the liquid phase
may be questionable in the case of tall reactors. One very
simple method to verify this assumption is the simulta-
neous measurement of the response of the concentration
to a step-change in the inlet. In a perfectly mixed system,
the location of the probe should be irrelevant. Figure 28
(143) shows the response of three probes, one located at
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Figure 28. Response of three probes, one located at the end of
the riser, one at the inlet of the downcomer, and one at the bottom
of a split-cylinder ALR. From Siegel et al. (143).
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Hwang and Lu (146).

the end of the riser, one at the inlet of the downcomer, and
one at the bottom of a split-cylinder ALR. The difference
between the figures stems from a different gas separator
section, which changes the fluid dynamics in the system.
In one case the system behaved as perfectly mixed, because
of the large volume of the gas separator and the faster
liquid circulation. In the other (closed system in the figure),
the responses of the three electrodes were clearly different,
calling for a different analysis. The validity of the criterion,
originally proposed by Andre et al. (144), that compares
the circulation time in the reactor (tc) with the character-
istic time for mass transfer, which is the inverse of the
mass transfer coefficient, was thus confirmed (143):

t • k a � 0.5 (41)c L

If this condition is not fulfilled, the bioreactor cannot be
considered as a perfectly mixed volume, and more sophis-
ticated ways of analysis are required. In this case, the
mathematical model, and, consequently, the analysis of the
experimental data become much more complicated. Nev-

ertheless, this approach has been used (48,122,145,146),
and the mass transfer experiments render values of kLa
for each of the regions of the ALR. Figure 29 shows the
results reported by Hwang and Lu (146) in an internal-
loop ALR. The graph shows that the mass transfer takes
place at the highest rate in the riser. Values for the down-
comer are 50% lower, and those for the gas separator are
intermediate between the riser and the downcomer. The
overall mass transfer rate is the result of the balance be-
tween the volumes and rates in the three sections.

Bubble Size and Interfacial Area

As said earlier, the interfacial area per unit volume is an
important component of the volumetric mass transfer co-
efficient. In fact, it is the part of kLa that is most suscep-
tible to changes in operation variables and fluid properties.
The mass transfer coefficient kL varies only within a lim-
ited range (147), but the interfacial area is the main com-
ponent responsible for the changes in mass transfer rate
due to variations in turbulence, initial bubble size, and liq-
uid properties.

The methods for measurement of the interfacial area
are based either on rapid chemical reactions or on direct
measurement of bubble size. If a mean bubble size can be
defined, then the interfacial area can be evaluated with the
aid of the holdup measurement, since, in a population of
homogeneous bubble size, it can be applied:

6u
a � (42)

ds

where the Sauter mean diameter (dS) is given by

3n d� i i
d � (43)S 2n d� i i

and ni is the number of bubbles of diameter di

There are very few published data on bubble size ap-
plicable to ALRs. For the riser, the correlation presented
by Miyahara et al. (57) for the volumetric mean diameter
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of the bubbles in the riser of a concentric-tube ALR can be
used:

1/3gqLd̄ � f (N ) (44)W� �rd0

where d0 is the diameter of the sparger orifice and r the
surface tension,

We
N � (45)W 0.5Fr

and the function f (NW) is different for each range of NW:

f (N ) � 2.9 N � 1W W
�0.188f (N ) � 2.9N 1 �N � 2W W W
�0.5f (N ) � 2.9N 2 � N � 4W W W

f (N ) � 3.6 4 � N (46)W W

Data on bubble size in the downcomer of an ALR were
published by Popovic and Robinson (63). No data on inter-
facial area measured by chemical methods have been pub-
lished.

Data Correlations for Mass Transfer Rate

There are two ways of correlating experimental data from
ALRs. First, the hydrodynamic point of view suggests that
the movement of the fluid in the reactor determines its
overall behavior; the gas superficial velocity is therefore
the more appropriate independent variable. Second, the
thermodynamic point of view is based on a consideration
of energy balance, a more global approach to the system.
This will lead to correlation of the phenomena in the sys-
tem as a function of the energy input. Indeed, it is easier
to compare mass transfer coefficients in ALRs with those
in conventional reactors when the data are presented as a
function of the total power input (both mechanical and
pneumatic) per unit volume of the medium (34) (Fig. 30).

Figure 31 shows data for mass transfer coefficients as
a function of specific power input (149). References and
geometric characteristics can be seen in Table 5.

Selected of correlations proposed for the prediction of
mass transfer coefficients are shown in Tables 6 and 7 for
internal- and external-loop ALRs, respectively, and the
predictions are compared in Figures 32 and 33. Among the
internal-loop reactors, two correlations presented for re-
actors with a rectangular cross-section are shown (32,154).
For external-loop ALRs, the correlation by Popovic and
Robinson (88) is recommended. In the case of internal-loop
ALRs, most of the correlations predict similar values. The
correlation of Merchuk et al. (37) can be recommended on
the basis that more geometric parameters have been taken
into account, and this gives greater generality. Neverthe-
less, the general considerations already expressed when
analyzing other correlations in this chapter are valid here
as well.

HEAT TRANSFER

Because of the relatively low reaction rates of processes
involving microorganisms and cells, it may—in a very gen-
eral way—be said that heat-effect problems related to local
variations of temperature are not common in bioreactors.
Even in the case in which polymeric products are released
into the medium and very high viscosity is reached, heat
transfer is not the controlling step, because such viscous
media will hinder the mass transfer, and heat generation
will consequently be limited. In such cases the main point
of focus is thus, mass, rather than heat, transfer. Reactions
catalyzed by immobilized enzymes, however, may require
different considerations, because of higher reaction rates.

There is a far greater body of published data on heat
transfer in bubble columns than in ALRs, and some of the
basic observations are valid for both types of reactor. The
heat transfer rate in bubble columns is much larger than
that expected from single-phase flow (155). This is a result
of the bubble-driven turbulence and liquid recirculation,
which are characteristic of the flow in pneumatically agi-
tated reactors.

Several correlations have been proposed for the predic-
tion of the heat transfer coefficient in these reactors. Re-
cently, Kawase and Moo-Young (62) presented an expres-
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Table 5. Mass Transfer in ALRs

Curve
no. Reactor type

Height
(cm)

D Riser (cm)
draught tube

D Downcomer (cm)
reactor tube Ad/A Ref.

1 Concentric tube 143 21 30 1.04 150
2a External loop 180 15.2 76 � 10.2 0.69 45
2b External loop 180 15.2 7.6 0.25 45
2c External loop 180 15.2 5.1 0.11 45
2d Concentric tube 180 8.9 15.2 0.56 45
2e Concentric tube 180 7.6 15.2 0.35 45
2f Concentric tube 180 5.1 15.2 0.13 45
2g Bubble column 180 0 15.2 0.00 45
3a Rec. split vessel; all experiments, except high recirculation

and two spargers
435–450 9 � 250 7 � 25 0.78 32

3b Rec. split vessel; high recirculation and two spargers 435–450 9 � 25 7 � 25 0.78 32
4 External loop 850 10 5 0.25 78
5a Concentric tube 170 11.7 20 1.96 44
5b Concentric tube 170 17.6 20 0.26 44

Note: Curve numbers correspond to Figure 31.

Table 6. Mass Transfer in Internal-Loop ALRs

No. Formula Ref.

1 Sh � 3 •
�1Ad4 0.97 �5.4 0.04510 Fr M Ga 1 �� �Ar

1

2
�0.429Dr0.5 0.715 0.25 1.34Sh � 2.66Sc Bo Ga u� �D

151

3 kLa � 0.524 �0.2550.0343J lGr ap

c � 5000JGr

for
JGr � 0.04 ms�1

0.5c � 5000JGr

for
JGr � 0.04 ms�1

48

4 Sh � 0.68n�0.72Fr0.38n�0.52Sc0.38�0.14n 59

Table 7. Mass Transfer in External-Loop ALRs

No. Formula Ref.

1 KLa �
�2Ad0.8k J 1 �1 Gr� �Ar

45

Water KL � 0.75l�0.8r�0.2

NaCl KL � 0.79l�0.8r�0.2

2 kLa � 0.5 • �
�0.85Ad�2 0.52 0.5 1.03 �0.25 �0.8910 J 1 D q r lGr 1 1 1 ap� �Ar

88

or in simplified form:

kLa � 1.911 • �
�0.85Ad�4 0.52 �0.8510 J 1 lGr ap� �Ar

3

kLa � �
�1Ad0.8370.24J 1Gr � �Ar

in case of suspended solids:

kLa � (0.349 � �
�1Ad0.8370.102C )J 1s Gr � �Ar

152

4 kLa �
1.04P �0.15913 (U )L� �VD

32

5 kLa � (0.349 � �
�1Ad 0.8370.102C 1 Js Gr� �Ar

152
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Figure 32. Mass transfer coefficient kLa as a function of gas su-
perficial velocity for internal-loop ALRs. Correlations are pre-
sented in Table 6.

sion that satisfactorily fits most of the published data. The
model is based on Levich’s (156) three-zone concept and
Kolmogoroff ’s (157) isotropic turbulence theory and has no
empirical adjustable parameters. The model can take into
consideration non-Newtonian behavior of the liquid and
predicts the enhancement of the heat transfer due to the
shear-thinning effect of the fluid. The dimensionless ex-
pression may be written as:

1�0.63 b 1/3 �b b�3(n�1)Nu � 0.075(10.3n ) n (Pr*) Fr (Re*)
3

(47)

with

1�n n 2�n4 � n jD D JG
b � ; Pr* � ; Re* � (48)

6(n � 1) j k1�nJG� � � �C qp

where the symbols defined in “Nomenclature” have been
used.
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Figure 33. Mass transfer coefficient kLa as a function of gas su-
perficial velocity for external-loop ALRs. Correlations are pre-
sented in Table 7.

For Newtonian liquids, this equation reduces to:

1/3 1/3 �1/4 3/4Nu � 0.134 (Pr) Fr (Re) (49)

Kawase and Moo-Young (140) compared their model
with data and correlations published by various investi-
gators and found satisfactory agreement for both Newto-
nian and non-Newtonian liquids.

For ALRs (64), the flow in the reactor may be similar to
that in bubble columns if the internal recirculation is high,
or it may be even closer to net two-phase flow in pipes, in
which case the equations for heat transfer in pipes can be
used (126).

Blakebrough et al. (158) studied heat transfer rates in
an external-loop airlift fermentor used for culturing Asper-
gillus niger. They concluded that the enhancement of the
heat transfer rate could be explained by disturbances in
the liquid layer near the surface caused by the presence of
the microorganisms.

THREE-PHASE AIRLIFT REACTORS

The special qualities of the ALR stem, as stated before,
from its fluid dynamic characteristics. One such charac-
teristic is the directionality of the liquid flow. Indepen-
dently of superimposed fluctuations, a clear net flow is
present in the reactor, with exception of the gas separator
in internal-loop designs. Therefore, it is to be expected that
the fluidization capacity of the ALR will be markedly su-
perior to that of a bubble column. Several studies have
been conducted on the suspension of solids in ALRs, par-
ticularly on the use of this type of device for catalytic pro-
cesses in the chemical industry, where the solid support is
usually heavy (61,159–163). In this regard, a very impor-
tant point is the minimum gas superficial velocity that
leads to complete solid fluidization (61,87,159,162,164–
166). Hysteresis has been observed in some cases; once to-
tal fluidization has been attained, the superficial velocity
can be reduced to values lower than that required to reach
this state. This is due to the high pressure drop related to
passage of liquid through a bed of solids, before fluidiza-
tion, as compared to the drag forces required to maintain
the solid in suspension after all the solids are suspended.
Contradictory data on the effect of the suspended solids on

the reactor performance have been reported. Fan et al.
(167) claimed that the overall gas holdup increased due to
the presence of the solids, whereas Koide et al. (168,169)
showed the opposite effect on the gas holdup and reported
a small decrease in kLa as well. It is possible that these
discrepancies are due to the use of different solids. One of
the properties of solids that is often overlooked is wetta-
bility. Small bubbles may adhere on wettable solids, lead-
ing to a change in the apparent density of the particle and
thus changing their solid circulation velocity.

In the case of suspended solids that take an active part
in the process, the mass transfer rate from the liquid to
the solid may become the limiting step. The dependence of
particle size on the mass transfer to the suspended solids
has been studied by several authors (19,170,171).

All the comments made above relate to heavy solids.
This situation is not very frequent in biological processes,
with the exception of biolixiviation (172) or the special case
of microbial desulfuration of coal (173). In most of the bio-
logical processes that may take place in an ALR, the solids
are either cells, clumps of cells, or supports that are not
much more dense than the medium. Therefore, neither flu-
idization nor the distribution of solids in the reactor con-
stitutes a problem. Assa and Bar (174) found very small
variations in the axial distribution of animal and plant
cells suspended in an internal-loop ALR. This is due to the
small free-falling velocity of the solids, which is the reason
for the difference in loading between the riser and the
downcomer when heavy particles are used (160–162). Be-
cause of the small difference between solid and medium
density, the movement of the particles usually present in
biological processes is not as dependent on gravity forces
as on liquid and bubble movement. In this case, the trans-
port of liquid in the wake of the bubbles may be considered
to be the prevailing transport mechanism (175). Snape and
Thomas (176) proposed a Monte Carlo algorithm for mod-
eling particle movement by this mechanism in bubbly flow
to predict distribution of circulation times in the reactor.
Koide et al. (169) conducted a broad study of gas holdup
and mass transfer rates in an internal-loop ALR contain-
ing Ca-alginate beads, which are often used for cell im-
mobilization. The authors found that solid loading had a
negative effect on both parameters, but the particle di-
ameter had no influence in the range studied (1.8 mm �
dp � 3.98 mm). Chang et al. (31) studied the influence of
suspended pellets (cylindrical pellets of immobilized pen-
icillin acylase) on the mixing time in an internal-loop ALR.
They found mixing time increased when the solid volu-
metric concentration was raised up to 15%. For higher con-
centrations the trend inverted, and the mixing time de-
creased. No such effects were observed with heavier solids.
Increases in gas superficial velocity and in top clearance
both lead to decreases in mixing time in all cases.

AIRLIFT REACTOR—SELECTION AND DESIGN

Scale-up of Airlift Bioreactors

The problems encountered in the scale-up of bioreactors
can be concentrated into two groups. The first includes the
cases in which a high power input per unit volume is used
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sured at wavelength of 660 nm.

on a laboratory scale, but cannot be maintained on an in-
dustrial scale due to economic or mechanical limitations.
This is not the case for plant or animal cultures, for which
a very high specific power input cannot be used because of
cell fragility. The second group of problems can be gener-
alized as lack of knowledge about the hydrodynamics of
large-volume vessels.

The methods available for scale-up of bioreactors have
been reviewed by Oosterhuis (177), Kossen and Oosterhuis
(178), Sweere et al. (179), and Sola and Godia (180), among
others. Because, in general, design from first principles
cannot be undertaken because of the lack of basic knowl-
edge about the hydrodynamics of the bioreactors, one pos-
sible solution is the semifundamental method, which com-
prises using approximate simple models for fluid dynamics
and integrating them with basic known kinetics and heat
and mass transfer rates.

It does not happen very often that all this information
is available with a degree of certainty that allows safe de-
sign of a large system. Thus, the designer must usually
resort to dimensional analysis. This method requires a
knowledge of all the variables affecting the process, which
can be obtained from a qualitative, but realistic, model
(181).

A simplified version of this method is to limit the num-
ber of variables to one or two and to follow rules of thumb
(182), which, depending on the specific case, may be con-
stant P/V, constant kLa, etc. The literature shows, how-
ever, many cases of inconsistency for this method. For ex-
ample, design of a scaled-up bioreactor in which the oxygen
transfer rate is kept constant can lead to a better perfor-
mance than expected, as in the example reported by Tag-
uchi et al. (183) for glucoamylase production by Endomyces
sp., or worse than expected, as in the case of protease pro-
duction by Streptomyces sp. (184). These two examples are
shown in Figure 34.

The method of regime analysis and scale down, pro-
posed by Kossen and Oosterhuis (178), combines two tools
to overcome the problem posed by the complexity of bio-
chemical reactors. Their method is based on considering
the regime of the full-scale process as the objective and
planning the strategy of process development from this
point on. This method is therefore applicable only to con-
ventional and well-studied bioreactors that are to be used
in a new bioprocess.

Regime analysis is based on the consideration that, gen-
erally, biochemical processes involve a series of steps, some
being mass or heat transfer by convection, some being dif-
fusive mechanisms (activated or not), and others being
chemical reaction steps. In the latter case, a mass-transfer
mechanism is superimposed, since molecules must encoun-
ter one another in order to react, and usually a heat effect
will accompany the reaction. Depending on whether these
steps take place in parallel or in series and on the relaxa-
tion time for each step (185), the rate of the total process
is often given as the rate of one single step. But the equi-
librium between all the individual rates can be (and usu-
ally is) upset by a change in scale. This is to be expected,
because a change in scale will not bring a change in the
physicochemical or kinetic parameters (scale-insensitive
variables), but will affect the overall convective mass and

heat rates (scale-sensitive variables). A new equilibrium
will be established, and the interplay of all the parameters
of the system may lead to a regime in which a different
step becomes the step-controlling the process rate.

The method of Kossen and Oosterhuis (178) starts with
an analysis of the operation of the large-scale system. Once
the regime is clarified, a small-scale system is designed in
such a way that it simulates the operation regime of the
larger one. Optimization studies can be done on the
smaller model, and conclusions will then be extrapolated
to the full-scale process. This concept is depicted in Figure
35. An example of this method is given by Oosterhuis (177),
in which a large-scale stirred tank reactor is simulated on
a laboratory scale by two interconnected vessels, one with
a small liquid volume, high agitation rate, and high rate
of oxygen supply (representing the zone near the impeller-
sparger in the reactor), and a second vessel, with a much
larger liquid volume, oxygen consumption (simulated by
nitrogen sparging), and gentle agitation. The success of
this model suggests that large vessels must be carefully
analyzed and their internal structure studied for proper
modeling and design to be performed. The analysis starts
with the definition of the characteristic time constants of
the system.

In the case of low gas recirculation, the relationship be-
tween the total circulation time and the residence time in
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Figure 36. Influence of residence time in the poorly aerated
downcomer on the production of A. pullulans. Adapted from
McNeil and Kristiansen (186).

the downcomer may become very relevant. This was shown
by MacNeil and Kristiansen (180,186) for the scale-up of
an external-loop ALR for the production of Aureobasidium
pullulans. The poor oxygen supply in the downcomer was
reflected on the level of product synthesis, as shown in Fig-
ure 36. The smaller residence times lead to higher A. pul-
lulans production.

An analysis of the time constants required for the de-
sign of an ALR for plant cell culture has recently been pre-
sented (187). Figure 37 shows the reported values of the
time constants calculated for an external-loop ALR for
mixing, mass transfer, and oxygen consumption at two dif-
ferent cell concentrations: 5 and 30 kg/m3. These graphs
exemplify the changes in the controlling mechanism that
may take place as the physical properties of the broth
change in the course of the bioprocess.

Details on bioreactor scale-up may be found in the re-
cent review of Sola (180). It should be remembered, how-
ever, that the reliability of a scale-up will always be limited
by the quality of the predictions of gas holdup, liquid ve-
locity, and mass transfer rate.

Design Improvements

In the design of ALR, several modifications aiming at the
improvement of some of the characteristics of the equip-

ment have been proposed. One of the earliest modifications
was the two-staged ALR, proposed by Orazem and Erick-
son (148). Their design was inspired by the improvement
observed by them in the performance obtained with
multistage sieve trays over single-stage bubble columns.
They claimed that a substantially higher mass transfer co-
efficient was obtained, as was a better performance in
terms of oxygen transferred per unit of energy invested.

The combination of a concentric-tube ALR with a ma-
rine propeller (1000 rpm) was studied by Pollard et al.
(188) (Fig. 38). This modification, in which the stirrer was
located near the bottom of the draft-tube, served to in-
crease the circulation rate, which may be low for viscous
liquids. This configuration showed enhanced oxygen trans-
fer and more uniform distribution of the dissolved oxygen
concentration throughout the reactor in comparison with
that of the unmodified ALR. The liquid circulation was also
intensified. However, the improvement was achieved at
the cost of the introduction of a focus of energy input. As
has been mentioned before, the absence of such a high
shear region is one of the advantages of the ALR. This ad-
vantage is, in part at least, lost. It is interesting to note
that a bakers’ yeast culture (188) grown in the same type
of modified reactor did not reveal any improvement. This
may be related to the strong shear rate in the vicinity of
the propeller.
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Different types of static mixers, usually located in the
riser, have also been used for enhancing the performance
of ALRs (Fig. 38). Potucek (189) studied the influence of
static mixers on the gas holdup and interfacial gas-liquid
area in a concentric-tube ALR and found an improvement
in interfacial area. Enhancement of kLa has been also ob-
tained, especially in viscous liquids, as reported by Gas-
pillo and Goto (190) and Chisti et al. (191). Zhou et al. (192)
showed better growth of Cephalosporum acremonium in an
ALR with static mixers.

As mentioned above, it has been shown repeatedly that
the mass transfer rate in a bubble column is usually higher
than that in the conventional ALR. It therefore makes
sense to try to bring into the ALR some of the character-
istics of bubble columns in a controlled fashion. This was
done by Bando et al. (193,194), who tested a perforated
draft tube in a concentric-tube ALR. The perforations in
the draft tube facilitated communication between the less-
well aerated liquid in the downcomer and the better aer-
ated riser (Fig. 38). The reported improvements in mass
transfer rates were undoubtedly obtained at the cost of a
reduction of circulation velocity.

Another variant tested is the converging-diverging tube
ALR (195), which can be seen in Figure 38. The authors
report that the changes in cross-section in the riser pro-
duced an increase in the gas holdup.

One of the advantages of the directionality of flow in
ALRs is the improved fluidization capacity. The strength-
ening of this advantage was the aim of another modifica-
tion, the helical flow promoter, proposed by Gluz and Mer-
chuk (170). The helical flow promoter causes the fluid to
flow down in the downcomer (Fig. 39) in a helical pattern.
The device comprises several fins or baffles, which have
the effect of modifying the flow paths; instead of going in
straight lines along the axis, the flow paths move along an
helix. The baffles may be installed in a small section at
almost any place along the riser or the downcomer, and the
effect is perceived throughout the reactor. One of the best
positions for the helical flow promoter is the top of the riser.

A helical flow is then generated in the downcomer to pro-
duce a swirl at the bottom and a corkscrew-like path in the
riser. This has a strong potential for the culture of photo-
synthetic microorganisms. The helical movement causes
secondary flow, which leads to enhanced radial mixing, and
therefore more homogeneous distribution of light and heat
among liquid elements and suspended particles. With the
helical flow promoter, it is thus more likely that all the
elements of the fluid get the same exposure to light and
heat exchange.

One of the most important characteristics of the helical
flow promoter is the enhanced capacity for fluidizing solid
particles. This is due to the swirls that develop at the bot-
tom of the reactor. Thus, this modification is especially
suited to processes operating with cells immobilized on a
solid. The minimal gas flow rate for complete fluidization
of solids in an ALR may be reduced drastically by the use
of a helical flow promoter (170). In addition, the mass
transfer rate to suspended solids may be enhanced up to
50%, because of the higher relative velocity between the
particles and solids.

Another interesting aspect of the performance of helical
flow promoters can be seen in Figure 39 (196). Mass trans-
fer coefficients obtained in a bubble column, an ALR, and
an ALR with HFP were compared, for water and two so-
lutions of CMC: 0.2% and 0.04%. The corresponding effec-
tive viscosities for c � 50 s�1 are 16 and 38 mPa s respec-
tively. It is clearly seen that although with water there is
a consistent difference in favor of the bubble column, the
differences diminish as the CMC concentration increases,
and for the highest concentration tested the difference is
negligible. This implies that under these conditions the
disadvantage of the HFP in mass transfer vanishes,
whereas all the advantages mentioned before subsist.

SUMMARY AND CONCLUSIONS

ALRs are popular in modern bioprocess research and de-
velopment. These reactors are particularly suitable for bio-
logical processes in which a high mass transfer rate is re-
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quired, but excessive power input may lead to damage of
the cells due to shear effects. ALRs also have very appeal-
ing characteristics for bioprocesses for low-value products
in which efficiency of energy utilization may become the
key point for design. Such is the case for ALRs for waste-
water treatment. The ALR is particularly effective for solid
fluidization, which is important in many biological pro-
cesses in which the biocatalyst is available in the form of
pellets or is immobilized on a solid support.

The distinctive characteristics of ALRs are conferred by
the fluid dynamics of the liquid–gas or liquid–gas–solid
mixtures in it. These characteristics are expressed as gas
holdup, liquid velocity, and mixing in each of the zones of
the ALR. It is important to recognize the differences in the
fluid dynamic characteristics of these zones: the riser, the
gas separator, and the downcomer. Only a correct under-
standing of behavior and interconnection of these regions
can make possible the correct design of a new reactor or
the scale-up of a laboratory device up to pilot or industrial
size.

The purpose of scale-up is to conserve and repeat on a
larger scale the fluid dynamics of the reactor. Therefore,
one of the most important factors in the design and scale-
up of reactors is the influence of the geometric character-
istics of the system on the flow of the different phases pres-
ent.

The variables affecting the performance of the reactor
are geometric design, operation variables, and fluid prop-
erties. Several correlations are available in the technical
literature for the prediction of the fluid dynamic charac-
teristics of the reactor (gas holdup, liquid velocity, mixing
time of axial dispersion coefficient) and of the mass and
heat transfer coefficients. Although attempts have been
made to study all the aspects described, no single research
group has managed to cover all the variables over a wide
range. It is therefore extremely important that the engi-
neer confronting scale-up or de novo design of an ALR an-
alyzes in depth the range of validity of the correlations
used for the calculations.

NOMENCLATURE

a Interfacial area (m�1)
A Cross-sectional area (m�2)
B Heat transfer area (m2)
Bo Bond number or Bodenstein number (�)
C Concentration (mg/L)
Co Distribution parameter (�)
C Clearance or fiction losses coefficient (�)
d Mean diameter (mm)
D Diameter (m), diffusivity, dispersion coefficient
DL Diffusivity, dispersion coefficient (m2 sec�1)
E Energy (J)
Fr Froude number (�)
g Gravitational constant (m sec�2)
Ga Galileo number (�)
h Height (m)
hb Overall heat transfer coefficient

(W m�2sec�1K�1)

I Degree of homogeneity (�)
J Superficial velocity (cm sec�1)
K Saturation constant in Monod’s equation mgL�1

kLa Volumetric mass transfer coefficient (hr�1)
Kb Hydraulic coefficient bottom (�)
Kt Hydraulic coefficient top (�)
L Length (m)
M Wetted surface parameter (�)
Ma Bubble coalescence parameter (�)
Mo Morton number (�)
n Flow index (�)
N Agitation speed (sec�1)
Nu Nusselt number (�)
NW Parameter (�)
OTR oxygen transfer rate
P Pressure, power input (Pa)
Pe Peclet number (�)
Pr Prandtl number (�)
r Reaction rate (mol m�3sec�1)
Re Reynolds number (�)
S Surface area (m2)
Sc Schmidt number (�)
Sh Sherwood number (�)
t Time (sec)
U Velocity (m sec�1)
V Volume (m3)
Q Flow rate (m3sec�1)
We Weber number (�)
Wi Weissenberg number (�)

Greek Letters

� Coefficient (�)
b Flowing volumetric concentration (m3/m3)
c Shear rate (sec�1)
D Difference
u Gas holdup (�)
j Behavior coefficient (Pa sn�2)
k Heat conductivity coefficient (W m�1K�1)
l Dynamic viscosity (Pa s), specific growth

coefficient (h�1)
q Density (kg m�3)
r Surface tension (N m�1)
s Shear stress (Pa)
m Kinematic viscosity (m2 sec�1)

Indices

ab All bubbles
ap Apparent
b Bottom
b� Terminal
c Circulation
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d Downcomer, dissipation
D Dissipation
d Downcomer
g Growth
G Gas
ht Heat transfer
HM Heat production by the microorganisms
HS Heat production by stirring
i Region of reactor
in Input
L Liquid
m Mixing
max Maximal
mt Mass transfer
oc Oxygen consumption
p Potential
r Riser
s Gas separator
sc Sugar consumption
sh Shaft
sol Solid
t Top
T Total
w Water
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INTRODUCTION

Definitions
A continuous stirred-tank reactor (CSTR) is defined as an
agitated vessel with continuous addition and removal of
material and energy. The CSTR is one of the basic contin-
uous reactor types widely used in the chemical process in-
dustries because of its amenability to process control and
scale-up, although in biotechnology applications the CSTR
is used more often as a research tool than as a production
technology. An idealized, well-mixed CSTR can be modeled
as having no spatial variations in temperature, concentra-
tion, fluid properties, or reaction rates. Thus, the proper-
ties of the exit stream may be considered the same as those
throughout the vessel. Although such ideal mixing is never
observed, the vessel is designed to provide good mixing
through selection of operating conditions and vessel, baffle,
and impeller geometries. The stirred tank used in contin-
uous bioprocesses is similar to that used in batch biopro-
cesses, with the exception that the CSTR likely has an
overflow or other level control device. Oxygen can be intro-
duced into the vessel by sparging through inlets at the base
of the vessel, where impellers then disperse the bubbles.
Vessel jacketing or internal cooling coils provide a means
for heat transfer. Continuous systems that are not agitated
vessels often are modeled as CSTRs when their behavior
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approximates that of the ideal CSTR. CSTRs are also
known as backmix reactors, continuous-flow stirred-tank
reactors (CFSTRs), or chemostats, when used for cell
growth.

Strategy for CSTR Analysis

The performance and analysis of a CSTR is based on the
material and energy conservation balances and the under-
lying processes governing the reaction kinetics. Because of
the large variety of CSTR applications and limited space
for discussion in this article, a brief outline of the steps in
systems analysis will be beneficial in understanding any
CSTR-based process.

The strategy for analyzing CSTR performance first re-
quires defining the problem statement and goals. The sec-
ond step is system identification, which includes defining
the system boundaries and the interactions between the
system and its environment across the system boundaries.
The system could be a cell, the fluid in the reactor, or an
entire bioprocessing plant. The third step is to identify the
state variables that characterize the system. During the
course of the analysis, new state variables may be identi-
fied and added to the original list. The fourth step is to
characterize the state of the system using material and
energy balances that account for the accumulation of mass
and energy. In a general balance for a particular quantity,
the rate of accumulation of that quantity in the system is
equal to the net influx of the quantity across the system
boundaries plus the rate at which the quantity is gener-
ated. Separate material balances are written for the re-
actants, products, and the catalyst (e.g., cells or enzymes).
The final step is to calculate performance metrics and re-
visit the assumptions to determine the conditions under
which they are valid.

REACTION KINETICS

This section discusses the theory governing ideal CSTR
performance in two important bioprocess applications (cell
growth and enzyme reactions), the underlying assump-
tions of the theory, and some practical aspects associated
with CSTR operation.

Cell Growth

Introduction. Cell growth occurs in response to the en-
vironment. It is useful to classify growth in four mecha-
nistic categories and identify those features relevant to the
analysis of CSTRs. These classes are fission, budding, my-
celial, and viral growth. The modes of growth serve to high-
light the impact of morphology on bioprocessing consider-
ations.

Bacteria grow by a process of binary fission yielding two
identical daughter cells with doubling times typically be-
tween 0.5 and 3.0 h. The high specific growth rates of bac-
teria make them especially suitable for many CSTR appli-
cations; however, high O2 requirements and metabolic heat
generation become important considerations in bioprocess
scale-up. Animal cells (5 to 20 lm) are much larger than
bacteria (�1 lm) and yeast (5 to 10 lm) cells but grow more

slowly, with typical doubling times between 18 and 48 h.
Because of their larger size and lack of a protective cell
wall, mammalian cells are particularly sensitive to the
fluid shear in the vessel as well as to the osmotic pressure
of the medium. Mammalian cells grow over a narrow range
of osmotic/pressures and pH and typically have more com-
plex nutritional requirements than bacteria and yeasts do.

Cell division in yeast occurs primarily by budding, with
typical doubling times between 1 and 3 h. The budding
process leads to a mother and a daughter cell, each having
different growth rates and cell surface characteristics. Un-
like bacterial cultures, yeast cell populations have a broad
and time-varying distribution of ages and properties that
may influence the formation of a desired product.

Mycelial growth occurs in molds, actinomycetes, and
some yeasts by a process of hypha chain elongation and
branching. Mycelial cultures also are characterized by a
distribution of ages, with younger cells located at the hy-
phal tips. The hyphae form intertwined cellular strands,
or mycelia, that increase the broth viscosity and lead to
nonideal fluid mixing. High broth viscosity can be problem-
atic for process monitoring and control, cell separation and
recycle, and oxygen and heat transfer. Furthermore, fluid
shear in the vessel can cause hyphal breakage and the for-
mation of denser, more highly branched pellets or flocs.
Cells in these pellets may be exposed to different micro-
environments because of mass transfer limitations, which
can vary with culture conditions and influence important
cell properties.

Viral growth initially requires the infection of a host
cell, which occurs by attachment of the virus to the cell
surface and injection of viral nucleic acids into the cell in-
terior. New viruses are constructed from biological mole-
cules synthesized by the host cell under the direction of the
viral genome. Viral nucleic acid is replicated many times
(e.g., �500) and encapsulated in coat proteins to form a
large number of new viral particles. Viral growth can pro-
ceed to one of two phases. In the lytic cycle, the host cell
will lyse or break open and release infectious viral parti-
cles, whereas in the lysogenic cycle, the viral DNA will be
integrated into the host cell DNA and the host cell will
continue to reproduce normally.

CSTRs used for cell growth are commonly referred to as
chemostats or turbidostats, depending on the strategy
used to control the vessel environment. The most common
arrangement is the chemostat (1–3), in which the medium
fed to the vessel is designed so that all but a single nutrient
essential for growth are present in excess of the cells’ re-
quirements. Any nutrient necessary for growth can be used
to control the size of the cell population in the vessel, mak-
ing the chemostat a flexible tool to study cellular behavior
under different nutrient limitations. In a turbidostat, the
cell concentration in the vessel is maintained constant by
monitoring the optical density of the culture and modulat-
ing the medium feed rate to achieve a set point optical
density. When the optical density rises above the set point,
the feed rate is increased and, because the fluid volume is
maintained constant by an overflow device, the well-mixed
culture is diluted and the optical density approaches the
set point value. The turbidostat is less commonly used be-
cause of difficulties in continuously monitoring the cell con-
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centration. Its main utility is to control the growth rate
near the maximum growth rate, an operating region in
which the chemostat is less stable.

Material Balances. Cell mass is most often used to quan-
tify microbial growth and usually is proportional to cell
number under conditions of balanced growth, in which cel-
lular chemical and physical properties are preserved in
subsequent generations. Material balances based on cell
number may have particular utility for some applications,
such as mammalian cell culture, where number rather
than mass is the conventional method of analysis. One may
need to be wary of variations in cell size and morphology
that may not be apparent from measurements of cell mass
or number. The material balance for a uniform cell popu-
lation in a CSTR can be written as shown in equation 1, in
which l[h�1] represents the specific growth rate and
�[h�1] represents the specific rate of cell lysis and/or en-
dogenous metabolism (i.e., resulting in a decrease in cell
mass). The specific growth and death rates differ among
organisms and are functions of the cell environment (e.g.,
pH, temperature, nutrients).

d(V • X)F • X � F • X � V • l • X � V • � X �0123 123 14243 123 dt
123

CELLS CELLS CELL CELL
ACCUMULATIONIN OUT GROWTH LYSIS

(1)

It may be necessary to reformulate the cell balance if
the cell population is significantly differentiated; examples
include mixed cultures, mammalian cell culture, and re-
combinant fermentations with plasmid instability (see “Se-
lection/Mutation and Contamination”). If we assume the
system is operating at steady state and there is no accu-
mulation of fluid or cells in the vessel, then the time deriv-
ative can be set to zero. Under normal bioprocessing con-
ditions, cell death is assumed to be negligible (i.e., l � �).
Bacterial and yeast cells maintain approximately complete
viability except in suboptimal environments and at very
low dilution rates, whereas in mammalian cell culture, vi-
ability and cell lysis may vary significantly with time.

Assuming that the feed to the reactor is sterile (X0 �
O), the material balance reduces to equation 2, in which
the specific growth rate is equal to the liquid flow rate from
the vessel divided by the liquid volume. This quantity is
called the dilution rate D (the inverse residence time for
the CSTR) and has units of h�1.

F
l � � D (2)

V

Equation 2 illustrates one of the most important attrib-
utes of the chemostat: that the specific growth rate can be
controlled by manipulating the dilution rate. Control of the
specific growth rate, combined with the ability to maintain
a constant, defined cell environment, makes the chemostat
a powerful experimental tool with which to investigate the
many factors that influence cell growth, metabolism, and
product formation. It is as an investigative tool, rather

than as a production technology, that continuous culture
has found its widest and most successful application.

A second material balance can be written for the
growth-limiting substrate (S) using an allocation model for
substrate utilization, in which substrate uptake is divided
into cell growth, cell maintenance, and product formation
components.

F • S � F • S0123 123
SUBSTRATE SUBSTRATE

IN OUT

q • XPl • X
� m • X �� V • YP/S123 123YX/S123

MAINTENANCE PRODUCT� �
GROWTH

FORMATION

d(V • S)
dt

� 123 (3)
ACCUMULATION

In this equation, YX/S is the cell yield (or dry cell weight,
DCW) on substrate (g DCW/g substrate), m is the cell
maintenance coefficient (g substrate/g DCW � h), qP is the
specific product formation rate (g product/g DCW � h),
and YP/S is the mass yield of product on substrate (g prod-
uct/g substrate). Each specific yield coefficient describes
the allocation of substrate to cells, product, or mainte-
nance. Depending on whether the fermentation goal is to
produce cells (biomass) or a metabolic product, it may be
possible to simplify the substrate balance by assuming
that some uptake terms are dominant. The following sec-
tions describe the analysis of biomass production and prod-
uct formation.

Biomass Production. In the case of biomass production,
in which the goal of the fermentation is to produce cells,
the large majority of nutrient uptake goes toward cell
growth. The rate of substrate uptake for growth is as-
sumed to be much greater than that for maintenance (i.e.,
l/YX/S � m) and product formation (i.e., l/YX/S � qP/YP/S).
Assuming the system is at steady state, the substrate bal-
ance (equation 3) can be rewritten and solved for the cell
concentration using equation 2.

X � Y • (S � S) (4)X/S 0

To determine the relationship between the specific
growth rate and the cell environment, a suitable growth
model must be adopted. The simplest and most common
relationship used is the unstructured Monod growth
model, in which cell growth is a function of a single limiting
substrate, usually the carbon source. Alternative unstruc-
tured growth models are given in Table 1. These unstruc-
tured growth models are empirically derived from obser-
vations of chemostat behavior, and their applicability to
dynamic-batch or fed-batch processes should not be as-
sumed. Some unstructured models (e.g., substrate inhibi-
tion) can have more than one solution, making different
steady states possible depending on the starting condi-
tions. Structured models, which typically account for ei-
ther changes in cell composition, intracellular concentra-
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Table 1. Common Unstructured Growth Models

Monod

l �
l • Smax

K � SS

Modified monod

l �
kl • Smax
kK � SS

where k is an adjustable parameter

Inhibition models Noncompetitive Competitive

Substrate inhibition
l �

l • Smax

S
(K � S) • 1 �S � �KI

l �
l • Smax

KSK � S � • SS � �KI

Product inhibition
l �

l • Smax

P
(K � S) • 1 �S � �KP

l �
l • Smax

KSK � S � • PS � �KP
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Figure 1. Ideal chemostat performance: lmax � 1.0 h�1, KS �

0.05 g/L, S0 � 30 g/L, YX/S � 0.5 g DCW/g substrate.

tions (4), or cell morphology (5), have been proposed in
varying degrees of complexity (6,7). Structured models can
have utility when such properties significantly influence
the kinetics and are required to accurately describe behav-
ior (such as in dynamic process modeling).

l • Smax
l � � D (5)

K � SS

In the Monod model, lmax is the maximum specific
growth rate of the organism, and KS, called the saturation
constant, is inversely proportional to the cell’s affinity for
the substrate. The value of KS is typically quite low (1 to 5
mg/L for Escherichia coli on glucose), which means that l
� lmax when S � 10KS and that l only becomes a strong
function of the substrate concentration when S � 10KS.

Note that the maximum specific growth rate of the or-
ganism limits the extent to which the dilution rate can be
increased.

l � D (6)max C

This threshold dilution rate is called the critical dilution
rate (DC), and increasing the dilution rate beyond DC re-
sults in “washout”; cells are removed from the vessel at a
rate faster than their growth rate. This can limit the pro-
ductivity of the simple CSTR and motivates cell retention
or recycle strategies that enable operation at higher
throughputs.

Rearranging the growth model to solve for the substrate
concentration in the vessel gives

D • KSS � (7)
l � Dmax

At dilution rates above DC, cells have been washed out of
the vessel, and the substrate concentration equals the inlet
concentration (SO). By substituting equation 7 into equa-

tion 4, the cell concentration becomes an explicit function
of D and SO.

D • KSX � Y • S � (8)X/S 0� �l � Dmax

The biomass productivity of the CSTR (RCSTR), defined as
the cell output per reactor volume, is calculated as

F • X D • KSR � � (D • X) � D • Y • S �CSTR X/S 0� �V l � Dmax

(9)

Figure 1 shows the steady-state cell and substrate con-
centrations and biomass productivity for the ideal chemo-
stat. Note that the substrate is almost completely utilized
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Table 2. Yield Coefficients for Bacteria on Different
Carbon Substrates

Substrate
(i)

YX/S

[g DCW/g substrate]
YX/O2

[g DCW/g O2]
YHl

[g DCW/kcal]

Acetate 0.36 0.70 0.21
Glucose 0.51 1.5 0.42
Methanol 0.40 0.44 0.12
Ethanol 0.68 0.61 0.18
n-Paraffins 1.0 0.50 0.16
Methane 0.62 0.20 0.061

Source: From Ref. 16.

over most of the operating dilution rates. This high con-
version of substrate is a key attribute of the ideal CSTR
system, improving the economics of processes that depend
on efficient substrate utilization and minimizing the ef-
fects of substrate inhibition. Also shown in Figure 1 is the
high concentration of cells in the vessel until washout at
the critical dilution rate. The maximum biomass produc-
tivity is located close to the washout point, making opera-
tion at the maximum productivity point very sensitive to
deviations in dilution rate.

The dilution rate associated with maximum biomass
productivity for a fixed limiting nutrient concentration in
the feed (DM) can be calculated by setting the derivative of
(DX) with respect to D to zero and solving for the dilution
rate. DM is then given as

KSD � l 1 � (10)M max� ��K � SS 0

By substituting DM into equation 8, we can solve for XM,
the cell concentration corresponding to DM.

X � Y [S � K � K (S � K )] (11)�M X/S 0 S S 0 S

Considering the limiting nutrient concentration (S0) as
an independent design variable, equation 11 suggests that
the substrate concentration in the feed can be increased
arbitrarily to achieve extraordinary cell densities and
productivities. In reality, the productivity of an aerobic re-
actor system is ultimately limited by the rates of heat and/
or mass transfer when the reaction kinetics are fast (i.e.,
high X and D) (see “Mass Transfer”). Oxygen transfer, and
not the carbon substrate, is often growth limiting because
oxygen is an essential nutrient for aerobic metabolism. It
is poorly soluble in the medium (typically around 7 mg/L
for air at 1 atm), and its transfer rate is restricted by the
physical capabilities of the oxygenation system. Oxygen-
limited growth may be expressed as a steady-state balance
between the oxygen uptake rate (OUR) and the oxygen
transfer rate (OTR). Oxygen transfer is usually limited by
transfer from the gas to liquid phases, leading to the
steady-state balance:

l • X
� m • XO k a(C* � C )2 L LYX/O 1424321442443 � (12)� �

OTROUR

in which is the cell yield on oxygen (g DCW/g O2),YX/O2

is the maintenance coefficient for oxygen (g O2/g DCWmO2

� h), kL is the liquid phase mass transfer coefficient (cm/
h) a is the specific interfacial area for mass transfer (cm2/
cm3), kLa is the mass transfer coefficient (h�1), and (C* �
CL) is the driving force for mass transfer where C* is the
equilibrium oxygen concentration (mmol/L) and CL is the
dissolved oxygen concentration (mmol/L). Typical values
for are located in Table 2. The ability of the heatYX/O2

transfer system to remove heat generated during microbial
growth can also limit RCSTR, as discussed in “Energy Bal-
ance”. These limitations will be important in evaluating
and comparing CSTR performance.

The biomass productivity of the CSTR can be compared
to the productivity of a batch fermentor (RBATCH) by defin-
ing a relevant batch productivity. The batch fermentation
cycle consists of a lag phase, an exponential growth phase,
cell harvest, and a batch turnaround time associated with
cleaning, sterilizing, and filling the vessel. The lag, har-
vest, and turnaround activities can be grouped into a term
tTURNAROUND in order to determine the batch cycle time
(tCYCLE) using equation 13, in which Xi is the concentration
of cells in the vessel following inoculation (typically Xi �
0.1 � X).

1 X
t � ln � t (13)CYCLE TURNAROUND� �l Xmax i

Cell growth can be calculated from the cell yield on the
growth-limiting substrate and the initial concentration of
substrate, again assuming cell maintenance and product
formation are negligible.

X � X � Y S (14)i Y/S 0

Subsequently, the ratio of biomass productivities in the
CSTR at DM, (RCSTR)M, and in the batch fermentor is given
by equation 15, in which it is assumed that S0 � KS (as it
often is).

(R ) (D • X ) XCSTR M M M
� � ln � l • t (15)max TURNAROUD� �R XX � XBATCH ii� �tCYCLE

Equation 15 often appears as a measure of relative bio-
mass productivity, in which the CSTR is favored over batch
operation at high growth rates and long turnaround times.
However, equations 10 and 11, associated with maximum
productivity, do not reflect the ultimate limitation posed
by heat and mass transfer in industrial aerobic processes.
Given that productivity has a limit dictated by the system,
the independent parameters, D and S0, can be adjusted so
that the maximum productivity is attained during opera-
tion. Recognizing that (RCSTR) is ultimately limited by the
maximum oxygen transfer rate, equation 12 can be re-
arranged to give the biomass productivity.

D • Y • OTRX/O MAX2(D • X) � (16)
(D � m • Y )O X/O2 2

Notice that the cell concentration is fixed once an operating
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Figure 2. Chemostat operating at maximum oxygen transfer
rate: OTRmax � 100 mmol O2/L � h, lmax � 0.09 h�1, �YX/O2

1.56 g DCW/g O2, � 0.024 g O2/g DCW � h, YX/S � 0.45 gmO2

DCW/g substrate, 95% substrate conversion.

dilution rate is specified. Solving equation 16 for X and
substituting into equation 4 yields

Y • OTRX/O MAX2S � (17)0 Y • d • (D � m • Y )X/S S O X/O2 2

where dS is the fractional substrate conversion. High sub-
strate conversion leads to lower raw materials costs and
reduces the burden of residual substrate on downstream
purification and waste treatment operations. When oper-
ating near the maximum reactor productivity (i.e., maxi-
mum OTR), the dilution rate and the inlet substrate con-
centration can be adjusted independently to achieve target
levels of cell concentration and/or substrate conversion, as
shown in Figure 2.

For biomass production when O2 transfer is not limiting
productivity, the CSTR is favored over batch operation
when the specific growth rate is high and the batch turn-
around time is long. However, most industrial processes
will be operating at or near the oxygen or heat transfer
limitation. The desirability of enhanced O2 transfer has
motivated the development of novel bioreactor designs
(e.g., bubble columns, loop or airlift reactors). For thera-
peutic products, however, the overwhelming majority of
fermentations are batch or fed-batch processes. In these
applications, the choice of operating mode is not based on
biomass productivity. Performance metrics such as volu-
metric productivity of the product, product yield, and prod-
uct concentration become more important in evaluating
potential operating strategies than simply the biomass
concentration.

Product Formation. When the goal of the fermentation
is to produce a product other than biomass, the criteria
used to evaluate alternative operational modes are less
straightforward than biomass productivity. In order to
evaluate process alternatives, a proper set of performance
metrics must be identified that relate to overall process
economics. When process economics are dominated by fer-

mentation costs (e.g., fuel alcohol or gluconic acid produc-
tion), volumetric productivity and conversion yields are es-
pecially relevant criteria as they relate to the size and cost
of the reactor system and the cost of raw materials. In pro-
cesses where recovery costs dominate (e.g., antibiotics),
however, the size and operational costs of the recovery sys-
tem are proportional to the fluid volume processed and in-
versely proportional to the product concentration (8). As a
result, the final product concentration, or titer, is more im-
portant than biomass productivity.

The material balance on the product can be written as
shown below, in which product formation is expressed us-
ing a specific product formation rate qP (g product/g DCW
� h), and product degradation by a specific rate constant
kP(h�1).

dP
q • X � k • P • D � D • P �P P dt123 14243 123 123

PRODUCT PRODUCT PRODUCT PRODUCT
FORMATION DEGRADATION OUT ACCUMULATION

(18)

Product formation can be characterized in relation to
growth, being growth (primary metabolites) or nongrowth
(secondary metabolites) associated. Examples of growth-
associated products are direct catabolic products of the car-
bon substrate, such as ethanol and citric or acetic acid.
Nongrowth-associated products, comprising many antibi-
otics, are metabolites that are not necessary for cell growth
and typically are only produced during slow or stationary
growth phases. Some products, such as xanthan gum and
lactic acid, are mixed growth associated in that they are
produced during slow and stationary growth phases. Nu-
merous models of product formation have been proposed,
taking into account variables such as hyphal morphology,
cell age, surface area, metabolic carbon flux, and plasmid
copy number. A simple model expresses the growth depen-
dence of qP as (9)

q � � • l � bP 123 {
(19)

GROWTH NONGROWTH
ASSOCIATED ASSOCIATED

The steady-state product balance can be rewritten and
solved for P.

q • X (� • l � b) bPP � � • X � � � • X (20)� �D D D

For growth-associated products (i.e., � � b) product con-
centration is proportional to biomass and is independent
of the dilution rate when X is approximately constant. In-
creasing the dilution rate results in increased product for-
mation up to the region near DC. The growth dependence
of product formation and intracellular metabolic fluxes can
be determined using a chemostat (10). An example of
growth-associated product formation is shown in Figure 3
(11), in which product concentration is proportional to bio-
mass and the growth dependence of qP is evident.
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Figure 3. Production of �-amylase in a chemostat by recombi-
nant Escherichia coli. The authors (11) used a modified Leude-
king–Piret model, qP � (�l � b)(1 � kl)�1, to describe �-amylase
kinetics. The term (1 � kl)�1 accounts for an observed increase
in plasmid copy number with decreasing growth rate. Model pa-
rameters were regressed from data: � � 34.12 units/mL � OD660,
b � 4.2 � 10�10 U/mL � OD660 � h, and k � 8.63 h. Experi-
mental data are depicted as points, model predictions as solid
lines, and trend lines as dotted lines.

In the case of secondary metabolites (i.e., � � b), product
concentration is inversely proportional to the dilution rate,
and the productivity (D � P) is independent of dilution
rate. The low dilution rates favorable for secondary me-
tabolite production approach batch operation, which is
generally favored over the CSTR in such instances.

Other issues can impact the decision between batch and
continuous culture. The ability of the CSTR to maintain
an ideal environment for product formation may offer a
competitive advantage over the batch fermentation, with
its time-varying environment and prolonged lag and sta-
tionary growth phases. Regulatory and market factors also
play an important role in deciding on the operating mode.
The CSTR is a dedicated manufacturing system used to
produce a single product. Such a system may not be well
suited for the production of specialty chemicals and phar-
maceuticals because it can neither adapt to variable mar-
ket demand nor satisfy demand for multiple products.

Energy Balance. Heat transfer is an important consid-
eration in fermentor design, scale-up, operation, and ster-
ilization. The energy balance is used to determine the
time–temperature profile of the fermentation broth by ac-
counting for the transfer and accumulation of energy. The
heat transfer rate limits the ability to reduce the cycle time
for sterilization (12). More importantly, the rate of heat
removal from the broth during cell growth can constrain
volumetric productivity, an issue in very large reactors
with reduced area-to-volume ratios. Because considerable
heat generation accompanies rapid cell growth, the high
specific growth rates favored in industrial CSTR applica-
tions will exacerbate the problem of heat transfer in large
reactors. The steady-state energy balance for the fluid in
the CSTR is written as

Q � Q � DQ � Q � Q � Q � 0AGIT MET SENS LOSS EVAP EXCH

(21)

in which QAGIT is the mechanical energy imparted to the
fluid through impeller agitation (equal to the gassed power
input), QMET is the metabolic heat generated by cell
growth, DQSENS is the net sensible heat added to the sys-
tem by streams entering and leaving the system, QLOSS is
the sum of the heat losses from the system to the surround-
ings, QEVAP is the latent heat removed by evaporation, and
QEXCH is the heat removed from the system by an appro-
priate heat exchanger system (13). In some cases, the heats
of solution and mixing must be accounted for, but in most
cases they are negligible. The terms DQSENS, QLOSS, and
QEVAP are comparatively small, leading to the simplified
energy balance

Q � Q � Q (22)EXCH MET AGIT

For fast-growing microorganisms, the heat exchanger duty
can be as high as 7.7 to 23.2 kW/m3, of which QMET and
QAGIT typically represent about 75% and 25% of the total,
respectively (14).

Approximately 40 to 50% of the energy contained by a
substrate is converted into useful chemical energy,
whereas the balance is released as heat. If this metabolic
heat is not removed from the fermentation broth, the tem-
perature will rise and possibly hinder performance. Met-
abolic heat generation is a function of the growth rate of
the organism, the cell concentration, the fluid volume, and
the efficiency of cell growth on a particular substrate (i),
which can be expressed as the metabolic heat released per
gram of cell produced (1/YHi) (kcal/g DCW).

l • X
Q � V (23)MET YHi

In aerobic fermentations, oxygen is the final electron ac-
ceptor in substrate metabolism, enabling a correlation be-
tween the rates of oxygen uptake and heat generation. The
following empirical correlation (15) gives QMET (kcal/h) as
a function of specific oxygen consumption, (mmol O2/LqO2

� h), and V(L):

Q � 0.12 • V • q (24)MET O2

where the oxygen demand during exponential growth can
be expressed using the cellular yield on oxygen, (gYX/O2

DCW/g O2).

l • X
Q � (25)O2 YX/O2

Table 2 gives values of YHi and for bacterial growthYX/O2

that can be used to estimate oxygen demand and metabolic
heat generation. Notice that the more reduced substrates
result in greater O2 demand and heat generation and sub-
sequently a larger burden on the O2 transfer and heat ex-
change system.

Heat exchange systems are chosen based on the ex-
pected heat exchanger duty, influence on fluid mixing, im-
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pact on cleaning and sterilization, utility economy, and
maintenance, operating, and capital costs. Heat exchang-
ers for fermentors commonly consist of a jacket or shell
around the vessel, internal coolant coils, or occasionally an
external heat exchanger. The rate of heat removal by a
heat exchanger system can be described using a Fourier’s
law expression:

Q � U • A • (T � Tc) (26)EXCH

in which A is the surface area available for heat transfer,
U is an overall heat transfer coefficient accounting for all
heat transfer resistances, and (T � Tc) is the driving force
for heat transfer, where T is the bulk temperature of the
fermentation broth and TC is the temperature of the cool-
ing fluid used in the heat exchanger. Typical values of the
heat transfer coefficient are 50 to 150 BTU/ft2 � h � �F
(280 to 850 W/m2 � K). An important consequence of fer-
mentor scale-up is a decreasing surface-area-to-volume ra-
tio (A/V): at increasing scale the capacity for heat removal
relative to heat generation diminishes and often becomes
limiting at larger volumes.

The rate of heat removal can be increased by increasing
the temperature driving force, increasing the heat transfer
surface area, or reducing resistance to heat transfer (in-
creasing U). Water is primarily used as the coolant fluid
because of its availability and low cost relative to a refrig-
erated coolant system. The temperature of the cooling wa-
ter increases as it passes through the heat exchanger, so
an arithmetic or logarithmic mean Tc may give a more rep-
resentative measure of the coolant temperature. Increas-
ing the coolant flow rate can decrease the mean coolant
temperature but with a subsequent increase in utility con-
sumption. Furthermore, the pressure drop of the ex-
changer and pump capacity limit the extent to which cool-
ant flow rate can be increased. The heat exchanger area is
dictated by the size and type of heat exchange system cho-
sen during process scale-up. The overall heat transfer co-
efficient and constituent resistances are thoroughly dis-
cussed elsewhere. In general, poor mixing contributes to
decreased heat transfer (see “Nonideal Mixing”). It is suf-
ficient to focus on the convective heat transfer coefficient
on the fermentation broth side, h[W/m2

* K], which is often
the dominant heat transfer resistance. The convective heat
transfer coefficient is a function of the Reynolds number
(Re), Prandtl number (Pr), viscosity ratio (Vi), and the sys-
tem geometry (FGEOMETRY). In many cases Vi � 1, and the
exponents a and b have typical values of 0.8 and 0.3, re-
spectively.

a b cNu � C • Re • Pr • Vi • F1 GEOMETRY

a b c2h • D D Nq Cpl lT i
� C • F (27)1 GEOMETRY� � � � � �k l k lw

Economic Considerations. Operating costs are those
costs associated with maintaining a given production level
dictated by the scale and scheduling of the process, typi-
cally grouped as raw materials, direct expenses, and in-
direct expenses. Although the focus here will be on raw
materials and direct expenses (e.g., utilities, maintenance,

operating supplies, and labor) associated with the CSTR,
it is important to view the reactor system in the context of
the entire process. The process flow diagram will form the
basis for determining not only the reactor operating costs
but also the capital and operating costs of air compressors,
pumps, holding tanks, and various downstream units. It
is important to remember that the relative costs associated
with the reactor system, batch or continuous, may not have
a significant impact on the total process economics if prod-
uct recovery costs are dominant (see “Product Formation”).
Raw materials costs include the material and handling
costs of components added to the system to satisfy meta-
bolic (e.g., C, N, O sources) or process (e.g., acids or bases
and antifoam agents) requirements. Direct expenses in-
clude the cost of utilities, maintenance, operating supplies,
operating labor, direct supervision, laboratory charges,
and patent royalties. Continuous systems are easier to au-
tomate and offer the potential of lower labor costs than
batch production systems, with their labor intensive start-
up and shut-down operations. Indirect expenses include
taxes and depreciation, usually expressed as a percentage
of the plant cost.

Media. The selection of bioprocess media typically in-
volves a trade-off between media cost and the product yield
and titer. It is an important stage of development that can
influence the design and performance of the entire process.
Selecting an apparently cheap media, for example, may
result in more expensive downstream recovery and waste
treatment operations. In general, media selection includes
a number of technical and economic considerations: yield
or titer of desired and undesired products; cost; variability
in composition and price; availability; effect on down-
stream processes; need for pretreatment or supplements;
shipment, storage, and handling, and need for testing and
validation.

Media can be classified as defined or undefined with re-
spect to chemical composition. Laboratory-scale chemostat
investigations commonly use defined media to allow pre-
cise control over the growth-limiting nutrient and medium
composition. Small bioreactors (1 to 4 L) are preferred for
continuous operation in the laboratory because media
preparation and storage are less of a burden. Industrial
microbial fermentations predominantly use undefined me-
dia because they generally are less costly and perform bet-
ter than defined media. Undefined microbial media often
contain agricultural by-products (e.g., molasses or corn
steep liquor) and thus are subject to source market fluc-
tuations in quality and price. Processes that have been val-
idated with a variety of media may change the production
media to take advantage of market changes. The costs of
raw materials as a percentage of operating costs for pri-
mary metabolites can range from 40% for citric acid to 70%
for ethanol from sugar cane (17), whereas for secondary
metabolites media costs can be around 10 to 20%. At small
scale (less than 10 m3), mammalian cells are often grown
in undefined serum, an expensive and sometimes scarce
media derived from mammalian plasma. Viral contami-
nation and the presence of serum proteins can complicate
cultivation, product recovery, and quality control and qual-
ity assurance (QA–QC) in industrial processes. These com-
plications, combined with regulatory pressure to safeguard
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against viral contamination, are a driving force toward the
development of defined, serum-free media in order to avoid
use of animal-derived media components.

Utility Expenses. Steam, cooling water, and power re-
quirements comprise the majority of utility expenses. Pro-
cess demand for water-for-injection (WFI) must also be de-
termined for clean-in-place (CIP) systems. Steam usage
occurs predominantly during media and equipment ster-
ilization and can be calculated using knowledge of the ster-
ilization cycle. Continuous reactors readily lend them-
selves to the use of continuous, as opposed to batch, media
sterilization systems, offering advantages in reduced ther-
mal degradation of heat-sensitive media, reduced sterili-
zation time, more efficient fermentor use, and greater
steam economy (about 20 to 25% of the steam used by
batch sterilization) (12). The cooling water requirement,

(kg/h), can be calculated knowing the heat exchangerwH O2

duty from the energy balance (equation 21):

QEXCHw � (28)H O2 C • (T � T )p out in

where Cp is the heat capacity of water [�1 kcal/kg * K] and
Tout and Tin are the outlet and inlet cooling water tem-
peratures, respectively. The availability of abundant low-
temperature water can reduce cooling water requirements
and possibly allow the use of larger reactors because of the
improved ability to remove metabolic heat.

Oxygen demand and mixing requirements drive power
consumption by agitators and compressors, whereas larger
volumes, higher cell densities, higher specific O2 uptake
rates, and higher broth viscosities result in increased
power requirements. Total power consumption for agitated
vessels is typically in the range of 2 to 10 kW/m3. Centrif-
ugal pumps are predominantly used in bioprocesses for
their relatively low cost and ability to handle suspended
solids. Although pumps represent only a small fraction of
power consumption, they can be a significant percentage
of overall maintenance costs. In addition, the performance
of continuous processes is particularly susceptible to pump
failure and may warrant additional capital investment to-
ward the installation of backup pumps in parallel.

Actual vs. Ideal Behavior. In this section, the assump-
tions used in the development of the ideal CSTR theory are
revisited in order to determine when they are invalid and
to gauge the impact of nonidealities on performance.

Nonideal Mixing. The major assumption of the ideal
CSTR is that there are no spatial variations of properties
inside the vessel. Such ideal mixing is never observed in
actual systems and even deteriorates on scale-up, although
it can be a good approximation of behavior. The challenge
is to determine when nonidealities can be expected and
how they will influence performance.

Equipment design, operating conditions, and broth
properties all influence the quality of fluid mixing in the
vessel. Agitated tanks are designed to provide good mixing
through selection of tank geometry, baffle placement, and
impeller design, although mixing quality decreases with
increasing scale. Agitator power input and gas sparging
rates, although typically associated with oxygen transfer,

are critical to mixing. High broth viscosities, typical of my-
celial fermentations, contribute to poor mixing. Poor mix-
ing can affect oxygen transfer (18), product formation (19),
heat transfer, process monitoring and control, and the dis-
tribution of components added to the system (20,21).

Nonideal mixing in continuous systems is typically
characterized by either the residence time distribution, the
distribution of fluid residence times around the ideal res-
idence time (s) (22), or the mixing time (tM), the time re-
quired for a system to respond to a feed disturbance. The
ideal mixing time is equal to zero (instantaneous), and the
mean value of the residence time distribution is s (or D�1).
Residence time distributions are typically measured by
pulse or step addition of a tracer into the reactor feed and
tracking the appearance of the tracer in the exit stream as
a function of time. Correlations obtained from dimensional
analysis can be used to predict mixing times, which in-
crease with scale and broth viscosity (23). Small vessels
(�500 L) are generally well mixed (tM � s), but large fer-
mentors (�5,000 L) typically have poor mixing (tM � min).
Compartmental mixing models, in which the bulk fluid is
modeled as discrete CSTRs and plug flow reactors (PFRs)
with fluid interchange, have been used to describe hetero-
geneity in large vessels (24).

Wall growth is a special case of nonideal mixing in
which cells adhere and proliferate on vessel surfaces (25),
where they are hidden from cell mass measurements ob-
tained from samples of the bulk fluid. The system, in ad-
dition to being heterogeneous, is no longer at steady state
because cells are accumulating in the vessel. This can pose
serious problems if the accumulating organism is a con-
taminant or otherwise undesirable organism. The metab-
olism and growth of wall-bound cells can be quite different
from the suspended population because of mass transfer
limitations. Wall growth can reduce heat transfer, create
sterilization and cleaning problems, and corrupt measure-
ments in experimental systems. It can be a significant fac-
tor when the surface-area-to-volume ratio (A/V) is high
(e.g., laboratory-scale systems and vessels with internal
cooling coils) and may require modifications to chemostat
design or operation (26). For example, the glass walls of
laboratory vessels are sometimes treated with organosi-
lane compounds to minimize wall growth. Yeast and my-
celial cells with a propensity to form pellets are prone to
wall growth under the same conditions that favor floccu-
lation. A discrete washout point does not exist with wall
growth, because cells are effectively immobilized in the
vessel even past DC.

Substrate Assumptions. Deviations from ideal chemostat
behavior may arise when assumptions regarding the mag-
nitudes of nutrient uptake, the consistency of cell compo-
sition, or the identity of the growth-limiting nutrient be-
come invalidated. Substrate uptake for growth in equation
3 was assumed to be much larger than that for mainte-
nance and product formation. At low dilution rates (i.e.,
low growth rates) the maintenance term becomes signifi-
cant (m � l/YX/S) and less substrate goes toward cell
growth, causing the actual X to be less than predicted by
the ideal theory at low D. Similarly, at high dilution rates,
the production and accumulation of growth-related prod-
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ucts and intermediates can become significant, leading to
a reduced cell yield at higher D.

The ideal chemostat derivation assumes that cell com-
position does not change over the operating region. In ac-
tuality, cell composition varies with pH, temperature,
growth rate (27), and medium composition. As cell com-
position changes, the demand for essential nutrients will
change in ways that were not accounted for in the derived
equations. Proper evaluation of experimental data from a
chemostat may require consideration of the variation of
nutrient uptake and cell composition with environment
and growth rate.

When using complex and undefined media or an organ-
ism with complex nutritional requirements (e.g., mam-
malian cells), it is often difficult to identify the growth-
limiting nutrient. In addition, the limiting nutrient itself
may change because the nutrient demand, and subse-
quently the media composition, may change with operat-
ing conditions. The cell concentration profile in these sit-
uations likely would be constantly decreasing with dilution
rate, unlike the ideal chemostat where X is approximately
constant over the majority of 0 � D � DC. More compli-
cated, structured growth models would be required to ac-
count for such behavior.

Non-Steady-State Behavior. The potential sources of pro-
cess variability and non-steady-state behavior are perhaps
too numerous to mention. However, typical instances in-
clude chemostat start-up, execution of control actions, in-
duced disturbances (e.g., pulse and shift methods [28]),
variations in feed composition, culture degeneration (e.g.,
plasmid loss or apoptosis), wall growth, or equipment fail-
ures. Steady state often is declared when the measurable
process states are maintained constant for 3 to 5 residence
times. Sustained oscillations are sometimes observed in
continuous culture and often are the result of growth in-
hibition resulting from either an accumulated product (29)
or the burden of product formation (30).

Selection/Mutation and Contamination. By controlling
the culture conditions in the CSTR, a highly selective en-
vironment for the selection and proliferation of certain mi-
croorganisms can be created. Cells in this selective envi-
ronment with growth rates less than the dilution rate will
be washed out of the reactor, leaving only those cells with
the properties that have been selected for. In this way, con-
tinuous culture can be used as a strain improvement tool
to select organisms that possess a desirable trait, such as
yeast with higher ethanol tolerance (31).

Because of the metabolic burden imposed by high levels
of product formation, the production strain has a growth
disadvantage relative to unproductive strains that are
present in the reactor. Without selection pressure in favor
of the production strain, a gradual decline in productivity
will be observed over time as nonproductive cells dominate
the culture. Examples include the reversion of specially
selected antibiotic strains to low productivity mutants or
the domination of recombinant protein processes by
plasmid-free cells. The configuration of CSTRs in series
can be used to circumvent this problem by providing sepa-
rate environments for growth and product formation (see
“CSTRs in Series”). Selective pressure in favor of the pro-
duction strain (and against contaminants) may be exerted

through the application of elevated temperatures, ex-
tremes of pH, the use of narrowly defined or modified me-
dia, and the use of specially selected cultures (e.g., anti-
biotic-resistant strains).

The prolonged operating periods of continuous culture
increase the probability of contamination by a foreign or-
ganism. The threat posed by contamination depends on the
ability of the undesirable microorganism to complete and
thrive in the CSTR environment. Consider the case of two
types of microorganisms with concentrations X (the de-
sired strain) and Z (the contaminant) competing for the
same limiting substrate in a CSTR. The material balances
on cell mass, neglecting cell lysis, can be written as

dX
� l • X � D • X (29)

dt

dZ
� l • Z � D • Z (30)zdt

Subtracting equation 30 from equation 29 and rearranging
leads to equation 31:

d ln[X/Z]
� l � l (31)zdt

which shows that the growth rates and their dependence
on the limiting substrate will determine the fate of the
culture (32). The contaminant (Z) could be washed out (l
� lz), remain at a stable level (l � lz), or dominate (l �
lz) the culture. This simple analysis of selection can be
complicated if the contaminant has properties that prevent
it from being washed out (e.g., adhesion to reactor sur-
faces), if the contaminant competes for a different sub-
strate than the production strain, or if there are interac-
tions from inhibitory cellular products. For example,
lactobacilli are often a persistent contaminant of continu-
ous ethanol production processes because of their intimate
association with flocculant yeast aggregates and ability to
adapt to high ethanol concentrations (33). Selective recycle
of desirable organisms back to the vessel has been used to
prevent domination of the culture by undesirable strains
(34–36).

Enzymes

Introduction. Enzymes are biological catalysts with
high selectivity toward reactants and products, making
them attractive for use in a number of industrial applica-
tions. Enzyme activity is strongly influenced by the envi-
ronment (e.g., pH, temperature, metal ions). Loss of activ-
ity or denaturation can be reversible or irreversible,
depending on the type, strength, and duration of an un-
favorable interaction. A benefit of using the CSTR for en-
zyme reactions is that the constant, controlled reactor en-
vironment can be designed for maximum enzyme activity
and life.

Material Balances. Assuming that the inlet and outlet
flow rates are approximately equal (i.e., solutions are di-
lute), the steady-state material balance on the substrate
can be written as



BIOREACTORS, CONTINUOUS STIRRED-TANK REACTORS 363

Table 3. Some Common Enzyme Kinetic Expression

Rate expression
v �

Design equation
s �

Michaelis–Menten
v • Smax

K � Sm

1 dSS • d � K •0 S m� �v 1 � dmax S

Substrate inhibition
v • Smax

2S
S � K� �m K�S

21 d SS 0 2S • d � K� • � • (d � d )0 S m S S� �v 1 � d K�max S S

Competitive product inhibition
v • Smax

P
K� 1 � � Sm� �KP

21 d K� S • dS m 0 SS • d � K� • � •0 S m� � ��v 1 � d K 1 � dmax S P S

Where vmax � k2 � E0 Where the product concentration (P) is related to converted substrate;
P � dS � S0

F • (S � S) � v • V (32)0

where F is the volumetric flow rate, v is the rate of sub-
strate consumption by reaction, V is the fluid volume in
the reactor, and S0 and S are the substrate concentrations
in the feed and vessel, respectively. Rewriting equation 32
in terms of the fluid residence time (s) and the fractional
substrate conversion (dS) yields the CSTR design equation

V S • d0 S
s � � (33)

F v

Using a valid rate expression for v, the design equation
can be used to determine the reactor volume required to
yield a given conversion rate (S0 � dS � F). Fast reaction
kinetics are obviously favorable because reactor cost scales
with reactor size. Enzyme loading in the reactor can be
increased beyond the solubility limit by immobilization on
inert support particles, which increases v, reduces the nec-
essary reactor volume, facilitates enzyme retention and re-
cycle, and may improve enzyme stability.

Enzyme Reaction Kinetics. Numerous mechanistic mod-
els have been developed to describe enzyme reaction rates
as a function of enzyme and substrate concentrations.
Some of the more common models appear in Table 3 ac-
companied by the corresponding solution to the design
equation (equation 33).

Unlike a plug flow reactor (PFR), in which the substrate
enters at a high concentration and leaves at a lower con-
centration, the substrate concentration in a CSTR is at a
uniform, low concentration. The reduced substrate concen-
tration leads to a slower reaction rate, so that the CSTR
requires more of the active enzyme than the PFR to attain
the same substrate conversion rate. Substrate inhibition
is less problematic in a CSTR than in a PFR because of the
lower substrate concentration in the bulk fluid, whereas
product inhibition is generally more of a problem in CSTRs
than PFRs. Arranging CSTRs in series can reduce the ef-
fects of product inhibition (approaching PFR behavior)
while taking advantage of the good mixing characteristics
of the CSTR to provide optimal pH control (37).

Temperature Effects. Like many chemical reactions, in-
creasing the temperature enhances the rate of enzyme re-

actions. Higher temperatures also result in increased rates
of thermal denaturation and loss of the active biocatalyst.
Process economics often depend on optimal temperature
control to maintain high substrate conversion and long cat-
alyst life (38–40). The effects of temperature on the cata-
lytic rate constant (k2) can be described using an Arrhenius
expression

�Ea/RTk � A • e (34)2

where A is the Arrhenius constant, Ea is the activation
energy, R is the gas constant, and T is the absolute tem-
perature. The activation energy of enzyme-catalyzed re-
actions ranges from 4 to 20 kcal/mol, with most reactions
near 11 kcal/mol.

Thermal denaturation usually can be described as a
first-order decay reaction:

dE �k td� �k • E or E � E e (35)d 0dt

where kd is the thermal denaturation constant, which also
follows an Arrhenius temperature dependence. For ther-
mal denaturation, Ea varies from 40 to 130 kcal/mol, with
most in the vicinity of 70 kcal/mol. Increasing temperature
has a greater effect on the rate of denaturation than ca-
talysis. For a typical enzyme (i.e., 11 and 70 kcal/mol), an
increase in temperature from 30 to 40 �C results in a 1.8-
fold increase in the rate of catalysis, but a 41-fold increase
in the denaturation rate.

Energy Balance. An optimal temperature control strat-
egy requires good heat removal because most industrial
enzyme reactions are exothermic. Although heat transfer
is generally good for soluble enzymes in agitated tanks, the
high enzyme concentrations attained with immobilization
can result in fast reaction rates and appreciable heat gen-
eration. Heat transfer resistance within the catalyst pellet
can reduce heat removal rates, resulting in higher pellet
temperatures and shorter catalyst life. Catalyst degrada-
tion from insufficient heat removal is more of a concern in
packed beds with high enzyme loading, where heat trans-
fer resistances can be significant. The steady-state energy
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balance for an exothermic (DHRXN � 0) enzyme reaction in
a well-mixed CSTR is

Fqc (T � T) � v� • E • V(�DH ) � Q � 0 (36)P F RXN EXCH

where F is the volumetric flowrate (m3/h), q is the fluid
density (kg/m3), cP is the fluid heat capacity (kJ/kg � K),
v� is the specific reaction rate (kmol substrate/kg enzyme
� h), E is the enzyme concentration (kg enzyme/m3),
DHRXN is the heat of reaction (kJ/kmol substrate), QEXCH

is the heat removed by the heat exchanger (kJ/h) from
equation 26, and TF and T are the feed and bulk fluid tem-
peratures (K), respectively.

Economic Considerations. For enzyme CSTRs, the pri-
mary operating costs are associated with enzyme replace-
ment. Prolonged catalyst activity and marked reductions
in raw materials costs can be achieved by maintaining an
optimal environment for the enzyme during operation.
Preserving enzyme activity reduces the number and fre-
quency of labor-intensive cleaning and changeovers, facili-
tating downstream operations by consistently providing a
constant-quality product stream. With multiple reactors
installed in parallel, changeovers can be scheduled to min-
imize production variations and downtime. Industrial en-
zymes are often sold as a crude mixture containing only a
fraction of active enzyme. Selecting enzymes among differ-
ent vendors may involve a trade-off between cost and pu-
rity (percent active enzyme) and a consideration of how the
impurities may affect the process.

MASS TRANSFER

Introduction

The rate of mass transfer ultimately will limit the maxi-
mum aerobic reactor performance. Oxygen transfer to the
fermentor broth, for example, can limit both the extent and
rate of cell growth. Mass transfer limitations to microbial
flocculants and immobilized catalyst pellets can result in
reduced reaction rates and inefficient conversion. Liquid–
liquid mass transfer rates from hydrocarbon substrates to
suspended cells may limit productivity in two-phase sys-
tems (41). To determine the rate-controlling regime, it is
useful to characterize the relative rates of mass transfer
and reaction using the dimensionless Damkohler number
(Da):

Maximum rate of reaction
Da � (37)

Maximum rate of diffusion

The observed reaction rate may be limited by the rate of
diffusion depending on the value of the Damkohler num-
ber: if Da � 1 the diffusion rate is limiting, if Da � 1 the
reaction rate is limiting, and if Da � 1 then the reaction
and diffusion rates are comparable. As with all dimension-
less numbers, the Damkohler number is only meaningful
if it is calculated using the proper time and length scales
for a given system. Consider spherical pellets (r � 400 lm)
of Penicillium chrysogenum, assuming a pellet cell density
of 0.1 g/cm3, an effective oxygen diffusivity ( ) of 1 �

effDO2

10�6 cm2/s, a particle size of 400 lm, an oxygen concentra-

tion ( ) of 7 mg/L, and the following cell parameters (42):cO2

l � 0.075 h�1, � 1.56 g DCW/g O2, and � 0.024Y mX/O O2 2

g O2/(g DCW � h). The Damkholer number shows that
internal mass resistance is considerable and that cell
growth in the pellet is likely to be limited by oxygen trans-
fer.

Da �

O DEMAND264748

�
l

mO� �2YX/O2

•

PELLET
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}
X •
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678

34pr� �3 •
�

•
cO2DO� �2 r

123
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�10.075 h 0.024 g O 0.1 g DCW2 �2 2� • • (4 � 10 cm)� � 31.56 g DCW/g O g DCW • h cm2

�6 2 �6 33 • (1 � 10 cm /s) • (7 � 10 g/cm )
5� 5.5 � 10 (38)

Gas–liquid mass transfer is often rate-limiting for gases
that are sparingly soluble in the broth, such as oxygen and
methane. Although highly soluble, carbon dioxide exhibits
pH-dependent partitioning between gaseous and dissolved
forms (CO2, H2CO3, ) that is influenced by the� 2�HCO , CO3 3

rates of both reaction and mass transfer. Proper interpre-
tation of the respiratory coefficient (RQ) in fermentations
operated at neutral pH requires consideration of CO2 dy-
namics. The OTR has already been used to determine the
productivity limit of a CSTR used for biomass production
in equation 12. In general, the rate of mass transfer from
the gas to the liquid phase is given as

N � k a(C* � C ) (39)A L L

where NA is the rate of gas transfer (mmol/l � h) and the
remaining terms have the same definitions as in equation
12. For sparged, agitated tanks, kLa has typical values in
the range from 50 to 1,400 h�1. Several correlations have
been developed for kLa as a function of the gassed power
input per unit volume and the superficial gas velocity for
Newtonian broths in a variety of fermentors (43). The cor-
relations can offer wide variability in mass transfer esti-
mates and should be used in conjunction with knowledge
from past experience or empirical measurements of kLa
(e.g., dynamic or sulfite oxidation methods). Oxygen trans-
fer to shear-sensitive mammalian cells requires gentle ag-
itation combined with surface or membrane aeration, or
light sparging, as opposed to the large power inputs and
high rates of gas sparging in microbial fermentations.
This limitation is somewhat offset by the fact that mam-
malian cells have lower O2 requirements (0.05 to 0.5 mmol/
109 cells � h) (44) and grow to lower cell densities (106 to
107 cells/mL) than microbial cultures.

VARIATIONS ON THE SINGLE CSTR

Single CSTR with Recycle

Volumetric productivity is related to the concentration of
active catalyst. Cell or enzyme concentrations greater than
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Table 4. Ethanol Productivity Enhancements for S. cerevisiae and Z. mobilis

Dilution rate
(h�1)

Ethanol productivity
g/(L � h)

Cell density
(g DCW/L) Reference

S. cerevisiae CSTR 0.17 7 12 46
CSTR with recycle 0.68 29 50 47

Z. mobilis CSTR 0.175 8 2.5 29
CSTR with recycle 2.7 120 38 48

the steady state obtained from the simple CSTR can be
achieved by separating cells from the effluent stream and
recycling them to the vessel (27,45) or by retaining them
within reactor. Higher catalyst concentrations enhance
substrate conversion and reduce the reactor size necessary
to attain a given conversion. Recycle operation improves
system stability in the face of feed disturbances by retain-
ing cells in the vessel even under conditions that would
cause washout in the simple CSTR. Recycle systems can
be operated at dilution rates, or throughputs, greater than
the specific growth rate of the organism. Productivity im-
provements achieved with cell recycle are demonstrated in
Table 4 for Saccharomyces cerevisiae ATCC 4126 and Zym-
omonas mobilis ATCC 10988 at 100 g/L glucose feed.

Cell Recycle Methods. Cell recycle is implemented
through a cell separation step, often by a unit operation
commonly used in the initial stages of downstream pro-
cessing. Typical methods of continuous cell separation in-
clude centrifugation, filtration, and sedimentation. Cell
separation can be viewed as having two often equally im-
portant purposes: (1) the recovery or retention of cells for
reuse and (2) the removal of potentially inhibitory by-
products or products from the culture environment. The
separation step often has to satisfy additional performance
requirements such as handling of shear- or temperature-
sensitive materials, selectivity in rejection or recovery, con-
tainment, maintenance of asepsis, corrosion resistance,
brief retention time, and ease of cleaning, sterilization,
maintenance, and validation. Recycle operation is stan-
dard for reactors using stable enzymes, because discarding
expensive active catalyst is economically unfeasible. Cell
separation operations are discussed elsewhere in the con-
text of downstream processing, although a brief descrip-
tion is presented here in relation to cell recycle.

Sedimentation. Sedimentation is the settling of parti-
cles in a gravitational field. With low energy requirements
and simple equipment, sedimentation is a relatively inex-
pensive way of separating a dilute cell phase. Waste treat-
ment is by far the largest application of sedimentation-
based cell recycle, in which cells are typically separated in
large sedimentation tanks using lime or clay to enhance
flocculant formation. The settling velocity (u0) for an iso-
lated spherical particle can be described using Stoke’s law:

2d (q � q )gP P Fu � (40)0 18g

in which dP is the particle diameter, qP is the particle den-
sity (the specific gravity of a typical cell is 1.05), qF is the

fluid density, g is the gravitational acceleration constant,
and g is the fluid viscosity. The functional dependence of
Stoke’s law suggests ways of increasing the settling veloc-
ity. The easiest and most common method is to increase
the effective cell size by promoting flocculation (cell aggre-
gation) through physiological, chemical, and physical fac-
tors: selection of flocculant strains; modification of cell wall
structure or surface charge; changing the pH, tempera-
ture, or shear stress; addition of inorganic salts (e.g., Ca2�

and Mg2� salts) or clays; controlling the concentration of
certain nutrients or products (e.g., extracellular polysac-
charides); and controlling the cell age or growth phase. Se-
lective cell recycle has been implemented using the differ-
ential sedimentation properties of a desired and unwanted
microorganism (34–36). The properties of a particular
broth are generally unchangeable and will probably only
impede particle settling.

Although equation 40 holds for dilute suspensions of
cells, the interactions among settling particles in concen-
trated slurries results in hindered settling. The hindered
particle velocity (uh) is influenced by the particle concen-
tration and can be expressed with the following correlation
(49):

u 1h
� (41)1/3u 1 � k • �0 P

in which �P is the volume fraction of particles and k is an
empirical function of �P. For dilute suspensions, �P � 0.15,
whereas in slurries 0.15 � �P � 0.50.

The limiting settling velocity for a system has a strong
influence on equipment design and operation. Consider the
case of a continuous sedimentation tank with volumetric
throughput (F) and constant cross-sectional area (A). The
sedimentation tank performance can then be described by
equation 42, in which throughput is directly proportional
to A and independent of tank depth:

F � u • A (42)lim

The throughput and limiting settling time will thus dictate
equipment size and costs. Another design consideration is
the residence time of cells in the settling tank, which must
be considered in the context of nutrient depletion (particu-
larly for oxygen) and its potential effects on performance.

Sedimentation at laboratory scale may be implemented
with an external settling column (47,50,51). Similar de-
vices may be used at bioprocessing scales, whereas large
open-air tanks must be used in high-volume wastewater
treatment. Internal sedimentation has been implemented
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Figure 4. CSTR with recycle. Cell separation can be achieved
through centrifugation, sedimentation, or filtration.

in tower fermenters, in which immobilized cells and en-
zymes or microbial flocculants are retained in the vessel
by a sedimentation zone within the vessel. Unlike the ideal
CSTR, tower fermenters may exhibit spatial variations in
nutrient concentrations and broth properties along the
height of the tower that can significantly influence reactor
performance. In addition, the productivity in these reac-
tors may be limited by the need to maintain low upward
velocities (e.g., low aeration or CO2 evolution) to allow ad-
equate cell sedimentation.

Centrifugation. The operating principle behind centri-
fugation is the same as that of sedimentation; however,
much higher settling velocities than in sedimentation may
be obtained in the centrifugal field. Centrifugal separators
enable high-volume continuous processing of fluids con-
taining many particles, with short retention times and
small space requirements. To determine the unhindered
particle velocity in a centrifugal field (u0C), equation 40 is
multiplied by the centrifugal coefficient (C), also known as
the G-value, which describes the increase in sedimentation
rate due to centrifugation relative to gravitational settling:

2rx
2 � �d g(q � q ) gP P Fu � 123 (43)0C 18g C

where r is the radial distance from the axis of rotation and
x is the angular velocity.

Industrial centrifuges are most often classified by in-
ternal structure (e.g., disk stack, tubular bowl) and mode
of operation (e.g., solids retaining, continuous or intermit-
tent solids ejecting). The selection of sturdier construction
and materials will enable higher rotation speeds for sep-
aration of smaller particles. The equation describing
throughput in a centrifuge is analogous to equation 42, ex-
cept that the centrifuge area is expressed using the R

value, which is the area equivalent for a given centrifuge
and rotation speed. Centrifuge manufacturers will often
provide machine-specific R values, although the R value
for simple disk-stack and tubular-bowl centrifuges can be
calculated directly.

Filtration. Filtration is separation based on size, allow-
ing retention of molecules larger than the pore size of the
filter and passage of smaller molecules. Membrane filtra-
tion thus offers the twin benefits of cell retention and in-
hibitory by-product removal. In cell recycle systems, the
most common arrangements are internal filters for cell and
enzyme retention (52,53) or external membrane filters
(54,55) in plate and frame, spiral cartridge, and hollow fi-
ber configurations. In all these configurations, flow pat-
terns tangential to the membrane surface can reduce foul-
ing and improve the filtrate flux across the membrane.
Compared to internal filters, external filters have higher
surface-area-to-volume ratios and may be easier to main-
tain; however, they may be less easily sterilized (particu-
larly for some polymer membranes) and could introduce
problems of nutrient depletion in the external recycle loop.
Membrane selection depends primarily on the critical par-
ticle size, with other criteria being cost, mechanical stabil-
ity, and susceptibility to plugging and fouling. Because

membranes have the potential for complete cell recycle, a
purge or bleed stream is typically split from the recycle
stream to prevent accumulation of inert particles and de-
bris in the vessel.

Material Balances. A schematic of a CSTR with recycle
of cells is shown in Figure 4. A material balance on cell
mass for the CSTR with recycle system, neglecting cell
death, may be written

F • X � � • F • C • X � (1 � �) • F • X0 1 1123 14243 1442443
CELLS IN CELLS IN CELLS OUT

FEED RECYCLE STREAM

d(V • X )1� V • l • X �1123 dt
123 (44)

CELL GROWTH
CELL ACCUMULATION

where � is the recycle ratio equal to the recycle volume
divided by the feed volume, C is the concentration factor
(cell concentration in the recycle divided by the effluent
concentration) related to the efficiency of the separation
step, and X0, X1, and X2 are the cell concentrations in the
feed, recycle, and separator effluent streams, respectively.
Note that the low substrate concentrations in waste treat-
ment create suboptimal growth environments in which cell
death cannot be neglected.

Assuming the system is at steady state (dX1/dt � 0) and
that the feed is sterile (X0 � 0), equation 44 yields

l � (1 � � � � • C) • D (45)

The dilution rate is no longer equal to the specific growth
rate; in fact, because C � 1 and � � 1, the dilution rate is
greater than the specific growth rate.

A material balance on the limiting substrate, again
neglecting maintenance and product formation, may be
written
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Figure 5. Comparison of steady-state behavior of a chemostat
(solid lines) and a chemostat with recycle (dotted lines) using the
following parameters: YX/S � 0.5 g DCW/g substrate, lmax � 1.0
h�1, KS � 0.02 g/L, S0 � 30 g/L, C � 2, and � � 0.5.

F • S � � • F • S � (1 � �) • F • S0123 123 1442443
SUBSTRATE SUBSTRATE SUBSTRATE

IN FEED IN RECYCLE OUT

l • X dS
• V V •� �Y dtX/S123 123 (46)

SUBSTRATE SUBSTRATE
CONSUMED ACCUMULATION

Solving equation 46 for the cell concentration, assuming
steady-state (dS/dt � 0) operation, yields

Y • (S � S)X/S 0X � (47)1 [1 � �(1 � C)]

in which the steady-state cell concentration with recycle is
greater than that in the simple CSTR by a factor of 1/[1 �
�(1 � C)]. By adopting a suitable expression for cell
growth, the substrate concentration can be determined.
Using the Monod expression, as before, and solving for the
substrate concentration gives

l D(1 � � � �C)
S � K � K (48)S S

l � l l � D(1 � � � �C)max max

Substituting equation 48 into equation 47 yields

Y D(1 � � � �C)X/SX � S � K1 0 S� �(1 � � � �C) l � D(1 � � � �C)max

(49)

A material balance on cell mass around the separator gives
the cell concentration in the outlet:

X � (1 � � � � • C) • X (50)2 1

Figure 5 shows the cell mass and biomass productivity of
a CSTR with recycle compared to a simple CSTR. The

higher biomass productivity of the recycle system results
from a dilution rate higher than the specific growth rate
and the increased cell concentration in the vessel.

Implementation of a recycle system is often critical to
the economic viability of processes using expensive biocat-
alysts (e.g., enzymes). Typically, this is accomplished by
immobilizing the enzymes on inert support particles to fa-
cilitate either internal or external recycle. The potential
use of cell recycle in an industrial process involves weigh-
ing the effectiveness and economics associated with the cell
separation step against the marginal improvement in pro-
cess performance. It should also be noted that higher cell
densities exacerbate the oxygen transfer and heat removal
burden of the system.

CSTRs in Series

In the single CSTR, the constant, controlled environment
gives the advantage of being able to control the cellular–
enzyme environment for maximum utility. Sometimes,
however, a particular cell system will exhibit multiple
properties of interest that can only be realized in different
environments. The optimal environments for cell growth
and product formation, for example, may be characterized
by different temperatures, pH, and limiting nutrients. The
configuration of CSTRs in series lends itself to those ap-
plications in which multiple environments are required.

Cell Growth. Bacterial growth in the presence of mul-
tiple carbon substrates often results in diauxic growth, in
which cells preferentially metabolize a single substrate
over all others. In a waste treatment application, the pre-
ferred substrate would be consumed by the microorgan-
isms and the remaining substrates would pass through the
system untreated. Configuring CSTRs in series provides a
partitioning of cell metabolism so that less-favored sub-
strates are consumed in subsequent stages.

CSTRs in series have been used to improve recombinant
protein fermentations in which performance is threatened
by plasmid instability (56,57) and lethal protein overpro-
duction (30). Cells are grown to high density in the first
stage without inducer so that plasmid-free cells have little
growth advantage over plasmid-containing cells. Induction
in the second stage results in higher productivity than the
simple CSTR because the continuous introduction of
plasmid-containing cells from the first stage reduces the
ability of nonproductive cells to dominate the culture.

Consider the two-stage system for biomass production
in Figure 6, in which a separate feedstream can be added
to the second stage. The steady-state material balances for
cells and substrate in the first reactor are identical to the
single CSTR case (equations 1 and 3), with steady-state
solutions as equations 5 and 8 for Monod growth. Consid-
ering the case without the second feedstream, the material
balances on cell mass and growth-limiting substrate in the
second stage can be written as

F • X F • X dX1 2 2l • X �� � 2 2123V V dt2 2123 123 123 (51)
CELL

CELLS IN CELLS OUT ACCUMULATIONGROWTH

and
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Table 5. Steady-State Solutions to Material Balances for a Two-Stage Chemostat

Cell mass Substrate

First stage l1 � D1 X1 � YX/S(S0 � S1)

Second stage
X1

l � D 1 �2 2� �X2

D2X � Y (S � S )2 X/S 1 2
l2

Second stage with additional feedstream l2 � D2 �
F • X1 1

V • X2 2
X2 �

Y F F�X/S 1 S � S� � D S1 2 2� �l V V2 2 2

where D2 � D1 � F/V1 where D2 � (F1 � F�)/V2

F • S F • S l • X1 2 2 2 dS2� � �
V V Y2 2 X/S dt123 123 123 123

SUBSTRATE SUBSTRATE CONSUMPTION
ACCUMULATION

IN OUT FOR GROWTH

(52)

with steady-state solutions shown in Table 5. A growth
model on the limiting substrate must be adopted to further
complete the system description. Minimal cell growth will
occur in the second stage if no additional substrate is
added, because the majority of substrate is consumed in
the first stage. Thus, non-growth-related cellular behavior

and product formation could be studied in the second
CSTR.

Adding an additional feedstream to the second stage
(Fig. 6) provides the opportunity to introduce more of the
limiting nutrient, other nutrients required for growth or
product formation, inducers, or inhibitors. The material
balances on cell mass and substrate on the second stage
can be written as equations 53 and 54, respectively, with
steady-state solutions given in Table 5. In equation 53, F�
is the volumetric flow of the second feedstream, which is
assumed to be sterile (X� � 0).

F1 F � F�1X dX1 2� X � �2V l • X2 2 2V123 2 123 dt14243 123 (53)CELLS IN CELLCELLS
FROM ACCUMULATIONGROWTHOUT

STAGE 1

The dilution rate for the second stage is given by D2 � (F1

� F�)/V2, and the concentration of the limiting nutrient in
the second feed is .S�0

F F�1 F � F�1S S�1 0� � S2V V2 2 V123 123 214243
SUBSTRATE SUBSTRATE

SUBSTRATE
IN FROM IN FROM

OUT
STAGE 1 SECOND FEED

l • X2 2 dS2� �
YX/S dt123 123 (54)

CONSUMPTION
ACCUMULATION

FOR GROWTH

Feeding additional substrate to the second stage allows for
more growth to occur. In addition, the dilution rate in the
second stage is larger than the maximum specific growth
rate of the organism because the second stage has a con-
tinuous feed of cells.

Enzyme Reaction. Enzyme reactions may also be carried
out in multiple CSTRs. The performance of CSTRs in se-
ries approaches that of a single PFR while maintaining the
good mixing characteristics of the stirred-tank reactor (37).
Considering a first-order enzymatic reaction for substrate
conversion (v � k � S), the reactor design equation for a
single CSTR can be written as
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S � S0
s � (55)

k • S

Assuming that there is no volume change upon reaction,
the conversion in the single CSTR is given by

s • k
X � (56)

1 � s • k

Then for a system of n CSTRs in series with equal volumes
and reactor conditions (constant k) the conversion in the
nth CSTR is given by equation 57 and depicted in Fig-
ure 7.

1
X � 1 � (57)n n(1 � s • k)

NOMENCLATURE

Abbreviations

CER Carbon dioxide evolution rate
CIP Clean-in-place
CSTR Continuous stirred-tank reactor
OTR Oxygen transfer rate
OUR Oxygen uptake rate
PFR Plug flow reactor
RQ Respiratory quotient, RQ � CER/OUR
WFI Water-for-injection

Symbols

DHRXN Heat of reaction, �0 endothermic, �0
exothermic, kJ/mol

DQSENS Net sensible heat input, W
(RCSTR)M Biomass productivity at XM and DM, g

DCW/m3 � h
A Area, m2

C Concentration factor in cell recycle
system

C* Equilibrium dissolved oxygen
concentration, g/m3

CL Dissolved oxygen concentration, g/m3

Cp Heat capacity, J/kg � K
D Dilution rate, h�1

Da Dimensionless Damkohler number
DC Critical dilution rate, h�1

DM Dilution rate associated with maximum
RCSTR at fixed S0, h�1

dP Particle diameter, m
E Enzyme concentration
E0 Initial enzyme concentration
Ea Activation energy, kJ/mol
F Volumetric flow rate, m3/h
g Gravitational acceleration, 9.8 m/s2

k2 Catalytic rate constant, h�1

kd Thermal denaturation constant, h�1

kLa Overall mass transfer coefficient, h�1

kP Specific product degradation constant,
h�1

KS, KI, KP Model parameters for cell growth
Km, KS, K� , K�m S Model parameters for enzyme kinetics
m Maintenance coefficient g/g DCW � h
Ndiscs Number of discs in a disk-stack

centrifuge
OD660 Optical density at 660 nm; measure of

cell concentration
P Product concentration, g/m3

QAGIT Agitation heat input, W
QEVAP Heat loss by evaporation, W
QEXCH Heat removal by heat exchanger, W
QLOSS Heat loss to surroundings, W
QMET Metabolic heat generation, W
qO2

Specific oxygen uptake rate, g O2/g
DCW * h

qP Specific product formation rate, g/g
DCW * h

R Ideal gas constant, J/mol * K
r2, r1 Outer and inner radii for centrifuge, m
RBATCH Biomass productivity for batch

fermentation, g DCW/m3 � h
RCSTR Biomass productivity for CSTR, g

DCW/m3 � h
S Substrate concentration, g/m3

S0 Inlet substrate concentration, g/m3

T Bulk fluid temperature, K
TC Coolant temperature, K
tCYCLE Batch cycle time, h
tM Mixing time, h
tTURNAROUND Lumped batch turnaround time, h
U Overall heat transfer coefficient, W/m2

� K
u Particle velocity, m/h
ulim Limiting particle velocity for a

separator, m/h
V Fluid volume, m3

v Reaction rate,
vmax Maximum reaction rate
wH 02

Mass flow rate of water, kg/h
X Cell concentration, g DCW/m3

X0 Inlet cell concentration, g DCW/m3

Xi Inoculum cell concentration, g DCW/m3

XM Cell concentration associated with DM,
g DCW/m3

YHi Cell mass produced per heat evolved, g
DCW/kcal

YP/S Product yield on substrate, g/g
YX/O2

Cell yield on oxygen, g DCW/g O2
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YX/S Cell yield on substrate, g DCW/g
Z Concentration of contaminant

microorganism, g DCW/m3

Greek Symbols

l Specific growth rate, h�1

� Specific rate of cell lysis or endogenous
metabolism, h�1

k Adjustable parameter
s Residence time, h
R R Factor, area equivalent for a

centrifuge
x Angular velocity
� Recycle ratio
q Density, kg/m3

g Viscosity, kg/m � s
k Empirical function of �P

�, b Product formation parameters, g
product/g DCW and g product/g
DCW � h, respectively

lmax Maximum specific growth rate, h�1

�P Volume fraction of particles
dS Fractional substrate conversion
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INTRODUCTION

Fluidized-bed bioreactors are directly linked to the use of
biocatalysts (cells or enzymes) for transformations in an
immobilized form. The solid particles of the immobilized
biocatalyst are maintained in fluidization by means of the
circulation of a fluid phase (either liquid, gas, or a mixture
of both) that compensates their weight. In this way, good
liquid mixing and mass transfer between the solid and the
liquid phases can be obtained with low attrition. Also,
fluidized-bed bioreactors can accommodate a gas phase
and can be used to feed solids in suspension. High prod-
uctivities can be achieved in these systems, but their hy-
drodynamic complexity and operational stability have to
be well defined for a proper operation.

THE FLUIDIZATION CONCEPT: GENERAL
CONSIDERATIONS

The term fluidized-bed is used to define those physical sys-
tems composed of a solid phase in the form of individual
particles that move within a fluid phase and are not in
continuous contact with each other. Fluidization of the
solid particles is reached when the flow of fluid through
the bed is high enough to compensate their weight. On the
other hand, in order to be kept in the fluidized-bed reactor
and not be washed out (elutriated), the superficial velocity
of the fluid in the bed (that is, the ratio between the flow
rate and the bed cross-sectional area) has to be lower than
the settling velocity of the particles. These two extreme
situations are outlined in Figure 1. When the flow rate of
a fluid through a packed bed of solid particles steadily in-
creases, the pressure drop increases proportionally to the
flow rate, as long as the bed height remains constant.
When the drag force of the fluid equilibrates the weight of
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Figure 2. General scheme of a fluidized-bed reactor.

the particles, the bed starts to expand and, after a transi-
tion period, reaches fully developed fluidization. At this
point, further increments in the flow rate do not produce
an increase in pressure drop, but instead lead to an in-
crease of the height occupied by the solid particles in the
reactor. If the flow rate is increased significantly, the elu-
triation of the solid particles occurs when the fluid’s su-
perficial velocity is higher than the solid’s settling velocity.
The fundamentals of the fluidization phenomena are dis-
cussed comprehensively in the chemical engineering lit-
erature (1,2).

Figure 2 represents the basic scheme of a fluidized-bed
bioreactor. Although various configurations are possible
(3), the most extensively used is the gas–liquid cocurrent
up-flow reactor. In it, liquid usually comprises the contin-
uous phase and is fed from the reactor bottom. Its flow
upward in the reactor promotes fluidization of the solid
particles. Usually, the reactor will have two or three
phases. In addition to the liquid and solid phases, the oc-
currence of a gas phase is quite common in those systems
using cells as biocatalysts, either for aeration require-
ments (in which case, an air or oxygen stream is fed to the
reactor, as shown in Fig. 2) or because cell metabolism pro-
duces a gas product (for example, CO2, CH4). In systems
using enzymes as biocatalysts, the most common situation
is two-phase fluidization, without any gas phase. Very of-
ten, due to the low reaction rates of most biological trans-
formations, long liquid residence times are needed for the
completion of the reaction, and therefore the drag force
created by the low liquid flow rate in a single pass reactor
is not enough to promote fluidization of the solid particles.
Fluidization is obtained either by external liquid recircu-
lation or by the gas loaded to the reactor, as depicted in
Figure 2. In systems where a gas is produced by cell me-
tabolism, the gas can also be an additional factor contrib-

uting to solid particle fluidization, although other effects
are also observed in this case, such as internal liquid re-
circulation patterns. Fluidization at relatively low liquid
flow rates is also favored in tapered fluidized-bed configu-
rations; the liquid superficial velocity at the bottom of the
reactor is higher due to the reduced cross-sectional area.
In general, one can distinguish three main sections in
fluidized-bed bioreactors: (1) the bottom section, where
feed (liquid, gas, or both) and recirculation are provided;
(2) the central main section, where most of the reaction
takes place; (3) and the top section, with a wider diameter
that serves to decelerate the movement of the particles by
decreasing the superficial velocity of the liquid, thus en-
hancing the retention of the solid phase and at the same
time allowing gas disengagement from the liquid phase. It
is a common trend for fluidized-bed bioreactors to use bio-
catalysts, either cells or enzymes, in the form of immobi-
lized preparations. In general, the particles can be of three
different types: (1) inert cores on which a biofilm is created
by cell attachment, or in the case of enzymes, by adsorption
or covalent binding immobilization; (2) porous particles in
which the biocatalysts are entrapped; (3) cell aggregates
obtained by self-immobilization caused by the ability of
some cell strains to form flocs, pellets, or aggregates.
Fluidized-bed bioreactors are usually differentiated from
air-lift bioreactors by the fact that the latter do not specif-
ically require the use of immobilized biocatalysts. Indeed,
they were developed for free cell suspensions. In addition,
air-lift bioreactors have different compartments, created
by physical internal divisions, with different degrees of
aeration.

CHARACTERISTICS AND POTENTIAL OF FLUIDIZED-BED
BIOREACTORS

The use of fluidized-bed bioreactors can provide a number
of advantages that makes them an interesting alternative
for bioprocesses, especially for continuous operation. In
comparison with conventional mechanically stirred bio-
reactors, fluidized-bed bioreactors provide a much lower
attrition of solid particles, and almost any kind of immo-
bilized biocatalyst preparation can be used without physi-
cal disruption. Biocatalyst concentration can be signifi-
cantly higher because of immobilization, and the typical
wash-out limitations of continuous bioreactors operating
with free cells are overcome because the solid particles are
physically retained in the reactor vessel; operation at flow
rates higher than the maximum growth rate of the cells
can be achieved. As a consequence, the final productivity
of the bioreactor can be increased substantially. Compared
with packed-bed reactors, fluidized-bed bioreactors can be
operated with smaller-size particles and without the draw-
backs of clogging, creation of preferential flowpaths, or
particle compression due to bed weight. Moreover, the
smaller particle size minimizes the internal diffusional re-
sistances, and the higher level of mixing enhances external
mass and heat transfer from liquid to solid phase.

The degree of internal mixing in a fluidized bed can vary
to a great extent, and it depends on various factors: density
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and diameter of the solid particles, liquid and gas flow
rates at the reactor inlet, endogenous gas production by
cell metabolism, and recirculation rate. For some opera-
tional conditions, high gas, liquid, or recirculation flow
rates, the internal mixing will be very high, and the reactor
will approach the behavior of a complete mixed tank. On
the other hand, operation with low gas, liquid, or recircu-
lation rates will provide a flow pattern close to plug flow,
with some degree of axial mixing. This implies that reac-
tion kinetics is an important factor to consider in the anal-
ysis and design of fluidized-bed bioreactors. Configurations
favoring liquid mixing will be more appropriate for
substrate-inhibited reactions, and configurations ap-
proaching plug flow will be indicated for product-inhibited
reactions. Another advantage of fluidized-bed bioreactors
is the ease of separation of the gas produced in most trans-
formations involving cells (i.e., CO2), or the feed of a gas
stream to the reactor, for example, for aeration purposes.
Also, fluidized-bed reactors make biocatalyst replacement
easy, without disruption of the operation, enabling good
control of the overall activity of the reactor. For example,
one may replace particles with deactivated enzyme or re-
moving an excess of biomass created by biofilms. On the
other hand, solids attrition is higher in fluidized-bed than
in packed-bed bioreactors. From the productivity point of
view, the advantages of the fluidized bed, especially with
respect to mass transfer rates, make it possible to obtain
higher levels of overall productivity than in packed-bed re-
actors, in spite of the fact that the fraction of immobilized
biocatalyst particles is lower for a fluidized bed.

Fluidized-bed bioreactors are complex with regard to
hydrodynamic aspects, especially taking into account that
the properties of the biocatalyst particles may change con-
siderably during the operation time and in the presence of
three different phases (solid, liquid, gas) in many cases. In
fact, the nature of the particles (for example, their density
and size, or their evolution with time, which are especially
important with respect to certain kinds of immobilized
cells), the liquid and gas flow rates employed, the type of
reaction kinetics, and the kinetics of cell growth or enzyme
deactivation influence each other and have a direct effect
on the reactor design and performance (4).

Using the biocatalyst in immobilized form also contrib-
utes to the complexity of a fluidized-bed bioreactor. The
behavior of the immobilized biocatalyst, especially when
cells are used, can be substantially different than that of
free suspensions (5). The behavior must be determined at
the kinetic level, the physiological level, and the genetic
level, and the biocatalyst’s relationship with the diffu-
sional restrictions in the particles and the possible direct
effects associated with the immobilization itself must be
well understood and correctly described in order to build
appropriate and reliable models of for reactor design, con-
trol, and scaling up.

The potential of fluidized-bed bioreactors can be further
exploited by considering multistage units and using two
solid particles with different properties. Figure 3 gives an
example of the concept of multistage operation, in partic-
ular, a countercurrent multistage fluidized bed working
with immobilized enzymes (6). The main characteristic of
this bioreactor is the continuous transport of the solid par-

ticles of immobilized enzymes from one stage to another in
a downward direction. The overall catalytic activity of the
reactor remains constant as the exhausted enzyme is re-
moved from the reactor bottom stage while fresh biocata-
lyst is added at the top stage. A second advantage of divid-
ing the reactor into compartments is the very low degree
of back-mixing of the biocatalyst, and the plug-flow regime
attained in the liquid phase. The use of two solid particles
with different properties, particularly with different den-
sities, can be used in a fluidized bed to achieve the in situ
separation of a product of the reaction; this is a clear ad-
vantage in systems with product inhibition or when unfa-
vorable thermodynamic equilibria limit the conversion
rate for a reaction. For example, Davison and Scott (7)
have proposed a system based in two different types of par-
ticles with different densities. As one type of particle, con-
taining the biocatalysts (in this particular example, cells
of Lactobacillus delbreuckii), remains fluidized in the bio-
reactor, the second type, which is heavier and contains no
cells, is introduced from the top of the bioreactor and col-
lected at the bottom. This second type of particle is selected
to selectively remove the inhibitory product of the fermen-
tation, for example, lactic acid. Another possibility is to
combine both approaches, that is, to design a multistage
fluidized bed working with two types of particles to achieve
a selective in situ removal of the product. Van der Wielen
et al. (8) have used this approach to enhance the enzymatic
deacylation of benzylpenicillin, providing the desired prod-
uct, 6-aminopenicillanic acid, and as a byproduct, phenyl-
acetic acid, by means of light particles of immobilized en-
zymes and heavy particles of an adsorbent of the acidic
by-product. Figure 4 presents a scheme of two different
possibilities for the design of a two-solid-phase fluidized-
bed bioreactor: semicontinous multistage pulsed flow and
continuous trickle flow. In the first, the movement of the
heavier solid particles downward in the reactor is obtained
by periodic pulsations; in the second, the denser particles
move continuously from the top to the bottom of the reac-
tor.

MAIN ASPECTS FOR THE DESIGN AND OPERATION OF
FLUIDIZED-BED BIOREACTORS

As already described, the design and operation of a
fluidized-bed bioreactor has to take into account a number
of aspects regarding both physical characteristics and re-
action performance. These aspects include the hydrody-
namics of the bioreactor (usually with three phases), char-
acterization of the type of flow, degree of mixing for each
phase and the heat transfer, mass transfer between
phases, mass balancing of the species taking part in the
reaction, intrinsic kinetics of the immobilized biocatalyst,
diffusion transport of the species inside the solid particles,
enzyme deactivation, and cell growth. Accurate knowledge
concerning these points will allow complete characteriza-
tion of a fluidized-bed reactor and the development of re-
liable mathematical models describing its performance.
Next, we discuss the conceptual aspects intrinsically re-
lated to fluidized beds. For more detailed information, in-
cluding mathematical formulation of the models and their
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Figure 3. Operation phases of a multistage fluidized-bed reactor for a deactivating biocatalyst
Source: From Ref. 6.

Figure 4. Schemes corresponding to two types of operation of a
fluidized-bed as countercurrent adsorptive reactors, with two
types of solid particles: light/small immobilized biocatalyst (�)
and dense/large sorbent (�). Left: one compartment of the semi-
continuous, multistage pulsed flow. Right: continuous trickle flow
mode. Source: From Ref. 8.

application, the reader is referred to Refs. 6, 9–12 as well
as general reviews in Refs. 13 and 14.

The first step in hydrodynamic characterization re-
quires a determination of the fraction of the total volume
to be occupied by the different phases (gas, liquid, solid).
This is known as phase hold-up and can be determined
using different techniques (3,15). Strictly speaking, phase

hold-up may not be uniform for the whole reactor, espe-
cially with low axial dispersion. However, in systems with
appreciable mixing, phase hold-up can often be considered
uniform.

With respect to mixing behavior, most attention is gen-
erally paid to characterizing the liquid phase because this
is, in most cases, the continuous phase in bioreactors, that
is, the one in which substrates are fed and products of the
reaction accumulate. For a three-phase fluidized-bed bio-
reactor with cocurrent up-flow circulation of liquid and gas,
the type of flow pattern is very much dictated by the value
and the ratio of the liquid and gas superficial velocities in
the reactor (3,16). Three main regimes are possible: (1) the
dispersed flow regime occurs at high ratios of liquid veloc-
ity to the gas velocity and is characterized by the homo-
geneous dispersion of small gas bubbles in the liquid;
(2) the coalesced bubble flow regime occurs at increased
gas flow rates and is characterized by the formation of big-
ger bubbles as a result of the coalescence of smaller ones;
the coalesced bubbles have a nonuniform distribution in
the liquid; (3) the slug-flow regime is the consequence of a
further increase of gas flow rates, occurs at high ratios of
gas velocity to liquid velocity, and is characterized by the
formation of large gas bubbles that, in small-diameter bio-
reactors, tend to completely occupy their cross-sectional
area. Slug formation breaks the bed continuity and causes
great instability. Figure 5 gives an example of experimen-
tal data in a fluidization chart, showing these different re-
gimes. If the gas flow rate is increased dramatically, it will
eventually become the continuous phase in the bioreactor.
A very detailed study on the characteristics of these dif-
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ferent regimes and the effect of the density and size of the
solid particles on the regime transitions has been con-
ducted by Zhang et al. (17). The liquid flow pattern in the
bioreactor is directly influenced by the degree of mixing
associated with these different regimes, as well as by other
factors such as internal gas generation, bead size distri-
bution, and external liquid recirculation. Basically, the
flow will approach plug flow in systems with high velocity
in the liquid phase. Quite often, bioreactors experience dif-
ferent degrees of mixing, and complete mixed flow can be
observed in fluidized-bed bioreactors.

The influence of the gas phase on the liquid and solid
mixing in a fluidized-bed bioreactor has been studied by
Gommers et al. (18), considering two extreme situations: a
reactor operating without gas and a reactor to which gas
was introduced artificially from the bottom. The results
showed that the gas phase greatly influences the degree of
liquid mixing in the reactor, and that this effect increases
sharply with the bed diameter. Another fact to consider is
that in systems with gas generation associated with the
reaction progress (for example, in most fermentations), the
gas flow will change from the bottom to the top of the re-
actor, proportionally to the substrate consumption, and the
axial dispersion will change with reactor height (19). An
important aspect to consider in the study of the influence
of the gas produced in a fluidized bed on the degree of liquid
mixing is that the results will be affected by the experi-

mental system used for gas injection, as discussed in detail
by Buffière et al. (20). When liquid recirculation is used to
promote fluidization because of the slow reaction rate and
the long liquid-residence time required, plug flow is usu-
ally disrupted, and completely mixed flow is usually
achieved.

Other factors influencing the hydrodynamic behavior of
fluidized-bed bioreactors are the properties of the solid and
liquid phases. In general terms, the weight and size of the
solid particles will directly influence the liquid and gas flow
rates required for bed fluidization. If the liquid residence
time is fixed by criteria of substrate conversion, for ex-
ample, then the heavier particles will require higher L/D
ratios to increase liquid superficial velocity and enhance
fluidization, or as an alternative, they will require high
recirculation rates. In absence of recirculation, and when
particles with a certain distribution in size and weight are
used, solid-particle stratification is commonly found. Un-
der stratification conditions, movement of the solid parti-
cles in the bed is very limited, and the particles are ordered
by decreasing settling-velocities, from the bottom to the
top of the bed. One of the consequences of this situation is
that, in liquid plug-flow regimes, the particles at different
reactor heights will experience different environments.
For cells growing as biofilms around a solid particle, it is
typical for the particles at the bottom of the bed to provide
better conditions for cell growth (for example, substrate
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Figure 6. Operation diagram of a fluid-
ized-bed bioreactor with simultaneous bio-
conversion and adsorption/desorption of
substrate and product. Source: From
Ref. 21.
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availability), and as a consequence, they will decrease
their overall density and therefore migrate to the upper
part of the reactor. Removal of excess biofilm may require
external treatment of the particles. The operation of a
stratified fluidized bed is illustrated in Figure 6, where the
stratification of a bed with activated carbon as a solid sup-
port for cell growth is combined with the capacity to absorb
the product of the reaction and, therefore, remove it selec-
tively (21). The crucial effect of particle size and density
distribution, as well as gas and liquid superficial velocities,
on the phenomena of solid-particle stratification is dis-
cussed in detail in various recent studies (22–24). In gen-
eral, solids mixing has been studied less comprehensively
than liquid mixing, and it is less well understood. The pos-
sibility of using new experimental techniques (25) has en-
abled researchers to propose new models for the interpre-
tation of the solids mixing, for example, trajectory length
distribution (26,27), in contrast to more classical models
that assume that solids mixing can be defined by means of
an axial dispersion model (28).

Another important aspect to be considered from the hy-
drodynamic point of view is that fluidization properties de-
pend on the difference in densities of the solid and liquid
phases in the fluidized bed, and these values change dur-
ing the operation time. This situation is of particular rele-
vance for those systems where the absolute values for the
liquid and solid densities are relatively close, such as for
cells immobilized in natural origin polymers (alginate,
agarose, etc.) or self-aggregated cells (pellets, flocs, etc.).
In this case, relatively low variations in the absolute value
of the solid density (usually associated with cell growth or
the accumulation of CO2 gas in the particles) and the liquid
density (usually associated with substrate consumption)
may cause an important percentile variation in the density
difference between both phases, producing a relevant im-
pact on the reactor hydrodynamics, as the regime changes
from dispersed to coalescing (29), and on reactor stability.
This problem can be of particular relevance at the start-
up of a bioreactor operation, when the density values may
change to a greater extent.

A second aspect to be addressed in the characterization
of a fluidized-bed reactor is the definition of the flux model.
As mentioned previously, most of the attention is focused
on the liquid phase, and the flux model is closely connected
to the hydrodynamic conditions in the reactor that will
generate a given degree of internal mixing, which is some-
where between the two extreme situations of perfectly
mixed or plug flow. The determination of the real liquid
flux model in the bioreactor is a necessary step for the ap-
plication of the mass balance equations for the species tak-
ing part in the reaction. Stimulus–response techniques are
commonly used for such a purpose and are based on the
introduction of an inert tracer at the reactor inlet and the
analysis of the response curve obtained at the outlet, which
reflects the type of flux (30). The models that describe the
liquid flux in a real reactor (31) can be (1) an axial disper-
sion model, in which axial dispersion is superimposed on
the liquid convective flux; (2) a tank-in-series model, in
which the bioreactor is considered as a series of CSTR re-
actors of the same volume; and (3) a compartmented
model, in which the flux model in the bioreactor is de-
scribed as the combination of different ideal compart-
ments. For fluidized-bed bioreactors, especially when fer-
mentation gas is produced, some interesting contributions
have been proposed, such as the consideration of a variable
dispersion coefficient, which increases its value in propor-
tion to the fermentation gas generated in the reactor, up
to a given point (10).

In addition to hydrodynamic and mixing characteris-
tics, another relevant aspect of a fluidized-bed bioreactor
is its biocatalytic activity. Because immobilized biocata-
lysts are always used, the definition of the problem must
simultaneously include the reaction characteristics (kinet-
ics, stoichiometry, equilibrium) and transport character-
istics, including both the transport between the liquid and
the solid phase and the transport within the solid phase.
When the general situation of a solid biocatalyst particle
immersed in a liquid phase, as shown in Figure 7, is stud-
ied, different phenomena have to be considered. First, sub-
strate is transported from the liquid phase to the solid ex-
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Figure 7. Inter and intraparticle mass transfer of a single porous
spherical bead of radius R. Substrate concentration profiles across
the stagnant liquid film and inside the solid particle, S(r). Sf, con-
centration on the bulk liquid; Ssur, concentration on the solid sur-
face; K, partition coefficient. Source: From Ref. 11.

ternal surface. This external mass transfer is usually
modeled by means of a hypothetical liquid film that creates
resistance to the transport, and it is characterized by the
external mass transfer coefficient. The value of the coeffi-
cient, and thus of the external mass transfer velocity, de-
pends on the physical properties of the liquid and the su-
perficial velocity of the liquid around the solid; thus beds
with more mixing will present better conditions for exter-
nal mass transfer. When external mass transfer resistance
is negligible, the concentration at the surface of the par-
ticle is the same as in the fluid phase (Sf � Ssur, according
to Figure 7). An additional possibility is the occurrence of
partitioning phenomena in the substrate, between the par-
ticles and the liquid, as a result of the material properties.
In that case, the ratio between the substrate concentration
at both sides of the solid–liquid interface will be given by
the partition coefficient, K. Equally, partitioning phenom-
ena can be determined for the product. Once in the solid
particle, the substrate will diffuse inside the solid, follow-
ing Fick’s law, and simultaneously the reaction will take
place. Therefore the corresponding equations of kinetic re-
action and diffusion in the solid have to be solved simul-
taneously (10,11) in order to obtain the internal concentra-
tion profiles. To define this part correctly, the values for the
intrinsic kinetic parameters of the reaction (that is, in ab-
sence of mass transfer limitations) and the effective dif-
fusivities for the substrate and the product of the reaction
in the solid have to be known. Moreover, the substrate con-
version implies product generation, and this can affect the
kinetics (for example, by product inhibition); usually the
diffusion and reaction analysis is made simultaneously for
both substrate and product. The overall activity of the bio-

catalytic particles will be dictated by the relative velocities
of the two phenomena taking place inside them: reaction
and diffusion. Systems with low diffusion rates with re-
spect to the reaction rates will be diffusion controlled; on
the other hand, systems with high diffusion rates with re-
spect to the reaction rate will be controlled by the reaction.
In the first case, the low diffusion will limit the efficiency
of the particle because the reaction potential of the im-
mobilized biocatalyst will not be fully used. Usually, this
is reflected in terms of the efficiency factor, which is defined
as the ratio between the actual reaction rate occurring in
the system, and the reaction rate that would occur if no
diffusional limitations existed, that is, when all solid par-
ticles would present a uniform concentration, equal to that
of their surface. The relationship between the effectiveness
factor and some moduli, such as the observable modulus,
being proportional to the ratio between reaction and dif-
fusion rates, is given in Figure 8. One of the interesting
properties of such graphs is that they are very similar for
different types of geometries and kinetics. Therefore they
enable a direct analysis of the degree of diffusional limi-
tations in a given type of particle in a fluidized bed and
also suggest quantitative modifications to be performed to
avoid such limitations, for example, changes in the particle
size or diffusion conditions. In general terms, fluidized
beds are interesting with regard to these aspects because
since they require comparatively small-diameter particles
for better fluidization, the potential diffusion limitations
are reduced.

As mentioned at the beginning of this section, the com-
bination of the different aspects we discussed allows the
elaboration of mathematical models describing the behav-
ior of fluidized-bed bioreactors. The reliability of these
models depends greatly on the accuracy of the determi-
nation of the various parameters involved in the definition
of the reactor and the reaction system (flux model, intrinsic
kinetic parameters, external mass and heat transfer coef-
ficients, internal effective diffusivities), and they will serve
for various purposes such as conceptualization and under-
standing of the bioreactor itself (an important aspect re-
quired for building the model), design of similar bioreac-
tors (especially in the case of scaling-up), simulation of the
bioreactor operation at different conditions, and bioreactor
control. As an example of how the output of a mathemat-
ical model can describe the internal concentration profiles
in a fluidized-bed bioreactor, the data corresponding to a
continuous fermenter for the production of ethanol from
glucose by the bacteria Zymomonas mobilis immobilized
in carrageenan beads (10) are given in Figure 9.

INDUSTRIAL APPLICATIONS OF FLUIDIZED-BED
BIOREACTORS

Fluidized-bed bioreactors have been studied in a wide
spectrum of applications as a consequence of the different
advantages that they offer (14,33). Nevertheless, this in-
terest has been translated with relatively low intensity
into the industrial scale of operation. Possible reasons for
this may be the greater complexity of the reactor compared
with conventional types (especially regarding long-term
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Figure 8. Variation of the effective-
ness factor values for immobilized en-
zymes with Michaelis–Menten intrinsic
kinetics with respect to the observable
modulus, U. Source: From Ref. 32.
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Figure 9. Results of the mathematical model for a tapered fluidized-bed producing ethanol from
glucose with Zymomonas mobilis cells immobilized in carrageenan beads. Internal concentration
profiles with the dimensionless fermenter height: experimental values (points) and values pre-
dicted by the model (solid lines). Dotted lines represent the calculated CO2 flow rate produced by
fermentation. Source: From Ref. 10.

operation, hydrodynamic behavior and evolution of the im-
mobilized biocatalyst), and the time required in any in-
dustrial process to implement any change in technology.
Some specific examples from different biotechnological
processes illustrate the feasibility of the fluidized bed at a
pilot plant and on the industrial scale. The area of waste-

water treatment provides examples of high-volume opera-
tion and has made use of three-phase fluidized-bed bio-
reactors, as well as other related designs (such as the
up-flow anaerobic sludge blanket reactor), to a significant
extent. The wastewater from the baker’s yeast industry,
particularly from the Gist-brocades company in Delft,
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Figure 10. View of an industrial anaerobic wastewater treatment plant based on the operation of
fluidized-bed reactors, Gist-brocades, Delft, The Netherlands. Source: From Ref. 34.

Netherlands, has been treated with two anaerobic
fluidized-bed reactors in series, each one 21 m high and
with 390 m3 total volume, operating with bacterial cells
immobilized by attachment onto 0.25- to 0.5-mm-diameter
sand particles, a support that is typical for other fluidized-
bed reactors applied to anaerobic and aerobic wastewater
treatment (34). The volume of the reactor employed for the

disengagement of the CH4 gas obtained was important,
and the fluidized-bed volume was 215 m3. The carbon–
oxygen demand (COD) conversion of these reactors is 22
kg/(m3 day), which is 65% of the COD in the load. A first
set of these reactors started operation in 1984, and a sec-
ond set in 1986. A picture of these industrial units is given
in Figure 10. More recently, data from two full-scale an-
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aerobic three-phase fluidized-bed plants have also been re-
ported (33). A 700-m3-total-volume reactor (500-m3 work-
ing volume) has been installed for wastewater treatment
at a sugar beet factory of United Northern Sugar Factories
Co. in Clauen, Germany, using cells immobilized onto pum-
ice and having COD conversion of 20 kg/(m3 day). A 734-
m3-total-volume multistage reactor (650- to 700-m3 work-
ing volume) has been installed for wastewater treatment
at a yeast factory of Hamburg Co., in Hamburg, Germany,
using free cells and a new principle that allows control, in
each stage, of the ratio of the recirculated gas amount with
respect to the rising gas flow. This enables optimization of
the hydrodynamic conditions in each stage, according to
the reactor loading. Nitrification of the effluent from a mu-
nicipal wastewater treatment plant in order to eliminate
ammonium salts has also been carried out in large-scale
fluidized-bed reactors (35) with a cross-sectional area of 2.2
m2 and a height of 5 m, using 5 tons of sand particles
0.4–0.6 mm in diameter as support particles for cell biofilm
development. The reported results show the feasibility of
the system, from both the technical and economic points of
view.

Ethanol fermentation has been studied intensively in
fluidized-bed reactors and brought up to the pilot-plant
level in several cases. A pilot plant with a volume of 1 m3,
using Saccharomyces cerevisiae cells immobilized in car-
rageenan beads has been successfully operated for half a
year (36). As an alternative to yeast, the bacteria Zymo-
monas mobilis can also be used. Very promising results
have been reported on the operation of a series of two pilot
reactors of 55 L each, under nonsterile conditions (37). The
support for the immobilization in this case was a macro-
porous glass particle, Siran, that allowed cell attachment
to the internal surface of the pores. After an initial period
of sterile colonization of the beads in a conventional stirred
tank, the particles, with a high Z. mobilis cell concentra-
tion, can be transferred to the fluidized bed, which then
can be operated at high dilution rates under nonsterile con-
ditions because all the possible contaminants in the feed
(a solution of hydrolyzed B-starch) are washed out from
the reactor. Complete conversion of 120 g/L sugar concen-
tration with a 4.25-h residence time can be consistently
obtained, with ethanol productivities of 18 g/(L h), calcu-
lated with the total reactor volume as a basis. A complete
technical and economic evaluation of the use of fluidized-
bed reactors for the production of ethanol with Z. mobilis
has shown promising features (38).

Other examples of the use of fluidized-bed bioreactors
on the pilot scale in fermentation processes include the
production of alcohol-free beer with immobilized yeast in
a 50-L pilot-plant fluidized-bed reactor (39) and the pro-
duction of penicillin using Penicillium chrysogenum im-
mobilized in urethane particles in a 160-L pilot-plant re-
actor (40). Penicillium chrysogenum cells have also been
used in different studies with fluidized-bed reactors with
celite as the support material (41). Also, the area of animal
cell culture provides a number of examples of the appli-
cation of fluidized-bed technology, taking into account that
smaller production volumes are usually required in this
case. The use of immobilized cells is particularly required
for those cells that are anchorage dependent, and a variety

of porous carriers and beads have been developed for this
purpose. The production of a human anti-HIV-1 antibody
using recombinant Chinese hamster ovary cells grown
onto a macroporous polyethylene carrier has been carried
out in an 84-L-volume pilot-scale fluidized-bed novel re-
actor equipped with a low shear stress internal impeller
for the recirculation of the liquid (42).
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INTRODUCTION

The most common type of bioprocess, at least in the United
States, is the aerobic treatment of wastewater, in which
contaminants in the aqueous phase are biodegraded with
the help of oxygen transferred from the gas phase (air) to
generate a metabolic product (carbon dioxide) that, being
volatile, is then stripped out of the aqueous phase into the
gas. The familiarity of this arrangement should not be al-
lowed to limit our imaginations about the possibilities of
bioprocessing. It is perfectly possible to construct a process
in which a gas-phase contaminant (hydrogen sulfide) is
biodegraded with the help of a nonvolatile oxidant (ni-
trate), generating a product (sulfuric acid) that remains
dissolved in the aqueous phase. The bioreactor for such a
process must share many of the features found in aerobic
wastewater treatment, such as efficient gas–liquid con-
tacting, cell recycling or immobilization to create a high
concentration of biomass, control of temperature and pH,
and addition of nutrients in order to create a comfortable
environment for microbial metabolism. However, the dif-
ferent objective, the treatment of a gas rather than a liq-
uid, must dictate differences in the details. This point can
be illustrated by thinking of a conventional trickling filter
not as a device for treating sewage, but as one for removing
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oxygen from the air that flows through it. It would work,
but terribly inefficiently, with a fractional removal on the
order of 1%.

This chapter presents a three-step study of the use of
bioprocesses for the removal of undesirable components
from gas streams. The existing and potential applications
are described first, followed by the types of bioreactors that
may be employed. A simple process analysis is then pre-
sented to illustrate how the choice and design of the bio-
reactor is dictated by the particular application, the type
of microbial metabolism involved, the concentration and
solubility of the contaminant, and so on. It should be noted
that there are also a number of potential bioprocesses in
which the objective is not the removal of a contaminant
from a gas stream, but the bioconversion of gaseous sub-
strates into useful products. They include the partial oxi-
dation of methane to methanol, and the production of eth-
anol and acetic acid from mixtures of carbon monoxide and
hydrogen. Work on these processes is not described in de-
tail, except when doing so illustrates the common problems
of bioreactors with gaseous substrates.

MICROORGANISMS AND APPLICATIONS

Due to inherent difficulties in achieving the sterile condi-
tions necessary for prolonged maintenance of pure cultures
in field-scale bioreactors, most gas treatment bioreactors
contain a mixed culture or consortium of microorganisms.
These consortia may be derived from a number of different
inocula, from common sources such as sewage-treatment
facilities, biofilms from established bioreactors used for
similar applications, or soils and waters from areas con-
taminated with the substrate of interest. In some in-
stances, it is possible to enrich for the desired microbial
consortium directly from the bioreactor bed medium, par-
ticularly when media components such as soil, compost,
peat, or bark chips are used, because these materials nat-
urally contain a mixture of microbes with wide-ranging
physiological capacities. Regardless of the inoculum
source, the bioreactor must be operated under conditions
that select for and maintain, over the life of the bioreactor,
microorganisms with the physiological capabilities neces-
sary to catalyze the desired bioconversion. Typical selec-
tive factors include the electron donor (i.e., the metaboliz-
able energy source), available terminal electron acceptors,
supplemental nutrients, pH, Eh, and temperature.

Regardless of the selection strategy used to achieve a
microbial consortium with the desired physiological prop-
erties, the use of a consortium versus the attempted use of
a pure culture of microbes has a number of practical ad-
vantages. As mentioned above, it is difficult to achieve the
sterility standards necessary to maintain a pure culture of
microbes in a gas treatment bioreactor under field condi-
tions. In addition, a pure culture of microbes is often met-
abolically incapable of fully degrading a contaminant, so
hazardous intermediates may be created and build up
within the bioreactor or in effluent streams from the bio-
reactor. Because mixed consortia inherently tend to be
composed of a number of different microbial species with

a gamut of physiological capabilities, undesired interme-
diates that may be created by pure cultures are often fully
degraded by consortia. Similarly, in many applications, the
concentrations and chemical compositions of gas streams
to be treated may be transient. Consortia generally have
a higher probability than pure cultures of adapting to this
transience. The contaminant gases and vapors that can be
successfully biodegraded can be classified by their role in
microbial metabolism.

Electron Donors

Microorganisms require a constant supply of metabolic
energy, which is normally derived from the oxidation of
either organic or inorganic compounds, with these com-
pounds serving as electron donors to the microorganisms.
Many environmentally or industrially significant gases
and vapors are metabolically oxidizable by microorgan-
isms and can serve as electron donors. Thus, many differ-
ent types of gas and vapor streams can be and have been,
treated microbiologically (1). Microbially oxidizable gases
and vapors that have been treated in bioreactors include
hydrocarbons, ketones, ammonia, xylene, alcohol, terpene,
and carbon disulfide vapors, as well as gases such as meth-
ane and hydrogen sulfide (2–10). In the case of carbon-
containing substrates (hydrocarbons, carbon monoxide,
etc.), the metabolism of these compounds provides hetero-
trophic microbes not only with an electron source, but also
with a source of cellular carbon. Non-carbon-containing
substrates such as ammonium, while providing a meta-
bolic electron source, must be metabolized by autotrophic
microorganisms capable of obtaining their cellular carbon
via the fixation of atmospheric carbon dioxide.

Cometabolism

Some substrates cannot serve as sole energy sources for
microorganisms, but are nevertheless potentially biocon-
vertable. Their biodegradation is achieved in the presence
of another compound that serves as the microorganism
metabolic electron donor, a process that is termed co-
metabolism. Trichloroethylene (TCE) provides a well-
documented example of a substrate that is oxidized co-
metabolically by microorganisms. Typical of cometabolic
TCE degraders are the methanotrophic bacteria, aerobes
that oxidize methane as their sole carbon and energy
source (11). This oxidation takes place in a sequential man-
ner, with methane first being converted to methanol, which
is in turn oxidized to formaldehyde, formate, and finally,
carbon dioxide. Along this oxidative pathway, the meth-
anotrophs generate cellular energy as well as fixing
methane-derived carbon into additional biomass. The first
step, in which methanol is formed from methane, is cata-
lyzed by the enzyme methane monooxygenase (MMO)
(12,13). Although MMO is selective for its natural sub-
strate, it can, under certain conditions, catalyze the oxi-
dation of a variety of other compounds (12–14), including
partially chlorinated aliphatic solvents such as TCE. Two
distinct forms of MMO have been identified, membrane
MMO (mMMO) and soluble (sMMO) (15,16). sMMO, ex-
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Water
Nutrient or product
concentration = Sji
Flow rate = f + w

Unit volume of
bioreactor

Gas volume = eg
Biophase volume = eb
Solids volume = es
Viable cell concentration
in biophase = Sx

Effluent gas
Contaminant partial

pressure = p
Volumetric flow rate = g

Temperature = T
Pressure = 1 atm

Influent gas
Contaminant mole

fraction = ni
Pressure = 1 + h atm

Liquid outflow
Flow rate = f
Viable cell
concentration = zSx
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concentration = Sj

Figure 1. The generic gas-treatment bioreactor.

pressed by methanotrophs growing under copper-limited
conditions, supports much higher rates of TCE oxidation
than does mMMO, which is expressed under conditions of
copper sufficiency (17).

Air streams contaminated with TCE and similar chlo-
rinated solvents are generated by industrial operations
and the remediation of contaminated ground and water by
air stripping. They can be treated in a bioreactor that is
started up with methane as the sole carbon and energy
source, while supplying the necessary oxygen and supple-
mental nutrients under copper-limiting conditions (6). Af-
ter the methanotrophic consortium is established, the
methane load to the reactor can be decreased or fed on an
intermittent basis concurrently with TCE vapors. The
methanotrophic microbes then will be maintained by the
lessened methane feed, while catalyzing the oxidation of
the TCE via their sMMO. The reduced or intermittent
methane feed not only reduces the amount of methane that
must be supplied, but is essential in achieving optimal
TCE removal rates since methane itself is an effective com-
petitive inhibitor of TCE oxidation. An alternate, but more
expensive, strategy used to avoid this type of competitive
inhibition is to supply a catabolic intermediate such as for-
mate in order to provide energy to the methanotrophs, be-
cause formate does not compete with TCE for access to the
sMMO. It should be noted that a number of other microbial
oxygenases have been shown to be capable of catalyzing
cometabolic TCE oxidation. These include toluene oxygen-
ases from a number of Pseudomonas spp., propane mono-
oxygenases from propanotrophs, and ammonia monooxy-
genase from Nitrosomonas europea (18–21).

Electron Acceptors

Most gas treatment bioreactors remove contaminants from
air streams and oxidize them to innocuous end products
(CO2, Cl�, etc.), using the oxygen in the air as the electron
acceptor. However, there are also gas streams containing
little or no oxygen where the objective is to remove a com-
pound that can act as an alternative physiological terminal
electron acceptor. This approach has been shown to work
for compounds like sulfur oxides (SOx) and nitrogen oxides
(NOx) (8,24,25). NOx biofilters have been developed using
a consortia of denitrifying microbes that have the physio-
logical capacity, as a part of their normal metabolism, to
use a variety of NOx compounds as terminal electron ac-
ceptors, reducing them to innocuous nitrogen gas (N2).
This process generally requires low-oxygen conditions be-
cause denitrifiers preferentially use oxygen, if present, as
their terminal electron acceptor. As a result, selective con-
ditions for denitrifying microbes include a suitable carbon
and energy source with a NOx compound as a terminal
electron acceptor, a lack of oxygen, and the presence of sup-
plemental nutrients necessary for microbial growth. The
potential application to stack gases raises the question of
the maximum temperature at which the microbes will
function. Research (25) has shown that naturally occurring
thermophilic microbes selected for from compost are ca-
pable of reducing nitric oxide (NO) to nitrogen gas (N2) at
temperatures up to 60 �C.

Other processes are far more sensitive than denitrifi-
cation to trace amounts of oxygen. The sulfite-reducing
bacteria responsible for the removal of SO2 are obligate
anaerobes, although they may be active in anoxic micro-
niches, for example, deep in a biofilm. Chlorinated ali-
phatic solvents will also accept electrons under anaerobic
conditions, a degradative mechanism that works best on
the completely chlorinated compounds that are not
touched by the oxidative enzymes already discussed
(22,23). Carbon tetrachloride, for example, will be progres-
sively reduced to chloroform, dichloromethane, and methyl
chloride. This mechanism is often categorized as cometab-
olism, implying that the microbes derive no metabolic ben-
efit from it, but this remains uncertain.

BIOREACTOR TYPES

Figure 1 shows a generic gas treatment bioprocess along
with the nomenclature to be used in the subsequent anal-
ysis. Gas treatment bioreactors are sometimes described
as gas-phase bioreactors, but this term is inexact in the
sense that the actual reactions happen inside a microbial
cell, which is necessarily an aqueous phase. Some reac-
tions carried out in immobilized enzyme reactors do seem
to involve direct interaction between the gas and the en-
zyme (33), although even here the humidity remains a
critical variable and the enzyme may be covered with a
layer of water a few molecules thick. For our purposes, the
bioreactor is divided into a gas phase, a solid phase con-
sisting of any solid packing or biofilm support particles,
and a biophase, which contains the water and the micro-
organisms. The fraction of the bioreactor volume occupied
by each phase is called its holdup, and the three values, eg,
es, and eb, must add up to 1.
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For convenience, we think in terms of a bioreactor of
unit volume and express the gas flow rate as the volume
per volume per minute (VVM) flow rate, g, at the effluent
gas conditions, taken as temperature T and atmospheric
pressure. Others choose to work in terms of the molar out-
let gas flow rate (g/RT, where R is the gas constant) or a
gas residence time, either the empty bed residence time,
1/g, or the average time an element of gas actually spends
in the reactor, eg/g. The flow rate of the influent gas is not
the same as g because its temperature may not be T, it is
at a higher pressure, (1 � h atmospheres, where h is the
pressure drop through the reactor), and because various
components (contaminant, oxygen, metabolic products,
water vapor) are added to, or removed from, the gas stream
as it flows through the reactor. When these effects are sig-
nificant, it is essential to specify exactly what is meant by
“gas flow rate.”

The objective of some processes is to remove a gaseous
contaminant by converting it into a soluble, nonvolatile
metabolic product. Some such products, H� for example,
can be neutralized in the bioreactor, but others, such as
the Cl� from the degradation of chlorinated organics, must
be removed in the liquid if they are not to accumulate to
concentrations that inhibit the microorganisms. There
may therefore be a liquid outflow, f per unit bioreactor vol-
ume, and an inflow that must be greater than f to allow
for the evaporation rate, w. This outflow tends to wash
microorganisms out of the bioreactor, and it is usually ben-
eficial to retain them either by cell recycle or immobiliza-
tion, making the parameter z in Figure 1 less than 1.

The question is what type of bioreactor should be put in
the “black box” in Figure 1. Almost every possible config-
uration by which a gas can be contacted with a biofilm or
a suspension of microorganisms has been employed in
some application, and these can be roughly divided into
four categories.

Biofilters

The earliest gas-treatment bioreactors were used to con-
trol odors in air coming from slaughterhouses and render-
ing plants and consisted of porous pipes buried in the
ground, the noxious compounds being removed by a com-
bination of adsorption and biodegradation as the air flowed
up through the soil (26). Applications of the idea have since
expanded to include the removal of hazardous, volatile
compounds from chemical plants, paint shops, foundries,
and a variety of agricultural and food-processing opera-
tions. Although often effective, the operation of these sim-
ple soil beds depends critically on the local soil and
weather conditions. Unless they are covered and/or peri-
odically sprayed with water, they may stop working, either
due to becoming waterlogged or to drying out. They have
largely been replaced by custom-made biofilters, which are
essentially boxes made of plastic, wood, sheet metal, con-
crete, or even stainless steel, containing a bed of media and
a gas distribution system to ensure uniform flow of the gas
through the bed.

In terms of the variables defined in Figure 1, biofilters
are the small eb, small f, and small z approach. The bio-
phase consists of individual microorganisms attached to

the media, perhaps enough to constitute a thin biofilm. The
amount of moisture in this layer is critical, and is con-
trolled by humidification of the inlet gas and/or by spray-
ing water directly over the bed. Little or no water drips out
of the bed, making it difficult to provide soluble nutrients
and pH control chemicals, or to wash out nonvolatile met-
abolic products. Biofilters are thus best suited to applica-
tions that generate no such products and involve no pH
swings, the treatment of air streams containing low levels
of volatile organics being the obvious example.

The great advantage of biofilters over the early soil beds
is that they allow the choice of the nature and particle size
of the bed media. This media must support a high density
of attached microorganisms suited to the particular appli-
cation, perhaps even providing some of the nutrients
needed for their growth. The ability to adsorb the contam-
inant is an advantage because adsorption can provide
some contaminant removal during the start-up period, be-
fore a large population of well-acclimated microorganisms
has developed (sometimes called “the bed-ripening pe-
riod”), and during any sudden slugs of concentrated con-
taminant in the influent gas. Also, although the interac-
tions between such adsorption and biodegradation are
complex and poorly understood, they are generally favor-
able to biofilter performance. Finally, the media must be
mechanically strong and resistant to disintegration, com-
pacting, and the resulting channeling of gas flow. Soil, com-
post, peat, and wood-chip mixtures are all inexpensive me-
dia that have been used successfully. Materials such as
activated carbon and limestone, although more expensive,
may be mixed in to provide extra adsorption and pH buf-
fering.

The particle size of the media is critical. Small particles
give a huge gas–biophase interfacial area per unit bed vol-
ume (a quantity subsequently called “a”), thus eliminating
concerns about mass-transfer limitations between the two
phases. But beds of small particles have a higher resis-
tance to gas flow, are more prone to waterlogging and plug-
ging by excess biofilm, and if too light, may get blown out
of the reactor altogether. A general guideline is to choose
the smallest available particles that avoid the latter prob-
lems, and then ensure that the shape of the bed is opti-
mized to give the desired contaminant removal with a rea-
sonable pressure drop (see “Scale-Up”).

If the life of the bed is found to be finite due to compac-
tion, loss of pH buffering capacity, accumulation of salts
from the evaporation of added water and so on, one solu-
tion is to employ two beds in series. Bed 1 can provide most
of the contaminant removal, while bed 2 polishes the efflu-
ent, mainly by adsorption, while developing its own popu-
lation of well-acclimated microorganisms. When bed 1 is
exhausted it can be replaced by bed 2, which is itself re-
placed by a bed of fresh media. The arrangement of the
media on a series of trays in the bioreactor facilitates this
mode of operation.

Bubble-Gasified Reactors

Conventional bubble-aerated fermenters make poor gas
treatment bioreactors because they are designed for a high
rate of transfer of gaseous nutrients and products (O2 in
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and CO2 out), rather than a high fractional removal of a
component from the air stream. This latter objective re-
quires taller bioreactors with longer gas residence times,
but tall reactors mean higher pressure drops due to the
hydrostatic head. Nevertheless, tall, mechanically agi-
tated bioreactors with multiple impellers have been pro-
posed for removing H2S from industrial gas streams (29),
and bubble columns with no mechanical agitation have
been demonstrated for the removal of TCE from air using
a toluene-oxidizing organism (30).

These bioreactors are in many ways at the opposite ex-
treme from biofilters. The biophase occupies most of the
reactor (eb r 1 in Fig. 1), and it is dilute and well-mixed
rather than dense and immobilized. The large volume of
water makes it easy to add soluble nutrients, control the
pH, and remove water containing nonvolatile products.
However, care must be taken to not wash out the biomass,
because z � 1 (Fig. 1) unless there are extra surfaces in
the bioreactor for the attachment of a biofilm, or if a cell
separation and recycle loop is added. Another major dif-
ference is that the gas–biophase interfacial area, a, is not
only much smaller than in a biofilter, but is not even a
constant, varying with the gas flow rate. Bubble gasified
bioreactors are therefore best suited to contaminants like
NOx that are very soluble in water (thus reducing concerns
about the gas–liquid mass-transfer rate), whose dissolu-
tion in water cause pH swings, and whose metabolism re-
quires large amounts of dissolved nutrients.

Biotrickling Filters

Trickling filters for gas treatment are similar to, but usu-
ally taller than, those in use for decades for the secondary
treatment of municipal and industrial wastewaters. Like
biofilters, they consist of a bed of media through which the
gas flows either upward or downward, but unlike biofilters,
the microbial culture is recirculated continuously over the
bed from a reservoir beneath it. Stone aggregate or wood
chips are the traditional media, but even seashells have
been used (27). Most modern filters employ ceramic or
plastic media, Pall rings, Raschig rings, and so on specifi-
cally designed to make a bed with a high surface area to
maximize gas transfer, and a high porosity to minimize the
pressure drop and the chance of clogging or flooding (28).

These bioreactors can be thought of as intermediate be-
tween biofilters and bubble-gasified systems and are best
suited to applications between those already described. If
the characteristics of the media and the microorganisms
are such that most of the biomass stays attached, then a
trickling filter is essentially a biofilter with a higher liquid
flow and a smaller gas–biophase interfacial area, a, due to
the larger media. If on the other hand, most of the biomass
stays suspended and the recycle ratio (RR � flow of recy-
cled liquid/f ) is high enough to keep the biophase well
mixed, then it is functionally similar to a bubble-gasified
bioreactor. The main differences are that the pressure
drop, h, is usually much smaller, and the interfacial area,
a, is a constant that is independent of the gas flow rate.

Bioscrubbers

The systems just described essentially combine two func-
tions, stripping the contaminant from the gas into the

aqueous biophase and then subjecting it to biodegradation.
But what if the physicochemical conditions in the biophase
resulting from the stripping are not suitable for the micro-
bial metabolism? The removal of sulfur dioxide from stack
gas is a good example because stack gases contain a small
percentage of oxygen that although relatively insoluble, in-
hibits the bacteria responsible for the reduction of the sul-
fite formed by the dissolution of SO2. One solution is the
bioscrubber, which consists of an aqueous stripper in which
the contaminant is transferred from the gas to water, and
a separate bioreactor, in which the liquid effluent from the
stripper is essentially treated as wastewater. The bioreac-
tor should be a completely mixed, immobilized-cell type so
that a large population can grow up in a well-controlled
environment without continuously being recirculated
through the potentially toxic environment in the stripper.
Several configurations are possible, the simplest being
that in which the liquid reservoir at the bottom of a
packed-bed stripper is used as the bioreactor. Bioscrubbers
are not considered further here because building a sepa-
rate bioreactor and stripper is necessarily more expensive
than combining them in a single unit, and when it is nec-
essary, the two unit operations can be designed by conven-
tional methods.

BIOREACTOR DESIGN

A process variable is any quantity that is under the direct
control of the designer or operator of the process. For gas
treatment bioreactors, the variables to be fixed by the de-
signer include the bioreactor type, shape, and size,
whereas those fixed by the operator include the addition of
water, nutrients, and chemicals for pH control. The objec-
tive in fixing these variables is to satisfy a set of process
requirements that specify the flow rate and composition of
the gas stream, the nature and concentration of the con-
taminant, and the fractional removal required. The diffi-
culty is that many designs, that is, many combinations of
the process variables, will meet the process requirements
for a particular case. The proper goal of engineering design
is not simply to pick one of these designs at random, but
to find the single design that meets the requirements at
the lowest possible cost. The design of gas treatment bio-
reactors, like that of any other process, is an economic op-
timization problem, but one that is so complex that the
exact solution cannot be found within the constraints of
time and money normally imposed on the design process.
The best solution for a particular case will certainly de-
pend on the scale of the problem, the solubility and possi-
ble inhibitory effects of the contaminant, the type of mi-
crobial metabolism (aerobic or anaerobic, growth
associated or cometabolic, etc.) needed to degrade it, and
the temperature and pressure of the gas stream. Even
coming close to the best solution requires a careful scale-
up program in which the insights available from education
and experience are used to integrate experiments at dif-
ferent scales with mathematical models that can extrapo-
late the results from one scale to the design of the equip-
ment at the next scale. The bioreactor analysis presented
in this section is intended as a guide to this program, sug-
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gesting which bioreactor types be chosen for experimental
evaluation in each case, specifying the operating condi-
tions around which the experiments should be designed,
and showing how performance may be expected to vary
with scale.

Because the design goals are essentially economic, the
relationship of the variables shown in Figure 1 to the pro-
cess costs must be kept in mind. The volume of the
commercial-scale bioreactor equals the actual gas flow to
be treated (a process requirement) divided by g; a large
value for g translates directly into a smaller and, all other
things being equal, cheaper bioreactor. The liquid flow, f
should be kept as small as possible because providing clean
water and disposing of any process wastewater both cost
money, as do any nutrients and chemicals that must be
added. The pressure drop, h, through the bioreactor may
be significant, particularly on a large scale, and it deter-
mines the capital cost of the gas compressors and the en-
ergy costs for running them. Compressing the feed gas is
not only expensive in itself, it heats the feed such that heat
exchangers may be needed to cool it to the desired tem-
perature.

Process Analysis

It will be assumed that the biophase is completely mixed
and that the gas approximates plug flow through the bio-
reactor. This provides a realistic description of some bio-
reactors (bubble columns, some biotrickling filters), and a
reasonable starting point for quantitative thinking about
the others. More detailed mathematical models are avail-
able in the literature for specific types of bioreactors and
metabolism (31,32). The equilibrium solubility of the con-
taminant in the biophase, S*, will be described by Henry’s
law, S* � p/H, where p�partial pressure of the contami-
nant in the gas and H�Henry’s law constant. Although
this is adequate for relatively insoluble and dilute contam-
inants, it is a considerable oversimplification for others.
For example, the dissolution of oxides of nitrogen (NOx: a
mixture of NO and NO2) from stack gases into water is an
extremely complex process (34,35) that involves the gas-
phase chemical oxidation of NO to NO2 and a dissociation
reaction that generates H�, and when the gas� �NO , NO3 2

dissolves. In such cases, Henry’s law can only be inter-
preted in the purely qualitative sense that low H means a
soluble gas.

Any complete bioprocess model combines the mass con-
servation equations that describe the bioreactor with equa-
tions that try to approximate the complexities of microbial
metabolism. Because the objective here is to compare dif-
ferent bioreactor configurations, it is essential to have con-
sistent descriptions of the metabolism. In most gas treat-
ment applications the contaminant is a major microbial
nutrient, either the electron donor or the electron acceptor.
Its consumption provides metabolic energy for growth and
cell maintenance, so its specific consumption rate, q is
given by the yield equation

l
q � � k (1)

Y

where l is the specific growth rate of cells, Y is the cell-
yield coefficient, and k is the cell-maintenance coefficient.

In a well-operated bioreactor, the pH and temperature
are carefully controlled and all required nutrients are pro-
vided in adequate amounts, making the specific consump-
tion rate a function only of the concentrations of contami-
nant, S, and any inhibitory product, Sm, dissolved in the
biophase. The exact form of this function, written q(S, Sm),
will not be specified because it varies among cases, but it
must describe the effects on the metabolic rate of substrate
limitation, product inhibition, and possibly (when ni/H is
large) substrate inhibition. It is more common to describe
the specific cell growth rate, l, by a Monod-type function
of the concentration S, but this is clearly incorrect at the
low concentrations found in gas treatment bioreactors, be-
cause it predicts that growth stops and substrate uptake
continues when no substrate is available (l � 0 and q �

k when S � 0). In fact, when a major nutrient is exhausted,
its consumption must stop, and the microorganisms go into
an endogenous state in which the viable biomass declines,
a phenomenon correctly approximated by requiring that
q(S, Sm) � 0, and thus l � kY (equation 1) when S � 0.
Cell growth now stops at a nonzero “stationary phase” con-
centration, Ss, corresponding to the point where substrate
uptake is just sufficient to satisfy the maintenance require-
ment, and defined by q(Ss, 0) � k.

For cometabolic processes, the contaminant is neither
the main electron donor nor the acceptor; two rate equa-
tions are needed, and equation 1 contains an extra param-
eter whose value may be found from knowledge of the deg-
radative pathway. See, for example, the analysis by
Andrews of chloroform degradation by methanotrophic
bacteria (36). The design of cometabolic bioreactors follows
many of the principles described here but is too complex
and case specific to be analyzed in detail.

At steady state the conservation of mass requires that
the rate of growth of microorganisms in the bioreactor,
lebSx, equals the rate at which they flow out, fzSx (see Fig.
1 for nomenclature). The loss of microorganisms in mist
suspended in the effluent gas may be significant in some
bioreactors without demisting devices but is not included
explicitly in the analysis. The specific growth rate, l, a
measure of the physiological state of the microorganisms,
thus equals zf/eb, the reciprocal of the mean cell-residence
time (the number of cells in the bioreactor divided by the
cell outflow rate), which is a quantity under our direct con-
trol. This remarkable result, although well known for
chemostats, has not been fully appreciated for gas treat-
ment. It follows from equation 1 that the concentrations in
the biophase, S and Sm, are constrained by

q(S, S ) � k(1 � D) (2)m

where D � zf/Ykeb is the dimensionless dilution rate or
reciprocal mean cell-residence time.

The steady-state conservation of mass for the contami-
nant requires that whatever is removed from the gas phase
be transferred to the biophase, where it is either consumed
by the microorganisms or flows out in the liquid. For a
bioreactor, as opposed to a gas stripper, the latter term
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Figure 2. Operating regime for a completely mixed bioreactor.

should be negligible, but the flows of dissolved nutrients
and nonvolatile metabolic products must be included

g k a(n � p)1 i(n � p) �iRT (n � HS)iH ln
(p � HS)

( fS � ( f � w)S )j ji
� e qS � � (3)b x yj

where yj is the amount of component j produced (� sign)
or consumed (� sign) per unit of contaminant consumed
(see “Nutrient Addition and Start-Up”).

The description of the driving force for mass transfer in
terms of the log–mean concentration difference in the sec-
ond term of this equation follows from the assumption of
plug flow of the gas. The expression is not strictly correct
when the pressure drop through the bioreactor is large, as
in a tall bubble column, because the contaminant partial
pressure in the influent is then (1 � h)ni; but this compli-
cation is rarely included in practice. The essential points
here are that the mass-transfer factor, k1a, is an empiri-
cally determined parameter, that it can be based on differ-
ent forms of the driving force, and that the best choice de-
pends on the reactor type and must be clearly understood
by everyone involved in a project.

Equation 3 can be rearranged to give the fractional re-
moval of the contaminant from the gas, only the product
(subscript m) being considered in the last term:

p HS�Gx � 1 � � (1 � e ) 1 �� �n ni i

S Sx m
� (1 � D) � FD (4)

X S�m

where G � k1aRT/gH is the dimensionless mass transfer
coefficient; F � zXym is the dimensionless product in-YS� /m

hibition factor; X � gni/kebRT is the maximum possible
viable cell concentration in the biophase; and is theS�m
product concentration that completely inhibits cell growth.

Rather than solving equations 2 and 4 exactly, which
would require the form of the inherent kinetic function q(S,
Sm), consider some limiting cases in order of decreasing
liquid outflow rate. These cases are used to summarize the
bioreactor performance in Figure 2, a graph that can be
universal, at least within the limitations of the assump-
tions, because the parameters describing the contaminant
(H, ni), the reactor ( f, k1a), and the metabolism (k, ) inS�m
individual cases have been incorporated into the dimen-
sionless numbers x, D, F, and G.

• Washout. D � (q(ni/H,0)/k) � 1: Because the dis-
solved concentration, S, must obviously be less than
that in equilibrium with the feed gas, ni/H, equation
2 now has no solution, meaning that all of the bio-
mass is washed out of the reactor and there can be
no contaminant removal.

• Substrate limitation. D � (1 � e�G)/F: Equation 4
shows that under this condition, S r 0, while Sm �

, meaning that microbial kinetics are limited byS�m
the availability of substrate rather than product in-
hibition and the exact value of the inhibition number,
F, is irrelevant. If gas-biophase mass transfer is very
rapid, the dissolved contaminant is in equilibrium
with the outlet gas, giving the best possible bioreac-
tor performance. The shape of this G � � line in Fig-
ure 2 is simply a reflection of the relationship be-
tween l(�zf/eb) and S(�p/H) from the inherent
microbial kinetics. Mass-transfer limitation (G � �)
leads to a progressive reduction in the contaminant
removal, x.

• Product inhibition. D � (1 � e�G)/F: Now the con-
centration of metabolic products, Sm reaches inhibi-
tory levels, , while dissolved contaminant is stillS�m
available, meaning that metabolism is limited by
product inhibition rather than substrate limitation,
and the exact value of G is irrelevant. Increasingly
stronger inhibition (smaller F) produces a series of
curves in Figure 2 whose exact shape depends on the
details of the inherent inhibition kinetics. All of these
curves pass through the origin because, with no liq-
uid outflow (D � 0), any soluble, nonvolatile meta-
bolic products must eventually accumulate to inhib-
itory levels.

Consequences for Process Design

Any pair of values of F and G define a regime in Figure 2
within which the bioreactor can operate. The most impor-
tant result is that for any such pair of values there exists
a value of D that maximizes the contaminant removal, x.
If the form of the rate equation q(S, Sm) were known, the
pointed maximum seen in Figure 2 would be replaced by
a smooth curve that defined this optimum design more ac-
curately. In the absence of such detailed modeling the op-
timum must be found experimentally, the analysis provid-
ing a starting point and overall guidance. Because the gas
flow rate, g, appears in the denominator of both F and G,
the first step is to establish the maximum g for which the
desired contaminant removal, x, falls safely within the op-
erating regime. It is clear from equation 4 that a high re-
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moval rate (e.g., x � 0.95) with reasonable values of
S(�Hni) and Sm(�0.5 ) requires both G � 3 and FD �S�m
2, and such values are reasonable, if approximate, general
design goals. Much larger values represent inefficient de-
sign because they imply excessive consumption of energy
and water.

For processes that produce large amounts of very inhib-
itory, nonvolatile, soluble metabolic products, the problem
is to wash the products out of the bioreactor without wash-
ing out the biomass. Mathematically, ym/ r �, makingS�m
it difficult to keep FD � 2 without D exceeding the washout
criterion. These are the processes that require cell reten-
tion (z r 0), either by cell recycle or by immobilization as
a biofilm. For processes with more moderate values of ym/

, the analysis shows that there exists an optimum setS�m
of values of the process variables g, f, and z. Some pro-
cesses, the aerobic mineralization of hydrocarbons for ex-
ample, generate only innocuous (H2O) or gaseous (CO2)
products, so ym/ r 0, and the analysis suggests operat-S�m
ing with no liquid outflow. This not only gives the best
effluent-gas quality (Fig. 2 with F � �) but, because the
biomass is in a maintenance condition (l � 0 when D �
0), it also avoids the cost of adding nutrients, such as phos-
phates, that are needed for microbial growth (see “Nutri-
ent Addition and Start-Up”). In practice there are reasons
to avoid this condition. Even if ym/ is too small to beS�m
observed in short-term laboratory experiments, any non-
volatile product must eventually accumulate to inhibitory
levels in a continuous bioreactor with no liquid outflow.
Salts in the water added to compensate for evaporation or
for pH control will also accumulate in the biophase. Also,
it must not be forgotten that complete mixing of the bio-
phase is an abstraction never achieved in practice and
sometimes, as in the biofilter, not even attempted. The dis-
cussion prior to equation 2 shows that any bioreactor with
D � 0 must have a cell growth rate l � 0 as an average,
but it will contain microniches where cells are dying be-
cause conditions are worse than average, and others where
conditions are slightly better and cells are growing. Al-
though the growing cells may assimilate some of the ma-
terial released by the lysis of the dying cells, there must
be some long-term accumulation of dead biomass, with
consequent reduction in bioreactor performance. Keeping
D on the of order of 1, a very low flow rate in most cases
can wash out the dead biomass and ensure stable opera-
tion for the cost of a few growth nutrients.

The analysis assumed the usual case in which the cell
concentration in the bioreactor is kept as high as possible,
with sufficient amounts of other nutrients provided to en-
sure that the contaminant is the limiting nutrient. The
quantity X, defined under equation 4, is then the maxi-
mum possible viable-cell concentration in the biophase,
corresponding to the situation where all of the contami-
nant flowing into the bioreactor, gni/RT, is being used to
satisfy the cell maintenance requirement, kebX. The actual
concentration at any given operating condition, Sx, can be
calculated from the fourth term of the equation and is
shown in Figure 2 as a function of D and x. There is, how-
ever, no guarantee that this concentration corresponds to
a dilute, easily mixed cell suspension. If the maintenance
requirement, k, is small, and the contaminant loading gni

is large, it may be a paste of cells too dense to be, for ex-
ample, pumped around a biotrickling filter. Although it is
possible to reduce Sx by restricting the amounts of growth
nutrients provided, such artificial reductions in the micro-
bial “catalyst” concentration are generally poor bioprocess
design. The alternative is to choose the right type of bio-
reactor, recognizing that, although the mass of microor-
ganisms in the bioreactor is fixed by the process require-
ments and the microbial metabolism, the amount of water
is a process variable that can be controlled. The concentra-
tion, X, is an order of magnitude higher in a trickle-bed
type bioreactor where eb � 0.1, than in a bubble column
where eb � 1.

Nutrient Addition and Start-Up

In some processes, the aerobic mineralization of organics
in beds of compost for example, the air provides the elec-
tron acceptor and the media provides what little growth
nutrients are needed. In other processes these substances,
and sometimes the electron donor, must be provided in the
liquid inflow. The amounts can be estimated from the “stoi-
chiometry” of metabolism, a procedure best illustrated by
example. Ongcharit et al. (37) have shown that hydrogen
sulfide can be removed from industrial gas streams by the
acidophilic, autotrophic, sulfur-oxidizing, denitrifying bac-
terium Thiobacillus denitrificans. Even such esoteric me-
tabolism can be approximated by a pseudo-chemical reac-
tion in which all of the main nutrients and products are
written in the ionic form in which they enter or leave the
reactor. After performing all of the element and charge bal-
ances the result is

� �H S � (1.6 � 0.2yc) NO � yCO � ypH PO2 3 2 2 4

rr yCH N O S P � (0.8 � 0.1y(c � 5n))Nh n o s p 2
2� �� (1 � ys)SO � (0.4 � y(0.2c � p � 2s))H � wH O4 2

(5)

The first term on the right-hand side represents the dry
weight of the biomass produced. c � 4 � h � 2o � 6s �
5p is a measure of its oxidation/reduction state and is re-
markably consistent between species (36) (note that the
base oxidation state for nitrogen here is N2). The actual
cell yield is y, the ratio of cells produced to H2S consumed.
For a completely mixed biophase this equals l/q or, from
equations 1 and 2,

DY
y � (6)

(1 � D)

The “stoichiometric coefficients” on the other compo-
nents in equation 5 then provide the yj values needed to
calculate the concentrations of nutrients and products
from the last term in equation 3. These simple calculations
can provide a surprising amount of approximate informa-
tion about process design and development. A feature of
the example in equation 5 is the large amount of acid (H�)
produced by the metabolism. Even with the high liquid
flow rate allowed by cell immobilization or recycle (29,37)
its neutralization requires a high pH in the liquid inflow,
so the biophase must be very well mixed if metabolism is
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not to be inhibited by pH gradients, suggesting some type
of bubble-gasified bioreactor. If all of the and OH��NO3

are provided by their sodium salts, then the salinity in the
biophase would be high, suggesting a need for halophilic
strains of bacteria. A reasonable alternative would be to
explore the use of calcium salts, which would precipitate
some of the product sulfate as gypsum, reducing inhibitory
effects.

Like all the previous analyses, equation 6 applies only
to steady-state operation. Gas treatment bioreactors, like
any other bioprocess, are generally started with a rela-
tively small inoculum of acclimated microorganisms, the
objective of the start-up period being to increase the popu-
lation to the steady-state value, Sx. This requires addi-
tional growth nutrients, and the initial feed concentration,
Sji, can be calculated as above, but with setting the ob-
served cell yield, y, equal to the growth yield coefficient, Y.
These concentrations can then be decreased slowly as
steady state is approached. Start-up of biofilters is some-
times called ripening of the bed, and it is not always nec-
essary to add growth nutrients, because the microorgan-
isms capable of growth on the contaminant may obtain
nutrients from the support material (compost, soil, etc.),
or may grow at the expense of cells that die and lyse under
conditions in the biofilter. If these sources are not sufficient
to produce the biofilm thickness needed for maximum con-
taminant removal, some nutrient addition after steady-
state contaminant removal has been reached will further
improve performance. However, excessive nutrient addi-
tion must be avoided because modeling (38) suggests that,
under contaminant limited conditions, a biofilm will grow
much thicker than is needed. The inlet end of the biofilter
may plug with useless biofilm.

Just because a steady state exists in theory, it does not
follow that it can be reached by any start-up procedure. Of
particular concern are those contaminants that are so con-
centrated (high ni) and soluble (low H) that they will cause
substrate inhibition of the microbial metabolism if their
dissolved concentration in the biophase ever reaches equi-
librium with the feed (ni/H). The steady state analyzed
above still exists, but S � ni/H only as a consequence of
the metabolism of the large numbers of microorganisms
present. Starting with a small inoculum, the dissolved con-
centration in the biophase will be much higher, metabo-
lism will be inhibited, and the biomass may wash out. For
similar reasons, batch experiments may produce the er-
roneous conclusion that the gas cannot be treated biologi-
cally. A proper start-up procedure may involve dilution of
the feed gas and careful control of the dilution rate and
nutrient addition, until a dense, well-acclimated microbial
culture has developed.

Gas-Biophase Mass Transfer

Figure 2 shows that high levels of contaminant removal
require high values of the dimensionless mass-transfer fac-
tor, G, which is actually the product of two dimensionless
numbers: H/RT, an inverse measure of the contaminant
solubility, and k1a/g, a measure of the efficiency with which
the gas flow generates mass transfer. This is not usually a

difficulty for biofilters with their thin biophase and very
large a but how can it be achieved for other bioreactor
types? Measurements of gas–liquid mass transfer factors
(28) are often given as correlations of the form

ck a � AU (7)1 g

The superficial gas velocity Ug is related to the flow rate
g by Ug � gL, where L is the bioreactor height. Consider
first an idealized bubble column, a hypothetical device in
which all the bubbles are the same size, and doubling Ug

simply doubles their number. The exponent c must then be
1, making k1a/g � AL, a constant dependent upon scale
but independent of gas-flow rate. In real bubble columns,
with their imperfect bubble dispersion, c is closer to 0.7,
but this still implies that G varies only slightly with g. The
copious data available for oxygen transfer from air (28)
shows that, at normal gas flows (g on the order of 1 VVM),
k1a/g is on the order of 1 at the laboratory scale, rising
toward 10 in commercial-scale equipment. Assuming for
the purposes of illustration that k1 for a gas is proportional
to its diffusivity in water raised to the 2/3 power (strictly
valid only for relatively insoluble gases, for which most of
the mass-transfer resistance is on the liquid side of the
gas–biophase interface), this can be used to estimate G and
the maximum possible fractional removal, 1 � e�G, (equa-
tion 4 with S r 0) for contaminant gases of low, medium,
and high solubility. The results shown in Table 1 suggest
that bubble columns would be useless for insoluble con-
taminants like carbon monoxide, but worth consideration
for moderately soluble contaminants like hydrogen sulfide.
Most hydrocarbon vapors fall into the former category, but
many alcohols and chlorinated aliphatic solvents are in the
latter (30). For very soluble contaminants, such as sulfur
dioxide, G tends to be unnecessarily large in bubble col-
umns, and while acceptable removal with a moderate pres-
sure drop could be achieved in very short, wide columns,
this configuration has not been explored in practice.

The addition of a mechanical agitator can increase k1a
by roughly one order of magnitude, mainly by breaking up
the gas flow into many small bubbles with a large inter-
facial area. Equation 7 still applies, but the A parameter
becomes a function of the mechanical power input per unit
reactor volume. Unfortunately, agitation also undermines
the assumption that the gas moves though the reactor in
plug flow. In a mechanically agitated tank, the gas bubbles
are assumed to recirculate several times so that the gas
phase is completely mixed; a sample of gas containing
many bubbles taken from anywhere in the tank would
have the same composition as the outlet gas. The effect on
the driving force for mass transfer can be seen by compar-
ing the concentration profiles shown in Figure 3a and b.
Mathematically, the long-mean concentration difference
used in equation 3 must be replaced by the more familiar
effluent partial pressure driving force (p/H � S), which
makes the maximum possible removal not (1 � e�G), but
G/(1 � G). These two functions are virtually identical at
small G, which explains why the exact definition of the
driving force is not an issue for aeration (oxygen is an in-
soluble gas, H/RT � 30 at 20 �C, and its small fractional
removal from the air stream in conventional fermenters is
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Table 1. Performance of Bioreactors for which k1a/g � 1–10 for O2

Maximum possible removal

Contaminant gas H/RT at 20 �C G
Mixed gas phase

G/(1 � G)
Plug flow gas
1 � exp(�G)

CO 37 0.023–0.23 0.022–0.19 0.023–0.20
H2S 0.41 1.8–18 0.65–0.95 0.84–1
SO2 0.0088 88–880 0.99–0.999 1

0 HSs

(a) Stirred-tank bioreactor

(b) Bubble column

(c) Cocurrent trickle bed

(d) Counter-current trickle bed

Gas
(1 + h)p

(1 + h) ni
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p

Figure 3. Concentration Profiles in Different Bioreactors. (a), (b)
Partial pressure in gas phase, dot-dash line (c), (d) Viable biomass
concentration, dot-dash line. Dotted line, partial pressure in bio-
phase � HS; solid line, mole fraction in gas phase.

unimportant). However, a goal of 95% contaminant re-
moval now requires not G � 3, but G � 19, which gives
some idea of the lower effectiveness of a completely mixed
gas phase. The numbers in Table 1 show that this lower
effectiveness cancels out the increased k1a leading to con-
clusions similar to those for bubble columns. The extra ex-
pense of mechanical agitation is rarely justified in gas
treatment bioreactors, although reactors designed for a
high k1a/g with large aspect (height:diameter) ratios and
multiple impellers to prevent bubble coalescence (29) have
been proposed for removing hydrogen sulfide. Stirred
tanks have been used successfully (39) for the microbial
production of ethanol and acetic acid from carbon monox-
ide and hydrogen (another insoluble gas; H/RT � 51 at 20
�C), but the objective there was high volumetric productiv-
ity, rather than complete gas consumption. Several tanks
were used in series, and they were pressurized to several
atmospheres to improve gas transfer.

In contrast to bubble-gasified reactors, the gas–
biophase interfacial area in biotrickling filters is almost
constant, fixed by the choice of packing media and only
slightly influenced by Ug and the superficial velocity at
which the liquid is pumped over the bed U1. This makes it
possible to achieve the necessary value of G for contami-
nants of almost any solubility by appropriate choice of the
packing media and the gas flow per unit volume, g. Many
types of packing are available and the best choice in a par-
ticular situation is a complex trade-off between the follow-
ing considerations:

• Less soluble contaminants will need the large a pro-
vided by smaller media and the small g implied by
the lower permeability of such media to gas flow. For
these contaminants, most of the gas–biophase mass-
transfer resistance is on the biophase side of the in-
terface, so in correlations of the form of equation 7,
c r 0, but A is a fairly strong function of U1.

• More soluble contaminants can achieve the same G
with the smaller a and larger g given by larger media.
In this case most of the mass-transfer resistance is
on the gas side of the interface, so c � 0 and A is less
dependent on U1.

• The conservation of mass shows that the change in
concentration of a nonvolatile metabolic product in
the biophase as it moves down the bed is Ugxniym/
U1RT. If this number is small then the biophase ap-
proximates complete mixing. If it is large, then the
concentration gradients, including that of pH, may be
large enough to inhibit metabolism.
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• Although a high liquid flow improves mixing and
mass transfer, there is a definite upper limit of U1 at
which the bed floods. This limit is predictable (28)
and is much smaller for small media.

• It is difficult to generalize about the attachment of
the microorganisms to the media because this de-
pends on both the nature of the media and the type
of biomass involved. However, it is clear that a bed of
small media with attached biomass may quickly be-
come plugged if the contaminant is sufficiently con-
centrated and the biofilm is allowed to grow. It is rea-
sonable to suppose that the larger the media and the
higher the liquid velocity, the more cells will be sus-
pended in the liquid rather than being attached. The
z parameter in Figure 1 will be correspondingly
larger.

• A biophase containing suspended and attached bio-
mass may, if too thick or too dense, have its own
mass-transfer resistance (38). While such resistance
is usually to be avoided, it may be beneficial. For ex-
ample, in trying to separate one electron acceptor,
NOx, from stack gases that contain another, O2,
which is preferred by the microorganisms, it should
be possible to take advantage of the much higher sol-
ubility of the NOx to create locally anaerobic environ-
ments in the biophase.

Somewhere among all of these considerations is a best
choice of media for any situation. For dilute, less-soluble
contaminants whose metabolism does not produce any
nonvolatile metabolic products, the biotrickling filter will
look more like a biofilter, with small media, little liquid
flow, and attached biomass. For more soluble contami-
nants which do generate such products, it will tend toward
the other extreme of high liquid flows and a completely
mixed biophase. If there seems to be no sensible solution,
the answer may be to adopt a bioscrubber. Although more
expensive, it greatly simplifies the design problem by sepa-
rating gas–liquid mass transfer from the microbiological
considerations. It is certainly preferable to think in terms
of this continuum of possibilities and to choose the one best
suited to a particular application, rather than considering
the different types of gas treatment bioreactors as com-
pletely separate technologies, each of which can be forced
to fit any job.

Biophase Mixing and the Minimum Effluent Concentration

The single bioreactors with a completely mixed biophase
analyzed here have an obvious drawback: all of the micro-
organisms are exposed to the same physicochemical envi-
ronment, it is the worst possible environment for metab-
olism, with the lowest nutrient concentrations and the
highest concentrations of metabolic products. One conse-
quence appears in Figure 2. Even with no mass transfer
resistance (G � �), no product inhibition (F � �), and no
wastage of biomass (D � 0), the analysis suggests that
complete contaminant removal is still impossible. With no
biomass outflow there is no net cell growth, and all of the
contaminant is used for maintenance metabolism (equa-
tion 2 with l � D � 0 gives q � k). Under these conditions,

the dissolved contaminant concentration is not zero, but
the stationary phase concentration, Ss, so the partial pres-
sure in the effluent gas cannot be less than HSs, and the
fractional removal, x, can never exceed (1 � HSs/ni), even
with perfect mass transfer (equation 4 with G � �). This
maximum removal also exists for completely mixed bio-
logical wastewater treatment systems, but in that case it
does not matter because Ss is much less than common ef-
fluent standards. It may matter for some insoluble gas-
phase contaminants because the corresponding minimum-
achievable partial pressure, HSs, may be significant, even
when Ss is small. Bioreactors with a completely mixed bio-
phase are a poor choice for such contaminants.

The simplest improvement would be two bioreactors
through which the gas flows in series and between which
the microbial culture is continuously recirculated. Reactor
1 would have a relatively high effluent partial pressure
and dissolved contaminant concentration, providing a good
environment for metabolism and cell growth. If the process
variables are fixed correctly (a complete analysis is beyond
the scope of this chapter) reactor 2 could run with a dis-
solved concentration S � Ss. The biomass in reactor 2
would then be in an endogenous state, but this would no
longer matter because fresh, viable cells would be contin-
uously supplied from reactor 1, and the dying cells would
either flow back there to recover or be lost in the liquid
effluent. The liquid inflow would go to reactor 1, where the
growth nutrients are needed, and where it would dilute the
concentrations of any metabolic products.

The more bioreactors in series, the better the average
physicochemical environment for metabolism. Columns
containing many sieve trays or bubble-cap trays have long
been used for gas–liquid contacting in the chemical process
industry and should be considered for the biological treat-
ment of gases in cases where the biomass grows best in
suspension and the contaminant is relatively dilute, insol-
uble, and a poor microbial substrate (i.e., HSs/ni is large).
These columns are inherently countercurrent contacting
devices with the gas flowing upward while the microbial
culture falls down from tray to tray. An individual micro-
organism experiences a series of environments with ever-
increasing dissolved contaminant concentration, S, until it
is suddenly pumped back to the top tray where conditions
are endogenous (S � Ss), but where it can continue metab-
olizing contaminant and survive long enough to start
through the cycle again. Nutrient addition and pH control
can be done on each tray as needed, and the liquid effluent
can be taken from near the top of the column where cell
viability is lowest.

A similar effect, with the gas closer to the theoretical
optimum of plug flow, can be achieved in an upflow bio-
trickling filter with a small liquid recycle ratio. The only
drawbacks are that pH control and nutrient addition can
now only be done at the top of the bed, and the liquid can
only be removed from the bottom, which is not necessarily
the best arrangement. If all the microbial cells are sus-
pended, the concentration profiles of viable biomass and
contaminant will be as shown in Figure 3d. In real trickle
beds some of the biomass remains attached, which is a
great advantage over tray columns when a nonvolatile
metabolic product is generated, because it allows a large
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liquid outflow to remove the product without the danger of
washing out the biomass. (Mathematically, D is small be-
cause z is small, even though f is large.) Biotrickling filters
can also be operated in the gas-downflow, cocurrent mode,
which gives concentration profiles (again assuming sus-
pended biomass) more like those shown in Figure 3c. Now,
the microorganisms moving down the bed experience an
ever-worsening environment for metabolism, with lower S
and higher product concentration Sm. They leave the bot-
tom of the bed in an endogenous, low-viability state, which
is very suitable for the liquid outflow stream, but which
may cause a significant lag phase when cells are recycled
to the better environment at the top of the bed. The ques-
tion of whether the cocurrent mode works better can only
be answered definitively by experiments on a particular
gas stream.

In biofilters the biophase is far from being completely
mixed. It consists of an immobilized mass of up to xXeb

viable cells per unit bioreactor volume (less if cell growth
has been limited by some nutrient other than the contam-
inant), and one of the goals of media selection is to provide
sufficient surface area so that these cells can be distributed
as a biofilm thin enough to avoid mass transfer limitation
due to diffusion through the film. However, simple models
(38) suggest that biofilters should share the minimum ef-
fluent partial pressure, HSs, predicted earlier for bioreac-
tors with a completely mixed biophase, because biofilms
exposed to any lower partial pressures near the biofilter
effluent would be in an endogenous state and eventually
die. Experience suggests otherwise, probably because the
adsorption of the contaminants on the media increases
their effective concentration in the microorganisms’ im-
mediate environment. It follows that highly adsorptive
support particles, such as compost or activated carbon, will
work best, and that biofilters can treat very insoluble, hy-
drophobic contaminants if they adsorb well.

Scale-Up

First-stage scale-up experiments can be done in a reactor
of any size that is convenient or available, as long as it is
large enough so that the flows of gas and liquid are not
significantly altered by entrance effects, channeling, or
wall effects. Ideally, several different bioreactor types or
packing materials are studied, but this is not always pos-
sible. The objective is to vary the gas flow, g, the liquid flow,
f, nutrient addition, Sji, and so on, to determine how the
specified contaminant removal can be achieved most eco-
nomically. The scale-up problem is then to extrapolate the
results in order to calculate the necessary volume (volume
� gas flow to be treated/g) and shape (specifically the
height, L) of the commercial-scale bioreactor, which must
satisfy the process requirements without further experi-
mentation immediately after start up. The best combina-
tion of process variables found in the experiments must be
close to the optimum identified by the point at the right
end of the operating region in Figure 2. To preserve this
solution at the commercial scale, the dimensionless num-
bers D, F, and G that define this point must be kept the
same between scales. Scaling up a gas treatment bioreac-
tor is thus an example of Reynold’s similarity principle,

which states that two physical situations are similar only
if the all of the relevant dimensionless numbers are iden-
tical.

Consider first the case where there is no inhibitory met-
abolic product and the process needs little or no liquid out-
flow. F(r�) and D(r0) both drop from the list of relevant
dimensionless numbers, and the scale-up problem reduces
to finding combinations of gas flow, g, and bioreactor
height, L, that keep G constant between scales. Given a
mass-transfer correlation of the form of equation 7, G can
be written ARTLc/Hg(1�c). The problem is illustrated
graphically in Figure 4, where lines of constant G are
drawn on a log–log plot of g versus L. If the small-scale
experiments have found different combinations of g and L
that produce the specified contaminant removal, x, then
this data should fall on such a line, labeled empirical in
Figure 4, because the theory suggests that “constant x”
implies “constant G.” Also shown in Figure 4 is an upper
limit on the gas superficial velocity, Ug � gL, caused by
physical phenomena such as slugging of bubble columns,
fluidization of the media in upflow biofilters, or flooding of
the impeller in stirred tanks. This limit may be slightly
different at different scales. Two extreme cases of the scale-
up problem can be identified.

For a biofilter or a biotrickling filter treating sparingly
soluble contaminants, the mass-transfer factor is little af-
fected by the gas velocity, implying that c � 0 and making
the empirical line horizontal. Several important phenom-
ena are lumped into the parameter A, but there is no rea-
son to expect them to vary with scale because microorgan-
isms cannot “know” if they are in a small or large
bioreactor. Consequently, performance on the large scale is
defined by the same horizontal line, meaning that scale-up
is done at constant g, or equivalently at constant gas-
residence time (�1/g). Because g � Ug/L, constant g can
be achieved either with a deep bed and a high gas velocity,
the right end of the c � 0 line in Figure 4, or with a shallow
bed and a low velocity, the left end of the line. Although
the former are easier and cheaper to build, they have a
much higher pressure drop though the bed, meaning
higher costs for gas compression and possibly subsequent
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cooling to return the gas to a temperature tolerable to the
microorganisms. The latter are much cheaper to operate
and work well as long as the beds are deep enough (at least
several hundred times the particle size) to avoid problems
of channeling and short-circuiting of the gas flow. Many
biofilters consist of shallow beds of media on trays ar-
ranged in various configurations in a reactor designed to
ensure an even flow of gas into the beds.

At the other extreme is the ideal bubble column de-
scribed in the section “Gas Biophase Mass Transfer” for
which c � 1. The value of G, and thus the contaminant
removal, is now independent of gas flow but proportional
to bioreactor height. Scale-up must therefore be done by
keeping L constant but increasing the reactor width, the
large-scale bioreactor operating at maximum g in order to
minimize its volume (the operating point in Figure 4). Al-
though this ideal bubble column is an abstraction, it illus-
trates a paradox that can arise in scaling up practical bub-
ble columns (for which c � 0.7); if the desired removal can
be achieved in a small-scale column, then a bubble column
is probably not the best solution at the commercial scale.
For very soluble contaminants, the L needed to obtain the
desired fractional removal may be in the range of labora-
tory reactors, around 1 m. Scale-up would produce a very
unusually shaped large-scale bioreactor, a similar height
but several meters wide. There would be no point in mak-
ing it any deeper, except to provide a safety factor in the
design, and it could not be made any narrower and still
meet the process requirements. For insoluble contami-
nants the necessary L may be several meters. The conclu-
sion from laboratory experiments would then be that a
bubble column is not a feasible bioreactor, even though the
desired contaminant removal may be achievable (albeit
with a high pressure drop) with the reactor heights used
at the commercial scale.

All practical situations fall between these two extremes,
so neither simple scale-up rule, constant g or constant L,
is necessarily appropriate. The empirical line will have a
positive slope, and a similar line for the same G at the
larger scale can be projected from it if any variations of
the parameters A and c with scale can be estimated from
the published literature, experience, consultations with
equipment manufacturers, and so on. The design of the
large-scale bioreactor can be anywhere along this projected
line in Figure 4, the exact design point again being con-
strained by the maximum Ug line, but essentially an eco-
nomic trade-off between the large bioreactors demanded
by a small g and the large pressure drops associated with
a large L. The essential point is that the shape, and the
size of the large-scale bioreactor are fixed by this procedure
and should not be chosen based simply on guesswork or
convenience.

Some bioreactor types allow design flexibility because
they have variables that can be adjusted when drawing the
projected line. Both A and c tend to decrease with scale in
any bubble-gasified reactor due to poorer gas dispersion,
but in mechanically agitated tanks, A is a function of the
power input per unit volume, which can be varied to some
extent. For trickle beds and biofilters, both A and the bed
permeability are predictably related to packing size, allow-
ing the packing to be chosen to give the large-scale reactor

both a convenient shape and a reasonable pressure drop.
Note that, whether or not such changes are made between
scales, the estimates on which the projected line in Figure
4 is based should always be conservative in order to pro-
vide a factor of safety in the large-scale design.

When product inhibition is significant, the liquid out-
flow, f, becomes a critical variable, and all three dimen-
sionless numbers D, F, and G must be kept constant if the
physicochemical environment of the biomass (S, Sm) and
the optimum bioreactor performance established in the
small-scale experiments are to be extrapolated to the large
scale. An exact solution is possible only when the retention
of the biomass by cell immobilization or recycle (the z pa-
rameter) can be controlled, although when retention is al-
most complete (z r 0) only the product DF (from which z
cancels) is important, implying that the liquid flow, f, must
be kept proportional to the gas flow, g. Biotrickling filters
have an extra dimensionless number, the liquid recycle ra-
tio, RR, which introduces the extra difficulty that increas-
ing the bed height, while keeping f and RR constant in-
creases the liquid superficial velocity [Ul � Lf (1 � RR)],
thus changing the mass-transfer situation and possibly
flooding the bed. The procedure just described will not
work in these more complex situations (constant x no
longer implies constant G), but the general considerations
still apply, including the physical limits on the gas super-
ficial velocity, the desirability of tall small-scale bioreactors
to reduce uncertainties, the need for compromise between
capital and energy costs, and the possibility of predicting
a very inconvenient aspect ratio for the large-scale bio-
reactor. Judgment and calculation are needed in each case
because the trivial solution to the scale-up problem—
“build a bigger bioreactor with the same shape, f, and g as
the small one”—is unlikely to be the best. Gas treatment
bioreactors are one of the few devices whose performance
tends to improve with scale, but taking advantage of this
tendency in practice is not straightforward.

NOMENCLATURE

a Gas–biophase interfacial area per unit bioreactor
volume

A,c Constants in mass-transfer correlation
D zf/ebYk � dimensionless liquid flow rate
e Hold-up
f Liquid outflow rate per unit bioreactor volume
F Y /zymX � dimensionless product-inhibitionS�m

number
g Volumetric gas outflow rate per unit bioreactor

volume (the VVM gas rate)
G k1aRT/Hg � dimensionless mass-transfer-

effectiveness number
h Gauge pressure (atm) at gas inlet
H Henry’s law constant
k Cell maintenance coefficient
k1 Gas-to-biophase mass-transfer coefficient
L Bioreactor height
ni Mole fraction of contaminant in feed gas
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p Partial pressure (atm) of contaminant in effluent
q Specific consumption rate of contaminant
R Gas constant
S Dissolved concentration in biophase
Ss Stationary phase contaminant concentration

(concentration at which l � 0)
S�m Product concentration that totally inhibits

metabolism
T Outlet gas temperature
Ug Superficial gas velocity at bioreactor outlet
U1 Superficial liquid velocity in a trickle bed
X gni/kebRT � maximum possible cell concentration

in biophase
x 1 � p/ni � fractional removal of contaminant
w Evaporation rate per unit bioreactor volume
y Mole of nutrient consumed or product formed per

unit of contaminant metabolized
Y Cell-yield coefficient
z Cell concentration in liquid effluent/cell

concentration in biophase
c Available electrons per carbon equivalent of

biomass
l Specific growth rate of biomass

Subscripts

i Inlet conditions
j Any nutrient or product
m Metabolic product
x Biomass
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INTRODUCTION

Photobioreactors are bioreactors in which phototrophic mi-
croorganisms or plant cells are grown or used to carry out
a photobiological reaction. In a broad sense, the open shal-
low basins used for microalgae cultivation could also be

viewed as photobioreactors (1). In this article, however, the
term photobioreactor is used to indicate only closed sys-
tems, that is, reactors that do not allow direct exchange of
gases (e.g., CO2, O2) or contaminants (dust, microorgan-
isms, etc.) between the culture and the atmosphere.

At present, commercial production of phototrophic mi-
crobial biomass is limited to two microalgae (Dunaliella
and Chlorella) and one cyanobacterium (Arthrospira).
Mass cultivation of these species is carried out in open
ponds by means of a selective environment (high bicarbon-
ate and high pH for Arthrospira, high salinity for Duna-
liella), or by making use of large amounts of inoculum pro-
duced under strictly controlled conditions and taking
advantage of a high growth rate (Chlorella). Most microal-
gal species cannot be maintained long enough in outdoor
open-culture systems because of contamination by hetero-
trophic microorganisms (fungi, bacteria, protozoa) and
competition by faster-growing microalgae that tend to
dominate, regardless of the species used as inoculum. With
the few exceptions mentioned earlier, virtually all at-
tempts at mass cultivation of specific species of photo-
trophs in outdoor open ponds for prolonged periods have
failed. An alternative choice is to use photobioreactors,
which can provide an environment that is protected from
direct fallout, are relatively safe from invasion by compet-
ing microorganisms, and in which conditions (pH, pO2,
pCO2, temperature) can be better controlled so that dom-
inance of the desired species is established for a sufficient
period of time.

The use of photobioreactors could extend the exploita-
tion of microbial phototrophs from the few strains com-
mercially grown today to the more than 50,000 known spe-
cies, many of which are potential sources of high-value
products. Examples of such products are specialty lipids
(sterols and polyunsaturated fatty acids); antifungal, an-
tibacterial, or antiviral compounds; radioactively or isotop-
ically labeled molecules (such as 13C-labeled glucose and
amino acids); vitamins (e.g., vitamin E); pigments (such as
b-carotene, astaxanthin, and phycobiliproteins); pharma-
ceuticals (e.g., antineoplastic agents); and aquaculture
feeds. The latter represent a good example of a case that
could benefit in a decisive manner from the introduction of
new photobioreactor concepts.

Understanding photobioreactors requires background
knowledge on the fundamentals of the growth of photo-
trophs. The first part of this article therefore describes the
principal characteristics of phototrophic microorganisms
and their growth kinetics. The second part deals with pho-
tobioreactor designs, advantages, limitations, and com-
mercial applications.

The topic of photobioreactors has also been reviewed by
Lee (2), Chaumont (3), Prokop and Erickson (1), and more
recently by Torzillo (4), Tredici and Chini Zittelli (5), and
Pulz and Scheibenbogen (6).

PRINCIPAL CHARACTERISTICS OF PHOTOTROPHIC
MICROORGANISMS

Photosynthesis and the Photosynthetic Apparatus

All organisms require a source of energy for growth to take
place. Phototrophic organisms, or phototrophs, use light as
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Figure 1. In vivo absorption spectra of (a) a microalga (Scene-
desmus acutus), (b) a cyanobacterium (Synechocystis sp.), and
(c) a purple bacterium (Rhodopseudomonas viridis).

an energy source. Light, or visible radiation, is the electro-
magnetic radiation in the 400- to 700-nm range, to which
the human eye is sensitive. Because it is used by algae and
plants for photosynthesis, visible radiation is also called
photosynthetic active radiation (PAR).

Photosynthesis is the process by which phototrophs cap-
ture and convert the energy of photons (quanta of electro-
magnetic radiation, i.e., the smallest “packets” of light en-
ergy) to biochemically usable energy. It is through
photosynthesis that phototrophs obtain the energy (ATP)
and the reducing power (NADH or NADPH) necessary to
incorporate CO2 and to manufacture the organic molecules
they require for growth.

Photosynthesis is generally associated with higher
plants, yet about half the photosynthesis on earth is car-
ried out by microorganisms. There are three major groups
of phototrophic microorganisms: the photosynthetic purple
and green bacteria, the cyanobacteria (also referred to by
botanists as blue–green algae), and the microalgae. Pho-
tosynthetic bacteria, and cyanobacteria are prokaryotes;
microalgae have a eukaryotic-cell-type organization. Pho-
tosynthetic bacteria differ from cyanobacteria and microal-
gae because of their photopigments and photosynthetic
processes.

The ability to perform photosynthesis depends on the
presence of light-absorbing pigments, the chlorophylls:
large planar molecules composed of four substituted pyr-
role rings with a magnesium atom coordinated to the four
central nitrogen atoms. Chlorophylls absorb light primar-
ily in the blue–violet and red regions of the spectrum and
absorb weakly in the green region; this is why many pho-
totrophs are green in color. Photosynthetic bacteria differ
from cyanobacteria and microalgae in that their chloro-
phylls, called bacteriochlorophylls, have different molecu-
lar structure and absorption characteristics. For example,
bacteriochlorophyll b of some purple bacteria has an in
vivo maximum absorption in the infrared region between
1,020 and 1,040 nm. For purple bacteria, photosynthetic
active radiation covers a much wider wavelength range
than it does for microalgae and cyanobacteria, from the
near ultraviolet to the long-wave infrared region (Fig. 1).

Besides the chlorophylls, other photosynthetic pig-
ments, called accessory pigments, are also involved in the
capture of light. Accessory pigments absorb light in the
blue–green through yellow–orange range where chloro-
phylls absorb poorly and transfer the trapped energy to the
chlorophylls, making photosynthesis more efficient over a
broader range of wavelengths. The most widespread ac-
cessory pigments are the carotenoids, fat-soluble mole-
cules that absorb light in the blue region of the spectrum,
and the water-soluble phycobiliproteins of red algae and
cyanobacteria that absorb in the green–yellow region. The
accessory pigments also protect phototrophs from sunlight,
which can damage the photosynthetic apparatus when it
is too intense.

Cyanobacteria and microalgae also differ greatly from
photosynthetic bacteria because of their photosynthetic
process. Like higher plants, cyanobacteria and microalgae
are oxygenic phototrophs; that is, they exhibit a type of
photosynthesis that involves two photosystems (PSI and
PSII), uses H2O as electron donor, and evolves oxygen as

a result of water photolysis. Green and purple photosyn-
thetic bacteria lack photosystem II and cannot use water
as an electron source; hence, they do not produce oxygen
photosynthetically. For this reason they are called anoxy-
genic phototrophs. These definitions apply irrespectively
of whether the organism obtains its cellular carbon prin-
cipally from inorganic (autotrophically) or organic (hetero-
trophically) sources. Microalgae and cyanobacteria are
mostly aerobic (they use oxygen as electron acceptor for
respiratory metabolism) and autotrophic; purple bacteria
are mainly anaerobic and heterotrophic; green bacteria are
prevalently anaerobic and autotrophic. For a clear, com-
prehensive treatment of both plant and bacterial photo-
synthesis, see Hall and Rao (7).

Although this article deals exclusively with photobi-
oreactors for the cultivation of oxygenic phototrophs (mi-
croalgae and cyanobacteria), some of the aspects covered
and most of the conclusions can be extended to other pho-
totrophic groups. For brevity, the term microalgae is used
here in its botanical meaning, which includes cyanobac-
teria.

Response of Phototrophs to Light Quality and Quantity

The rate of photosynthesis achieved by a phototrophic cell
depends on the rate of photon absorption and on the effi-
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Figure 2. Light-response curve of photosynthesis (known as P–I
curve). The intercept on the vertical axis is the measure of O2

uptake due to dark respiration. Ic, light compensation point; Is,
light saturation intensity; Ih, light intensity value at which photo-
inhibition occurs. For details refer to the text.

ciency with which the absorbed photons are used. The rate
of absorption and the efficiency of conversion of absorbed
photons are in turn determined by the characteristics of
the photosynthetic apparatus and by the spectral quality
and intensity* of the incident light.

Photosynthesis as a Function of Light Quality. The wave-
lengths absorbed by a phototroph depend on its primary
and accessory pigment content as shown by its absorption
spectrum (Fig. 1). Only absorbed wavelengths are used,
but not all the wavelengths absorbed are equally efficient
for photosynthesis. Therefore, the spectral suitability of a
light source for a phototroph is better represented by the
action spectrum of photosynthesis (i.e., the curve obtained
by plotting the specific rate of photosynthesis [P]† against
wavelength across the photosynthetic range for the cul-
tured organism). Although action spectra give more infor-
mation than absorption spectra, the latter are more com-
monly reported because they are easier to determine and
interpret. The curve obtained when growth, rather than
photosynthesis, is plotted against wavelength is called a
growth action spectrum.

Photosynthesis as a Function of Light Intensity. The rate
of photosynthesis is not simply proportional to the rate of
photon absorption, since photons may be captured by the
pigments much faster than the photosynthetic apparatus
can make use of them. If photosynthesis is measured at
different light intensities, the specific photosynthesis rate
(P) can be plotted as a function of light intensity (I) in the
well-known light response curve of photosynthesis, or the
P–I curve (Fig. 2). In the dark, where there is, of course,
no photosynthetic activity, O2 is consumed and CO2 is re-
leased due to cellular respiration. As the light intensity
gradually increases, photosynthetic O2 evolution (and CO2

consumption) takes place and a light intensity value,
called the light compensation point or compensation irra-
diance (Ic), is eventually reached, at which value photosyn-
thetic O2 evolution balances respiratory O2 consumption.
Beyond this value, production exceeds consumption and
net photosynthesis is achieved. From here on, P increases
linearly with I up to a certain point, beyond which the rate
of increase of P per increment in light intensity declines
and eventually levels off. The slope of the linear portion of
the curve, called alpha (�), represents the rate of photo-
synthesis per unit incident light or relative quantum yield
(also called maximum photosynthetic efficiency or maxi-
mum quantum yield), and is a measure of the efficiency

*The spectral quality of light depends on the wavelength of each
single photon. The energy content of a photon varies with its wave-
length according to � � hc/k, where � is energy content, h is
Planck’s constant, c is the speed of light, and k is the light wave-
length in nm. Light intensity is given by the number of photons
impinging on unit area in unit time (expressed as lmol photons
m�2 s�1). More properly the incident photon flux on a unit area
in unit time is defined as photon flux density (PFD).
†Photosynthesis can be measured in terms of either CO2 uptake
or O2 release. Rates of photosynthesis can be expressed per unit
biomass, or any quantity proportional to it, to obtain the specific
photosynthetic rate (P). Typical units for P are lmol evolved O2

(or fixed CO2) mg Chla�1 h�1.

with which the organism uses low light intensities. The
relative quantum yield is expressed as moles of O2 evolved
per mole of photons of incident PAR. Plotting the absorbed
light (incident light minus reflected and transmitted light)
instead of incident light will give the absolute quantum
yield. The reciprocal of the quantum yield (i.e., the number
of photons required to evolve one molecule of oxygen) is
called the quantum requirement of photosynthesis. In the
range of intensities where P does not vary with I, photo-
synthesis is said to be light saturated and the light inten-
sity is said to be saturating (Is); P reaches its maximum
value (Pmax) in this range. If light intensity further in-
creases, P may decrease again. This phenomenon involves
damage to some components of the photosynthetic appa-
ratus and is referred to as photoinhibition. At low light
intensities, P is limited by the light reactions of photosyn-
thesis (thermodynamic constraint). At saturating light in-
tensities, P (Pmax) is limited by the so-called dark reactions,
in which the products of light reactions are used to fix CO2

(metabolic constraint). P–I curves are species specific and
must be determined under conditions such that all the cells
receive the same photon flux and are not mutually shaded.

Hill and Bendall’s widely accepted Z-scheme of oxygenic
photosynthesis incorporates two photosystems (PSII and
PSI), and establishes that it is necessary to move four elec-
trons through each photosystem to evolve one molecule of
O2 and fix one molecule of CO2. Since the transfer of each
electron requires two photons (one in PSII and one in PSI),
it follows that the theoretical minimal quantum require-
ment cannot be lower than 8 (i.e., not less than eight pho-
tons are needed to move four electrons from water to
NADP through the two photosystems) and the maximal
quantum efficiency cannot be higher than 0.125 (1/8).

The curve relating growth to light intensity has a pat-
tern similar to the P–I curve (with growth rate increasing
proportionally to light intensity when intensity is limiting
and being independent of intensity when saturating values
are reached), since phototrophic growth is a direct conse-
quence of the photosynthetic rate.



398 BIOREACTORS, PHOTO

Time

I II III IV V VI

In X

µ

+

–

(a)

(b)

Figure 3. (a) Growth curve of a phototrophic microorganism in
batch culture. The following six phases are shown: I, lag; II, ac-
celeration; III, exponential; IV, deceleration; V, stationary; VI,
death (after Ref. 8). (b) Changes in growth rate (l) during the six
typical growth phases.

Growth of Microbial Phototrophs in Batch Culture

Phototrophic microorganisms can be grown in batch or con-
tinuous culture. A batch culture is initiated by the transfer
of a small amount of cells (inoculum) into fresh growth me-
dium; after the inoculum, nothing is added to (except light
and carbon dioxide), or removed from (except oxygen), the
system.

Growth Rate. Growth can be defined as the orderly in-
crease of all the cell constituents. During this process, uni-
cellular organisms grow to a maximum size, then divide to
form two daughter cells. The daughter cells in turn repeat
the process, and the number of cells doubles at regular
intervals of time. The time required for a growing popu-
lation to double is called the generation time, g. The rate
of increase in biomass concentration is generally expressed
as the specific growth rate, l, which is related to the gen-
eration time by l � ln2/g. The specific growth rate, which
can be defined as a proportionality constant for the auto-
catalytic growth reaction, is described by the following
equation:

l � 1/X(dX/dt) (1)

where l is the specific growth rate (h�1), X is the biomass
concentration (g L�1), t is time (h), and dX/dt is the vari-
ation in biomass concentration with respect to time (g L�1

h�1), that is, the culture productivity per unit volume. The
volumetric productivity (dX/dt � lX) of a culture in a pond
or a flat reactor can be easily normalized on a per-unit-
area basis by considering the culture volume (V) corre-
sponding to the unit of illuminated surface area (A). There-
fore, the areal productivity can be calculated as lXV/A, or,
since V/A is the depth d of the culture, as lXd.

Growth Curve. When a phototroph grows under suit-
able conditions in batch culture, its growth curve follows a
sigmoidal pattern showing six principal phases (Fig. 3a).
Each phase is characterized by a particular value of the
specific growth rate (Fig. 3b) and reflects a particular met-
abolic state of the cell population. After the inoculum,
growth does not necessarily start right away since most
cells may be viable, but not in condition to divide, espe-
cially when the parent culture is old. The interval neces-
sary for the transferred cells to metabolically adapt to the
new situation and start to grow is called the lag phase.
After the lag phase, the culture enters into the acceleration
phase, during which l increases continuously. When a con-
stant growth rate is reached, the culture is said to be in
the exponential growth phase. During exponential growth,
all the cells are light saturated (if a saturating light inten-
sity is provided at the culture surface) and growth proceeds
according to equation 1. The maximum l is achieved in this
phase, and in this respect phototrophs do not behave dif-
ferently from chemotrophs. (Note: Organisms that obtain
energy for growth from oxyreduction reactions involving
either organic or inorganic electron donors.) The exponen-
tial growth phase of phototrophs in batch culture normally
lasts for a relatively short period because the cells start to
shade each other as their number increases; growth be-

comes light limited and l decreases (deceleration phase).
Self-shading and the fact that the energy source is instan-
taneously provided at the culture surface and cannot be
stored in the reactor are the two fundamental factors that
differentiate photobioreactors from reactors for chemo-
trophs. During the deceleration phase, although l de-
creases continuously, the culture productivity may remain
stable at maximum value because of the continuous pro-
portional increase in cell concentration (X). Since the in-
crease in cell biomass becomes almost linear, sometimes
the initial part of this phase is called linear phase. Con-
ditions of linear growth are typically sought in mass cul-
tures of phototrophs, since they lead to the highest pro-
ductivity. Following the linear growth phase, the cell
population continues to increase, but l decreases until it
reaches zero, at which point the culture enters the station-
ary phase, during which the cell concentration remains
constant at its maximum value. The stationary phase is
followed by the death phase, in which the population of
viable cells decreases.

To achieve continuous exponential light-saturated
growth, the culture process has to be changed from batch
to continuous; this is accomplished by continuously remov-
ing the newly formed cells. This condition is not adopted
in photobiological process targeting production of biomass
or related products, since it leads to low efficiency of con-
version of the irradiance impinging on the culture surface
and to low productivity (see later section).

Light distribution, Growth Rate, and Volumetric Productivity
in Phototrophic Cultures

If nutrients are provided in suitable amounts and tem-
perature is maintained at the optimum value, the produc-
tivity of phototrophic cultures becomes a function of light
availability and cell concentration. In dilute cultures, self-
shading is minimal and all the cells receive the same
amount of light, independent of their position. It is self-
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Figure 4. Light extinction in a phototrophic culture illuminated
from one side with saturating light intensity. The upper curve rep-
resents a condition of low-cell concentration in which light ab-
sorption is negligible and all the cells receive almost the same
light intensity. The lower curve describes a condition of high cell
density in which the impinging photon flux is fully absorbed at
two-thirds of the culture depth.

evident that, at these low densities, even if the light inten-
sity provided would permit the maximum growth rate, the
culture will achieve low efficiency of light conversion and
low productivity, since most of the impinging photon flux
will pass through the culture unabsorbed (Fig. 4, upper
curve). Mass phototrophic cultures, in order to obtain max-
imum productivity, must be kept dense enough to absorb
all the light impinging on their surface. Under these con-
ditions, self-shading, due to light absorption by cell pig-
ments and scattering by the cells causes light intensity to
fall off exponentially with the culture depth (Fig. 4, lower
curve). In dense cultures, the light availability for each sin-
gle cell is much reduced; this brings about a significant
diminution of the specific growth rate, but productivity is,
in any case, higher than in dilute cultures because the de-
crease in growth rate is more than compensated by the
increase in cell concentration. For achieving maximal pro-
ductivity in mass cultures it is mandatory to operate at a
proper combination of culture depth and cell concentra-
tion. This concept, known as operating at the optimal
population density (OPD), has been investigated by many
researchers, most recently by Richmond and coworkers
(9–11). In general, maximal productivity is obtained at
relatively high population densities and at specific growth
rates that are about one-half of the maximum. Increasing
the cell concentration above the OPD is generally associ-
ated with a reduction in productivity because of the pres-
ence of a large dark zone inside the reactor, which leads to
high maintenance requirements in relation to the overall

photosynthetic activity of the culture. Given the nonuni-
formity of the light environment that dominates in dense
cultures, one requirement for achieving high photosyn-
thetic efficiencies is that the individual cells be intermit-
tently moved into and out of the illuminated zone. Al-
though it has been shown that conventional mixing can do
little to improve photosynthetic efficiency through what is
known as the “flashing light effect,”* mixing is, in any case,
required to provide intermittent exposure of the cells to
light and darkness. A means to increase volumetric pro-
ductivity in phototrophic cultures without increasing the
light intensity at the culture surface is to shorten the light
path by increasing the illuminated surface-to-volume ratio
(S/V ratio) of the reactor.

Modeling Photosynthetic Growth in Photobioreactors

Mass phototrophic cultures are normally light limited,
even though the light intensity striking their surface may
be several times above saturation. For example, in outdoor
algal cultures at midday, cells in the top layers will receive
light at intensities above Is (they will be photosaturated),
or may even be photoinhibited, but a considerable portion
of the culture will be photolimited or even below the com-
pensation point (bottom layers). The rate of photosynthesis
will thus be different in different regions of the culture,
since it depends on the local environment experienced by
the single cells, but the photosynthetic rate of the culture
as a whole will be an average of all the individual rates. In
the same way, while for a single cell the instantaneous spe-
cific growth rate, which depends on the instantaneous rate
of light absorption and of photosynthesis, varies depending
on the position of the cell, the average specific growth rate
of the culture depends on the average amount of light re-
ceived by the cells. It is hence a function of the culture
depth (or light path) and of the cell concentration, as well
as of the intensity of the incident light.

The exponential decay of the intensity of light as it pen-
etrates into dense cultures is generally described by
Lambert–Beer’s law. This equation, however, accounts for
the sole absorption by pigments and neglects light scatter-
ing by cells. More sophisticated models, (e.g., the radiative
transfer theory developed in astrophysics), have been pro-
posed to obtain radiant energy profiles inside reactors with
a reasonable accuracy (13). Models of photosynthetic
growth are based on the assumption that growth rate is
closely related to the light availability inside the culture.
It is thus necessary to consider both the effect of the light
intensity available at each point of the reactor on growth
rate and how the light environment is modified by absorp-
tion and scattering. This creates a high degree of complex-
ity for the modeling of phototrophic cultures. A complete
treatment of the kinetics and energetics of photosynthetic
growth in photobioreactors has been presented by Cornet
et al. (13). Accurate models for calculating local and aver-
age irradiance inside photobioreactors as functions of the
design and of the impinging irradiance, and for relating

*The phenomenon, first described by Kok (12), by which the pho-
tosynthetic efficiency is increased when cells are exposed to light
flashes instead of continuous light.
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growth rate and productivity to average irradiance have
been developed by Molina Grima and coworkers (14,15).

Light Utilization and Productivity in Phototrophic Cultures

Photosynthetic Efficiency of Outdoor Cultures. The pho-
tosynthetic efficiency of phototrophic growth is defined as
the energy stored in biomass per unit of light energy ab-
sorbed (9). This parameter is of fundamental importance
in mass cultures, since high photosynthetic efficiency leads
to high biomass production per unit of illuminated area.
As mentioned earlier, according to the current model of
photosynthesis, eight photons are required to transfer four
electrons from water to NADP and bring about the reduc-
tion of one molecule of CO2 to carbohydrate in the dark
reactions of photosynthesis. Since one mole of photons in
the visible range contains on average about 50 kcal of free
energy, and since the energy stored in carbohydrate during
photosynthesis is about 114 kcal/mol of reduced CO2, the
theoretical maximum photosynthetic efficiency is approx-
imately 28.5% [114/(8 � 50)]. The biosynthesis of the other
macromolecules making up the microbial cell (lipids, pro-
tein, nucleic acids) requires additional reducing power and
ATP and hence additional photons per CO2 incorporated;
this brings the quantum requirement for growing cells to
10–12, rather than 8, and reduces the maximum efficiency
to about 20%. In practice, this efficiency cannot be reached
with sunlight because of several losses and limitations,
which include the fact that PAR represents only 43% of the
total solar radiation at the earth’s surface, the loss of part
of the incident radiation by reflection at the culture sur-
face, and the fact that part of the absorbed energy is in-
vested in cell maintenance. Another major limitation, of-
ten ignored, is represented by the light saturation effect,
that is, the fact that the photosynthetic apparatus of most
phototrophs saturates at only 10–20% of full sunlight
(about 2,000 lmol photons m�2 s�1). According to the
equation derived by Bush ( f � Is/I [ln I/Is � 1]) (16), which
expresses the fraction ( f ) of the thermodynamic efficiency
that can be attained as a function of the incident light in-
tensity (I) and the saturation intensity (Is), the quantum
efficiency comes very close to the theoretical at low light
intensities (�100 lmol photons m�2 s�1). When the light
intensity approaches that of full sunlight, utilization drops
to less than 20% and most of the light energy absorbed by
the culture is dissipated as fluorescence and heat. There
are not many options available to overcome the limitation
imposed by the light saturation effect. In dense photo-
trophic cultures, mixing partially compensates for the lim-
itation imposed by the light saturation effect, but does not
overcome the substantial inability of phototrophs to use
effectively high irradiances (17). Benemann (18) discussed
the alternative concept of increasing the light intensity at
which photosynthesis saturates by decreasing the amount
of accessory pigments in the cells. This however, is not easy
to achieve and may lead to another problem: Contaminat-
ing algae with higher pigment content, because of their
ability to absorb more light in the light-limited zones of the
culture, will overgrow the cultured alga. Based on studies
that took this direction in the 1950s, Tredici and Chini Zit-
telli (19) have recently proposed spatial light dilution as a

means to increase the photosynthetic efficiency of outdoor
algal cultures (see later section). Considering all of these
limitations, it is reasonable to assume that only about
4–5% of solar energy can be converted to the chemical en-
ergy of biomass, under even the best conditions (17). For
locations characterized by an annual average insolation of
4,500 kcal m�2 d�1 (e.g., southwestern United States), and
assuming a caloric content of the biomass of 5.4 kcal g dry
wt�1, this efficiency will result in a calculated average an-
nual productivity between 33 and 42 g m�2 d�1.

Productivity of Outdoor Cultures of Phototrophs. The
productivity of outdoor cultures is one of most debated is-
sues connected with mass cultivation of phototrophs. Ex-
trapolations from efficiencies of light conversion obtained
in the laboratory had led to predict annual productivities
as high as 140 g m�2 d�1 (20), but actual productivities
are only one-tenth or less these figures, with about 40 g
m�2 d�1 being considered the highest value obtainable by
outdoor algal cultures under favorable conditions (17,18).
A common mistake made (more or less consciously) in this
respect is that the results obtained on a small scale over
short periods and under optimal conditions are extrapo-
lated to all-year-round, full commercial scale. As a matter
of fact, despite statements in the early years of algal bio-
technology, large algal cultures are not much more pro-
ductive than terrestrial systems, and generally are much
less reliable. In the author’s opinion, however, productivity
should not be considered as being the decisive factor in
determining the viability of algal biotechnology. It is true
that productivity greatly influences the economy of the pro-
cess, but other factors, like sustainability and reliability,
are just as, or even more, important.

Several models have been proposed to predict the pro-
ductivity of outdoor cultures of phototrophs both in open
ponds (21,22) and in photobioreactors (13,15).

How Productivity of Phototrophic Cultures Is Expressed.
In the case of algae cultivation in open ponds, it is common
to evaluate productivity as areal yield (i.e., productivity
per unit of occupied land area per unit time, expressed ei-
ther as g m�2 d�1 or tons ha�1 year�1). This is both prac-
tical, since it makes comparison with terrestrial systems
easy and immediate, and correct, since areal productivity
in ponds is proportional to the amount of light entering the
system per unit illuminated area. In a pond this corre-
sponds substantially to the land surface area occupied by
the system.

With photobioreactors the situation is much more com-
plex. Except in the cases of flat horizontal systems and
tubular horizontal photobioreactors with no empty space
between contiguous tubes (in both these cases the areal
productivity referred to the occupied land is correct and
easy to interpret), expressing productivity on a per land
surface area basis is misleading. For example, in some hor-
izontal serpentine bioreactors it is difficult to decide
whether and how to compute the empty space between con-
tiguous tubes and how to account for the fact that the re-
actor intercepts a different proportion of the radiation im-
pinging on the horizontal, depending on the elevation of
the sun and, hence, on the hour of the day. With elevated
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systems, the inadequacy of the areal yield is even more
evident, since the amount of radiation intercepted by a ver-
tical or sharply inclined reactor is not related to the land
surface area it occupies. Expressing the productivity of el-
evated systems on a per unit occupied land surface area
basis (i.e., with reference to the horizontal projection of the
reactor on the ground) may lead to high unrealistic figures
(see later section). Productivity can also be referred to the
illuminated surface area of the reactor (biomass produced
per unit illuminated surface area per unit time, in g m�2

d�1), but this parameter is also not adequate for all situ-
ations, since it can be difficult to define the correct illu-
minated surface area to which to refer productivity. In tu-
bular reactors, for example, the illuminated surface area
generally corresponds to half the total surface area of the
reactor; using it as basis for calculation of productivity in
most cases underestimates reactor performance. In some
vertical reactors (e.g., large-diameter coils that receive a
significant amount of radiation on their inner central part
at midday, but not in the early morning nor in the evening),
the illuminated surface area changes during the day with
sun elevation. Another complication with vertical reactors
is determined by the fact that they intercept a significant
amount of diffuse radiation on the surface not directly il-
luminated by the sun, and this is not always taken into
account.

For these reasons, photobioreactor performance, like
that of fermenters, is frequently reported in terms of vol-
umetric productivity (amount of biomass produced per unit
reactor volume per unit time, commonly expressed in g L�1

d�1). But volumetric productivity is a function of the num-
ber of photons that enter the unit reactor volume in the
unit time and, as such, is dependent on the illuminated
S/V ratio of the reactor. The higher this ratio, the higher
the volumetric productivity. It is well known, for example,
that small-diameter tubular reactors or thin flat systems
achieve high volumetric productivities, even if they per-
form poorly. We should be aware of the fact that a volu-
metric productivity of 1 g L�1 d�1 assumes a completely
different significance if obtained in a tubular reactor of 1
cm or of 5 cm diameter.

To overcome these limitations, Tredici and Chini Zittelli
(19) suggested evaluating the performance of vertical pho-
tobioreactors on the basis of the photosynthetic efficiency
achieved by the culture. Unfortunately this parameter is
not always easy to calculate (e.g., in coiled reactors) and
since it depends heavily on the irradiance (the lower the
irradiance, the higher the efficiency) favors experiments
carried out under low light intensities, such as in winter.

The productivity of a photobioreactor could be ex-
pressed on a per shaded surface area basis (the productiv-
ity of the reactor divided by the average ground surface
area shaded by the reactor). This parameter, never sug-
gested before, substantially reflects the efficiency of light
utilization, but also takes the actual irradiance conditions
into account and offers the possibility to compare very dif-
ferent culture systems. For example, the performance of
an open pond and of a vertical coiled reactor could be com-
pared on this basis, whereas it is rather difficult to envis-
age any other suitable comparison parameter for these two
very different systems. The per shaded surface area pa-

rameter cannot be used alone, however, since in some cases
(e.g., serpentine reactors) it does not give a correct evalu-
ation of the efficiency of land utilization.

In conclusion, each method for expressing productivity
has its own limitations, and complete evaluation of a re-
actor performance in terms of productivity will be achieved
only by a combination of the different available methods.
For example, expressing the productivity on the basis of
unit shaded area, unit occupied area (including eventual
empty spaces), and unit volume will allow evaluation (and
comparison) of photobioreactors in terms of efficiency of
light conversion, efficiency of land use, and efficiency with
which the unit volume of reactor is used. This combined
approach is highly recommended.

Artificial Light Sources. Solar energy is a relatively
cheap energy source, but given the low photosynthetic ef-
ficiency attainable under full sunlight, and the fluctuations
in supply determined by the weather, the time of the year,
and the natural day/night cycle, the use of artificial light
sources to grow phototrophs has been taken into serious
consideration, at least for production of high-value com-
pounds.

The use of artificial illumination offers the possibility of
selecting light quality and intensity, as well as the length
of the illuminated period, and thus of significantly en-
hancing the reliability of the production process. This, to-
gether with the higher photosynthetic efficiency attainable
(a photosynthetic efficiency of 15% is not uncommon with
artificial light of relatively low intensity), may compensate
in many cases for the higher cost.

One of the fundamental factors guiding choice of the
light source should be the efficiency of conversion of electric
energy into PAR energy. This efficiency varies considerably
with the type of lamp; for example, it is only about 5% in
tungsten–halogen (incandescence) lamps, 10–15% for fluo-
rescent tubes, and 20–25% for high-pressure sodium
lamps. Only with xenon lamps and light-emitting diodes
are very high efficiencies attained (50% and up to 80%,
respectively). Considering both the efficiency of conversion
of electrical energy into PAR and the efficiency of conver-
sion of light energy into biomass, an overall efficiency of
conversion of electrical energy into the energy of biomass
between 0.7% and 2% has been attained by Arthrospira
cultures grown under fluorescent lamps (13). Another as-
pect to consider is the spectral quality of the emitted light,
which ought to match the action spectrum of the cultivated
organism as closely as possible. For example, tungsten
lamps have a low output in the blue region and are there-
fore not appropriate for oxygenic phototrophs. High-
pressure sodium lamps are relatively efficient as regards
electrical energy conversion but emit in a limited yellow–
orange region. Practicality often prevails over efficiency
considerations in the choice of an artificial light source. For
example, fluorescent lamps are widely adopted, indepen-
dently of the spectral quality of their emission, because
they provide a relatively uniform irradiance over a large
surface.
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A SURVEY OF PHOTOBIOREACTORS

Classification of Photobioreactors

Photobioreactors can be classified on the basis of both de-
sign and mode of operation. In design terms, the main cate-
gories of reactors that can be envisaged are (1) flat or tu-
bular; (2) horizontal, inclined, vertical, or spiral; and
(3) manifold or serpentine. An operational classification of
photobioreactors would include (4) air or pump mixed and
(5) single-phase reactors (filled with media, with gas ex-
change taking place in a separate gas exchanger), or two-
phase reactors (in which both gas and liquid are present
and continuous gas mass transfer takes place in the reac-
tor itself ). Construction materials provide additional vari-
ation and subcategories—for example, (6) glass or plastic
and (7) rigid or flexible photobioreactors.

Axenic photobioreactors are reactors operated under
sterile conditions. Although a major characteristic of pho-
tobioreactors is their ability to limit contamination, it must
be made clear that an effective barrier, and thus operation
under truly sterile conditions, is not achieved, except in the
few special designs developed expressly for that purpose.
This is a major difference between photobioreactors and
bioreactors for chemoheterotrophs, which typically operate
under sterile conditions. Like fermenters, photobioreactors
can be divided into laboratory photobioreactors used for
research, pilot-plant photobioreactors used to scale-up and
optimize the process, and production units. Unlike fermen-
ters, there are only a few examples of commercial photo-
bioreactors in operation. Some companies sell photobi-
oreactors in a variety of sizes for use in teaching, research,
and commercial applications. The emphasis in this article
is on pilot-culture systems and the two commercial-scale
plants realized to date. Laboratory systems, such as illu-
minated carboys and fermenters, immobilized cell sys-
tems, and optical-fiber reactors are not considered. Cell-
immobilization techniques have been reviewed by Brouers
et al. (23), whereas optical fiber reactors have been dis-
cussed by Pulz and Scheibenbogen (6).

Early Photobioreactors

The use of photobioreactors for microalgae mass culture
dates back to the late 1940s and was a logical consequence
of the investigations carried out with Chlorella on the fun-
damentals of photosynthesis. In those early days of algae
culture, the emphasis was on continuous controlled culti-
vation; hence, closed reactors were given priority. Open
systems were considered inappropriate to guarantee the
necessary degree of control and optimization of the process.

One of the first closed systems was set up at Stanford
University in California in the late 1940s and involved use
of vertical tubular reactors (24). The units consisted of
glass columns 1.8 m in height and 10 cm in diameter, con-
stricted at the bottom to prevent algal settling. The system
was operated turbidostatically, with medium addition be-
ing regulated by a photoelectric cell. Culture temperature
was maintained constant by means of a cooling coil in-
serted into the reactor. Carbon dioxide–enriched air was
injected at the bottom of the column to obtain mixing and

pH/pCO2 control. The system was experimented with in
the cultivation of Chlorella under both artificial light and
sunlight. Maximum volumetric productivity indoors was
0.48 g L�1 d�1. Outdoors, productivity averaged 0.28 g L�1

d�1, with a maximum of 0.35 g L�1 d�1. The reason for the
lower outdoor productivity was not clear.

In the early 1950s, the Arthur D. Little Company at the
Massachusetts Institute of Technology, under contract
with the Carnegie Institution of Washington, developed
two basic types of photobioreactors: an array of 10 vertical
rigid plastic tubes and a 50-m2 horizontal flexible tubular
unit (25). The vertical units, which were essentially the
same as those operated at Stanford University, provided
inoculum to the larger horizontal unit and were reported
to operate satisfactorily, although no productivity data
were actually presented. The horizontal tubular unit may
be considered the first pilot plant for microalgae produc-
tion. It consisted of 4-mm-thick polyethylene tubes that,
once filled with algal culture up to a depth of about 8 cm,
assumed a more or less elliptic shape of 1.2-m width. The
tubes were joined at the ends to form a raceway 21 m in
length, for a total surface area of about 56 m2. The culture
(Chlorella) was circulated by means of a centrifugal pump.
The pumping system was not capable of generating circu-
lation velocities over 7.5 cm s�1 and there was consider-
able settling of the culture. With the same pump and a tube
width of 0.43 m, flow rates of 25 cm s�1 were achieved and
problems of settling were eliminated. Leakage and con-
tamination by Chlorococcum and protozoa were the major
problems encountered in the operation of the system.
Spray cooling proved inadequate for temperature control,
and it was necessary to install a heat exchanger. Despite
these difficulties, a 40-day run attained an average areal
productivity of 9 g m�2 d�1. The data collected with this
pilot plant provided the material for an economic analysis
of algae production in photobioreactors (26), which con-
cluded that the cost of products obtained in photobioreac-
tors was excessive in comparison to that of equivalent ma-
terials obtained using conventional methods. Cooling of
the culture was found to be a major cost factor.

At about the same time in Japan, Tamiya and cowork-
ers (27) developed a system consisting of a serpentine tu-
bular reactor immersed in a water bath for temperature
control and an external column for gas exchange. This sys-
tem provided the basic design criteria for all subsequent,
essentially identical, serpentine reactors (e.g., those
adopted by Gudin in France and Molina Grima and co-
workers in Spain) (see later section). The reactor was made
up of 3-cm-diameter glass tubes joined to form a serpentine
and had a total length of 33 m. The total culture volume
was 40 L. The culture (Chlorella ellipsoidea) was circulated
at a linear velocity of 15–30 cm s�1. A separate column, in
which a mixture of 5% CO2 in air was injected at a rate of
1–1.5 L min�1, provided mixing and gas exchange. Pro-
ductivity was directly related to solar irradiance with the
highest value, achieved at the maximum irradiance, of
about 0.6 g L�1 d�1. After several months of experimen-
tation, the authors concluded that one of the main limita-
tions was temperature control and that a significant in-
crease of productivity could be attained through
cultivation of algae exhibiting higher temperature optima
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and through vigorous mixing aimed at increasing growth
by providing intermittent illumination. These concepts
still guide most of our research.

Following these initial studies in the 1950s, little work
was carried out in this field for several decades. Two ex-
ceptions were the work of Setlik in Czechoslovakia (28) and
Jüttner in Germany (29). The reasons for this almost total
abandonment of research activity on photobioreactors are
not clear, although the successful production of Chlorella
in open ponds in Japan, the development of microalgae-
based wastewater treatment in California, and later suc-
cess with open-raceway systems for outdoor production of
Spirulina (Arthrospira) and Dunaliella perhaps explain
the relative lack of interest in closed systems. The diffi-
culties experienced by the A.D. Little Co. and Fisher’s neg-
ative conclusion in his economic analysis also contributed
to discouraging further studies on the application of pho-
tobioreactors.

Recent Types of Photobioreactors

Several types of photobioreactors have been designed and
experimented with since the work of Pirt and coworkers
sparked renewed interest in closed systems in the early
1980s (20). Most of these are small-scale systems; some
are at the pilot or prepilot stage of development. Only in a
very few cases has scale-up to commercial size been at-
tempted. For convenience, these systems are described
herein by categories: (1) axenic photobioreactors, (2) ver-
tical tubular photobioreactors, (3) serpentine photobi-
oreactors, (4) manifold photobioreactors, (5) helical photo-
bioreactors, and (6) flat photobioreactors. Small systems
and reactors for which experimentation has been con-
ducted prevalently indoors with artificial light are not con-
sidered.

Axenic Photobioreactors Setlik (28) and later Jüttner
(29) and Krüger and Eloff (30) developed glass tubular re-
actors for the axenic cultivation of microalgae. Jüttner’s
system, which substantially reproduced Setlik’s design,
was an all-glass, 110-L vertical flat coiled photobioreactor
that could be sterilized by steam. The reactor, made of
4-cm-ID tubes, had a total length of 79 m. The algal sus-
pension was circulated by a glass centrifugal pump at a
flow rate of 20 to 60 cm s�1. The temperature was regu-
lated through a 2-m water-jacketed section. Gas exchange
took place in an external exchanger in which a CO2–air
mixture was injected at a rate of 300 L h�1. The system
attained a maximum productivity of about 0.5 g L�1 d�1

under artificial illumination. Cell damage caused by the
centrifugal pump was a problem in the case of fragile cy-
anobacteria; other problems encountered were foam for-
mation and cell adhesion to the glass walls. Jüttner con-
cluded that cell adhesion was the most discouraging
feature and suggested that cultivation ought to be limited
to “nonsticky” algae. Wall growth and fouling are still to-
day major limitations in photobioreactors, although the
problem is not always recognized as such because experi-
ments generally do not last long enough for these effects
to become evident.

A similar 60-L system, composed of 12 5-cm-ID glass
tubes each 2 m in length, coupled by U-bends to form a
vertical flattened spiral, was operated by Krüger and Eloff

(30), who reported a productivity of about 0.13 g L�1 d�1

with a nontoxic species of Mycrocystis.
Soeder et al. (31) devised a rocking tray for the sterile

cultivation of Scenedesmus. It consisted of a flat horizontal
unit (inner dimensions 59.5 � 36 � 9 cm) made of stain-
less steel and covered with a glass lid. The tray was placed
on a support connected to a rocking device. Temperature
was controlled by circulating thermostated water through
the double bottom of the unit.

Although these systems appear difficult to scale up and
are rather expensive, they are mentioned here since with
the exclusion of laboratory reactors they are the only sys-
tems that allow sterile cultivation of phototrophic micro-
organisms.

Vertical Tubular Reactors. Vertical tubular reactors (or
column reactors) are simple systems in which mixing is
achieved by injecting compressed air at the bottom of the
column. Several vertical tubular photobioreactors were de-
veloped following Cook’s first design. An example is the
30-L (2-m height, 15-cm ID) tower-type glass reactor de-
vised by Jüttner (29). The main characteristic of this sys-
tem was a wide, hollow glass finger inserted from above
into the column to reduce dark space inside the reactor.
Since the finger was open at the upper end, it could also
be used to regulate the culture temperature. A thickness
of the annular culture chamber of about 3.5 cm was found
to be optimal for the growth of the light- and shear-
sensitive Microcystis aeruginosa.

The rigid vertical columns, typically 2–2.5 m in height
and 30–50 cm in diameter, that are extensively used in
hatcheries to produce algal biomass for feeding the larval
stages of marine bivalves and fishes must be included in
this category (Fig. 5a). Most commonly, these systems are
made of translucent fiberglass sheets formed into cylin-
ders. Air is bubbled at the bottom for mixing, and either
artificial illumination or natural light (or a combination of
both) is provided. James and Al-Khars (32) cultivated
Chlorella and Nannochloropsis in 200-L, 30-cm-diameter
fiberglass cylinders of this type. Five such units were con-
nected in series and operated continuously. Illumination
was provided externally by a vertical bank of daylight fluo-
rescent lamps. Although as a consequence of the low S/V
ratio of the cylinders, mean volumetric productivities (0.17
g L�1 d�1 with Chlorella and 0.05 g L�1 d�1 with Nanno-
chloropsis) were not high, exceptionally high productivities
per unit occupied area were reported (up to 200 g m�2 land
area d�1 for Chlorella). However, these values must not be
taken as constituting a valid parameter for evaluation and
comparison of this system, since they suffer from the lim-
itation inherent in expressing the productivity of elevated
reactors on a per occupied land area basis, as discussed
earlier.

Cylinders illuminated from inside, which may be con-
sidered a variation of the annular reactor devised by Jütt-
ner (29), have been proposed for the production of marine
microalgae biomass in hatcheries (33). Although internally
lit cylinders have high construction costs, they are less ex-
pensive to operate than completely filled columns. They
also typically attain higher volumetric productivity and
greater efficiency of light utilization since the photon flux
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(b)

Figure 5. Vertical cylinders (a) and polyethylene sleeves (b) used
in hatcheries to produce algal biomass for the larval stages of ma-
rine bivalves and fishes (photographs by G. Chini Zittelli).

provided to the culture is completely trapped by it. A pat-
ented internally illuminated annular airlift column is used
by Martek Co. for specialty chemicals production from mi-
croalgae (34).

Miyamoto et al. (35) experimented with vertical tubular
reactors (2.35-m height, 5-cm ID) made from the low-cost
(about $2.50 per tube), mass-produced glass tubes used in
the fluorescent lighting industry. Volumetric productivities
of about 0.6 g L�1 d�1 were obtained with Nostoc and An-

acystis in outdoor cultivation. Although these systems do
not represent an innovation, they are materially useful be-
cause of their low cost and relatively high S/V ratio in com-
parison to previous reactors of this type. Using a similar
system consisting of 32 glass tubes 1.5 m in height and
with a 2.6-cm ID, Hu and Richmond (36) obtained a volu-
metric productivity of 1.6 g L�1 d�1 with Isochrysis gal-
bana cultivated outdoors.

Transparent polyethylene tubing of various diameters
and thicknesses is available in long rolls at very low cost.
A disposable vertical reactor can be easily built by cutting
a suitable length of tubing and heat-sealing one end. This
bag or sleeve reactor can be suspended from a framework
(Fig. 5b) or supported within a mesh frame. Such reactors
are used indoors with artificial illumination (generally ver-
tically mounted fluorescent lamps) or outdoors under sun-
light. The temperature reached in the manufacturing of
the polyethylene tubing is high enough to sterilize the ma-
terial. These systems have a relatively short life because
of biofouling but are easy and inexpensive to replace at the
end of the culture run. Two-meter-long transparent poly-
ethylene sleeves sealed at the bottom and hung on an iron
structure have been used to grow Porphyridium and Dun-
aliella outdoors (in Israel), obtaining a significantly higher
productivity compared to open ponds (37). The main draw-
backs of sleeve reactors are the relatively low S/V ratio and
the low efficiency of utilization of artificial light when it is
provided from outside of the reactor.

Serpentine Photobioreactors. Serpentine photobioreac-
tors are systems in which several straight culture tubes
are connected in series by U-bends to form a flat loop that
can be arranged either vertically or horizontally. Gas ex-
change and nutrient addition take place in a separate ves-
sel. Circulation between the flat loop and the gas ex-
changer is achieved by the use of a pump or of an airlift.
Several reactors of this type have been developed in the
last two decades following the original design by Tamiya
(27).

In the early 1980s, Gudin and coworkers (3,38), working
at the Centre d’Etudes Nucléaires de Cadarache, France,
devised (and since that time have further developed) a hor-
izontal serpentine reactor the main characteristic of which
is the use of a water pond to obtain temperature control (a
method anticipated by Tamiya). After a first 1-m2 version
consisting of glass tubes of 3-cm diameter, a 10-m2 and
then a 100-m2 plant were built using larger diameter flex-
ible plastic tubes. The 100-m2 system, experimented with
from 1986 to 1989, was composed of five identical 20-m2

units, each of which consisted of 20 tubes, 20 m in length
and 6 cm in diameter, made of 0.25-mm-thickness low-
density polyethylene. The total culture volume was about
7 m3. Temperature control was attained by floating or im-
mersing the reactor in a water bath by inflating or deflat-
ing a second layer of tubes placed below the reactor. Ini-
tially, the culture was circulated by means of a pump, but
later airlift systems were adopted to limit damage to
shear-sensitive cells and at the same time provide CO2

supply and O2 degassing. Productivities from 20 to 25 g
m�2 d�1 were obtained with Porphyridium cruentum in a
2-month continuous run. The use of rigid rather than flex-
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ible tubes in the more recent work by Gudin’s group has
permitted operating a self-cleaning system consisting of
two plastic balls, one with higher density than the culture
medium and one lighter, which are hydraulically pushed
through the system. Although flotation immersion in a wa-
ter basin can provide efficient thermoregulation, the cost
of such a system is prohibitive for most applications.

In 1992, Dr. Gudin founded the Heliosynthese S.A. com-
pany for development of tubular photobioreactor technol-
ogy in France. In 1996, Heliosynthese changed its name to
Thallia Pharmaceuticals S.A. Thallia presently makes use
of serpentine reactors to produce high-value algal com-
pounds for the nutriceutical and pharmaceutical markets.
The major products under development are polyunsatu-
rated fatty acids, carotenoids (zeaxanthin from Porphyri-
dium cruentum, astaxanthin from Haematococcus pluvi-
alis) and antioxidants (superoxide dismutase).

Reactors of the type developed by Gudin are also being
operated by Molina Grima and coworkers in Spain (Fig.
6a) (14,15,39,40). These systems consist of a horizontal
loop, made of Plexiglas� tubes (about 100 m in length and
2.6 cm in diameter), which is connected to a 3- to 3.5-m-
high airlift. The tubular solar receiver is immersed in a
shallow pond for temperature regulation. Dissolved oxy-
gen, pH, and temperature probes are connected to an on-
line control unit and a computer for data acquisition. The
Spanish group has made important improvements to the
reactor originally purchased from Heliosynthese, and with
it has carried out, and is still conducting, extensive re-
search activity with the dual aim of shedding light on basic
aspects of tubular photobioreactor technology (e.g., mass
transfer and light distribution), and of defining guidelines
for application of closed systems to production of specialty
chemicals from microalgae (e.g., polyunsaturated fatty ac-
ids).

In the early 1980s, Pirt and coworkers developed a ser-
pentine tubular reactor at the University of London’s
Queen Elizabeth College (20,41). The photobioreactor con-
sisted of a photostage formed of 52 Pyrex glass tubes (each
approximately 1 m long and with a 1-cm ID) horizontally
stacked. The tubes were connected to Pyrex glass U-bends
by silicone-rubber tubing to form a vertical loop. The loop
outlet was connected through a vertical riser to a degasser.
A second tube connected the degasser to the inlet of the
loop. The reactor covered an area of about 0.5 m2. The cul-
ture suspension (about 4.6 L) was circulated by either a
peristaltic pump, a rotary positive-displacement pump, or
an airlift; the latter method was preferred because of the
adverse effects observed with the two pumps. With a de-
fined consortium consisting of a chlorella-type green alga
and three chemotrophic bacteria, cell concentrations in ex-
cess of 20 g L�1 and a very high productivity of 2.2 g m�2

h�1 were achieved at a light intensity of only 38 W m�2

(PAR). The work carried out by Pirt and coworkers was
remarkable for three reasons: It provided the first detailed
analysis of the fundamental engineering parameters of a
closed photobioreactor, introduced the concept of high S/V
ratio reactors (127 m�1 in this case), and attained ex-
tremely high light-conversion efficiencies. It is worth not-
ing that the about 40% reported efficiency for Chlorella
growth corresponds to a quantum yield of about 6, as com-

pared to the theoretical value of 8 (see earlier section).
Pirt’s analysis, however, did not consider the issue of the
accumulation of photosynthetically generated oxygen,
which represents a key limiting factor in large-scale tu-
bular reactors (see later section), and ignored the light sat-
uration effect, assuming that the efficiencies observed at
low light intensity could be achieved in full sunlight as
well. Although Pirt’s serpentine reactor did deal efficiently
with, and solve, many of the problems commonly encoun-
tered in closed systems, the concept of very high S/V ratio
reactors revealed all its drawbacks when the experimental
setup was scaled up to industrial level (see later section).
The vertical serpentine reactor designed by Pirt was pat-
ented in 1983 (41). The patent also covers the design of a
full-scale, near-horizontal manifold system according to
which the culture flows from a tank through a descending
conduit to the higher ends of a set of 50-m-long transparent
tubes supported by a slightly inclined framework. Each
tube communicates at its lowest point with its own riser,
which leads up to the common reservoir. The tubes are
arranged close together so as to intercept a high portion of
the solar radiation impinging on the area occupied by the
reactor. Both this manifold and the vertical serpentine de-
sign were scaled up to commercial size in the late 1980s by
PBL (see later section).

In the mid-1980s at the Centro di Studio dei Micror-
ganismi Autotrofi (Florence, Italy), Florenzano and co-
workers started their experiments with horizontal serpen-
tine tubular photobioreactors for the cultivation of
Arthrospira (42). One of the first pilot reactors they set up
was made of 14-cm-diameter, 0.3-mm-thick flexible poly-
ethylene tubes. Because of problems of leakage, these col-
lapsible sleeves were later replaced with rigid Plexiglas�
tubes. The standard unit consisted of straight tubes, with
a 13 cm ID and 4 mm thick, laid parallel on a white sheet
and joined by PVC U-bends to form a loop 500 m in length
(Fig. 6b). As it exited the reactor, the culture suspension
flowed into a receiving tank, from which a diaphragm
pump raised the suspension to a feeding tank placed at 3
m above ground level. The feeding tank was provided with
a siphon that allowed discharge of about 340 L of culture
into the photobioreactor every 4 minutes, thus sustaining
a culture flow of 26 cm s�1. The photobioreactor had a total
volume of 8 m3 and covered an area of 80 m2. The produc-
tivity of Arthrospira in this system was 50% higher than
in open ponds, due both to the better diurnal temperature
profile and to the extended cultivation period. More re-
cently, the same group developed and experimented with
a 145-L two-plane serpentine reactor (43) (Fig. 6c). The
system consisted of a 245-m-long loop made of 2.6-cm ID
Plexiglas� tubes arranged in two planes to maximize cap-
ture of the radiation impinging on the horizontal, and thus
increase areal yield. The two planes were connected to
form a single loop and the culture, circulated by means of
two airlifts, flowed from one plane to the other. A maxi-
mum areal productivity of 27.8 g m�2 d�1 was achieved in
July. It would appear that for such a high-cost system, the
loss of volumetric productivity due to shading by the upper
plane would exceed the benefits deriving from improved
areal yield and land saving. It must be noted, however,
that the volumetric productivity achieved with this
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Figure 6. Horizontal serpentine photobioreactors set up at the University of Almeria, Spain (a)
(photograph courtesy of E. Molina Grima) and at the Centro di Studio dei Microrganismi Autotrofi
of Florence, Italy (b, c) (photographs courtesy of G. Torzillo).
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two-plane photobioreactor (1.5 g L d�1) was relatively
high. The main merit of this study was that it addressed
fundamental engineering parameters such as the effect of
the rheological behavior of the algal culture on the mixing
characteristics of the system, and the energy requirement
for turbulent flow, which are often ignored.

Aquaserch (Kona, Hawaii) has recently devised and
patented (44) a serpentine tubular reactor made of low-
density polyethylene tubes. As in several previous serpen-
tine designs, cooling is obtained by immersion of the re-
actor in a pond. The system, called the Aquaserch Growth
Module (AGM), has been tested with different microalgae
and is presently used to grow Haematococcus for astax-
anthin production. The AGM is claimed to be the largest
commercial-scale photobioreactor ever devised and one of
the least expensive.

Manifold Photobioreactors. In manifold photobioreac-
tors, a series of parallel tubes is connected at the ends by
two manifolds, one for distribution and one for collection
of the culture suspension. This type of photobioreactor rep-
resents one of the simplest configurations possible. As
shown by Pirt et al. (20), about 15% of the energy con-
sumed for recycling the culture in serpentine reactors is
spent in moving the culture suspension around the bends;
thus, in comparison to serpentine reactors, in which the
culture inverts the direction of motion at each turn, mani-
fold systems allow a significant saving of energy.

In 1991 in Javan (Tadshikistan), Sagdiana PGT built
and used a large-scale glass reactor of the manifold type
(Fig. 7a) (45) for cultivation of Chlorella. The system, very
likely the largest glass reactor ever built, comprised 10
units consisting of two banks of 28 5.7-cm-ID tubes, each
73.5 m long, for a total of about 41,000 m of tubing. The
tubes were connected in parallel to two metal headers each
20 cm in diameter. The culture suspension (13 m3 in each
unit) was circulated between the two banks of tubes at a
speed of 1.1 m s�1 by a 290-m3 h�1 capacity pump. Each
unit was provided with one 3.6-m-high, 2.4-m-diameter
gas exchanger. Temperature control was obtained through
circulation of water from a single cooling tower serving all
10 units. The reactor was operated from August to October
1991, during which time it produced 0.5 ton of Chlorella
biomass. Instability of the production process and contam-
ination by Scenedesmus were reported to be the main prob-
lems.

Tredici and coworkers, working at the University of
Florence (Italy), have developed several types of near-
horizontal manifold-type photobioreactors (NHTR) (Fig.
7b). Units made of rigid or flexible tubes ranging from 6 to
85 m in length and from 4 to 5 cm in diameter have been
built and used to grow Arthrospira platensis, Anabaena
siamensis, and Nannochloropsis sp. under the climatic con-
ditions of central Italy. Two eight-tube reactors of this type,
20 m in length, have been installed at the University of
Hawaii as part of a joint project (Fig. 7c) (46). Typically, a
NHTR consists of some 10–15 flexible tubes, each 45 m
long and 4 cm in diameter, connected by two manifolds; the
upper manifold, about 30 cm in diameter, acts as the de-
gasser. The tubes are placed side by side on white corru-
gated plastic sheeting, facing south and inclined at a slight

angle to the horizontal (4–6�). The corrugated sheeting
keeps the tubes well aligned at a uniform inclination, re-
flects light onto the culture, and also provides drainage for
rain and cooling water. Temperature control during the
day is obtained by water spraying; the cooling water is col-
lected and reused. The largest unit experimented with
thus far occupies an area of 30 m2 and contains about 600
L of culture. The main characteristic of the NHTR reactors
developed in Florence is the use of air injection, at rates
between 0.02 and 0.1 L L�1 min�1, to attain mixing and
gas exchange. The air is injected at the lower end of each
tube by means of a perforated pipe inserted into the bottom
manifold. In a different configuration used more recently,
a number of tubes (typically one out of four) are not gassed,
and are used as return flow tubes to increase the circula-
tion speed of the culture and to obtain better mass transfer.
Carbon dioxide addition to the air stream or in the return
tubes is regulated through a pH-stat system. This reactor
is shown in schematic form in Figure 8. Volumetric prod-
uctivities of up to 1.4 g L�1 d�1 and areal productivities of
more than 28 g m�2 d�1 have been obtained with Arthros-
pira platensis grown in these manifold systems. Besides
simplicity of operation and low maintenance cost (due to
the absence of moving parts), this internal gas-exchange
reactor has other advantages: low shear stress compared
to pump mixed reactors; no need for pumping the culture
to a gas exchanger; and reduced fouling and wall growth
due to the scouring effect of the gas bubbles. Moreover, this
system appears to have potential for unit scale-up to about
100 m2, and is relatively low cost in comparison to other
designs. A preliminary estimate for a unit of 30 m2, built
and tested at Montepaldi (near Florence), sets the cost of
this type of reactor at about $60/m2 (M.R. Tredici and G.
Chini Zittelli, unpublished material, 1997), with the fol-
lowing cost per square meter: land, $1.50; site clearing,
grading, and leveling, $6; liners, $3.50; support frame-
work, $14.50; corrugated sheeting, $5.50; tubing, $13;
manifolds, connectors, and piping, $11.50; cooling system,
$1.50. A cost analysis for a large NHTR system for bio-
logical hydrogen production was recently presented (47).

A parallel-flow tubular photobioreactor was devised and
experimented with in outdoor cultivation of cyanobacteria
at the Microalgal Biotechnology Laboratory of Ben Gurion
University (Israel) (48). The system consisted of eight 20-
m-long, 3-cm-ID polycarbonate tubes laid parallel on the
ground or on a horizontal platform and connected by man-
ifolds made of 6.3-cm-diameter black polyethylene tubing
(Fig. 7d). Circulation and gas exchange were obtained by
means of a 2.2-m-high, 4.6-cm-ID airlift connected to a
20-L gas separator. A manifold received the culture from
the separator and distributed it among a first series of cul-
ture tubes. At the far end of these tubes, the culture sus-
pension was collected by a second manifold and distributed
among a second series of returning tubes through which
the culture ran back to the airlift riser and the gas sepa-
rator. Small differences in flow rates were measured be-
tween the tubes. Temperature control was provided by
water spraying. A productivity of 0.55 g L�1 d�1 was ob-
tained with Arthrospira platensis and Anabaena siamen-
sis. The main advantages of the system over serpentine
reactors are the reduction of head losses and lower oxygen
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(b) (c)

(d) (e) (f)

Figure 7. Manifold photobioreactors; (a) glass photobioreactor set up at Javan (Tadshikistan) by
Sagdiana PGT (photograph by S. Markov); (b) NHTR photobioreactor developed at the Diparti-
mento di Scienze e Tecnologie Alimentari e Microbiologiche of the University of Florence, Italy
(photograph by S. Pintus); (c) NHTR photobioreactor installed at the University of Hawaii, Ho-
nolulu, Hawaii, (photograph courtesy of O. Zaborsky); (d) parallel flow reactor designed at the Ben
Gurion University of the Negev, Israel (photograph courtesy of A. Vonshak); (e) �-type photobi-
oreactor set up at the Biotechnology Department of the National University of Singapore, Singa-
pore (photograph courtesy of Y.K. Lee); (f) vertical manifold designed by Bio-Fence Ltd, Manchester,
UK (photograph courtesy of Bio-Fence Ltd).
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(b)

(c)

(d)

Figure 8. Scheme of the NHTR photobioreactor developed at
University of Florence, Italy: (a), gas outlet; (b), electrodes and
sensors; (c), culture outlet; (d), air and CO2 injection point. Arrows
indicate not-bubbled tubes used to circulate the culture suspen-
sion.

concentrations; these two factors facilitate scale up to in-
dustrial size.

A manifold elevated system called the �-type tubular
photobioreactor was devised and experimented with in
Singapore (Fig. 7e) (49). The reactor consisted of two sets
of 10 parallel transparent PVC tubes (25 m long with a 2.5
cm ID), both placed at an angle of 25� to the horizontal but
inclined in opposite directions. The algal suspension was
lifted by air injection through a series of vertical PVC air-
riser tubes (3.5 cm in diameter, 5 m in height) to a receiver
tank from where it flowed down the first set of 25�-inclined
tubes. These were connected to the base of a second series
of air risers that lifted the culture to another receiver tank,
from where the culture descended again through the sec-
ond set of 25�-inclined tubes to the base of the first series
of risers. The reactor thus looked like the Greek letter �.
This elevated reactor, containing about 300 L of culture
and covering a land area of about 12 m2, was shown to be
particularly well-suited to operation at low latitudes. Chlo-
rella pyrenoidosa was grown for several months and
reached very high cell densities (�10 g L�1). The major
problems were biofouling, solved by injecting air from the
upper end of the inclined tubes, and foam formation at the
higher cell densities. An areal productivity of 72 g m�2

occupied land d�1 was reported; as mentioned previously,
the latter parameter can be misleading when referred to
elevated systems.

At the University of Manchester (UK), Applied Photo-
synthetics Limited (APL) has recently developed a photo-
bioreactor known as the Bio-Fence (Fig. 7f). The company
offers several sizes of modular reactors of this type, de-
signed specifically for the cultivation of the marine algal
species used in aquaculture or for waste treatment with
either microalgae or photosynthetic bacteria. The Bio-
Fence consists of rigid transparent tubes racked together
in banks and connected by manifolds in a fencelike struc-
ture. The culture suspension is circulated continuously be-
tween the photostage and a holding tank by a centrifugal

pump or by an airlift. A patented scouring mechanism pro-
vides continuous cleaning of the inner walls of the tubes.
The pH of the culture is controlled automatically by injec-
tion of CO2 in the photostage. The most distinctive feature
of the Bio-Fence is the stacked manifold configuration,
which provides optimal gas exchange with elimination of
pressure drops within the reactor. A 100-L unit requires a
tube stack 5 m long by 0.75 m high. Units with a total
volume of 500 L, with a tube length of 5 m, or 1,000 L
volume, with a tube length of 10 m, can be assembled. The
Bio-Fence is produced and marketed as units of from 50-
to 1,000-L capacity that can be connected in parallel to any
scale. Small steam-sterilizable systems for axenic opera-
tion are also available. In the case of systems connected in
parallel, the units can be placed as close as 30 cm apart,
as in the vertical system built by PBL in Spain and Pulz’s
alveolar plates (see later section). This arrangement will
reduce volumetric productivity in case of outdoor utiliza-
tion because of shading among the units but will attain
two important results: high efficiency of land utilization
(due to the very compact structure) and high photosyn-
thetic efficiency (due to dilution of sunlight). The possibil-
ity of installing fluorescent tubes between the parallel
units for additional lighting has also been considered. Typ-
ical cell concentrations achieved in the Bio-Fence are about
1 g L�1. Productivity data are not available. The Bio-Fence
is an accurately designed, well-engineered reactor. The
only limitation seems to be the presence of a large dark
tank that might reduce productivity in case of an exces-
sively high ratio between darkstage and photostage vol-
ume.

Helical Photobioreactors. Helical photobioreactors con-
sist of small-diameter, generally flexible tubing wound
around an upright structure. This design is not new; it was
used in the 1950s by Davis to grow Chlorella (50) and later
adopted, in a flattened version made of glass tubes, by Set-
lik (28), Jüttner (29), and Krüger and Eloff (30). This coiled
arrangement allows deployment of relatively long tubes on
a small land area.

Helical photobioreactors called Biocoils were devised
and patented in the late 1980s by Biotechna Ltd. (51). The
Biotechna reactor consists of low-density polyethylene or
clear food-grade PVC tubing, 2–3 cm in diameter, wound
in a helix around an upright cylindrical core structure, typ-
ically 8 m in height with a core diameter of 2 m. Com-
pressed air or peristaltic or centrifugal pumps may be used
to induce culture circulation, with the culture being
pumped downward through the coiled tube or upward
through the tube to a header tank. Temperature control is
achieved by a heat exchanger placed between the photo-
stage and the pump. Pilot “biocoil” facilities have been in-
stalled at Luton (UK) and in Australia (52). Biotechna-
Graesser A.P. Ltd. (based in the UK) marketed biocoils of
different sizes (from a few liters capacity up to 10,000 L)
for microalgae cultivation or for use with algae and het-
erotrophic bacteria in the treatment of wastewaters or
toxic wastes. Small biocoil units are being operated for ex-
perimental and teaching purposes at King’s College (Lon-
don) (53) and at Murdoch University (Murdoch, Australia)
(54).
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A 120-L helical bubble reactor was devised and oper-
ated by Tredici and Chini Zittelli (19) to grow Anabaena
siamensis and Arthrospira platensis outdoors (Fig. 9a). The
reactor consisted of three 49-m-long transparent PVC
tubes (3-cm ID, 0.5-cm wall thickness) wound around a
vertical structure with an inclination of 2� to the horizontal
in such a manner as to form a 1.65-m-high, 1.1-m-OD coil.
The higher ends of the tubes were connected to a 20-L de-
gasser. From the degasser, the culture flowed down
through a single pipe connected to the lower ends of each
tube. In this system, as in the NHTR devised by the same
group, air was injected at the bottom of each tube and the
bubbles flowing up the tubes provided mixing and gas ex-
change and prevented biofouling. Cooling was achieved by
water spraying. With A. platensis, a mean volumetric pro-
ductivity of 0.9 g L�1 d�1 and a photosynthetic efficiency
of 6.6% (PAR) were achieved. The system operated with
remarkable stability. The cost of a unit of this type was
estimated at about $150.

A coiled, internal gas-exchange photobioreactor of about
3,000 L total volume was built in 1996 by Inalco S.p.A near
Vicchio (Florence, Italy). The system consists of straight
polycarbonate tubes, 5 cm in diameter, secured to an up-
right hexagonal frame with an inclination to the horizontal
of 1.4�. The reactor is about 7 m high and occupies an area
of about 40 m2. Culture circulation is obtained by air in-
jection at the base of the tubes. Temperature is controlled
by a water-jacketed section. The reactor has been success-
fully experimented with in the cultivation of Arthrospira
platensis.

Flat Photobioreactors. Flat photobioreactors and flat
culture chambers have often been used to grow photo-
trophic microorganisms in the laboratory because they pro-
vide a simple geometry and greatly facilitate the measure-
ment of irradiance at the culture surface. Despite their
apparent simplicity, few such systems have been used for
mass cultivation of algae.

The first flat culture unit devised for mass production
of algae was the “rocking tray” used by Milner in 1953 (50)
to grow dense Chlorella cultures in a thin turbulent layer.
This system consisted of a 2.65-m2, 9-cm-deep tray covered
with transparent wire-reinforced plastic sheeting and sup-
ported on a shaker. At a mean culture depth of 1.7 cm, an
average productivity of 8.2 g m�2 d�1 was obtained in a
20-day run. Following this experience, flat reactors were
practically neglected until the 1980s.

Anderson and Eakin (55) cultivated Porphyridium
cruentum outdoors for polysaccharide production using
3-m2 flat plates 5–20 cm in depth (made of stainless steel
and covered with glass or plastic) that were inclined to the
horizontal to maximize interception of solar irradiance.
About 20 g of polysaccharide m�2 d�1 were produced dur-
ing the summer, when temperature control was provided.

In the mid-1980s, two groups working independently in
France and in Italy introduced flat alveolar panels in algae
cultivation. These systems are constructed from transpar-
ent PVC, polycarbonate, or polymethyl methacrylate
sheets that are internally partitioned to form rectangular
channels called alveoli. These sheets are commercially
available in standard thicknesses from 4.5 to 40 mm.

Alveolar plates as culture systems for algae were first
used by Ramos de Ortega and Roux (56) at the Centre
d’Etudes Nucléaires de Grenoble (France). These authors
experimented with 6-m-long, 0.25-m-wide, 4-cm-thick,
double-layer panels made of transparent PVC for growing
Chlorella in a greenhouse and outdoors. The plates were
laid horizontally on the ground; the upper layer of channels
was used for algal growth and the lower for thermoregu-
lation. The culture suspension was circulated through a
pump. A productivity of 24 g m�2 d�1 was achieved in the
summer using units of 1.5-m2 surface area. The authors
stressed the fact that the double-layer plate permitted ef-
ficient thermoregulation of the culture and that signifi-
cantly higher performances were obtained with the panels
than with flexible sheets and semirigid tubes.

The first panel reactors built and experimented with in
Florence by Tredici and coworkers were placed vertically,
with the channels (and hence culture flow) running par-
allel to the ground, a design later adopted in Germany by
Pulz. A pump was used to circulate the suspension. In
1988, the Consiglio Nazionale delle Ricerche (CNR) of Italy
presented this reactor at the ITALIA 2000 exhibition, held
in Moscow. The same year saw the awarding of a patent to
a different design (57) in which the plate was placed ver-
tically, but with the channels perpendicular to the ground;
mixing was achieved by bubbling air at the bottom of the
reactor. This latter version (Fig. 9b) has been used exten-
sively in Florence for outdoor cultivation of cyanobacteria
(5,19,58–61). The plates used in Florence are constructed
from 16-mm-thick Plexiglas� alveolar sheets commonly
available on the market at a cost of $30–40 m�2. The main
features that characterize these reactors are the high S/V
ratio (80 m�1), the vertical or tilted inclination from the
horizontal of the channels, and the fact that no mechanical
device is used to mix the cell suspension, circulation and
degassing of the culture being attained through bubbling
air at the base of each channel. Elevated “bubble column”
plates of 2.2-m2 surface area have been used to study the
influence of some of the main cultural parameters, such as
areal density, turbulence, oxygen tension, and orientation
of the photobioreactor, on productivity and biomass com-
position of Arthrospira platensis (5). Alveolar plates, due
to their high S/V ratio, attain high volumetric productivi-
ties (�2 g L�1 d�1) and permit operation at high cell con-
centrations (4–6 g L�1); these systems, however, have typ-
ically attained lower areal yields (about 24 g m�2 d�1)
compared to tubular reactors (about 28 g m�2 d�1) (19).
The lower performance achieved by cultures in plates has
been attributed to the fact that these systems, unlike tu-
bular reactors, do not achieve light dilution (unless they
are placed at a high inclination with the horizontal) and
thus cultures in plates suffer more strongly because of the
light saturation effect and from photoinhibition (19). Al-
veolar plates, like other small flat systems, may be used
profitably for research or in small production plants, how-
ever, due to the fact that the surface area of the cultivation
unit is limited to a few square meters, they are not suitable
for use in large commercial plants.

More recently, at the IGV Institut für Getreideverar-
beitung (Bergholz-Rehbrücke, Germany), cultivation units
based on 32-mm-thick alveolar panels were developed and
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Figure 9. Biocoils and flat photobioreactors: (a) helical bubble-column reactor designed at the
University of Florence, Italy (photograph by S. Pintus); (b) flat alveolar panels experimented with
at the University of Florence, Italy (photograph by G. Chini Zittelli); (c) PBR system built by B.
Braun Biotech Int., Germany (photograph courtesy of O. Pulz); (d) glass flat reactors experimented
with at the Ben Gurion University of the Negev, Israel (photograph courtesy of A. Richmond).
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operated by Pulz and coworkers (6). Typically, the plates
are placed vertically with the channels arranged horizon-
tally, just 20 cm apart, to form a compact structure called
PBR (Fig. 9c). The culture, circulated by a piston pump,
must reach a velocity adequate to maintain turbulent flow
inside the channels. The distance to the degasser is critical
in avoiding toxic concentrations of oxygen. Units from 100
to 10,000 L, made of closely packed plates, have been de-
veloped and tested both indoors and outdoors with differ-
ent microalgae and cyanobacteria. Productivity levels of
1.3 g l�1 d�1, corresponding to 28 g m�2 of illuminated
surface d�1, have been obtained with Chlorella under nat-
ural illumination. Among the problems that have emerged
are buildup of oxygen (up to 30–40 mg L�1 at the outlet of
the circuit) and fouling. The main characteristic of the PBR
is the closely packing of the panels: 42 plates, for a total
volume of 6 m3, can be packed on 100 m2 of land. Areal
productivities of up to 130 g m�2 d�1 have been reported
for such compact units, but these figures seem excessive
and indeed confirm the incorrectness of referring the yield
of vertical reactors to unit of occupied land. The main merit
of the PBR, besides its high degree of technical develop-
ment, is the achievement of significant light dilution. PBR
reactors are sold commercially by B. Braun Biotech Int. in
sizes from 10 to 6,000 L (6).

Richmond and coworkers (62) developed an inclined
modular photobioreactor consisting of a series of flat glass
chambers, 0.7 m high, 0.9 m long, and usually 2.6 cm in
internal width, connected in cascade and tilted at the
proper angle to maximize solar radiation capture (Fig. 9d).
The culture volume varied from 6 to 50 L according to re-
actor width. Two mixing methods were tested: an airlift
system consisting of five transparent PVC columns in-
serted vertically into the reactors with compressed air in-
jected at the base of the columns, and air-bubble mixing
by means of two perforated tubes running horizontally
along the entire length of the reactor, one at the bottom
and the other at midheight. The latter method yielded bet-
ter performance. By adopting a reactor width of 2.6 cm and
vigorous mixing (2.5 L air L�1 culture suspension min�1),
a record areal productivity of 49.4 g m�2 illuminated sur-
face d�1 was achieved. When the back and side surfaces of
the reactor were covered to avoid entry of diffuse light,
productivity was reduced by about 20%. Nevertheless, this
figure is the highest ever reported for a cyanobacterium
cultivated outdoors. Using this flat modular system, the
Israeli group has addressed and contributed to clarifying
such fundamental aspects of photobioreactor design as op-
timal cell density with reference to the light path, the effect
of reactor inclination, and the importance of the mode and
intensity of mixing.

Commercial-Scale Photobioreactors

Only a few large commercial-scale photobioreactors have
been built and operated: the PBL photobioreactors (based
on the two different designs described in Pirt’s patent) in
southern Spain in the late 1980s and the Hidrobiologica
SA manifold photobioreactor (probably inspired by previ-
ous similar designs devised in Italy by the Centro di Ri-
cerca Agro-Industriale and Montedison) set up in the mid-

1990s in northern Argentina. Despite the very different
designs, both the plants suffered from similar mistakes
with respect to some fundamental technical aspects and
the scaling-up phase.

Photo Bioreactors Ltd. Plant. Although Pirt’s measure-
ments and extrapolations were not flawless, the quality of
the basic work done at Queen Elizabeth College and the
high projected productivities attracted investments and
led to the creation of a company, Photo Bioreactors Ltd.
(PBL UK), in 1986. A pilot plant was built and experi-
mented with at the Reading University Research Farm
(Sonning, UK). Three years later, PBL Spain (PBL SA) was
founded with investments from private industries (among
which the Danish Chr. Hansen Laboratory) and public
Spanish sources (Instituto de Fomento de la Region de
Murcia and Centro de Desarrollo Tecnico Industrial). A
second pilot plant was set up in Santomera (Murcia,
Spain), and finally a commercial plant for Dunaliella pro-
duction was established in Santa Ana near Cartagena
(Murcia, Spain). Full-scale activity started in May 1990,
with a vertical system made of 50 rows, each of which con-
tained 50 1.2-cm-diameter, 50-m-long polyethylene tubes
(for a total tubing length of 125,000 m) (Fig. 10a). Circu-
lation was provided by an airlift, and temperature was con-
trolled by shading the reactors with nets or by water spray-
ing. A near-horizontal system was built later according to
the full-scale design patented by Pirt, using about 200,000
m of polyethylene tubing. Several major technical errors
are apparent in these two systems: The tube diameter was
too small for effective mixing considering the design (Fig.
10b), the tube material degraded quickly under sunlight,
oxygen degassing was inadequate, wall growth was almost
unavoidable, and control of temperature was problematic.

The very high S/V ratio in relation to the length of the
tubes, together with the insufficient circulation and the im-
proper management of the culture, led to poor growth of
the alga, biofouling, and heavy contamination. But, as far
as we know, the main reason for failure was inadequate
piloting: although the pilot plants had been carefully
planned and constructed with an appropriate 10-fold in-
crease factor in the different stages, the problems encoun-
tered during the pilot stage were not taken into due con-
sideration and had not been solved by the time commercial
activity started. In September 1991, after an almost com-
plete crash of the culture, the workers were dismissed and
PBL closed without ever entering into production (63).

Hidrobiologica SA Plant. In 1996, Hidrobiologica SA,
with an initial investment of about $2 million, built the
largest known photobioreactor (Fig. 10c) about 15 km
south of La Rioja (northern Argentina). The system con-
sisted of 96 0.4-mm-thick polyethylene tubes, each 120 m
long and 25.5 cm in diameter, laid parallel and horizontally
on the ground and arranged like a manifold with feeding,
connecting, and collecting channels made of concrete. The
tubes, only partially filled, were maintained at very low
positive pressure so that they assumed a roughly elliptical
shape (about 35 cm wide and 9 cm high). The plant was
divided into four modules, each of which comprised four
six-tube submodules. An interspace of 0.5 m was allowed
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Figure 10. Commercial-scale photobioreactors: (a) vertical system set up by Photo Bioreactors
Ltd (PBL) in Santa Ana, Murcia, Spain (photograph courtesy of D. Hall); (b) a particular of the
PBL vertical system as it appeared in July 1995, four years after shutdown (photograph by the
author); (c) the Hidrobiologica SA plant built at La Rioja, Argentina (photograph by G. Chini
Zittelli).

between one submodule and the next, while about 1 m
separated the modules. The four modules were connected
to common feeding and collecting channels. The surface
occupied by the whole plant, including the gaps between
tubes, was about 5,000 m2, and the total culture volume
was 600 m3. The culture (Arthrospira platensis) was cir-
culated at a flow speed between 6 and 10 cm s�1 by a single
axial flow pump with a maximum capacity of 900 m3 h�1.
The pump lifted the suspension from the collecting chan-
nel, into which it was fed by the culture tubes, up to a
second raised, sloped channel. The suspension flowed by

gravity through this second channel, which ran parallel to
the culture tubes for 120 m, to the feeding channel at the
opposite end of the reactor. The feeding channel, about 42
m long, distributed the culture suspension to the inlets of
the single culture tubes. During the initial period of activ-
ity, the cell concentration was typically maintained at
about 1 g L�1 and the productivity was calculated to be
around 0.2 g L�1 d�1; the biomass produced was of excel-
lent quality. In the long run, however, several problems
became evident; the most significant were poor mixing and
biofouling deriving from the low flow speed and the un-
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equal distribution of the culture among the tubes. The lim-
ited capacity to control temperature was also a major
drawback in summer. It is likely that oxygen built up to
dangerous levels despite the gas outlet provided halfway
along the tubes, but no data are available. The plant is at
present undergoing complete restructuring; the main ob-
jectives of this effort are to subdivide it into separate units,
reduce the tube diameter, and improve mixing and culture
circulation. The major errors, besides poor mixing and lim-
ited temperature control, were probably the absence of ac-
curate piloting and the fact that only one large single unit
was built and operated.

DESIGN CRITERIA FOR PHOTOBIOREACTORS

The basic function of a photobioreactor is to provide a con-
trolled environment in which to achieve optimal growth
and maximum, sustainable biomass and/or product syn-
thesis with a specific phototroph (4). This means that a
photobioreactor cannot be properly designed without ade-
quate knowledge of the growth physiology of the organism
to be cultivated. Besides, since phototrophic microorgan-
isms are highly diverse as concerns their morphology, bi-
ology, nutritional and light requirements, and resistance
to stresses, a single photobioreactor design cannot adapt
to all organisms and all conditions.

Design criteria for photobioreactors should aim at
achieving high efficiency of light conversion and at provid-
ing the necessary reliability and stability to the cultivation
process by solving the main problems encountered in pho-
tobioreactor operation, such as overheating, oxygen
buildup, biofouling, contamination, and photostage mate-
rial deterioration. The fundamental design criteria for pho-
tobioreactors include reactor configuration, S/V ratio, mix-
ing and degassing devices, temperature regulation,
orientation, and the material used to build the photostage.
These aspects are briefly discussed in the following sec-
tions. Reliability, ease of operation and scale-up, and con-
struction and operating costs also take on particular rele-
vance in relation to commercial application of
photobioreactors.

Surface-to-Volume Ratio

The surface-to-volume ratio of the photobioreactor (i.e., the
ratio between the illuminated surface of the reactor and
its volume) determines the amount of light that enters
the system per unit volume and the light regimen to which
the cell population is subjected and is consequently one of
the most important issues in photobioreactor design. The
higher the S/V ratio, the higher the cell concentration at
which the reactor is operated and the volumetric produc-
tivity of the culture. The cell concentration, in turn, greatly
influences medium handling and harvesting costs and, to
some extent, contamination level. The temperature profile
and the hydrodynamic behavior of the culture suspension
are also affected by this parameter (4,5,64). For example,
in small-diameter tubular systems operated outdoors, the
time required to reach the optimal temperature in the
morning is reduced, and in the evening the relatively low
culture volume cools down more quickly to ambient night

temperatures, resulting in lower respiratory losses (4). For
these reasons, in recent years we have witnessed a general
trend toward a reduction of the diameter of tubular reac-
tors and of the thickness of flat panels. Yet, it must be
pointed out that although high S/V ratio reactors may
work well in the laboratory, they may become extremely
inefficient when scaled up. In high S/V ratio photobioreac-
tors, all the volumetric activities that depend on the input
of light energy per unit volume (such as O2 evolution, CO2

absorption, nutrient depletion, metabolite excretion, and
heat production) change at a high rate, and this could have
long-term negative effects on the stability of the process.
These effects are rarely observed because experiments do
not last long enough for them to become evident (63). The
industrial systems set up by PBL (see earlier section) pro-
vide clear examples of the kinds of problems that may be
absent at laboratory scale and yet arise when high S/V
ratio photobioreactors are adopted in large-scale plants. It
is not possible to fix an optimal S/V ratio for large-scale
photobioreactors, since this parameter depends on the or-
ganism to be grown, on the type of mixing, and on other
specific conditions. However, my laboratory experience
suggests that a light path between 3 and 6 cm may rep-
resent a reasonable compromise.

Oxygen Accumulation

Accumulation of photosynthetically generated oxygen is
one of the main factors that limit scale-up of photobioreac-
tors. Dissolved oxygen concentrations over 35 mg L�1

(equivalent to about four times air saturation at 25 �C) may
be easily reached in outdoor dense algal cultures at mid-
day. Such high oxygen levels are toxic to many phototrophs
and, if coupled with prolonged exposure to full sunlight,
may lead to the photooxidative death of the culture (4,9).
Since volumetric oxygen production is directly related to
volumetric biomass productivity (about 1 g of oxygen is
evolved per gram of biomass synthesized), oxygen buildup
becomes an especially serious problem in high S/V ratio
photobioreactors operated outdoors. At maximal rates of
photosynthesis, a 1-cm-diameter tubular reactor would ac-
cumulate about 8–10 mg of oxygen L�1 min�1 (64). In such
systems, the maintenance of dissolved oxygen below the
toxic concentration requires adoption of very short loops
and this fact makes the serpentine design difficult to scale
up. The situation is less dramatic in tubes of greater di-
ameter, since the volumetric rate of oxygen evolution falls
in proportion to the decrease of the S/V ratio, but it has
been shown that even in 14-cm-diameter tubular reactors
dissolved oxygen may reach levels that significantly reduce
productivity (42). In serpentine reactors, the time cycle
(time required for the culture to reach the degassing point),
the speed of circulation, and the length of the loop must be
very carefully chosen in relation to the expected volumetric
productivity to prevent buildup of toxic oxygen concentra-
tions. For example, in a tubular reactor with a 2.6-cm ID
and a culture flow speed of 0.3 m s�1, the time cycle should
not exceed 6 min, hence, the length of the reactor must be
less than 100 m (4). To increase the length of the reactor
it is necessary to increase the culture circulation speed or
reduce the S/V ratio. Internal gas-exchange systems (bub-
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ble columns) offer some advantage in this respect. Unlike
serpentine reactors, in which oxygen accumulates during
the loop cycle and is removed only at the degasser, bubble
columns present the advantage that the whole culture is
subjected simultaneously to the degassing action of air.

Mathematical models can be employed to predict the
effect on oxygen concentration of various design variables,
such as the length of the loop, the tube diameter, and the
liquid circulation speed. A useful model for prediction of
dissolved oxygen and carbon dioxide axial concentration
profiles in serpentine tubular reactors has been developed
and verified experimentally with Porphyridium cruentum
in outdoor continuous culture by Camacho Rubio et al. (40).

Mixing

The type of device used to mix and circulate the culture
suspension is essential in the design of a successful pho-
tobioreactor. Both the productivity of a photobioreactor
and the cost of its construction and operation are influ-
enced to a great extent by the type of device used for mixing
(65). The beneficial effects that mixing has on growth and
productivity of mass cultures of phototrophs are well
known (9). Mixing is necessary to prevent cells from set-
tling, to avoid thermal stratification, to distribute nutri-
ents and break down diffusion gradients at the cell surface,
to remove photosynthetically generated oxygen, and,
above all, to ensure that all the cells experience alternating
periods of light and darkness. It has been postulated that
cells quickly brought into and out of the lighted portion of
the culture could take advantage of the “flashing light ef-
fect” to increase photosynthetic efficiency. Conflicting re-
sults have been reported, however, for the light–dark fluc-
tuations of medium frequency (i.e., in the order of seconds
to minutes) that prevail in mixed-mass cultures as regards
their stimulatory effect on productivity, and the true role
of the mixing rate in determining algal productivity still
remains to be clarified (9,64–66). With a few exceptions,
significant positive effects of intense stirring on productiv-
ity of algal mass cultures have been observed only in
paddle-wheel-mixed raceway ponds (9,67). Carlozzi and
Torzillo (68) observed a 30–40% increase of the productiv-
ity of A. platensis grown in tubular reactors when the flow
speed was increased from 0.18 to 0.75 m s�1. Tredici and
Chini Zittelli (5,60) studied the influence of the bubbling
rate on productivity of A. platensis in inclined flat plates.
At an air supply rate of 1.21 L L�1 min�1, productivity
increased by 35% over that at a rate of 0.36 L L�1 min�1.
The authors suggested that the higher bubbling rate en-
hanced productivity by providing a more adequate light
regimen to the cells, as well as by reducing the oxygen level
in the culture. Hu and Richmond (62) have recently at-
tained astonishingly high productivities with A. platensis
cultivated in flat plates by adopting ultrahigh cell densities
(higher than 15 g L�1) and providing mixing at the maxi-
mal rate permissible without causing cell damage. The
choice of the intensity of mixing and of the mixing system
must be dictated by the characteristics of the organism to
be cultivated. Unlike Chlorella or the marine Nannochlo-
ropsis, which are endowed with strong cell walls, cultures

of filamentous cyanobacteria and fragile dinoflagellates
cannot be mixed by pumps that subject the cells to high
shear stress and so lead to fragmentation of thricomes and
to cell lysis. There is general agreement that bubble col-
umns and airlift systems are low-shear-stress mixing sys-
tems and therefore are recommended for shear-sensitive
organisms. Gudin and Chaumont (69) have reported that
productivity may increase up to 75% when pumps are re-
placed by airlift systems. However, it is known that even
air bubbling produces some stress on the cells at the level
of bubble formation and breakup, bubble coalescence, and
bubble-bursting at the culture surface (4). Other noticeable
advantages of bubble columns and airlifts, from the point
of view of industrial application, are their simplicity of
operation and low maintenance costs due to the absence of
moving parts. Mixing devices and power requirements for
mixing have been dealt with by Weissman et al. (64) and
by Torzillo (4). Torzillo has also analyzed the influence of
the rheological properties of the culture on mixing and
mass transfer (4). Gas–liquid mass transfer in a serpentine
airlift photobioreactor has been described in detail by Ca-
macho Rubio et al. (40).

Temperature Control

Although photobioreactors are said to provide a better pro-
cess control than do ponds, the maintenance of optimal
temperatures in closed reactors is not an easy task, espe-
cially when the systems are operated outdoors. Photobiore-
actors behave as solar collectors: Any light absorbed by the
reactor walls or by the culture and not used in photosyn-
thesis is converted into thermal energy, and may lead to
an increase of the culture temperature of up to 30 �C or
more above ambient temperature, causing the collapse of
even rather tolerant species (59). With a few exceptions
(e.g., cultivation of thermophilic species) photobioreactors
operated outdoors require cooling. Among the solutions ex-
perimented with to control overheating in outdoor photo-
bioreactors are shading, water-bath immersion, and water
spraying. Shading, to be effective, requires that a large
proportion of the reactor be covered for several hours a day,
and this greatly reduces the irradiance at the culture sur-
face and, consequently, the productivity (4). Cooling by
water spraying has been shown to be reliable and cost-
effective when used in dry climates (4,5). Immersion of the
reactor in a cooling water basin is very efficient, but its
cost-effectiveness is rather doubtful. It may, however, be
the sole available option in humid climates, where water
spraying does not provide evaporative cooling. Although it
varies with the reactor design, the local climate, and the
specific organism used, the need for cooling can signifi-
cantly increase operating costs. In cold climates and in
temperate regions during winter, heating may instead be
required to maintain the optimal growth temperature.

Orientation of the Photobioreactor and Light Dilution

One of the main impediments to the efficient use of solar
energy is the continuous variation of the available solar
radiation throughout the day. Solar irradiance is very low
in the early morning and in the evening hours and strong
enough to inhibit photosynthesis at noon. Although the di-
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urnal pattern of the solar irradiance incident on a horizon-
tal reactor cannot be easily modified, some elevated sys-
tems can be oriented at various angles to the sun and thus
offer the possibility to vary, continuously or discontinu-
ously, the distribution of the light that strikes the reactor
surface. The effect of the photobioreactor orientation on
productivity of outdoor algal cultures was investigated by
Lee and Low (70), who did not find the angle of inclination
of the bioreactor to have any significant influence on the
productivity of Chlorella pyrenoidosa. Because of the par-
ticular reactor design (two tubular panels were connected
by hinges, erected at an angle to the ground, and placed in
an east–west direction) and, above all, due to the location
of the experimental facilities (about 1� latitude north), the
findings of these researchers cannot be generalized. The
influence of the orientation of flat photobioreactors in
higher latitude regions has been studied by Tredici and
Chini Zittelli (5) and by Hu et al. (11). These studies have
shown that the reactor tilt angle exerts a significant effect
on both productivity and photosynthetic efficiency. Sys-
tems that are sun oriented so as to intercept the maximum
solar radiation on a daily basis (e.g., south-facing plates
inclined at 10–30� in summer and at about 60� in winter)
typically achieve the highest productivities, even if a cul-
ture placed perpendicularly to the rays of the sun at mid-
day may suffer due to excessively high irradiance (19). Ver-
tical plates or systems oriented so as to dilute the
impinging radiation achieve lower productivities but
higher photosynthetic efficiencies (19). A major objective of
photobioreactor design should be to reduce the so-called
light saturation effect of photosynthesis (see earlier sec-
tion). One approach has been to install systems vertically
(like Pulz’s PBR series) or at a high inclination to the hor-
izontal so that the reactor is at a large angle to the sun
rays and solar irradiance is attenuated (diluted) at its sur-
face (19). Another approach involves transmitting sunlight
into the photobioreactor through light-diffusing prisms or
optical fibers (6,71), but this option appears too complex to
be effectively scaled up and applied commercially in the
near future. By operating a near-horizontal flat panel and
a near-horizontal tubular reactor in parallel, Tredici and
Chini Zittelli (19) have shown that tubular reactors can
achieve, per se, higher photosynthetic efficiencies and
productivities than flat reactors because their curved sur-
faces achieve a certain degree of sunlight dilution and thus
reduce the light saturation effect.

Materials

Materials for photobioreactors must have several proper-
ties: high transparency, high mechanical strength, lack of
toxicity, resistance to weathering (durability), chemical
stability, antifouling surface, and low cost. G. Chini Zittelli
and M.R. Tredici (unpublished material, 1998) have car-
ried out a preliminary investigation of the durability of
some plastic materials. In Figure 11, the loss of transpar-
ency of six different tubing materials exposed to natural
weathering in central Italy is shown. Polyethylene and
polypropylene tubes are inexpensive, but both lose trans-
parency very quickly and present serious limitations as

regards biofouling and mechanical strength. Polycarbon-
ate tubes are seriously weakened by alkaline solutions and
become brittle and break easily after 2–3 years of exposure
outdoors; they lose transparency mainly in the 300- to
500-nm range. Tubes of polymethyl methacrylate or Teflon
have been shown to possess high resistance to weathering
and good overall properties. PVC tubes lose transparency
significantly after hydration. Some of the flexible plastic
materials tested have shown limited mechanical strength
that has led to trivial problems (such as leakage due to
punctures inflicted by cats and wild animals) that could
become rather serious in large-scale systems. Glass might
be an excellent material for photobioreactors, due to its
high transparency, chemical stability, and durability. Glass
tubular systems, however, would require mostly field as-
sembly and numerous connections, and this would greatly
increase installation costs; furthermore, fragility may con-
stitute a serious limitation to the use of glass tubes in
large-scale installations. The tubes required for building
the photostage represent a major cost component of the
photobioreactor but not as high as commonly thought.
Suitable long-lasting tubular material is available for
about $1 per meter or about $15 per square meter of pho-
tobioreactor.

CONCLUDING REMARKS AND PROSPECTS

Photobioreactors are considered to have several major ad-
vantages over open ponds: They can (1) prevent or mini-
mize contamination, (2) offer better control over cultural
conditions (pH, pCO2, pO2, temperature, etc.), (3) prevent
evaporation and reduce water use, (4) lower CO2 losses due
to outgassing, (5) permit higher cell concentrations that
result in reduced operating costs, and (6) attain higher pro-
ductivity. However, the ultimate and most important ad-
vantage is that photobioreactors permit cultivating algal
species that cannot be grown in open ponds. On the other
hand, certain requirements of photobioreactors, including
the need for cooling, the need for strict control of oxygen
accumulation and biofouling, and the need for frequent re-
placement of the material of the photostage, make these
systems more expensive to build and operate than ponds.
Thus, despite their advantages, the use of photobioreactors
must be limited to production of very-high value com-
pounds from phototrophs that cannot be cultivated in open
ponds (18,52). Photobioreactors and open ponds should not
be viewed as competing technologies, since it is very un-
likely that photobioreactors will have a significant impact
on any product or process that can be attained in large
outdoor open ponds.

In recent years, significantly higher photosynthetic ef-
ficiencies and a higher degree of system reliability have
been achieved due to better understanding of the growth
requirements of phototrophic microorganisms in mass cul-
ture. Despite these advances, no photobioreactor has yet
proven to be commercially successful, even for very-high-
value products. This certainly does not depend on a lack of
photobioreactor designs: There exist several valid basic
concepts and myriad variations. The principle obstacle to
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Figure 11. Loss of transmittance of different plastic tubing exposed outdoors to the climatic con-
ditions of central Italy. PC, polycarbonate; PVC, polyvinyl chloride; PMM, polymethyl methacry-
late; PE, polyethylene; TF, Teflon; PP, polypropylene. The tubing thickness was: TF, 0.15 mm; PE,
0.2 mm; PP, 0.4 mm; PC and PVC, 1 mm; PMM, 2 mm.

commercial application of this biotechnology seems in-
stead to lie at the level of scaling-up. Transferring those
processes developed at the laboratory scale to the indus-
trial scale is never a simple proposition, and it is particu-
larly difficult in the case of photobioreactors because of the
peculiar problems of these systems. One of the major
causes of the failures of photobioreactor technology at com-
mercial scale is a lack of adequate piloting. The old rule of
thumb used in the chemical industry, and still valid in fer-
mentation technology, that each individual increase of
scale should not surpass a factor of 10 (52,72) has been
ignored in practice. This was especially true in the case of
Hidrobiologica SA, where the full-scale plant was set up
after only limited experimentation on a very small scale.
At the small scale, the photobioreactor performance is usu-
ally evaluated in terms of productivity, whereas issues
such as contamination, material degradation, and the re-
liability and sustainability of the production process,
which more than the productivity determine the failure or
success of the industrial-scale activity, are ignored. Only

accurate piloting can shed light on the key problems and
provide adequate solutions. It is not clear how much the
failure of the PBL photobioreactors in Spain and of the
600-m3 plant in Argentina depended on system design
flaws or on management errors. However, in neither case
had the basic technical and biological problems (mixing,
oxygen buildup, temperature control, biofouling, contami-
nation) that must be solved for successful full-scale opera-
tion been subjected to rigorous investigation at an ade-
quately scaled pilot level. Another mistake, common to
both plants, is that to keep operating costs low, the units
built and operated were very large. This deprived the sys-
tems of necessary flexibility and negated the possibility of
making improvements by trial and error. Under these con-
ditions, any problem that might arise (e.g., contamination
or toxic oxygen tensions) affects the whole culture and
jeopardizes all of production. It is worth pointing out that
both industrial plants failed in the cultivation of two pho-
totrophs (Dunaliella and Arthrospira) that are commonly
grown in the much less rigorously controlled open ponds.
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The establishment of a commercial activity based on the
cultivation of phototrophic microorganisms requires real-
izing that a photobioreactor design that is efficient at the
laboratory level is not necessarily so at the level of indus-
trial production—hence, the importance of accurate pilot-
ing. A few simple guidelines should be followed during pi-
loting (63):

1. Experiments must last long enough to reveal the “ag-
ing” problems, including contamination, biofouling,
and material deterioration, that become evident only
after several months of continuous operation.

2. The units experimented with should be similar in
size and type to the cultivation units envisaged for
the full-scale plant.

3. The productivity of the system must be correctly
evaluated and extrapolated.

4. Experiments must be carried out under the climatic
and operating conditions that will prevail in the final
commercial process.

5. Unless true axenic conditions are adopted, the pos-
sibility of contamination must not be underesti-
mated.

6. Appropriate solutions to the main problems com-
monly encountered in photobioreactors (overheating,
biofouling, oxygen accumulation, etc.) must be pro-
vided before beginning operation of the commercial
plant.

7. The data obtained during the scaling-up stage must
be subjected to rigorous analysis and used to reeval-
uate the economics of the process.

Today the efforts of many researchers, from both aca-
demia and industry, are directed toward development of
new photobioreactor designs. In the majority of cases, such
designs are anything but new and remain an academic ex-
ercise with little or no practical value. What we really need
is a serious evaluation of the performance of photobioreac-
tors at a relatively large scale. Through such analysis, and
together with likely further improvements in engineering
design, the development of new materials with suitable
characteristics, and the improvement of cultivation tech-
niques derived from a better knowledge of the physiology
of phototrophs in mass culture, we can reasonably expect
to achieve a degree of reliability in large-scale cultivation
of phototrophic microorganisms such as to bridge the gap
between laboratory experimentation and commercial ap-
plication.
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30. G.H.J. Krüger and J.N. Eloff, in J.U. Grobbelaar, C.J. Soeder,
and D.F. Toerien eds., Wastewater for Aquaculture. University
of Orange Free State Publication, Series C (no. 3), Bloemfon-
tein, South Africa, 1981, pp. 16–23.

31. C.J. Soeder, A. Bolze, and H.D. Payer, Br. Phycol. J. 16, 1–7
(1981).

32. C.M. James and A.M. Al-Khars, Aquaculture 87, 381–393
(1990).

33. M.M. Helm, I. Laing, and E. Jones, MAFF Direct. Fish. Res.
53, 1–7 (1979).

34. R. Radmer, P. Behrens, and K. Arnett, Biotechnol. Bioeng. 29,
488–492 (1987).

35. K. Miyamoto, O. Wable, and J.R. Benemann, Biotechnology
Lett. 10, 703–708 (1988).

36. Q. Hu and A. Richmond, J. appl. Phycol. 6, 391–396 (1994).

37. E. Cohen and S. (Malis) Arad, Biomass 18, 59–67 (1989).

38. D. Chaumont, C. Thepenier, and C. Gudin, in T. Stadler, J.
Morillon, M.C. Verdus, W. Karamanos, H. Morvan, D. Chris-
tiaen eds., Algal Biotechnology, Elsevier Applied Science,
London, 1988, pp. 199–208.

39. E. Molina Grima, J.A. Sanchez Perez, F. Garcia Camacho,
J.M. Fernandez Sevilla, F.G. Acien Fernandez, and J. Urda
Cardona, Appl. Microbiol. Biotechnol. 42, 658–663 (1995).

40. F. Camacho Rubio, F.G. Acien Fernandez, J.A. Sanchez Perez,
F. Garcia Camacho, and E. Molina Grima, Biotechnol. Bioeng.
62, 71–86 (1999).

41. U.K. Pat. 2,118,572 (March 17, 1983), S.J. Pirt (to Queen Eliz-
abeth College, University of London).

42. G. Torzillo, B. Pushparaj, F. Bocci, W. Balloni, R. Materassi,
and G. Florenzano, Biomass 11, 61–74 (1986).

43. G. Torzillo, P. Carlozzi, B. Pushparaj, E. Montaini, and R. Ma-
terassi, Biotechnol. Bioeng. 42, 891–898 (1993).

44. U.S. Pat. 5,541,056 (July 22, 1994), M.R. Huntley, P.P. Nijler,
and D. Rodalje (to Aquaserch Inc.).

45. S.A. Dvorin, in P. Kretschmer, O. Pulz, and C. Gudin eds.,
Proc. 1st Eur. Workshop Microalgal Biotechnology “Algology,”
Print Express K. Beyer, Potsdam, Germany, 1992, pp. 91–92.

46. J.P. Szyper, A.Y. Brandon, J.R. Benemann, M.R. Tredici, and
O.R. Zaborsky, Int. Conf. Biological Hydrogen Production,
Kona, Hawaii, June 23–26, 1997.

47. M.R. Tredici, G. Chini Zittelli, and J.R. Benemann, Int. Conf.
Biological Hydrogen Production, Kona, Hawaii, June 23–26,
1997.

48. A. Richmond, S. Boussiba, A. Vonshak, and R. Kopel, J. appl.
Phycol. 5, 327–332 (1993).

49. Y.K. Lee, S.Y. Ding, C.S. Low, Y.C. Chang, W.L. Forday, and
P.C. Chew, J. appl. Phycol. 7, 47–51 (1995).

50. E.A. Davis, J. Dedrick, C.S. French, H.W. Milner, J. Myers,
J.H.C. Smith, and H.A. Spoehr, in J.S. Burlew ed., Algal Cul-
ture from Laboratory to Pilot Plant, Carnegie Institution of
Washington Publication No. 600, Carnegie Institution, Wash-
ington, D.C., 1953, pp. 105–153.

51. European Pat. 0,239,272 (March 6, 1987), L.F. Robinson and
A.W. Morrison (to Biotechna Limited).

52. L.J. Borowitzka and M.A. Borowitzka, in R.C. Cresswell,
T.A.V. Rees, and N. Shah eds., Algal and Cyanobacterial Bio-
technology, Longman, Harlow, UK, 1989, pp. 294–316.
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72. C. Solà and F. Gòdia, in J.A. Asenjo and J.C. Merchuk eds.,

Bioreactor System Design, Marcel Dekker, New York, 1995,
pp. 511–552.



420 BIOREDUCTION

Energy source

By-products

NAD(P)�

NAD(P)H

Carbonyl reductase

C � O

C
��

�

Regeneration Reduction

Figure 1. Outline of bioreduction.

BIOREDUCTION

TADASHI KOMETANI
Toyama College of Technology
Toyama-shi, Japan

KEY WORDS

Asymmetric reduction

Chiral alcohol

Coenzyme regeneration

NAD(P)H

Resin

OUTLINE

Introduction

Reductases of Ketone

Baker’s Yeast

Other Microorganisms

NAD(P)H Regeneration

D-Glucose Derivatives

Ethanol

Methanol

Bioreduction of 3,4-Methylenedioxyphenylacetone

Screening of Microorganisms

Practical Application

Bibliography

INTRODUCTION

Bioreduction is one of the important biological transfor-
mations catalyzed by whole cells. The reducing action of
fermenting baker’s yeast (Saccharomyces cerevisiae) was
first reported during the reduction of furfural to furfuryl
alcohol. Since the early twentieth century, numerous bio-
reductions using microorganisms other than baker’s yeast
have been studied by both biotechnologists and organic
chemists. Though the ketone, C——C double bond, azide,
and nitro compound are reduced, synthetic chemists have
mainly applied the microbial reduction of prochiral ke-
tones to the synthesis of chiral alcohols in an enantiom-
erically pure form. Until now, a large number of references
to scientific studies in this area have been reported.

During the bioreduction of carbonyl compounds, car-
bonyl reductases in microorganisms catalyze the stereo-
specific reduction using NADH, NADPH, and, sometimes,
the flavine mononucleotide as hydrogen donors. The mi-
croorganisms can reduce many types of ketones and alde-
hydes. However, this useful bioreduction has the disadvan-
tage of needing regeneration system of cofactors, such as
NAD(P)H, in addition to the reductases in whole cells. To

overcome this problem, it is important to utilize the ability
of the living microorganism to regenerate NAD(P)H from
NAD(P)� by their natural process of respiration (Fig. 1).

This article describes the bioreduction of ketones with
microbial cells, including reductases and nicotinamide co-
enzyme regeneration. An application of the bioreduction to
the synthesis of an optically active alcohol is then de-
scribed.

REDUCTASES OF KETONE

The most important microorganism catalyzing bioreduc-
tion is baker’s yeast. The scientific studies devoted to bio-
reduction using baker’s yeast have gradually increased
since the 1950s. The transformations of various classes of
synthetic organic molecules were examined. These trans-
formations were reviewed from the viewpoint of their
chemical reactions in three excellent articles published in
1990, 1991, and 1992 (1–3). In these reviews, the uses of
baker’s yeast in synthetic organic chemistry are fully cov-
ered.

Other microorganisms also catalyze the bioreduction of
ketones. However, the reports on other microorganisms do
not outnumber those on baker’s yeast. The main difficulty
in the widespread use of microorganisms among the or-
ganic chemists’ community certainly depends on their fa-
miliarity with microbiological techniques. Therefore, good
cooperation between synthetic organic chemists and mi-
crobiologists oriented toward such applications can be
fruitful.

Baker’s Yeast

Baker’s yeast can be used by people not trained in micro-
biology and can be considered a useful “reagent,” easily
accessible in every laboratory. Fermenting baker’s yeast
using glucose in tap water as an energy source is generally
used for highly enantioselective reactions. However, when
the process is not completely enantioselective, simple mod-
ifications of the experimental conditions may influence the
stereochemistry and the enantiomeric excess of the prod-
uct. For instance, the use of organic media, the addition of
other compounds, a change in energy source, and immo-
bilization techniques are helpful.



BIOREDUCTION 421

CH3

O

OH OH

Acetol

CH3

O

COOEt

Ethyl acetoacetate

HO H

CH3

(R)-Propylene glycol

COOEt

H OH

CH3

(S)-Ethyl 3-hydroxybutanoate

O

O

N
H

S

H
OMe

Baker’s yeast O

OH

N
H

S

OMe

O
NMe2-HCI

OAc

N

S

OMe

Diltiazem hydrochloride

Figure 2. Production of optically pure alcohols through the baker’s yeast–mediated reduction.

Traditionally, baker’s yeast can reduce variously sub-
stituted carbonyl groups to the corresponding hydroxyl
compounds, the stereochemical outcome of these highly en-
antioselective reductions depends on the presence of de-
hydrogenases, which generally follow the so-called Prelog’s
rule. Several exceptions have been found, which can be due
to the presence of competing dehydrogenases with differ-
ent stereochemical requirements.

The baker’s yeast–mediated reduction of acetol and
ethyl acetoacetate afforded (R)-propylene glycol and (S)-
ethyl 3-hydroxybutanoate, respectively. The large-scale
preparations of these compounds were accomplished by us-
ing a bubble-column reactor and ethanol as the energy
source in more than 98% enantiomeric excess (4). The use-
fulness of the yeast-mediated reduction was also shown in
the diltiazem synthesis. The transformation of a racemic
ketone (RS)-2-(4-methoxyphenyl)-1,5-benzothiazepin-3,4
(2H,5H)-dione afforded only the desired (2S,3S)-2,3-dihy-
dro-3-hydroxy-2-(4-methoxyphenyl)-1,5-benzothiazepin-
4(5H)-one, a key intermediate in the diltiazem synthesis.
The difficulty in its industrial application because of its low
productivity, which is due to the low solubility of the sub-
strate in water, was overcome by changing its physical
properties. Thus, 100 g of the substrate in 1 L of reaction
medium was reduced to produce the chiral intermediate
with over 99% ee in 80% yield (5) (Fig. 2).

Other Microorganisms

Bioreduction using other microorganisms was systemati-
cally examined by Shimizu and Yamada using ketopantoyl
lactone as the substrate (6). They found that about 10% of
the microorganisms tested (yeasts, molds, bacteria, acti-

nomycetes, and basidiomycete) reduced ketopantoyl lac-
tone to pantoyl lactone in the presence of glucose. Their
enantioselectivities varied at random and were indepen-
dent of genus and species.

D-(�)-Pantoyl lactone, the c-lactone of D-(�)-pantoic
acid, is an important starting material for the synthesis of
the vitamin D-(�)-pantothenic acid. The conventional syn-
thesis involved the tedious chemical resolution of racemic
pantoyl lactone. In this synthesis, the enantioselective bio-
reduction of ketopantoyl lactone to D-(�)-pantoyl lactone
was examined. When Candida parapsilosis or Rhodotorula
minuta cells were incubated with ketopantoyl lactone
(more than 50 g/L) and glucose, D-(�)-pantoyl lactone was
produced in excellent chemical and optical yields. In this
reaction, the asymmetric reduction is catalyzed by a newly
found carbonyl reductase specific to conjugated polyke-
tones, which requires NADPH as a cofactor. Another ap-
proach is the enantioselective reduction of ketopantoic
acid. Agrobacterium sp. was screened and incubated with
ketopantoic acid and fructose to give D-(�)-pantoic acid.
The acid was easily cyclized with hydrochloric acid to af-
ford the D-(�)-pantoyl lactone (Fig. 3).

For the stereospecific reduction of 4-chloroacetoacetate,
each stereoisomer of the product (R)- or (S)-4-chloro-3-
hydroxybutanoate is a useful compound. Shimizu and Ya-
mada also screened a microorganism for the asymmetric
reduction of 4-chloroacetoacetate. Almost all microorgan-
isms, such as R. minuta and Paecilomyces marquandii, re-
duce to (S)-4-chloro-3-hydroxybutanoate, which converts
to (S)-1-benzyl-3-hydroxypyrrolidine. In the carnitine syn-
thesis, 4-chloroacetoacetate should be reduced to (R)-4-
chloro-3-hydroxybutanoate, which would be converted to
carnitine by the chemical method. Sporobolomyces salmon-
icolor, Micrococus luteus, and Cellulumonas sp. predomi-
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nantly afforded the (R)-compound. However, they could not
obtain a sufficient result for the enantiomeric excess.
Therefore, S. salmonicolor was treated with acetone to re-
move (S)-reductase. The treated cells were used for the ste-
reospecific reduction of ethyl 4-chloroacetoacetate to afford
(R)-4-chloro-3-hydroxybutanoate in a water–organic sol-
vent two-phase system. In this synthesis, NADPH must be
regenerated from NADP�. The regeneration was accom-
plished by using glucose and glucose dehydrogenase in the
aqueous phase. This process can be used in the carnitine
synthesis (Fig. 4).

NAD(P)H REGENERATION

During bioreduction, NAD(P)H coenzymes must be succes-
sively regenerated from the corresponding oxidized form
in the cells. The system responsible for the coenzyme re-
generation is coupled with the reduction of a substrate. A
large amount of work has been devoted to developing and
testing various types of systems for NAD(P)H regenera-
tion.

D-Glucose Derivatives

Yamada et al. characterized the enzymes responsible for
the NADPH regeneration system using glucose as the en-

ergy source (7). They examined the NADPH-forming abil-
ity of the cell-free extracts of S. cerevisiae, Candida par-
apsilosis, and Mucor ambiguus, with several sugars as the
substrate. NADPH was not formed from D-fructose 1,6-
diphosphate. This suggests that NADPH could not be pro-
duced after D-fructose 6-phosphate was phosphorylated to
D-fructose 1,6-diphosphate. They found that NADPH is
produced from the hexose monophosphates, D-glucose 1-
phosphate, D-glucose 6-phosphate, or D-fructose 6-
phosphate. Thus, with S. cerevisiae, C. parapsilosis, and
M. ambiguus, the enzymes were shown to be D-glucose 6-
phosphate dehydrogenase and 6-phospho-D-gluconate de-
hydrogenase in the hexose monophosphate pathway. By
means of these systems, endogenous NADPH can be effi-
ciently regenerated by the simple mixing of microbial cells
with glucose. The reductions of various carbonyl com-
pounds by microorganisms in synthetic organic chemistry
will be mainly based on this system.

Ethanol

During the baker’s yeast–mediated reduction using etha-
nol as the energy source, NAD(P)H is regenerated from
NAD(P)� through the oxidative pathway of ethanol to car-
bon dioxide, and the system is also efficiently coupled with
reduction of a ketone (4). The enzyme system responsible
for NAD(P)H regeneration was investigated by studying
the reduction of acetol and ethyl acetoacetate, catalyzed by
NADH- and NADPH-dependent carbonyl reductases, re-
spectively. NAD� formed during the reduction of acetol is
reduced to NADH through the oxidative pathway of etha-
nol to acetate, catalyzed by alcohol dehydrogenase and al-
dehyde dehydrogenase. On the other hand, NADP� formed
during the reduction of ethyl acetoacetate is reduced to
NADPH through the oxidative pathway of acetate to car-
bon dioxide under aerobic conditions. The enzyme respon-
sible for NADPH regeneration must be malate dehydro-
genase (decarboxylating) in leaving the TCA cycle. By
using the NAD(P)H regeneration system, the baker’s
yeast–mediated large-scale productions of (R)-propylene
glycol from acetol and (S)-ethyl 3-hydroxybutanoate from
ethyl acetoacetate were efficiently accomplished. Other
yeasts also use ethanol as the energy source for the
NAD(P)H regeneration system in the same manner (8).
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Methanol

Similarly, the reaction involved in the oxidation of meth-
anol to CO2 by methylotrophic microorganisms, methanol
dehydrogenase, formaldehyde dehydrogenase, and for-
mate dehydrogenase is considered to be a very useful sys-
tem for NADH regeneration.

BIOREDUCTION OF 3,4-
METHYLENEDIOXYPHENYLACETONE

The clinical potential for the (R)-isomer LY300164 has led
to interest in developing syntheses that would not be lim-
ited by the inherent inefficiency of the resolution methods
and would be amenable to large-scale execution. The retro-
synthetic strategy required the synthesis of the benzodi-
azepine nucleus by intramolecular cyclization of a suitably
functionalized hydrazone. This disconnection was chosen
because it was anticipated that the required stereocenter
could be accessed from the relatively simple alcohol. Asym-
metric reduction of the corresponding ketone was consid-
ered the most desirable option for the preparation of the
optically active alcohol (9,10) (Fig. 5).

Screening of Microorganisms

The chemical method for the enantioselective reduction of
methyl benzyl ketones is typically nonselective or requires
the stoichiometric use of costly reagents. Unlike closely
related examples, however, selectivity and conversion
with baker’s yeast, as well as other common microorgan-
isms, were unsatisfactory. After an extensive screening of
microorganisms, the yeasts Candida famata and Zygosac-
charomyces rouxii could catalyze the reduction of 3,4-meth-
ylenedioxyphenylacetone to 3,4-methylenedioxyphenyl-
(S)-isopropanol with �99% enantiomeric excess in the
presence of glucose. However, the productivity number us-
ing C. famata was too low to be practical and the micro-
organism was extremely sensitive to concentrations of both
the ketone and the alcohol greater than 2 g/L. On the other
hand, Z. rouxii was more tolerant to higher substrate con-
centrations and had a higher productivity number.

Practical Application

In this bioreduction, both the product and substrate were
toxic to Z. rouxii, and this limited the maximum substrate
concentration to only 6 g/L. It should be noted that toxicity
to the substrate alone would not have been a problem,
since this could be readily overcome by the slow addition
of the substrate. However, the only way to overcome prod-
uct toxicity was to devise a method to remove the product
from the reaction as it was formed.

For in situ product removal, immiscible organic solvents
are commonly used. This type of system is called a two-
liquid-phase bioreactor. However, one of the major diffi-
culties is that many organic solvents are highly toxic to
microorganisms. In this reaction, polymeric hydrophobic
resin (Amberlite XAD-7 from Rohm and Haas, Philadel-
phia, PA) was used to both supply substrate to, and remove
the product from, the reaction mixture. The overall effect
is that a high reaction concentration is achieved (40 g/L)
while never exposing either the substrate or the product
to more than 2 g/L. Thus, in many cases, a polymeric ad-
sorbent resin will provide an attractive alternative to the
use of organic solvents in whole cells.

BIBLIOGRAPHY

1. S. Servi, Synthesis 1990, 1–25 (1990).
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INTRODUCTION

As a result of the manufacture, use, spillage, and improper
disposal of anthropogenic chemicals and their waste prod-
ucts during past decades, toxic chemicals have become
ubiquitous contaminants of soils and waters around the
globe. These compounds include everything from petro-
leum and synthetic organic chemicals to heavy metals and
radionuclides. Governments throughout the world now re-
quire that the worst of these contamination problems be
cleaned up to eliminate, insofar as possible, their hazards
to human health and the environment. Traditional meth-
ods such as excavation and incineration of contaminated
soil or pumping and aboveground treatment of ground-
water are proving to be either too expensive, politically un-
popular, or both. Thus, innovative technologies are being
sought to address the needs of the environmental resto-
ration industry. Bioremediation is such a technology.

Bioremediation involves the use of microorganisms,
plants, or products yielded by living organisms to degrade,
detoxify, or permanently sequester toxic chemicals present
in environmental systems. Bioremediation can be used ei-
ther ex situ or in situ to treat soil, sediment, sludge, water,
or air. In ex situ bioremediation procedures, contaminated
materials are first removed from the polluted site and then
treated, whereas in situ techniques are used to treat con-
taminants in place without relocating them to a treatment
facility. Bioremediation can be promoted by augmenting
natural systems with exogenous biological materials or by
stimulating indigenous contaminant-transforming micro-
bial populations. Natural systems can be augmented by
the introduction of bacteria that degrade the targeted con-
taminants or plants that sequester pollutants. Native mi-
crobial populations are stimulated by adding nutrients or
modifying environmental conditions to favor the growth
and activity of appropriate organisms. Although intrinsic
bioremediation, or microbial processes that occur without
human intervention, may ultimately be able to clean up a
contaminated site, a great variety of techniques are used
by the bioremediation industry to enhance and accelerate
degradative processes.

BIOREMEDIATION TECHNOLOGIES

Bioreactors

Bioreactors, or vessels of various configurations (1) con-
taining degradative microbes, are a common means of ex
situ treatment of contaminated materials, typically soil
that has been excavated from a polluted site or ground-
water that has been pumped from a polluted aquifer. A
bioreactor may contain, for example, a slurry of soil and
water to which nutrients have been added, such as sources
of nitrogen, phosphorus, and/or carbon that support the
growth and metabolism of degradative microorganisms.
Sometimes the microorganisms themselves may have to be
added (40). Slurry reactors can be run either aerobically,
by stirring and mixing in air or pure oxygen (2), or anoxi-
cally, with little or no mixing (3,4). Slurry phase reactor
treatment cells can be designed to hold a few thousand to
millions of gallons. Aeration systems for aerobic slurry re-
actors must be able to maintain dissolved oxygen concen-
trations at 2.0 mg/L or higher. Aeration is a major expense
for such systems. To increase oxygen transfer rates, such
systems may be sparged with pure oxygen. Often reactor
designs include a series of eductors to oxygenate the mixed
liquor while minimizing air emissions. Anaerobic slurry
systems usually require some mixing devices to evenly dis-
tribute soil or sediment materials throughout the aqueous
phase, but they spare the need and cost of transferring
large amounts of oxygen to the solution phase. Aerobic
slurry reactors have been used to treat materials contam-
inated with chemicals such as polynuclear aromatic hy-
drocarbons (PAHs) and chlorinated phenols (35). Anaero-
bic slurry reactors have been used to treat materials
polluted by compounds such as chlorinated solvents, poly-
chlorinated biphenyls (PCBs), nitrated munitions like
2,4,6-trinitrotoluene (TNT) (Fig. 1) (4), and nitrated her-
bicides such as dinoseb (37).
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Figure 1. Pilot-scale anaerobic slurry reactor for treating TNT-contaminated soil. Source: Uni-
versity of Idaho, with permission.

Water may be treated in simple batch reactors that hold
a few hundred to many thousands of liters; nutrients and
microorganisms may be added as required. Fluidized beds
that contain biomass-bearing carriers are popular for wa-
ter treatment (5) and can be run aerobically or anaerobi-
cally, depending on the contaminants being treated (6,7).
Even normally recalcitrant compounds such as aniline and
nitrobenzene can be treated in such systems. Alternatively,
biomass can be grown on a supporting matrix that is
packed into a vessel such as a column, and the water to be
treated can be passed through the packed bed to remove
contaminants by degradation or absorption (8). Packed
beds can also be used to treat vapor-phase contaminants

such as chlorinated solvents, which are sparged through
the reactor as a separate gaseous stream (9). A novel, me-
chanically mixed packed-bed reactor that works as a bio-
trickling filter is a variation on packed-bed technology for
treatment of vapor-phase contaminants (43). Another vari-
ation on reactor design for water treatment is the upflow
sludge blanket reactor using granules containing anaero-
bic bacteria acclimated to the degradation of a particular
waste stream (38). Bioreactors can be used in treatment
trains that vary conditions, for example, by alternating an-
aerobic and aerobic conditions (36), so that mixtures of con-
taminants or highly chlorinated compounds can be treated
successfully.
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Biofiltration

Biofiltration is an ex situ treatment for vapor-phase con-
taminants (44,45). Typically, it involves passing contami-
nated air through a bed of soil, peat, or compost that has
been preacclimated to develop a microbial population that
completely degrades the targeted pollutants (10). This type
of technology works well for volatile components of petro-
leum, and for many years it has been used in Europe for
odor control (11). Biofilters have been developed for toxic
airborne industrial contaminants as diverse as styrene
(46), pentane and isobutane mixtures (47), toluene (48),
chlorinated benzenes (49), dimethylsulfide (50), and vola-
tile organic compounds (VOCs) (51). For example, a biofil-
tration process was developed for styrene-containing in-
dustrial offgases. This process used peat as filter material.
Styrene reduction after 190 days of operation was 70% to
98%. The styrene elimination capacity was 12 g m�3 h�1

(maximum, 30 g m�3 h�1). Degradation required addition
of nutrients to the peat, adjustment of the pH, and control
of humidity. The optimum operation temperature was
about 23 �C, but the styrene removal was still satisfactory
at 12 �C (46). Composting of leaves and alfalfa was used
for the treatment of toluene-contaminated air in a biofilter.
During the thermophilic phase (45–55 �C), toluene biodeg-
radation rates reached 110 g toluene m�3 h�1 at an inlet
concentration of about 5 g/m3 and a gas residence time of
90 s (48). Removal rates by biofilters for chlorinated ben-
zenes reached 300 g solvent vapor h�1 m�3 of filter volume
(49).

Air Sparging

The biodegradation of many contaminants in groundwater
is limited by the shortage of electron acceptors for oxida-
tive processes. The most effective electron acceptor for the
bioremediation of many contaminants is oxygen, which is
present in groundwater at only 8–10 mg/L even under op-
timal conditions. Air sparging is an in situ technology for
introducing oxygen into contaminated aquifers (12). Air or
pure oxygen is injected into the aquifer through sparging
wells or infiltration galleries (13). Potential problems as-
sociated with the introduction of oxygen into groundwater
include biofouling, in which injection wells become plugged
with biomass, and obstruction of well screens or subsurface
geologic formations by iron complexes that precipitate as
a result of the oxidation of Fe(II) to Fe(III). Hydrogen per-
oxide, which decomposes in the presence of iron or biomass
to produce oxygen (14), is sometimes substituted for air or
pure oxygen. Even when oxygen is supplied by sparging, it
can be used so rapidly that its supply can still be rate lim-
iting for bioremediation processes. Thus, the bioremedia-
tion industry has developed oxygen-releasing compounds
(ORCs) composed of materials such as magnesium perox-
ide that allow controlled, long-term release of oxygen when
introduced into boreholes as a slurry (15). Most successes
with air sparging, as with many other bioremediation sys-
tems, have been reported in petroleum-contaminated aqui-
fers. The reintroduction of indigenous microorganisms iso-
lated from a contaminated site after culturing is one
approach to in situ hydrocarbon bioremediation. It is ef-
fective especially when microorganism growth is supple-

mented by addition of oxygen and nitrogen (52). At the
Moffett Field (Sunnyvale, Calif.) groundwater test site, in
situ removal of cis-dichloroethene (c-DCE) and trichlo-
roethene (TCE) coincided with biostimulation through
phenol and oxygen injection and utilization, with c-DCE
removed more rapidly than TCE. Greater TCE and c-DCE
removal was observed when the phenol concentration was
increased. More than 90% removal of c-DCE and TCE was
observed in a 2-m biostimulated zone (53). Thus, introduc-
tion of oxygen into contaminated aquifers can be of use
even for recalcitrant compounds such as VOCs.

Bioventing

Bioventing is related to air sparging in that the objective
of this in situ technology (17) is to provide oxygen to the
microbial populations in the subsurface. Bioventing sys-
tems use equipment similar to that used in soil vapor ex-
traction (SVE) processes. Air injection or extraction wells
or trenches are connected by pipes to blowers or vacuum
pumps which either push or pull air through the vadose
zone (unsaturated soil horizons) to stimulate microbial
populations capable of degrading contaminants. The objec-
tive is to provide sufficient oxygen to the subsurface to pro-
mote in situ contaminant degradation, but not so much
that volatile contaminants are released undegraded to the
atmosphere. Thus, bioventing is best used with contami-
nants that are moderately volatile, such as diesel or jet
fuels or residues of aged petroleum (13,21). For bioventing
to succeed, the vadose zone must be sufficiently permeable
to allow air exchange at least every 24 h (16), so this pro-
cess is not suitable for all sites. It may be possible in some
instances to open up impermeable soils by fracturing them
with hydraulic or air pressure injections (26), allowing
bioventing strategies to be employed. Bioventing has pro-
duced excellent results at hundreds of sites worldwide in
recent years (13,18–20).

A typical bioventing system (Fig. 2) involves soil vapor
extraction followed by bioventing via vent wells located
within an aquifer in areas of high pollutant contamination.
Monitoring wells in both the vadose zone (unsaturated
soils above the aquifer) and within the aquifer are used to
monitor bioventing progress. Neutron probes may some-
times be used for soil moisture monitoring, to assure that
venting does not dry out the soil so that microbial popu-
lations are inhibited. A plastic liner is usually installed
over the surface of part or all of a contaminated area to
prevent infiltration of air that might bypass the desired
path of air to the vent wells. A catalytic incinerator to de-
stroy extracted vapor that was not degraded by microbes
in the vadose zone is often installed as a safety device,
especially at sites near populated areas. If bioventing pro-
ceeds effectively, there may be no need for treatment of
extracted vapors because the concentration of contami-
nants in the vented gases may be very low. In bioventing,
as with all biological processes in soil, soil moisture must
be maintained within a range of 6% to 12%, and supple-
mental phosphorus or nitrogen may be needed (e.g., N as
ammonia provided in the gas phase) to maintain a C:N:P
ratio of about 100:10:1.

Not all sites are amenable to bioventing. The Battelle
Corporation has used a special site evaluation protocol to
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Figure 2. Petroleum bioventing operation. Source: University of Idaho, with permission.

determine the suitability of a site for remediation by this
technique (41). Four steps are performed sequentially for
characterization of a potential bioventing site:

1. A soil-gas survey is conducted to determine if the
subsurface is oxygen limited. Soil gas is analyzed for
concentrations of oxygen and carbon dioxide. Oxygen
is, of course, required for successful bioventing of
many contaminants, such as petroleum hydrocar-
bons.

2. A soil-gas permeability test is conducted to see if air
can be injected at rates sufficient to aerate the va-
dose zone. This test requires injection and with-
drawal of air for measuring changes in subsurface
pressures at discrete distances from the point of in-
jection. Soils must be sufficiently permeable to be
candidates for bioventing. “Tight” soils (e.g., clay-
rich soils) can usually be eliminated at this stage.

3. Oxygen-limited but sufficiently permeable soils are
then subjected to an in situ respiration test to mea-
sure biological contaminant degradation rates for
comparison to respiration rates in similar, but un-
contaminated, soils. This involves aerating the soils
for 24 h and then monitoring the oxygen and carbon
dioxide concentrations in the soil-gas phase after the

final air injection. An oxygen utilization rate is cal-
culated and used to estimate a contaminant degra-
dation rate, which can in turn be used to estimate
the time that will be required to biovent the site.

4. Finally, a pilot- and/or full-scale field bioventing re-
mediation demonstration is conducted at the site.
There may or may not be a need for pilot-scale test-
ing before a full-scale process is implemented. This
is determined on a site-specific basis according to the
prior testing.

Landfarming

Landfarming is an aboveground ex situ process in which
contaminated soils are excavated, supplemented with nu-
trients (primarily sources of nitrogen or phosphorus), and
spread in relatively thin layers on a prepared site so that
biodegradation of contaminants is promoted. These soils
are aerated by periodic tilling and kept moist by irrigation,
thus explaining the name of this procedure (13). Some-
times soils are spread directly on the ground at a graded
site, if there is no danger that the contaminants will leach
through the soil to groundwater or vaporize to dangerous
levels in the atmosphere. More commonly, soils are spread
on sites with preinstalled plastic liners or clay barriers and
leachate collection systems to prevent any possible leach-
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Table 1. Advantages and Disadvantages of Landfarming
for Treatment of Petroleum-Contaminated Soil

Advantages Disadvantages

Relatively simple to design
and implement

Concentration reductions �95%
and constituent
concentrations �0.1 ppm are
very difficult to achieve

Short treatment times
(usually 6 months to 2
years under optimal
conditions)

May not be effective for high
constituent concentrations
(�50,000 ppm total petroleum
hydrocarbons)

Cost competitive: $30–60/ton
of contaminated soil

Presence of significant heavy
metal concentrations (�2,500
ppm) may inhibit microbial
growth

Effective on organic
constituents with slow
biodegradation rates

Volatile constituents tend to
evaporate rather than
biodegrade during treatment

Requires a large land area for
treatment

Dust and vapor generation
during aeration may pose air
quality concerns

May require bottom liner if
leaching from the landfarm is
a concern

Source: U.S. Environmental Protection Agency (http://www.epa.gov/
swerust1/cat/landfarm.htm).

ing of contaminants offsite or to groundwater, as well as
vapor containment enclosures, especially if the site is lo-
cated near populated areas. Petroleum is commonly
treated in this manner (20). Highly toxic or biologically
recalcitrant compounds generally should not be land-
farmed, and the presence of heavy metals such as lead usu-
ally indicates that landfarming is not an appropriate tech-
nology for a particular soil. Some advantages and
disadvantages of landfarming of petroleum-contaminated
soil are shown in Table 1 (data from U.S. EPA).

The presence of vegetation can enhance the degradation
of contaminants during landfarming of contaminated soil.
Greenhouse experiments have shown the degradation of
PAHs to be greater in the presence of plants than in their
absence. PAHs were detectable in the plant tissue, but
overall uptake was not significant. Enhanced microbial ac-
tivity appeared to be responsible for the increased removal
of PAHs. Thus, planting of vegetation is promising as an
inexpensive means of speeding landfarm-based remedia-
tion of sites contaminated with petroleum (42).

Biopiles

Biopiles are basically soil-heaping operations, a variation
on landfarming. The primary advantages of biopiles over
landfarms are that biopiles save land space, and air emis-
sions can be more inexpensively captured and treated (20).
In this technique soil is excavated and piled into a mound
within a lined treatment cell. The pile is typically covered
by a plastic sheet, and an internal system of perforated
pipes is usually installed to draw air in by means of
vacuum pumps. Alternatively, air may be blown into the

pile through the internal pumping system, or supplied
from oxygen-releasing compounds (ORCs; see “Air Sparg-
ing”) incorporated into the piles. Water, nutrients, and mi-
crobial inoculants are added as needed, and leachates and
gaseous emissions are collected for separate treatment. In
theory, biopiles can be used for most biodegradable con-
taminants, but the limitations of landfarming generally
apply. In practice, most biopile operations have treated
petroleum-contaminated soils (20).

“Biomounding” is a low-technology, low-cost variation of
biopiles. It has been used to treat petroleum-contaminated
soil, with the addition of bulking materials like animal ma-
nure and wood chips to promote good conditions (sufficient
moisture retention, good aeration, source of nitrogen, etc.)
for building up microbial populations capable of hydrocar-
bon degradation. This simple process usually is well ac-
cepted by local governments and the general public. Bio-
mounding can reach fairly stringent soil cleanup standards
in the range of 10 ppm as total petroleum hydrocarbons
(TPH). Generally, indigenous bacteria present in
petroleum-contaminated soil proliferate under biomound-
ing conditions, so inoculation with exogenous microbes is
not normally needed. By engineering a favorable environ-
ment for microorganisms in a contaminated soil, it is pos-
sible to construct biomounds that are reasonably inexpen-
sive to manage, yet allow fairly fast breakdown of
petroleum compounds in soil, without the need for contin-
ually turning of the soil as in composting. Simple passive
aeration systems normally are used in biomounds. For ex-
ample, a grid of horizontal piping constructed of flexible
perforated drain tile, along with vertical piping (risers) of
PVC, can be used in the system. Multiple layers of piping
can be employed, depending on the volume of soil to be
treated. Moisture and heat loss from biomounds are usu-
ally controlled by covering the mounds with plastic sheet-
ing.

Composting

In composting, excavated soil is mixed with bulking agents
such as straw, horse manure, or other agricultural residues
to form compost piles, which are then managed for good
aeration by periodic turning with specially designed ma-
chines. Vigorous microbial activity generates considerable
heat, so the piles are termed thermophilic, operating at
temperatures around 50–60 �C. Composting has been ex-
amined as a treatment for a variety of contaminants, in-
cluding petroleum sludges (22), chlorophenols (23,24), and
munitions residues (25). This approach is still experimen-
tal, since some questions remain as to its overall efficacy
in treating some contaminants. For example, nitroaro-
matic compounds such as 2,4,6-trinitrotoluene (TNT) tend
to be polymerized or incorporated into soil humus frac-
tions, with little or no conversion to carbon dioxide or prod-
ucts that might themselves be degradable to carbon diox-
ide (25). The long-term stability and potential for release
of toxic compounds from such uncharacterized materials
in soil is not known.

In one study, a reduction in direct lethality of TNT to
earthworms reflected the removal of explosive compounds
by composting, as indicated by chemical analysis. How-
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Figure 3. Intrinsic Bioremediation Processes.

ever, assays by the Mutatox procedure indicated increased
mutagenicity, a result that would not have been shown by
chemical analysis alone, which implied that mutagenic
metabolites of explosives were formed during composting
and were incompletely degraded (54). In another study,
[14C]TNT was subjected to composting during which much
of the 14C becomes incorporated into the “humic” fraction
of the compost where it supposedly becomes unavailable.
The composted TNT resulting from this process was then
fed to rats. Although only 2.3% of the total 14C dose ap-
peared in the rats’ urine during the first 3 days after feed-
ing, low levels of 14C continued to be excreted in urine from
compost-treated rats for more than 6 months. The total
amount of 14C excreted in the urine was comparable to that
excreted by animals treated with pure TNT (55). Thus, it
is clear that composted TNT is not irreversibly immobi-
lized, but that TNT or its biotransformation products in
compost are bioavailable. Thus, composting may not be the
treatment of choice for some wastes where there is little
mineralization of the target pollutant.

Despite the experimental nature of composting, it is
likely to become a useful tool for treatment of some chem-
ically polluted soils. Variations on composting appear to be
possible to overcome some of these problems. For example,
TNT is degraded more effectively when the compost is al-
lowed to first undergo a fairly long anaerobic treatment
phase before traditional aerobic composting (39). The criti-
cal stage of the traditional composting process is the ther-
mophilic (hot) phase. The fate and mechanism of removal
of chemicals such as pesticides and other xenobiotic com-
pounds in composting processes are largely unknown and
in need of comprehensive analysis (57–59).

The hazards of composting stem not only from chemical
agents but also from microbiological agents (61,62), whose
presence depends heavily on composting methods. Further
research clearly is needed on the risks related to human
exposure to chemical residues and microorganisms in com-
posted wastes (56). The fate of toxic heavy metals in com-
post applied to land is of particular concern (60), as is the
danger to the public health from pathogenic microorgan-
isms such as Aspergillus fumigatus. Spores of A. fumigatus
(the causal agent of the lung disease aspergillosis) are
abundant in the outdoor air at some composting sites
(61,62), indicating the importance of site location among
process and design criteria for composting operations. In
summary, although composting is basically a simple, af-
fordable process, its efficacy and safety for treatment of
hazardous wastes are still open to question.

Intrinsic Bioremediation

Intrinsic remediation has been defined as the combined ef-
fect of natural destruction and other nondestructive pro-
cesses to reduce the mobility and mass, and therefore the
associated risks, of a contaminant (27). The mechanisms
that mediate intrinsic remediation of a contaminant in-
clude biodegradation by indigenous microbial populations,
sorption to, or trapping within matrixes that make the
compound nonbioavailable, and loss of mass by dilution or
volatilization (Fig. 3).

Intrinsic remediation of petroleum hydrocarbons is well
documented (28,29), and it has also been confirmed for

chlorinated hydrocarbons, typically under anoxic environ-
mental conditions that favor reductive dehalogenation pro-
cesses (27,28). Before intrinsic processes can be accepted
as a cleanup option for a particular site, regulators must
agree to accept exposure and risk assessment analyses as
the basis for determining cleanup end points. Therefore,
in sites undergoing intrinsic remediation, the distributions
of contaminants (e.g., the extent of contaminant plume mi-
gration in relation to sensitive receptors) must be thor-
oughly characterized, and it must be possible to confirm
that pollutant remediation is proceeding at a rate suffi-
cient to reduce risks to human health and the environment
in an acceptable period. To confirm that intrinsic processes
are effectively removing contaminants from soil or ground-
water, several factors can be periodically measured, in-
cluding the following:

• Contaminant mass and its environmental distribu-
tion

• Quantity of contaminant degraders or transformers,
as indicated by microbial counts

• Temperature and pH, to ensure that they are con-
ducive to microbial activity

• Types of electron donors and acceptors and changes
in their concentrations; for example, nitrate, nitrite,
metal species (especially iron), methane, ammonia,
carbon dioxide, and sulfate

• Redox potential
• Other factors determined by site and contaminant

Ideally, the long-term efficacy of intrinsic remediation
processes could be predicted at individual sites through
modeling. It is obvious that intrinsic remediation requires
specific, extensive, and long-term activities at a site and is
far from a “do-nothing” option.

Phytoremediation

Phytoremediation, in which plants are used to remediate
contaminated soils or waters, has been studied mainly for
the removal of toxic metals but has also been proposed for
remediation of some organic contaminants (30). Phytore-
mediation can take place through the phytoextraction of
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contaminants from soil or water, where contaminants are
taken up by a plant and concentrated in the plant tissues
(31,32). The plant materials can then be harvested, re-
moving the sequestered contaminant from the environ-
ment. Bacteria associated with the root zones of plants
may in some instances degrade organic contaminants, al-
though more study in this emerging area of research is
required to confirm which plants promote degradation of
which contaminants. Plants may remove contaminants
from soil by transpiration of water to the atmosphere, car-
rying volatile contaminants along. Plants can help in the
management and stabilization of polluted sites by reduc-
ing soil erosion caused by wind and water and by reducing
the infiltration of water into soil, which will in turn slow
down or eliminate the leaching of mobile contaminants
into groundwater (30,32). An especially promising line of
phytoremediation research concerns the use of plants to
remove radionuclides from soil or water (33).

After plants or trees have concentrated metals or radio-
active compounds, they can be harvested and then burned,
which reduces the volume of the collected material by
about 95%. Concentration and volume reduction makes
disposal of the ash far less expensive than disposal of the
original material itself. Alternatively, useful heavy metals
might be extracted from the ash as industrial products,
especially if the ash contains one or a few valuable metals.
It has been suggested that if a plant contained 1% by
weight of a metal, then its ash would contain 20% by
weight of that metal, a higher metal content than is found
in most ores. Any remaining residue after metal recovery
would be disposed of as a toxic material.

Phytoremediation does have limitations. It can be slow,
so it is not an option for sites that represent an immediate
public health or environmental threat. Plant roots also
may not penetrate the soil as deeply as necessary to access
the targeted contaminants. The roots of most plants gen-
erally reach depths of only 30 cm to about 10 m, although
a few plants, such as certain varieties of poplar trees, may
send their roots somewhat deeper. Thus, deep contami-
nation can be inaccessible to phytoremediation. Further-
more, as living organisms, plants have specific environ-
mental and nutritional needs. They require a rather
narrow range of growth temperatures, grow well only in
the presence of favorable soil qualities (texture, water-
holding capacity, pH, etc.), must obtain enough water to
support growth and metabolism, and usually require the
presence of oxygen. Plants may also be inefficient at taking
up some pollutants, allowing contaminants to reach
groundwater.

Some plants proposed for use in phytoremediation
(http://www.ecological-engineering.com/phytorem.html)
include alfalfa (symbiotic with hydrocarbon-degradingbac-
teria); Arabidopsis (genetically engineered to carry a bac-
terial gene that transforms mercury into a gaseous state);
bladder campion (accumulates zinc and copper); Brassica
juncea (Indian mustard greens; accumulates selenium,
sulfur, lead, chromium, cadmium, nickel, zinc, and copper);
Buxaceae (boxwood; accumulates nickel); the Compositae
family (symbiotic with bacteria; accumulates cesium and
strontium); Euphorbiaceae (succulent; accumulates
nickel); tomato (accumulates lead, zinc, and copper); pop-

lar (used in the absorption of the pesticide atrazine, and
solvents such as carbon tetrachloride); and Thlaspi caeru-
lescens (alpine pennycress; accumulates zinc and cad-
mium).

White-Rot Fungi

White-rot fungi (Fig. 4) produce enzymes that degrade the
plant polymer lignin and oxidize a great variety of chemi-
cals, including many environmental pollutants (34). Be-
cause these fungi degrade such a broad range of anthro-
pogenic compounds, they have been examined extensively
as potential bioremediation agents. The peroxidases of the
basidiomycete Phanerochaete chrysosporium are the most
thoroughly investigated of the xenobiotic compound–
degrading fungal enzymes. These and other oxidative fun-
gal enzymes such as laccase are thought to be the primary
catalysts responsible for initiation of degradation of many
xenobiotics. For example, enzyme measurements indi-
cated that both high and relatively stable activities of Mn-
dependent peroxidase, Mn-independent peroxidase, lignin
peroxidase, and laccase characterized efficient PCB de-
graders among a selection of white-rot fungi (63). For ap-
plication in the field, white-rot fungi grown on a substrate
of wood chips or other specially formulated lignocellulosic
materials are mixed into a polluted soil. The soil is tilled,
watered, and generally managed to encourage the growth
and lignin-degrading activity of the introduced organism.
As the fungus degrades the lignocellulosic carrier, it si-
multaneously degrades the contaminants. This technology
is considered experimental, because the fungi so far ex-
amined are often inhibited by the contaminant concentra-
tions found in some polluted soils, and even when degra-
dation does take place, it may be incomplete. Clearly, more
development work needs to be done in contaminated soil
systems.

The focus of one recent study was to determine whether
P. chrysosporium could effectively operate in an actual field
sample of oil tar–contaminated soil. The soil was supple-
mented with [14C]phenanthrene to serve as a representa-
tive polynuclear aromatic compound (PAH). This study
confirmed earlier work showing that the native soil micro-
flora could acclimate to provide full mineralization of PAHs
in some contaminated soils. However, this mineralization
could be enhanced by supplementation with P. chrysospor-
ium (64). In another soil study, investigators examined the
role of fungal oxidative enzymes in the degradation of soil
contaminants by looking at gene expression in the soil ma-
trix. Among the genes implicated in pollutant degradation
were two closely related lignin peroxidase genes, whose
mRNA transcripts were detected in the soil under study
(65). Thus, the use of white-rot fungi appears quite prom-
ising for certain pollutants such as the PAHs (64) and chlo-
rinated phenols (34). However, more proof of efficacy is re-
quired before this becomes a commonly used
bioremediation technique. Hundreds of species of white-rot
fungi have not yet been examined as bioremediation
agents, so the possibility of identifying strains more suit-
able for fungal bioremediation is good.

LIMITATIONS OF BIOREMEDIATION

As a biological process, bioremediation has the limitations
inherent in any biological system, so it may not always be
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Figure 4. The white-rot fungus Ganoderma aplanatum (common name, Artist’s conk). (Photo-
graphed by University of Idaho Photo Services.)

an appropriate technology for treating a contaminated
site. For a site to be treatable by bioremediation, environ-
mental conditions must support biological activity because
extremes of pH, temperature, radioactivity, or redox poten-
tial may not be tolerated by degradative organisms. Es-
sential nutrients such as nitrogen, phosphorus, sulfur, and
trace elements must be present and available. The soil or
water to be treated by bioremediation must be free of ex-
tremely high concentrations of certain toxic chemicals
(e.g., the heavy metals mercury, lead, and zinc) and other
antimicrobial substances. The concentrations of contami-
nants may be too low to provide sufficient energy for mi-
crobial growth, and cometabolism may not be an option.
Contaminants may not be bioavailable, or accessible to mi-
croorganisms, but they may still be subject to remediation
standards required by regulatory agencies. In complex
mixtures of contaminants, the feasible bioremediation pro-
cesses may be unable to remove all the components. The
site to be treated, a vast, deep aquifer, for example, may
not be accessible to engineers. Finally, some xenobiotic
compounds simply are not biodegradable. Thus, bioreme-
diation must be viewed as only a single tool in the envi-
ronmental restoration toolbox, one that will be used fre-
quently but not for all sites or situations.
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BIOSORPTION OF METALS

It has been known for decades that some types of microbial
biomass tend to accumulate metals rather effectively. This
is the case even when the biomass is dead, that is, meta-
bolically inactive, since it is the chemical composition that
is responsible for sequestering metal ions and/or metal
complexes from solutions. This fact obviates the necessity
to maintain special growth-supporting conditions to make
the biomass sequester metals. This metal-sorption phe-

nomenon can find enormous applications wherever metals
would need to be removed from solution and concentrated.

Rather than searching among thousands of microbial
species for biomass with this particular metal-sequester-
ing feature, feasibility dictates us to look first at biomass
types that are readily available and in quantities to sup-
port the potential demand. Copious quantities of sea-
weeds, which could easily be collected, grow in the oceans
and, indeed, some of them have been identified for their
especially outstanding metal-sorbing properties. Other
quantities of biomass are generated as by products of
large-scale industrial fermentation processes. Often pos-
ing disposal problems, some of these readily available
industrial-biomass types have been found to be excellent
metal sorbers.

A whole new family of metal (bio)sorbing materials ap-
pears to be on the horizon, serving as a basis for the new
technology of biosorption aimed specifically at metal re-
moval and recovery from metal-bearing industrial solu-
tions and/or effluents.

REMOVAL AND RECOVERY OF HEAVY METALS
BY BIOSORPTION

Need for Heavy-Metal-Removal Processes

By far the largest demand for particularly cost-effective
metal-removal technologies from dilute solutions is in
ecoapplications. Metal ions in the environment are bio-
magnified in the food chain and accumulated in tissues.
Cd, for example, has a half-life of 10–30 years in the hu-
man body (1). Therefore, their toxic effects are especially
pronounced in animals of higher trophic levels, particu-
larly humans. From the ecotoxicological point of view, the
most dangerous metals are the so-called big three: Hg, Pb,
and Cd. Following well-documented and publicized disas-
ters and problems with Hg and Pb, the large-scale use of
these metals by various industries has been either elimi-
nated or very curtailed. Technological processes making
use of these metals have recently been phased out, par-
ticularly in developed countries, and replaced by environ-
mentally safer technologies. A major step in limiting the
amount of lead discharge into the environment, for in-
stance, has been made by the elimination of leaded gaso-
line.

On the other hand, the use of Cd has been steadily in-
creasing in growing applications such as in electroplating,
pigments, and batteries. Cd toxicity causes kidney dam-
age, bone disease, and cancer (1). Other common heavy
metals, such as Cr, Cu, Zn, Ni, and V are less toxic, but
are among the most widely used metals (after Fe and A1)
(1). Cu is mainly employed in the electrical industry (e.g.,
wires) and brass production. The major applications of Zn
are galvanization and production of brass and other alloys
(1). Mine tailings and effluents from nonferrous metal in-
dustry are the major discharge sources of different com-
binations of dangerous heavy metals.

Therefore, it would be beneficial to devise separate pre-
treatment facilities for the elimination of heavy metals
from wastewater, ideally at the site of those plants that
discharge significant amounts of heavy metal ions with
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Figure 1. Schematic flowchart of a continuous-flow column bio-
sorption process.

Table 1. Drinking Water Standards and Discharge Limits
of Heavy Metals

Drinking water
standards Discharge limits

Metal
WHO (2)
(mg/L)

Canada (3)
(mg/L)

United States (4)
(mg/L)

Cd 0.003a 1.5 0.1
Cu 2b 1 3.3
Cr 0.05b 1 2.8
Ni 0.02a 2 4
Pb 0.01a 1.5 0.6
Zn 3c 2 2.6

aMaximum acceptable concentration for health reasons.
bProvisional value for health reasons.
cLimit for aesthetic or consumer oriented reasons.

their wastewater. Such on-site treatment of waste streams
contributing a load of heavy metals would be more efficient
than treating large volumes of mixed wastewater in a gen-
eral sewage plant. Additionally, from a policy viewpoint it
seems reasonable that those who cause metal pollution
should be responsible for its elimination. While industrial
enterprises are presently obliged to meet certain discharge
standards, drinking-water quality (Table 1) cannot be con-
sidered since such treatment would be prohibitively costly.

Natural-metal recycling in the environment makes
metal recovery the only effective way of preventing heavy
metals from poisoning the environment. Yet if a cost-
effective way of completely eliminating heavy metals could
be found, this goal could be attainable. Current research
activity in the field attempts to evaluate whether biosorp-
tion may eventually provide such an effective and econom-
ical treatment-process alternative.

While biological treatment is reasonably effective in re-
moving organic pollutants, heavy metals tend to accumu-
late in biological sludges (5), which are considered unsafe
as fertilizer and require incineration. The accumulation of
metals by the microbial biomass is a result and typical ex-
ample of combined metabolism-dependent active bioaccu-
mulation and passive biosorption of metals.

Possible Applications of Metal Biosorption

The term biosorption commonly refers to the passive bind-
ing of metal ions by biomass, which may even be dead. It
must be distinguished from bioaccumulation, which is usu-
ally understood to be an active, metabolically mediated
process occurring in living organisms.

It has been known for decades that different types of
microbial biomass bind trace metal ions, achieving very
high concentration factors. Black and Mitchell (6) reported
a 1,000-fold increase of metal concentration in biomass of
some brown marine algae as compared to the seawater.
The biomass-metal-uptake phenomenon has been made
use of in, for example, electron microscopy, to visualize cel-
lular components. The focus in early studies of microbial-
metal uptake has been almost exclusively on the nutri-
tional and toxicological aspects of metal presence.

Recently, however, efforts have been made to develop
the process of metal accumulation by biomass into a

technique for the treatment of toxic metal-bearing in-
dustrial effluents, or for the recovery of precious elements
from processing solutions, or even seawater. The process
of gold sorption by Sargassum has been patented, and
the immobilized biosorbents AlgaSORB� and AMT-
BIOCLAIM� are being commercially developed (7).

Biosorption removal of toxic heavy metals is especially
suited as a “polishing” water-treatment step because it is
possible to reach drinking water quality of the treated wa-
ter (initial metal concentrations, e.g., 1 to 100 mg/L, final
concentration �0.01 to 0.1 mg/L), especially in packed-bed
flow-through sorption column applications. To prevent un-
necessarily rapid exhaustion of the sorption capacity when
the metal concentrations in wastewater to be treated are
high (�100 mg/L), it may be desirable to use a different
pretreatment technique, such as precipitation or electro-
recovery, for removal of the bulk of the metal content. How-
ever, generation of toxic sludges during pretreatment must
be considered, since these represent another type of hazard
and the eventual recovery of metals from them may not be
feasible.

The metal-laden biosorbent can be regenerated, incin-
erated, or stored in landfills. The biosorption process ba-
sically serves to reduce the waste volume. Alternatively
and preferably, regeneration of the biosorbent material or
multiple (re)use is desirable to increase the process econ-
omy. It can be accomplished by metal desorption with, for
example, acids or salt solutions. The resulting highly con-
centrated metal solution can be processed by other tech-
niques such as precipitation or electro winning to remove
or concentrate the metal, which could be the recovered and
resold. The latter process, in particular, is aimed at recu-
peration of the metal. The overall achievement of the bio-
sorption (complete adsorption � desorption cycle) process
is to concentrate the metal solution, possibly by at least a
factor of 100 or more. The flowchart of the biosorption pro-
cess with in situ regeneration of the biosorbent is quite
similar to the use of ion-exchange resins (Fig. 1).

Compared to conventional wastewater “polishing” tech-
niques such as ion-exchange, activated carbon treatment,
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or membrane technologies (electrodialysis, reverse osmo-
sis), the advantage of biosorption is not only that it can be
operated under a broad range of conditions (pH, tempera-
ture), but especially that it may be economically attractive
due to the cheap raw materials that can be used as biosor-
bents (7). These include waste products from other indus-
tries (e.g., fermentation by-products) or naturally abun-
dant biomass (e.g., ubiquitous marine algae). Recent
studies show that for certain types of seaweed biomass, for
example, virtually no pretreatment may be necessary: Un-
treated Sargassum biomass was successfully applied in
packed-bed column biosorption of Cu (8). This means that
the sole costs of the seaweed-based biosorbent may be only
those of collection and transport.

To evaluate the expected performance of biosorption for
treating typical waste waters, it is desirable to reliably pre-
dict how much metal could be bound under different
operating-process conditions. Computerized process sim-
ulations could effectively and economically provide this
relevant information, which is essential for the engineer-
ing process design and scale-up.

Characteristics of Metal Biosorption

Biomass Types. A multitude of biomass types (9), com-
prising fungal biomass (10), bacterial biomass (11), algae
(12–14), peat (15,16), and so on, have been studied for their
biosorption of metals. It was observed that not only the
species but also growth conditions such as culture medium,
as well as physiological state and age of the organism, in-
fluence the biomass-sorption performance (17). In many
cases, the sorption by dead material proved to be more ef-
fective than that by living organisms (18,19). Biomass of
some marine brown algae has been found to be particularly
effective in metal-ion binding (20,21), showing similar or
better performance than industrial ion-exchange resins.
Gold accumulation by the brown alga Sargassum can con-
stitute up to 40% of the biomass dry weight (22). Further
encouraging results with this sorbent material were ob-
tained by Kuyucak and Volesky (22), Holan et al. (20),
Leusch et al. (23), and Ramelow et al. (24).

The particular amount of metal bound in the biosorbent
depends, however, not only on the chosen biosorbent but
also on the type of metal ion, its concentration, and other
physicochemical parameters of the solution (e.g., pH, ionic
strength).

Temperature Effect. Simple physical sorption processes
are generally exothermic (i.e., the equilibrium constant de-
creases with increasing temperature). Biosorption ion ex-
change among alkaline earth metals in binding to alginate
was observed to be exothermic (25). However, when Cu was
the replacement, the reaction exhibited a positive enthalpy
change (i.e., it was endothermic—the equilibrium constant
rose with temperature). The driving force in this case was
attributed to a large positive entropy change, possibly
caused by a larger ordering effect of Cu (than Ca) on the
water molecules in the hydration sphere. This is illus-
trated by the following equation:

0 0 0�DG �DH � TDS
K � exp � exp� � � �RT RT

0 0�DH DS
� exp exp (1)� � � �RT R

A rise in K with increasing T means that DH0 � 0, that is,
that the reaction is endothermic. But since a reaction can
only proceed when DG0 � DH0 � T DS0 � 0, it follows that
DS0 must have been �0, that is, the system’s entropy must
have increased.

Similar results were obtained by Weppen and Hornburg
(26) in calorimetric studies of the binding of divalent metal
ions by potassium-saturated microbial biomass. The reac-
tions were slightly endothermic and therefore driven by an
increase in the entropy of the system. For most metals, the
heat of reaction was constant, independent of the degree
of site occupation. For Cu, however, the heat of reaction
decreased with increasing degree of site occupation from
27 kJ/mol to 14 kJ/mol, which may indicate the involve-
ment of different binding sites or the formation of different
types of Cu complexes with the biomass. For other heavy
metals, the heat of reaction was between about 7 and 11
kJ/mol, for light metals between about 2.5 and 6 kJ/mol
(26).

Overall, however, the effect of temperature in biosorp-
tion is relatively small and perhaps only slightly more pro-
nounced in the lower temperature range: the binding of Co
by the brown alga Ascophyllum nodosum increased by 50–
70% when the temperature was raised from 4 �C to 23 �C.
With further temperature increase to 40 �C the binding
increased only slightly, whereas temperatures of 60 �C or
more caused a change in the texture of the sorbent and a
loss in the sorption capacity. The distribution ratio (metal
bound/metal in solution) for biosorption of Cd, Zn, Pb, Ni,
and Cu to Spirulina algae increased by only about 20%
when the temperature was raised from 4 �C to 55 �C. It is
reasonable to expect that possible application of biosorp-
tion will be in a rather narrow temperature range (�5 to
50 �C) to avoid decomposition of biosorbent materials.

Presence of Anions (Ligands). Theoretically, the presence
of ligands (at levels that do not cause precipitation) can
lead to the following (27):

1. Formation of complexes that have a higher affinity
to the sorbent than the free metal ions (i.e., an en-
hancement of sorption)

2. Formation of complexes that have a lower affinity to
sorbent than the free metal ions (i.e., a reduction of
sorption)

3. Interaction of anions with the biomass, changing the
state of the active sites such that the binding is ei-
ther enhanced or reduced

There are no indications of the third kind of interaction
reported in the biosorption literature. Additionally, these
are unlikely to occur in brown algal biomass since the prob-
able binding sites (negatively charged carboxyl and sulfate
groups) are not expected to interact with anions such as
sulfate, nitrate, and so on.
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It has been reported for sorption of Cu2� and Ag� to
inorganic oxide surfaces that metal binding at low pH was
enhanced in the presence of certain ligands. Since the li-
gand itself was able to bind to the oxide, and since a 1:1
stoichiometry of ligand and bound metal was noted, it was
concluded that some metal complexes may bind more
strongly than the respective free ions (28). Negatively
charged metal–EDTA complexes were bound to oxide sur-
faces (probably releasing OH�), with sorption decreasing
with increasing pH (29).

Chen et al. (16) report that up to 50% of Cu binding by
peat occurred as complexation of copper nitrate [Cu(NO3)2]
with the binding sites. The remaining metal binding was
due to ion exchange such that the overall charge neutrality
was conserved. The data allow, however, another interpre-
tation as well: Instead of up to half of the Cu being bound
as Cu(NO3)2 and the other half as Cu2�, up to 100% could
have been bound as Cu(NO3)�. Glaus et al. (30) found that
the binding of Co and uranyl ( ) to humic substances2�UO2

could be modeled better when binding of metal–ligand (ox-
alate) complexes was included in the model.

In most cases of biosorption, however, metal binding
tends to be reduced in the presence of ligands (exception:
OH�) (22,27,31). This means that the biomass apparently
has less affinity for many metal–ligand complexes than for
free hydrated metal ions. Therefore, the influence of li-
gands in solution can be understood as a competition with
the biomass for binding of the metal ions.

This effect is, however, not very pronounced unless
these anions show a strong complexing power for the metal
ions of interest (e.g., EDTA) (24,27), which at only 1.5
times excess caused 100% inhibition of metal binding. The
addition of 0.1% EDTA resulted in �90% reduction of bind-
ing for most cases of Cd, Cu, Zn, and Pb biosorption by
seaweeds (also Sargassum) (24). A large excess (1,000
times) of the ligands glutamate, sulfate, phosphate, car-
bonate, or chloride resulted in the maximum reduction of,
for example, Cd binding to Rhizopus arrhizus biomass of
only 21% (27).

Since significant concentrations of strong complexing
agents are rare in typical metal-bearing industrial efflu-
ents, the effect of the presence of ligands is of secondary
importance.

Influence of pH. Of great importance in sorption is the
pH value of the solution. It is commonly agreed that the
sorption of metal cations (e.g., Cd, Cu, Zn, Pb, Ni, Mn, Al,
Co) increases with increasing pH (14,20,24,32–35) as the
metal ionic species become less stable in the solution. Only
those metal ions that can occur as negatively charged com-
plexes or that have a strong “b” character (i.e., tendency to
form strong covalent bonds), such as Ag, Hg, or Au (e.g.,
as tetrachloroaureate), may show either a decrease in
binding with increasing pH or may have no significant pH
effect at all (24,31,33). There are three ways that the so-
lution pH can influence metal biosorption, as described in
the following.

First, the state of the active sites may be changed. When
the binding groups are acidic, the availability of free sites
depends on pH: At lower pH the active sites are proton-
ated, therefore, competition between protons and metal

ions for the sorption site occurs (36,37). At a low enough
pH, virtually all sites become protonated and complete de-
sorption of the bound metal ions is possible (38), which is
why acid treatment is a method for metal elution and re-
generation of the sorbent material. Decreasing the pH
value by 2 units can in some cases result in a �90% re-
duction of metal binding (14,24,31,32,38).

Second, extreme pH values, as they are employed in the
regeneration (desorption) of the sorbent, may damage the
structure of the biosorbent material. Microscopic observa-
tions have shown distorted cells; significant weight loss
and decrease in the sorption capacity have been observed
(39).

Third, the speciation of the metal in solution is pH de-
pendent. Whereas metals in aqueous solutions occur as hy-
drated cations in solvation shells when the pH is low, hy-
droxides may form at a higher pH, especially for cations of
high charge and small size (40–42). The formation of metal
oxide and hydroxide complexes and precipitates is often
called hydrolysis (i.e., decomposition or conversion by wa-
ter) (43).

Adsorption depends not only on the attraction of the
sorbate to the solid surface but also on its lyophobic be-
havior (44). This means that sorption increases with de-
creasing solubility. Since the solubility of many metal com-
plexes in solution decreases with increasing pH, this
provides an additional possible explanation as to why sorp-
tion increases with increasing pH. In the narrow pH range
where the metal ions are hydrolyzed, sorption is especially
enhanced, so that even a charge reversal of the surface to
positive values can occur (44,45). Further possible expla-
nations of increasing sorption with increasing pH are that
hydrolyzed species have a lesser degree of hydration, that
is, less energy is necessary for removal or reorientation of
the hydrated water molecules upon binding. Furthermore,
OH shows affinity for some sorbents (46).

With further increase of pH, the solubility of metal com-
plexes decreases enough for precipitation to occur. Al-
though precipitation may contribute to the overall removal
of metals from solution (and therefore be desirable for
metal-removal applications), it renders the study of the
biosorptive binding more difficult. For scientific purposes
it is therefore recommended to study biosorption at pH val-
ues where precipitation does not occur.

Presence of Other Cations. Other sorbable ions in the
solution may compete with the metal ion of interest for
sorption sites. The binding of this metal ion is then de-
creased. The amount of inhibition depends on the binding
strength of the respective ions to the biomass.

For example, Mg and Na are effective in competing with
Zn for binding sites of green algae [90% reduction of Zn
binding at 200 mM NaCl or Mg(NO3)2], but they interfere
less strongly with the binding of Pb or Cu [�50% reduction
of Pb or Cu binding at 200 mM NaCl or Mg(NO3)2] (14).

The inhibition by alkali metals (K, Na) of heavy-metal-
ion binding to microbial biomass was much less pro-
nounced than the inhibition by heavy metals (Zn, Cu, Fe)
of uranium or radium binding (19).

For R. arrhizus fungal biomass, the presence of ura-
nium reduced the binding of Cd, Zn, and Ag more strongly
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Figure 2. Metal biosorption mechanisms: bold lines, mechanisms
probably important in biosorption by Sargassum biomass; dashed
lines, biosorption binding relations of secondary importance.

than vice versa; Ag in particular was a weak competitor,
but nevertheless its binding was unaffected by the pres-
ence of Na (47).

In the sorption of Cd, Cu, and Zn on formaldehyde cross-
linked biomass of the brown alga A. nodosum, the presence
of each ion reduced the binding of each other ion, with Zn
being the weakest binding, and Cu the most strongest
binding, of the three cations (48).

From the different literature sources it can be generally
concluded that the light metals (alkaline and alkaline
earth metals) bind less strongly than the heavy-metal ions
or radioactive elements. Therefore, the former do not
strongly interfere with the binding of the latter. There are
indications that among the heavy metals, Zn binds rather
weakly and its binding is therefore more strongly affected
by other ions.

In order to understand why some ions bind more
strongly than others, it is useful to look at the properties
of different metals, to be discussed later. Such knowledge
can also serve to estimate how strongly an ion may bind
that has not yet been investigated. This knowledge serves
as a basis to better understand the metal-binding mecha-
nism.

Mechanism of Biosorption

The effect of any of the previously mentioned influencing
factors can be best quantitatively estimated when the
mechanism of biosorption for different ions is known and
when a mechanism-oriented mathematical model is used
for predicting the effect of these factors.

Classification of Binding Mechanisms. The metal binding
in biosorption has been attributed to a number of different
sequestering mechanisms, such as complexation, coordi-
nation, chelation, adsorption, ion exchange, or micropre-
cipitation (as metal or metal complex) (49). It is a recog-
nized fact that a combination of several mechanisms, each
functioning independently, can contribute to the overall
metal uptake. In the studies of biosorption conducted so
far, very little attention has been paid to examination of a
well-defined metal uptake (by a specific mechanism) as op-
posed to the overall uptake where several types of seques-
tration may be taking place simultaneously. Systematic
understanding of the metal-uptake mechanisms and their
relationships may greatly clarify the otherwise confusing
broad definition of biosorption mechanisms in the litera-
ture.

For example, some mechanisms can be submechanisms
of other overall mechanisms. The claim of an ion-exchange
metal-binding mechanism for a specific system may not
necessarily be contradictory to reports of chelation being
the relevant mechanism. The overall mechanism of ion ex-
change can be based on the submechanism of complexa-
tion. This means that one complexed ion exchanges against
another one.

A systematic presentation of the relationships between
different mechanisms is compiled in Figure 2. The classi-
fication of bond types (Fig. 2, bottom) as described by My-
ers (50) was used, as well as information on sorption pro-
cesses from Westall (51) and Pagenkopf (44).

In the context of this work, the term sorption refers to
binding of a solute (usually a metal cation) to free sites that
previously were not occupied by another cation. If the sites
are initially occupied by another cation (regardless of the
submechanism, i.e., whether covalent or electrostatic bind-
ing is involved), and if this second ion is released on the
binding of the first ion, then the term ion exchange is used.

Microprecipitation is the deposition of electrically neu-
tral material (metal or metal salt) at the surface of the
biomass, and does not necessarily involve a bond between
the biomass and the deposited layer. Microprecipitation
may, however, be facilitated by initial binding of metal ions
to reactive sites of the biomass, which serve as nucleation
sites for further precipitation (52). This process is not lim-
ited to a monolayer (or saturation of sites): Cells can ac-
cumulate several times their dry weight in metal (53,54).
Microprecipitation is based on interactions between the
solute (dissolved solid) and the solvent, and occurs when
the local solubility is exceeded.

Ion exchange and adsorption can be the result of three
different interactions (which can act in combination): The
main contribution for free metal ions (which are highly sol-
uble in water) is usually attraction of the sorbate (metal
ion) to the sorbent (biomass). In the case of binding of
metal–ligand complexes, or in the case of ligand exchange
(where the metal ion in solution is complexed with a ligand
that has to be released when the metal ion is bound to the
biosorbent [51]), interactions between ligands and metal
cations must be taken into account. Additionally, hydro-
phobic (or, generally, lyophobic) expulsion (which is an in-
teraction between sorbate and solution) may also play a
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role (44,51), especially in the adsorption of organic dipoles
and large organic ions because of their low affinity to the
aqueous phase (46). Among inorganic ions, the less hy-
drated ones are more readily accumulated at the interface
(46). The hydration effect is further discussed later.

Complexation plays an important role in both metal–
ligand and sorbate–sorbent interactions (51). A complex
(also referred to as a coordination compound) is a poly-
atomic molecule that consists of one or more (then called
polynuclear complex) central atoms (usually metal cations)
surrounded by ligands (other atoms or groups, usually of
negative or neutral charge) that are attached to it. Com-
plexes can be neutral, positively charged, or negatively
charged. The number of coordinating atoms in the ligands
that are directly attached to the central atom is called the
coordination number, and can be larger than the valence
of the central atom. (The most common coordination num-
bers are 4 and 6, but 2 and 8 also occur frequently.) If one
ligand is attached to the central atom through two or more
coordinating atoms, then the complex is called a chelate.
The bonds between the central atom and the coordinated
groups can be arising from principal or auxiliary valence
forces (55,56).

Binding Forces. In general, the forces between atoms or
molecules can be classified into chemical and physical
ones. Chemical forces extend over very short distances
(0.1–0.2 nm) (50). This type of bond is rather strong:
Stumm and Morgan (46) report an energy of �40 kJ/mol,
Myers (50) 150–900 kJ/mol, Smith (57) for chemisorption
20–400 kJ/mol and Pagenkopf (44) 40–400 kJ/mol. Cova-
lent bonds are formed by merging electron clouds such that
a nonionic molecule is formed. These bonds are directional
(characteristic bond angles and lengths) and localized (50).

Physical forces can be subdivided into electrostatic and
London–van der Waals forces (50). The energy of physi-
sorption is reported as 2–20 kJ/mol and 20–40 kJ/mol by
Smith (57) and Pagenkopf (44), respectively. In the result-
ing bonds, the electrons stay in their original systems.
Electrostatic (or coulombic) forces between ions or between
ions and dipoles extend over a long range and are the
strongest among the physical bonds (50), with energies
�40 kJ/mol (46). The interaction is repulsive for ion
charges of the same sign and attractive for unlike charges.
The magnitude of the force is proportional to the charge of
each ion and inversely proportional to the square of the
distance between the ions.

London–van der Waals forces can be divided into three
categories: dipole–dipole interactions (creating orienta-
tional energy), dipole-induced dipole interactions, and the
London dispersion force (50). The first two are closely re-
lated to coulombic forces, while the last is of quantum–
mechanical nature and acts over a long range, of up to
about 10 nm (50). The energy of the dispersion force (8–40
kJ/mol) is larger than the one of orientational or induced
dipole (or polarization) (51) energy (�8 kJ/mol) (46). An
example of untypical strong (almost ionic) dipole interac-
tions is hydrogen bonding (which may even display some
covalent bond character). It occurs between molecules in
which H is bound to a very electronegative atom such as
O (e.g., in H2O) (58).

The mechanisms and forces that are probably (as
pointed out later) the most important ones in the case of
metal binding by, for example, brown algal biomass are
indicated in bold type in Figure 2, that is, complexation by
chemical covalent bonds based on ion exchange (for which
the driving force is the affinity of the sorbate [metal ion]
to the sorbent [biomass]) supported by physical electro-
static interactions between positively charged metal ions
and negatively charged biomass.

Ion Exchange versus Sorption. There have been some in-
dications that ion exchange plays an important role in
metal-ion sorption by algal biomass. Kuyucak and Volesky
(59) noted that the amount of ions (K, Na, Ca, Mg) released
from the marine brown alga A. nodosum was much more
pronounced in metal (Co) bearing than in metal-free so-
lutions. A linear correlation between Ca release and Co
uptake (2:3) was found when the biomass had been previ-
ously washed with CaCl and HCl. It was concluded that
ion exchange was responsible for the sorption (59). If ion
exchange was responsible, an exchange ratio of 1:1 should,
however, be expected for two divalent ions such as Ca and
Co. Since it can be expected that some sites would have
been protonated due to the pretreatment with a CaCl and
HCl mixture, and since some proton release was noticed,
it would have been more appropriate to relate the Co bind-
ing to the sum of Ca and H released (in milliequivalent not
mole). This would have led to an exchange ratio much
closer to 1:1.

Crist et al. (60) included protons in the quantitative
study of ions (Ca, Mg, H) released during metal (Cu) up-
take by the freshwater alga Vaucheria and found that the
amount of divalent metal ions taken up equaled the
amount of other divalent ions plus protons released (in
milliequivalent terms). Treen et al. (61) reported that in
column application of Rhizopus fungal biosorbent 2 mol of
protons were released for 1 mol of uranyl sequestered.

According to Chen et al. (16), the Cu binding to peat at
low metal concentrations was predominantly ion exchange
(with H, Ca, Mg), while at higher concentrations, binding
of copper–nitrate complexes occurred. The latter mecha-
nism was dominant above 6 mM of Cu.

It appears reasonable that in many cases ion exchange
rather than sorption to free sites is the relevant overall
mechanism for the binding of metal ions in biosorption.
Since the overall charge of the biomass particle has to be
neutral, any binding of one cation must be accompanied by
either a stoichiometric release of other cations or by the
binding of anions. Since the charge of algal biomass is neg-
ative (see “Surface Charge”), it appears unlikely that free
anions will be bound by the biomass. If complexes in so-
lution occur, double exchange of cations and anions or bind-
ing of the complex may take place. Generally, sorption of
neutral (metal cation � anion) complexes would be possi-
ble. However, it is unlikely to be the case at the moderate
pH and metal, as well as the ligand concentrations, rele-
vant to the biosorption process.

Desorption/Ion Exchange of the Metal from Biosorbent.
Due to the weak nature of metal-binding forces, it is pos-
sible to wash the bound metal from the sorbent in a small
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Table 2. Ka Values of Inorganic Acids and Acidic Groups
in Biomolecules

Inorganic acid pKa

Acidic group
in biomolecules pKa

Sulfuric acida 1.9 Sulfateb �1.5
Phosphoric acida 2.1, 7.2 Phosphatec 2
Benzoic acida 4.2 Carboxylc 3–5
Acetic acida 4.8 Carboxylc 3–5
Ammoniuma 9.2 Aminec 8–10
Phenola 10.0 Phenolic OHc 10

aBower and Bates (68).
bCrist et al. (64).
cBuffle (69).

volume of solution offering another cation (e.g., H�, Ca2�)
in higher concentrations. From the process point of view,
this enables the reuse of the biosorbent in multiple uptake/
desorption cycles allowing for a greater process economy.
Desorption can be achieved by acids (e.g., HCl, H2SO4)
and/or salt solutions (e.g., CaCl2) (38,39). The effectiveness
of desorption depends in this case on the binding strength
of the added cation to the biosorbent. A different approach
to desorption is the addition of a complexing agent (e.g.,
EDTA, KSCN) (39) that binds free-metal ions and thereby
lowers their concentration in solution to the extent that
they are released from their binding sites on the solid. In
this case the driving force is the complexation of the metal
ion. The efficiency of the desorption depends on the binding
strength of the desorbed ion to the complexing ligand. Nev-
ertheless, a charge balance of the sorbent particle has to
be maintained, that is, ion exchange still occurs. That
means some cation (e.g., the one that was added along with
the complexing ligand, often Na) has to replace the de-
sorbed ion at the binding sites, even if its affinity toward
the binding sites is lower.

Chemical (Covalent) versus Physical (Electrostatic) Bind-
ing. The proportion of protons among the released species
varied with the metal taken up (25,62) and corresponded
to the binding strength: More protons were released by the
stronger binding ions. It could be concluded that in those
cases where no protons were involved, as for most alkaline
and alkaline earth metals, electrostatic attraction was the
binding mechanism (63), whereas covalent binding oc-
curred when protons were released (62).

It appears plausible that the number of protons re-
leased increases with the binding strength of the metal ion
because it can more effectively compete with protons. Also,
as a general rule, the force of electrostatic binding alone is
weaker than binding with covalent contribution (especially
since alkaline earth ions have similar radii to those of
many divalent heavy metal ions, so that large differences
in the binding strength are due to different amounts of
covalent binding). However, it does not necessarily follow
that proton release indicates covalent binding; part of the
protons (depending on the relationship between pH and
pBHK) may also be bound by electrostatic attraction and
therefore be easily replaceable by electrostatically bound
ions.

Binding Sites. Biosorption has been attributed to differ-
ent types of groups such as carboxylate, carbonyl, hy-
droxyl, amine, amide, imidazole, phosphate, thio, and
thioether groups (33). Which binding mechanism applies
in any specific case depends, of course, largely on the type
of biosorbent used and on the types of binding sites it con-
tains. Crist et al. proposed that, for example, carboxylate,
sulfate, and amino groups may be responsible for metal
binding by freshwater algae (62). Indications for carboxyl-
and sulfate-group participation were found by titration of
marine algal biomass (64). The chelating ability of poly-
saccharides from green freshwater alga Chlorella was con-
nected to their content of uronic acids. Their carboxyl
groups would be negatively charged and could bind metal
ions (65). Tobin et al. (37) concluded that in R. arrhizus

fungal biomass at pH 4, carboxylate and phosphate groups
offered the primary metal-binding sites, supported by hy-
droxyl groups. Greene et al. (31) noticed a complete loss of
available sulfhydryl groups (determined by polarimetric ti-
tration) after the binding of Au(III) to the freshwater alga
Chlorella, thus giving evidence for the involvement of this
group, but it could only account for a small amount of total
gold binding. Cell modifications with succinic anhydride
indicated the relevance of amine groups, since the sorption
of tetrachloroaureate decreased by 50% after their modi-
fication (31).

The modification of carboxyl groups by esterification
with acidic methanol resulted in a significant decrease in
the binding of Cu and Al, but a slight increase in Au bind-
ing by five different algae (66). The decrease in sorption
was more pronounced for Al, which as a hard metal is ex-
pected to bind preferably to hard sites, such as carboxyl
groups, whereas Cu as a softer metal may bind to nitrogen-
or sulfur-containing group instead. The binding of the
negatively charged Au complex increases, probably due to
a decrease in the negative surface charge.

For brown marine algae it is assumed that alginates
play a key role in metal-ion binding (59). Fourest and Vo-
lesky (67) investigated the binding of H, Cd, and Pb by
alginic acid and Sargassum fluitans biomass before and
after modification of the carboxyl groups using acidic meth-
anol or propylene oxide. A linear correlation between the
binding capacity for Cd and the content of weak acidic
groups (probably carboxylate) resulting from different de-
grees of active-site blocking was noted. The maximum
metal-binding capacity of different algae was linearly cor-
related with their titer of weak acidic groups, with a stoi-
chiometric relation between metal bound and acidic titer
of 0.36 to 0.5 mol/mol. This means that about two acidic
sites are necessary per bound metal ion (E. Fourest and B.
Volesky, personal communication, 1997).

Surface Charge. The relevance of electrostatic attrac-
tion in biosorption depends on the types and amounts of
sites present in the biomass and on whether they are ion-
ized or occupied by protons or other ions. That, in turn,
depends on the pH and on the pKa of the respective group.
Usually, a good agreement between the pKa values of in-
organic acids and their corresponding acidic groups in
biomolecules exists, as evident from Table 2. Amine groups
are positively charged in their protonated form and neutral
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when deprotonated. Carboxyl, sulfate, and phosphate
groups are neutral when protonated and negatively
charged when deprotonated.

If the freshwater alga Chlorella could be taken as an
example, its isolelectric point (zero overall charge) is at pH
3 (33). At lower pH, the positive charge (possibly of amine
groups) leads to an attraction of anions; at higher pH, the
negative charge (probably of carboxyl groups) attracts cat-
ions and repels anions (33). Biomass of the marine brown
alga Ascophyllum nodosum bears a negative charge whose
magnitude sharply increases from pH 3 upward. It is prob-
able that this surface charge originated from deprotonated
carboxyl groups of the alginate in the cell wall (34).

Location of Bound Metal. Knowledge pertaining to the
location of metal uptake in the cell can provide some in-
dication about the relevance of binding groups if it is cor-
related with information about which biomolecules occur
in the respective parts of the cell. Electron micrographs of
bacterial (70,71), fungal (72,73), and algal (74) metal-
bearing cells in the literature indicate that the cell wall
plays an important role in metal-ion biosorption. While the
basic biomass metal-sequestration process is usually very
fast, some time-lapse electron micrography indicates
slower metal penetration into cell interiors and/or building
up of external metal deposits (18,31,59,63).

For a better understanding of the relevant mechanisms
in metal binding by microbial biomass, more detailed and
accurate knowledge about the biomolecules and binding
sites offered by different types of cells is necessary.

PROPERTIES OF METAL IONS IN BIOSORPTION

Biosorption Affinity Sequence Trends

Studying metal-ion binding to alginic acid from Laminaria
digitata Haug (75) reported that the amount of protons
released into solution decreased in the order Pb � Cu �
Cd � Ba � Sr � Ca � Co � Ni � Zn � Mn � Mg. This
was explained by a better ability of strongly binding ions
to compete with protons for organic binding sites. The af-
finity sequence for metal-ion binding to alginate from L.
digitata followed a similar trend Cu � Ba � Ca � Co (76),
and for binding of alkaline earth metals to polymannurate
and polygulurate the binding strength decreased in the or-
der Ba � Sr � Ca � Mg (25). According to Haug and Smids-
rod, the preferential binding of the heavier ions could have
been due to stereochemical effects, as larger ions might
better fit a binding site with two distant active groups. The
amount of proton displacement by metal ions decreased in
the order Pb � Cu � Ba � Sr � Ca � Cd � Zn � Ni � Mg
� Co, Mn for polyguluronic acid, and in the order Pb � Cu
� Cd � Ba � Ni � Sr � Ca � Mg � Zn, Co, Mn for man-
nuronic acid (25). Again, the trend was concurrent with the
one in binding strength.

Schweiger (77) found a different order of complex sta-
bility for binding to alginate as being Ba � Cd � Cu � Sr
� Ni � Ca � Zn � Co � Mn � Mg, but still the binding of
alkaline earth metals increased with their weight. For the
elements Cu, Ni, Co, and Mn of the third period, an in-
crease of binding strength with increasing atomic number

was noticed. In binding to fucoidan, the affinity sequence
Pb � Ba � Cd � Sr � Cu � Fe � Co � Zn � Mg � Cr �
Ni � Hg � Ca was reported (78).

For R. arrhizus biomass, the maximum metal-binding
capacity decreased in the order UO2� � Cr3� � Pb � Ag�

� Ba � La3� � Zn � Hg � Cd � Cu � Mn (37). The metal-
binding capacity increased linearly with the crystal ionic
radius, and no correlation to the charge was noticed, except
that the binding of alkaline metal ions was negligible (37).

The observations of higher binding (both capacity and
binding constant) with increasing ionic radii were inter-
preted as a consequence of the binding-group conforma-
tion: Assuming that binding groups are distant from each
other, large ions could not only be more easily dehydrated,
but could also bind to several groups simultaneously (79).
This could explain the binding strength; however, it does
not explain the higher binding capacity. To the contrary, if
several groups are involved in the binding of one large ion,
the binding capacity of small ions, each binding to one site,
could be higher.

Avery and Tobin (80) found that the amount of proton
displacement decreased in the order Cu � Cd � Zn � Mn
� Sr. It was assumed by these authors that proton release
occurred only when the metal was covalently bound, and
that the release of Ca and Mg indicated ionic binding. The
ratio of (Mg � Ca) released per H� released was used as
an index for the relative amount of ionic/covalent binding
(80). It was, however, not considered that, for example, Cu
might bind covalently to a site from which Ca, which had
been bound electrostatically, was released. This index
should therefore not be used in a quantitative way.

Evans (81) states that the affinity sequence in alkali-
metal binding to soil (Cs � Rb � K � Na � Li) reflects an
increase in the hydrated radii of these ions; for divalent
ions the binding strength to soil organic matter at pH 5.8
decreased in the order Hg � Pb � Cu � Cd � Zn � Ni �
Co � Mn.

For freshwater algae, Crist et al. observed a trend in
binding strength Cu � Sr � Zn � Mg � Na being similar
to the one for proton replacement Cu � Zn � Mg � Sr �
Na, and concluded that a trend from covalent to ionic bond-
ing was responsible (62). As pointed out earlier, however,
electrostatic effects could have contributed to proton bind-
ing on the one hand and, on the other hand, covalent bind-
ing to sites previously occupied by a light metal could be
possible.

For binding of light metal ions to freshwater algae, the
affinity sequence was Na � K � Li � Cs and Mg � Ca �
Ba � Sr (63). It was concluded that if the affinity between
biomass and metals was high, the binding should increase
with increasing charge density, that is, with decreasing ra-
dius. If binding was weak, it would be controlled by de-
hydration energy and the larger ions would be preferably
bound because they could be dehydrated more easily. The
observed sequence, which does not show a clear preference
for large or small ions, was interpreted as resulting from
these opposite trends, indicating medium to strong bonds
(63). It is questionable, however, whether the use of crystal
ionic radii for characterizing the ionic binding of the hy-
drated ion is appropriate.

Leusch et al. determined the affinity sequence for un-
treated Sargassum fluitans as Pb � Cu � Mi � Cd � Zn



BIOSORPTION, METALS 441

(82). Fourest and Volesky (67) observed that the binding
capacity for divalent metal binding to Sargassum de-
creased in the order Pb � Cu � Cd � Zn � Ca, and related
this to decreasing electronegativity. However, the binding
strength, rather than the maximum binding capacity,
should be influenced by the electronegativity. Possibly, the
maximum binding was not reached under the conditions
employed by these authors.

Conclusion. Generally, these binding-strength trends,
except for the work of Crist et al. (63), follow the pattern
for monovalent ions—Cs � Rb � K � Na � Li—and for
divalent ions—Ba � Sr � Ca � Mg; Cu � Ni � Co � Mn;
Pb � Cd � Zn. While the preceding expresses basic trends,
no fixed relation between these series can be established.
Whether, for example, Cu or Cd happens to be more
strongly bound depends on the sorbent material.

Factors Influencing the Binding Strength

There are three factors that can determine the affinity of
a metal ion (because they contribute to the free energy of
binding of hydrated metal ions to biosorbent binding
groups).

1. Hydration effects: A change in the orientation of the
hydrated water molecules occurs in conjunction with
electrostatic binding (69), but in such “outer-sphere”
complexes both partners retain their hydration
spheres (69). Complete or partial dehydration takes
place for “inner-sphere” complexes resulting from co-
valent binding (69).

Both types of changes in the hydration state can
occur more easily if the hydrated water molecules
are not held strongly by the metal ion. Williams and
Hale (83) showed that a good correlation (Born equa-
tion) between the ion hydration energy and the term
(z2/r) exists. For estimating the strength of hydra-
tion, the radius of the nonhydrated cation should be
used, of course. This is usually taken as the ionic
crystal radius (listed in Table 3).

Taking into account the hydration sphere, the ef-
fective hydrated radius is larger than the crystal-ion
radius. In general, the larger the hydration energy
of an ion (i.e., the smaller the crystal radius) the
larger the effective hydrated radius (58). Conse-
quently, the hydrated radii follow a reverse trend as
the ionic crystal radii, both for the groups of alkali
and alkaline earth ions (see Table 3). It is difficult to
quantify the radius of the hydrated ion, but some
values have been compiled (84,85).

According to Jain (86), hydration effects can be
dominating when the electric field of the sorbent is
weak (i.e., weak binding). In this case, larger ions
(comparing crystal radii of ions of the same charge)
that exert a smaller ordering influence on their hy-
drated water molecules (i.e., that are less strongly
hydrated) are preferably accumulated at the inter-
face.

2. Ionic (electrostatic) binding: If the binding groups are
negatively charged, they can attract metal cations.

The interaction is stronger the higher the charge
density of both biosorbent and metal ion. If a strong
electric field is present, electrostatic effects may be-
come the dominant factor such that small ions that
have a higher charge density are bound more
strongly (86). In the past, ionic-crystal radii have
been used in estimation of the ionic binding strength,
as well as in aqueous solution (69,87). However,
since the cation retains its hydrated water mole-
cules, the hydrated cation radius is more character-
istic for electrostatic attraction (as opposed to hydra-
tion). According to Marcus and Kertes (85), the
selectivity increases with increasing charge and de-
creasing hydrated radius.

3. Covalent binding: This type of bond involves sharing
of the electrons. Therefore, the more similar the elec-
tronegativities of the metal ion and the coordinating
atom of the ligand, the higher the covalent character
of the bond (88). The selectivity (or binding strength)
increases with increasing polarizability of the ion
(i.e., softness) (85).

Conclusion. Overall, the binding strength increases
with increasing ionic radius and decreasing charge if bind-
ing is weak and largely due to hydration effects, decreasing
hydrated radius and increasing charge if binding is inter-
mediately strong and due to electrostatic effects, and de-
creasing electronegativity difference if binding is strong
and covalent.

Since the first two criteria are almost opposed to each
other, the affinity sequence can be reversed with changing
electric field strength of the sorbent (86), except that the
ionic and hydrated radii can exhibit opposite trends.
Therefore, it is possible that for the alkaline and alkaline
earth metals, for example, the affinity sequences Cs � Rb
� K � Na � Li and Ba � Sr � Ca � Mg � Be observed in
industrial ion exchangers are due both to decreasing crys-
tal and increasing ionic radii (85).

The Concept of Hard and Soft Ions

In order to classify the behavior of metal ions, a division
into so-called hard and soft ions was introduced by Pearson
(89). Hard ions are characterized by predominantly elec-
trostatic bonds where the entropy gain in the change of the
orientation of the hydrated water molecules makes an im-
portant contribution to the free energy change DG (69).
Hard ions have a weak polarizing power and retain their
electrons strongly. Williams used the charge density (z2/r)
(with z being the charge and r the cation radius) as a mea-
sure for the strength of ionic binding (90,91). Table 3 shows
that the ionic binding strength of most divalent metal ions
is similar and that it is higher than the one for monovalent
ions. This is also illustrated in Figures 3 and 4.

The characteristics of hard ions resemble the ones of
class “a” cations in the “a”–“b” categorization of metal ions.
Type “a” ions form their strongest bonds with the first ele-
ment of each group, “b” ions with the second or higher (92).
Type “a” ions tend to form strong bonds with highly elec-
tronegative donors that are difficult to polarize (i.e., hard)
(93). The difference between the electronegativity (x) of the
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Table 3. Parameters Characterizing Binding Strength

Metal
z

(�)
rcryst

a

(Å)
rhyd

b

(Å)
xc

(�)
z2/rcryst

d

(1/Å)
z2/rhyd

e

(1/Å)
“b” typef

(Å)
Dxg

(�)

ionic
totalh

(�)
vi

(1/Å)

H 1 — 2.82 2.2 — 0.35 — 1.3 0.34 1.03
Li 1 0.76 3.82 1.0 1.32 0.26 1.61 2.5 0.79 0.33
Na 1 1.02 3.58 0.9 0.98 0.28 1.51 2.6 0.82 0.34
K 1 1.51 3.31 0.8 0.66 0.30 1.51 2.7 0.84 0.36
Rb 1 1.61 3.29 0.8 0.62 0.30 1.57 2.7 0.84 0.36
Cs 1 1.74 3.29 0.7 0.57 0.30 1.27 2.8 0.86 0.35
Mg 2 0.72 4.28 1.2 5.56 0.93 2.26 2.3 0.73 1.27
Ca 2 1.00 4.12 1.0 4.00 0.97 1.85 2.5 0.79 1.23
Sr 2 1.26 4.12 1.0 3.17 0.97 2.11 2.5 0.79 1.23
Ba 2 1.42 4.04 0.9 2.82 0.99 1.84 2.6 0.82 1.21
Mn 2 0.67 4.38 1.5 5.97 0.91 3.42 2.0 0.63 1.44
Co 2 0.65 4.23 1.8 6.15 0.95 4.86 1.7 0.51 1.84
Ni 2 0.69 4.04 1.8 5.80 0.99 4.99 1.7 0.51 1.92
Cu 2 0.73 4.19 2.0 5.48 0.95 6.32 1.5 0.43 2.22
Zn 2 0.74 4.30 1.6 5.41 0.93 4.07 1.9 0.59 1.56
Cd 2 0.95 4.26 1.7 4.21 0.94 5.20 1.8 0.56 1.69
Pb 2 1.19 4.01 1.8 3.36 1.00 6.61 1.7 0.51 1.94
Al 3 0.54 4.75 1.5 16.67 1.89 3.60 2.0 0.63 3.00
Ag 1 1.15 3.14 1.9 0.87 0.29 7.22 1.6 0.47 0.62

aShannon crystal radii (95).
bNightingale hydrated ion radii (84).
cPauling electronegativity (88).
dParameter for hydration strength (91).
eParameter for ionic bonding strength (91).
fParameter for covalent bond (“b”) character x2 (rcryst � 0.85) (96).
gParameter for ionic bond character (88).
hFraction of ionic bond character 1-exp(�Dx2/4) (94).
iParameter for total binding strength n � z2/rhyd/1-exp(�Dx2/4).
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metal ion and that of oxygen has been used as a measure
for “a” (i.e., ionic bond) character, which increases with Dx2

� (Mx � 0x)2 (69). According to Pauling (94), the fraction
of ionic bond character is 1 � exp (�Dx2/2), that is, equal
contributions of covalent and ionic binding occur when Dx
� 1.7. As seen in Table 3, the ionic bond character is larger
than 70% for alkaline (earth) metals and about 50% for
most heavy metals. Dean (88) describes a similar criterion:
The ionic bond character increases with Dx and 100% ionic
bonding occurs for Dx � 2 (but according to Pauling’s cri-

terion the ionic-bond character at Dx � 2 is 63%, not
100%). Table 3 shows that the Dx criterion is fulfilled for
alkaline and alkaline earth ions.

Soft ions participate in more covalent bonding where
the free energy is mostly enthalpic (69). The characteristics
of soft ions are opposite those of hard ions, resulting in a
reversed affinity sequence. The affinity sequence of soft, or
class “b”, ions for ligands is I � Br � Cl � F and S � N �
O (97). A combined affinity sequence was described by Buf-
fle: S � I � Br � Cl 39 N � O � F (69). Therefore, the
difference between complexation constants for F and Cl,
respectively, has been introduced by Turner et al. (87) to
characterize softness, which increases with decreasing DK
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� log(F MK) � log(Cl MK). Type “a” ions are characterized
by DK � 2 and type “b” ions by DK � 2; among the border
elements, tendencies for “a” or “b” character are present
for DK � or � 0, respectively (87). Typical hard, or class
“a,” ions are the alkaline and alkaline earth metals, tran-
sition elements up to class VI, and, for example, Zn (93).
As opposed to the original classification of Pearson, who
considered Cd a soft ion and H a typical hard ion, these
two are now regarded as borderline ions (97). Table 3 and
Figure 3 confirm that light metals and Mn can be classified
as hard, and that most of the heavy metals may be listed
as intermediate, except for Zn, which is just on the thresh-
old to being hard, and Ag, which is soft.

For any donor (and especially for soft ones) the binding
strength increases with cation softness (69). Soft cations
form more stable complexes with soft donors (S, P, or As),
while hard cations prefer hard donors (F or O) (89). N do-
nors have intermediate characteristics. For O or N donor
atoms, the Irving–Williams order of complex stability for
divalent ions in the first series is Mn � Fe � Co � Ni �
Cu � Zn (93). This can be explained by the electronegativ-
ity differences with respect to the donor atoms O or N.

Examples of hard ligands are carbonate, phosphate,
sulfate, or hydroxide ions (1,94) as well as sulfate, carbox-
ylate, alcohol, or hydroxyl groups (97). Soft ligands include
sulfhydryl, thioether, and amino groups (97).

The relevant parameters for different metals are listed
in Table 3. The hardness parameter (z2/rhyd) for different
metal ions is plotted over the softness parameter X2(rcryst

� 0.85 Å) in Figure 4. Since the parameter (z2/rhyd) ex-
presses the ionic, binding strength, and the parameter 1
� exp(�Dx2/2) is supposed to characterize the relative
contribution of ionic bonding to the total binding strength,
one can obtain an indicator for the total binding strength
by dividing (z2/rhyd) by [1 � exp(�Dx2/2)]. This parameter
is called n; it is listed in Table 3 and plotted in Figure 4 as
the total height of the bar. The lower part represents the
ionic binding strength; the upper part represents the co-
valent binding strength. The graph should, however, be
used only for illustrative purposes, rather than in a quan-
titative way, because the exact magnitude of the contri-
bution of ionic bonding is disputable. According to the Dx
criterion, for example, there is no covalent bonding for the
light metals, while this plot, using Pauling’s criterion,
shows �20% covalent binding.

The binding trends summarized in the section “Need for
Heavy-Metal-Removal Processes” can now be explained:
The tendency of stronger binding for the heavier elements
in both the alkaline and alkaline earth metals can be ex-
plained as being due to lower charge density (z2/rcryst) (i.e.,
weaker hydration) of the ions themselves and higher
charge density (z2/rhyd) of the hydrated ions (i.e., stronger
electrostatic bonds) in the heavier elements of each series
(see Table 3). Since these ions are hard, there is little con-
tribution of covalent bonding; therefore, the electronega-
tivity differences between them are irrelevant. The trend
among the elements in the second period (Cu � Ni � Co
� Mn) and the trend Pb � Cd � Zn are probably mainly
due to a decrease of the covalent binding [characterized by
x2(rcryst � 0.85)], but a decrease in the electrostatic binding
(z2/rhyd) (except for the relation between Ni and Cu) and

increasing hydration strength (z2/rcryst) (except for Mn)
may also contribute.

Since the binding trends in biosorption by algal biomass
or its constituent molecules indicate that there is signifi-
cant electrostatic and covalent binding, the latest biosorp-
tion models described at the end of the next section (“Mod-
eling”) attempt to incorporate these stronger interactions
and neglected hydration effects, which are weaker.

MODELING

In order to evaluate the feasibility and effectiveness of bio-
sorption in wastewater treatment, it is essential to make
predictions of the sorption performance (e.g., for facilitat-
ing process design). Therefore it is necessary to develop
appropriate mathematical models of biosorption. Modeling
the biosorption-binding equilibrium is a prerequisite for all
further work involving batch kinetic studies and, in par-
ticular, for the continuous-flow sorption-column applica-
tions that represent the most effective configuration of the
sorption-based process.

The amount of metal M (or in general, sorbate) bound
per mass of sorbent is called the binding (or uptake), Mq.
The binding is not only dependent on the sorbent material
but also on the equilibrium concentration [M] of the sor-
bate in solution and on other parameters, such as pH and
equilibrium concentration of other ions in solution. The re-
lationship between the equilibrium binding and the con-
centration of an ion (at constant temperature) is depicted
in an isotherm plot of M

q versus [M]. With increasing metal
concentration in solution its binding increases from zero to
the maximum (Figure 5). It is desirable for a sorbent to
possess a high sorption capacity (maximum binding ob-
tained at high equilibrium concentrations) and a high af-
finity for the sorbate species, which is reflected in a steep
slope of the isotherm curve at low equilibrium concentra-
tions.

Langmuir and Freundlich Isotherms

Most mathematical biosorption models used in the litera-
ture describe simple Langmuir (13,14,20,59,63,64) or
Freundlich (16,35,98) sorption isotherms, where the
metal-ion binding is determined as a function of the equi-
librium concentration of that metal ion in the solution,
without reference to pH or other ions in the same solution
system.

The Freundlich isotherm (99) is originally of empirical
nature, but has later been interpreted as sorption to sites
with an affinity distribution; that is, it is assumed that the
stronger binding sites are occupied first and that the bind-
ing strength decreases with increasing degree of site oc-
cupation. More specifically, the Freundlich isotherm is ob-
tained when a log-normal affinity distribution [i.e., a
normal distribution of log (K)] is assumed (57p.319;100).
The Freundlich isotherm is defined by the following ex-
pression:

M 1/nq � k[M] (2)

where k and n are empirically determined constants, with
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Figure 5. Experimental methodology for deriving the biosorp-
tion isotherm.
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k being related to the maximum binding capacity, and n
related to the affinity or binding strength (19,101).

The Langmuir isotherm (102) is based on considering
sorption as a chemical phenomenon. It is assumed that the
forces exerted by chemically unsaturated surface atoms
(total number of binding sites B) do not extend further
than the diameter of one sorbed molecule, and that there-
fore sorption is restricted to a monolayer. In the simplest
case the following assumptions are made.

• All sorption sites are uniform (i.e., constant heat of
adsorption).

• There is only one sorbate.
• One sorbate molecule reacts with one active site.
• There is no interaction between sorbed species.

The rate of adsorption is proportional to the rate con-
stant of the forward reaction BMkf, the number of free sites
(B � tB � Mq), and the number of sorbate molecules hit-
ting the surface per unit time (i.e., proportional to their
concentration [M]). Under the same conditions, the rate of
desorption is proportional to the rate constant of the back-
ward reaction BMkb and the number of occupied sites Mq.
The equilibrium is attained when the rate of adsorption
equals the rate of desorption:

BM BM Mk B[M] � k q (mol/s) (3)f b

With the equilibrium constant BMK, indicating the affinity
for the sorbate, defined as the ratio of adsorption and de-
sorption rates BMK � BMkf /BMkb, it follows:

t BMB • K[M]BMq � (mmol/g) (4)BM1 � K[M]

Both Langmuir and Freundlich isotherms have been
used to describe the equilibrium of metal biosorption.
While it is possible to obtain good agreement between pre-
dictions of these models and the experimentally deter-
mined metal binding, their simple hyperbole-based equa-
tions have significant limitations: They cannot describe a

more complex sorption behavior often reflected by nonhy-
perbolic relationships and they cannot predict the effect of
pH or of other ions in the solution, among other shortcom-
ings.

pH Effect. Although the crucial role of protons in bio-
sorption is generally known, it is usually neglected in the
mathematical description of the process. The complex na-
ture of biosorbent materials that may contain a multiplic-
ity of binding groups makes the modeling of the pH effect
in biosorption difficult. As a consequence, it has been com-
mon practice to determine a separate isotherm and a new
set of parameters, for each pH value (15,103,104) or for
each initial biomass saturation state (e.g., protonated or
loaded with ions from the seawater). This has been nec-
essary because the most frequently used Langmuir or
Freundlich sorption models do not take into account the
fact that metal-ion biosorption is largely an ion-exchange
phenomenon. They do not allow the prediction of the re-
maining binding of those ions (e.g., protons or sodium) that
were initially loaded onto the biosorbent, and neither do
they incorporate the concentration of the exchanged spe-
cies (e.g., protons) as a parameter, normally not allowing
reliable calculated predictions of the biosorbent perfor-
mance.

Some attempt has been made, assuming a simplified
linear relationship between the metal uptake and pH dif-
ference, to empirically model the biosorptive binding of
metal ions by a Freundlich isotherm, which was modified
by a factor proportional to the pH difference (105). This
approach could not represent the change of proton binding
in the presence of metal ions. Though protonation reac-
tions for two acidic sites (alga) have been considered (106),
the model simplification by lumping pH and proton- and
metal-binding constants into one parameter for each re-
sulted in a standard two-site Langmuir isotherm. A rare
example of a Langmuir model including protons and one
or two binding sites (104,107) assumed a 1:1 stoichiometry
of metal binding and proton release, although it was rec-
ognized that metal binding with a 1:2 stoichiometry prob-
ably occurred. A modified Langmuir model for competitive
Cu and H binding to two sites on alginate (108) required
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iterative calculations of each cation uptake as a function
of the binding of the other one. Another two-site model
(109) based on a 2:1 proton–metal exchange constant al-
lows direct calculation of the metal binding as a function
of the concentration ratio [H]2/[M], but it does not account
for free sites and it cannot easily be extended to include
more species.

Competing Ions in Solution. Often, the prediction of
metal-sorption equilibria is complicated by the presence of
several sorbed ions, requiring the use of multicomponent
isotherm equations. This is especially relevant when the
sorption of one ion influences the binding of another when
different ions compete for the same binding site. A variety
of multicomponent sorption isotherm models is presented
in a review by Yu and Neretnieks (110).

The use of multicomponent Langmuir isotherm models
was demonstrated in describing the equilibrium metal bio-
sorption (48,111,112). However, biosorption was not re-
garded as an ion-exchange process; the ions with which the
biomass had originally been saturated were not consid-
ered.

Instead of using multicomponent isotherm models,
more complex systems involving different cations and li-
gands can be modeled by incorporating binding constants
for metal-ion–biomass complexes into a computer program
for the calculation of the chemical equilibrium. Reviews
of different computer programs for calculating the equilib-
rium speciation have been presented (44,113). These
programs take acid/base reactions, coordination, and dis-
solution/precipitation into account. Their use is advanta-
geous if complexation in solution is expected or if final con-
centrations are to be predicted from the initial state
(27,47).

Ion-Exchange Constants

There have been indications that ion exchange is an im-
portant biosorption mechanism. However, this does not
preclude an adequate use of simple sorption isotherms
(16,59,64) instead of appropriate ion-exchange models
with equilibrium constants taking into account the revers-
ibility of the ion-exchange reactions: The ion that is dis-
placed into the solution can compete with the sorbed metal
ion for the sites (25,62,76,114).

The Langmuir equation and the ion-exchange constant
for the binding of a metal ion M (for simplicity here a mono-
valent ion) replacing a proton H on a complexing site B are
related as follows:

Langmuir: B � M s BM

BMBMK* � [B] � [B] � [BM] (5)tB[M]

Ion exchange: BH � M s BM � H

BM[H]BMK � [B] � [BH] � [BM] (6)tBH[M]

therefore:
BM BMK* � K/[H] (7)

The difference between the two approaches is that the first

one assumes that all sites are initially free and does not
consider any reverse reaction of a displaced ion, in this case
a proton, with the site. The second model assumes that all
sites to which metal ions are sorbed are initially occupied,
that is, the number of free sites stays constant. Crist et al.
(114) compared the fit of the Langmuir sorption isotherm
model and the one using ion-exchange constants. The dif-
ferences between the two models were especially pro-
nounced at low metal-ion concentrations because the re-
verse reaction involving the displaced ion is most
noticeable if the concentration of the bound cation is low.

The ion-exchange approach is probably somewhat
closer to reality than the simple Langmuir model, but it is
not completely satisfying either. Although the constant
number of free sites [in other words, the number of sites
occupied by the bound ion is equal to the number of sites
from which the exchanged ion is released so that tB �
(B1M) � (B2M) can be assumed] may be a reasonable work-
ing assumption for a constant pH system, it may not hold
for systems with changing pH values. According to Stumm
and Morgan (46), the cation-exchange capacity increases
with increasing pH above the isoelectric point. Therefore,
one cannot simply model the competitive binding of metals
and protons by using only a metal–proton-ion-exchange
constant. It is necessary to include at least one reaction
where a cation reacts with a free site.

In the modeling of industrial ion exchangers, protons
have been considered (115,116). However, these synthetic
resins are chemically rather simple compounds that
mostly contain only one active group. Biosorbents, on the
other hand, can be heterogeneous and contain different
acidic groups active in metal ion binding. The pBHK value,
the quantity of binding sites, and the metal-ion binding
constant must be known for each of these sites.

Models Including Ionic Strength Effects

Ubiquitous ions such as sodium may interfere with heavy
metal biosorption through the effect of ionic strength. In
biosorption, no modeling of the effects of ionic strength and
electrostatic attraction has been done. Several models of
ionic-strength effects, however, have been published con-
cerning metal binding to humic and fulvic acids. The physi-
cal characteristics of these molecules, which are degrada-
tion products of organic matter, are quite different from
microbial biosorbents. Humic and fulvic acids are small
water-soluble molecules. However, since these molecules
contain carboxyl groups as one of their main functional
groups they may in some aspects be comparable in partic-
ular to those biosorbent materials based on seaweeds.

Buffle (117) systematically described possible models
for complexation equilibria, including site protonation,
multiple sites, and secondary effects such as the influence
of the electric field in polyelectrolytes on the local concen-
tration. The simplest approach to modeling the influence
of Na in the biosorption system consists of the introduction
of a binding constant for Na, as done by Westall et al. (118)
for the binding of H, Co, and Na to humic acids. This ap-
proach enables derivation of a multicomponent sorption
isotherm model so that the binding of each species can be
directly calculated. This was done for biosorbents only re-
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cently in the work of Schiewer and Volesky (119–121). Al-
though the Na binding constant can easily be incorporated
into computer programs for the calculation of chemical
equilibria in aqueous solutions, such as MINEQL� (122),
the disadvantage of this approach can be that the Na bind-
ing constant is purely empirical and does not reflect the
electrostatic nature of the Na binding.

Another possibility is the use of the Donnan model
(123). An application of this approach for different charged
polymers has been pioneered by Marinsky (124) and co-
workers, who established the use of Donnan models for
interpreting protonation equilibria in organic polyelectro-
lytes including humic and fulvic substances and some met-
als (125–127) and alginic acid (128). The latter contribu-
tion also involves an estimation of the water uptake
(swelling) using osmotic coefficients. Unfortunately, this
modeling work did not include model predictions of proton
or metal binding under different conditions. More Donnan-
based model work done with alginate considered compe-
tition of Cu and H for the same sites (129,130).

Güntelberg activity coefficients have been used to ac-
count for ionic-strength effects in conjunction with fulvic
acid and Cu–alkaline earth metal binding competition
(131). Although this method may be suitable for rather
small molecules, it would not be appropriate for polyelec-
trolytes, such as the alginic acid found in seaweed-based
biosorbents. While the isotherm sorption model did not in-
clude a term for free sites, it was noticed that increasing
ionic strength (Na) or presence of Ca or Mg can reduce Cu
binding.

A model that is suitable for both oligo- and polyelectro-
lytes was used only for modeling pH titrations and Cu
binding of humic acid molecules (132). Two of the sites
were assumed to be diprotic and able to bind metal ions
and one was assumed to be monoprotic and not to bind
metals. In this approach, the humic acid molecules were
assumed to be penetrable or impenetrable spheres of two
size classes (assuming that the total charge is proportional
to the volume of the sphere). The advantage of this ap-
proach is its generality concerning the size of the molecule.
It is particularly suited for oligoelectrolytes that show a
behavior intermediate between simple ions and polyelec-
trolyte gels. Most biosorbent materials could be considered
true polyelectrolytes. However, the semiempirical corre-
lation used in this approach required three fitting param-
eters for the electrostatic effects for each of the two particle
sizes. Moreover, the fitting parameters had to be deter-
mined individually for each ionic strength. This means
that the effect of ionic strength could not be predicted.

A Helmholtz metal-sorption model for the charged in-
terface (133) requires only one fitting parameter, the con-
stant capacitance, for modeling the electrostatic effects,
but not the ionic strength effects. Another model consid-
ering eight sites of two general types for light-metal bind-
ing to humic acids used relatively few fitting parameters
for the prediction of a wide range of experimental condi-
tions (134,135). Unfortunately, it also relies on an empiri-
cal relationship involving the ionic strength. A Poisson–
Boltzmann model for proton binding to humic substances
(136) incorporates the effect of ionic strength on the con-
centration factor in a realistic manner and requires only

one fitting parameter for electrostatic effects (the particle
radius). The assumption of small impermeable spheres or
cylinders, however, does not appear applicable to the large,
penetrable particles as in the preferable case for biosor-
bents.

Recently, Schiewer and Volesky (119–121) presented a
series of equilibrium biosorption models gradually incor-
porating the metal-ion concentration, pH, and ionic
strength. The models proposed had only one fitting param-
eter, instead of up to six as in some of those already men-
tioned. The formation of BM0.5 complexes was assumed,
and a combined Donnan–biosorption–isotherm equation
was derived that allowed for direct calculation of cation
binding without iterations when swelling proportional to
the number of free sites was assumed. Using the param-
eters (number of binding sites, proton binding constant,
and specific particle volume) obtained from pH titrations,
it was possible to predict the effect of pH, ionic strength,
and Ca concentration on Cd binding for a seaweed biosor-
bent.

BIOSORPTION PROCESS DESIGN

Because biosorption is just another form of a basic sorption
operation, the same principles apply for the design and
sizing of the equipment. The approach is always a combi-
nation consisting of basic equilibrium sorption tests
(batch) and dynamic continuous-flow apparatus studies,
which can become very sophisticated if empiricism is to be
minimized. Invariably, numerical computer methodologies
provide a powerful tool for the design of a continuous-flow
(bio)sorption process.

Equilibrium Sorption Process Basis

When contacting the solid-phase biosorbent with the sor-
bate species (i.e., metal ions) in solution, a sorption equi-
librium will become established after an appropriate
length of time. When equilibrium between the species
sorbed on the solid and the portion remaining in solution
is established, the solids are separated and the superna-
tant analyzed for the residual, final, equilibrium concen-
tration of the remaining sorbate (Fig. 6). The metal uptake
by the solid sorbent is calculated (according to the formula
in Fig. 6) and used for the sorption isotherm plot, which
serves to compare the sorption performance of different
systems. This is easily done for one-sorbate (one-metal)
systems. The situation becomes more complicated when
there are more than one sorbed species in multisorbate
systems.

Of interest is often the case of “interference” assessment
when the uptake of one key metal (e.g., toxic Cd) may be
affected by the presence of a ubiquitous metal of no major
interest (e.g., Fe). This situation can be still depicted by
three types of three-dimensional sorption isotherm sur-
faces, depending on what particular metal uptake appears
in the plot: (1) Cd uptake, (2) Fe uptake, and (3) combined
(Cd and Fe) uptake. The base two axes are always the equi-
librium concentrations of the two metals, respectively.

Since the experimental equilibrium (final) concentra-
tions are the product of the experiment, there is no control
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Figure 6. Biosorption-isotherm relationship curves; b is related
to initial slope and indicates the sorbent “affinity.”

over their values and they are generated more or less ran-
domly. Consequently, the sorption isotherm surface needs
to be fitted to the date points. Finding a suitable mathe-
matical model capable of representing reasonably well the
two-metal sorption behavior enables this and more; it can
facilitate the summarizing of the effect of one metal on the
uptake of the other for the desirable conclusion such as
depicted in Figures 7 and 8 (137).

For many metal biosorption cases an equilibrium model
considering only one type of binding site would be adequate
assuming the following reaction (138):

2� �M � 2B � 2BM H � B � BH (8)0.5

The model provides explicit formulas for metal uptakes as
functions of final concentrations of the species present in
the system, even for the case of heterovalent exchange,
which makes it especially suitable for use in numerical
simulations of dynamic sorption systems. The model equa-
tion for the equilibrium uptake of a bivalent metal ion M1
present in a binary system with hydrogen protons can be
written as follows:

1/20.5M C (K C )WM1 t M1 fM1q* � (9)M1 1/21 � K C � (K C )H f H M1 fM1

Similarly, for a binary system containing bivalent species
M1 and M2, the expressions for uptakes of each of the spe-
cies can be written as follows:

1/20.5M C (K C )WM1 t M1 fM1q* � (10)M1 1/2 1/21 � (K C ) � (K C )M1 fM1 M2 fM2

1/20.5M C (K C )WM2 t M2 fM2q* � (11)M2 1/2 1/21 � (K C ) � (K C )M1 fM1 M2 fM2

The values of the parameters KH, KM1, and KM2are nor-
mally determined by fitting of the model to the experimen-
tal data using, for example, the method of weighed least
squares. The constant Ctin equations 9–11 may be ob-
tained from pH and/or conductometric titration of proton-
ated biomass with NaOH (67). Metal biosorption can often

be viewed as a simple ion exchange; hence, the classical
ion-exchange concept based on exchange-equilibrium con-
stants and separation factors (139,140) can be applied to
this case. For the ion-exchange reaction:

�a �b �a �bbA � aB � bA � aB (12)

the equilibrium constant KAB and the separation factor rAB

are defined as

b a b a a�bq C y x CA Bf A B 0K � � • (13a)AB b a b a a�bC q x y QAf B A B

y xa Br � (13b)AB x ya b

for the case of ideal behavior of the exchanging species in
both of the phases. As can be seen from equation 13a, the
total normality C0 of the solution affects the equilibrium
of a heterovalent exchange (i.e., when a � b), but it does
not affect the equilibrium when the valence of the exchang-
ing species is the same (i.e., a � b). Consequently, the ion-
exchange isotherms of a species in a binary heterovalent
system vary in shape depending on the total normality of
the solution (141).

Ion-Exchange Equilibrium Relationships. The term equi-
librium sorption isotherm is commonly used in biosorption
to refer to a line connecting equilibrium metal uptakes
plotted against the final concentrations of the metal. Typ-
ically, biosorption equilibrium data are obtained under the
same pH. However, this is not the case in ion exchange
where the sorption isotherm represents data points ob-
tained at a constant normality of the solution. Further-
more, in compliance with the established convention, ion-
exchange isotherms for binary systems usually display
dimensionless uptakes as functions of dimensionless con-
centrations for the species of interest (Fig. 9):

q CM ML
� f (14)� �Q C0

Connection between Equilibrium and Dynamic Sorption in
Columns. Unlike the biosorption isotherm, the ion-
exchange isotherm depicts an equilibrium situation that is
relevant to the case of the metal biosorption in a fixed-bed
adsorber in which the concentration of the species released
from the biosorbent increases monotonically in the direc-
tion of the flow. In fact, the ion-exchange isotherm repre-
sents the “equilibrium line” that is, together with the “op-
erating line,” sometimes used for assessing design and
performance of fixed-bed adsorbers (142,143). According to
the shape of the ion-exchange isotherm, the equilibrium is
classified as (1) favorable when the isotherm is concave,
(2) linear when the isotherm is linear, or (3) unfavorable
when the isotherm is convex. It is known that the favorable
isotherm leads to the development of a self-sharpening dy-
namic sorption zone (front) in the fixed-bed adsorber,
whereas the unfavorable isotherm causes its broadening
(144,145). As an alternative to ion-exchange isotherms, ta-
bles of values of separation factors for the compositions
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fect of Cd on the equilibrium uptake of Fe by Sargassum biomass
at pH 4.5. (c) The summary of the effect of Cd presence on the Fe
uptake by Sargassum biomass at pH 4.5. Equilibrium Fe concen-
trations were arbitrarily selected: �, decreasing Fe uptake for dif-
ferent qmax; �, [Fe] � 6 mM; �, [Fe] � 3 mM; �, [Fe] � 1 mM.

existing in an adsorber can be used to represent the equi-
librium for the purpose of computer simulation of the fixed
bed (146).

Continuous-Flow Fixed-Bed Column Biosorption Process

In process applications, the most effective apparatus for
cyclic sorption/desorption making the most effective use of

the reactor volume is a fixed-bed column that also opti-
mizes the concentration difference known to be the driving
force in sorption processes. The process of metal biosorp-
tion in a fixed-bed column is influenced by three key re-
gimes: the sorption equilibrium, the sorption particle mass
transfer, and the flow pattern through the packed bed.
Combination of these three determines the overall perfor-
mance of the sorption column, which is judged by its ser-
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vice time, that is, the length of time until the sorbed spe-
cies breaks through the bed to be detected at a given
concentration in the column effluent (Fig. 10). At that
point, the bed is considered for all practical purposes sat-
urated, and the equipment has to be taken out of operation
for some kind of regeneration (Fig. 1).

The lack of design information on biosorption in col-
umns is due, in part, to the fact that the metal uptake by
different biomaterials is still not fully understood, as well
as because most of the biomasses have to be immobilized,
granulated, or otherwise processed before their use in a
column to provide good flow-through conditions and an ac-
ceptable pressure drop across the bed. This process con-
dition must eventually be balanced and optimized against
the maximum-sorption-performance requirement.

As opposed to activated carbon-sorption cases, metal
biosorption is much closer to the heterovalent ion-
exchange model because a considerable number of ions is
being released from the biosorbent in exchange for the
sorbed metal ion. The most universal approach seems to

be that adopted by Tan and Spinner (146), who numeri-
cally solved a mixed system of partial differential, ordinary
differential, and algebraic equations describing the dy-
namics of multicomponent ion exchange in a fixed bed. A
term can be added to the differential molar balance equa-
tion to account for axial dispersion of the fluid in the
packed bed. For ionic species M the molar balance is

2C 1 � C �C qM M M M
� � � D � 0 (15)gM2�z Pe �z �t tc

The sorption rate equation can be written as

qM
� Sh (q* � q ) (16)M M Mt

assuming a linear driving force for the sorption process and
combined film and intraparticle mass transfer resistance:
The equilibrium relationship for a metal species repre-
sented by equations (9) and (10) can be written schemati-
cally for a general counterion, either proton or metal, as

q* � f (C , C ) (17)M M CNT

and the electroneutrality equation for binary systems is

C � C C � CM0 M CNT0 CNT
� m (18)

M MWM WCNT

To obtain equations 15–18, the original set of equations
was transcribed with dimensionless variables using the
following transformations of the variables:

C q sm lML MSC � q � t � z �M MC Q L L0 0 0

and yielding the following dimensionless groups:

q Q K L L mb fM 0 0D � Sh � Pe �gM M cC � m D0 z

The initial and boundary conditions pertaining to the sit-
uations under question are specified as follows:
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t � 0 l � (0, L ) C � 00 M

1 CMt � 0 l � 0 C � C �M M0 Pe zc
CMt � 0 l � L � 00 z

The system of equations 15–18 can be solved numerically
using the Galerkin finite element method (147), combined
with the implicit Euler method for time integration.
Linear-basis functions would routinely be used for space
discretization of both concentration C and uptake q, en-
suring that the solution is mesh independent.

Fitting the Equilibrium Model and Calculation of Ion-
Exchange Isotherms. Equilibrium data provide the experi-
mental basis for the fitting of the biosorption model (148).
First, the concentration of binding sites Ct can be deter-
mined from the uptake experiments; equilibrium con-
stants for the three ions considered here (KH, KCu, and KCa)
can then be found by the least square fitting.

Once these parameters are known, the biosorption
model can be used to calculate ion-exchange isotherms as
follows: First, the normality of a binary mixture C0 was
fixed and the uptake Q, at the concentration of the sorbing
species C0, was calculated from equation 2 or 3. Second, a
series of liquid-phase compositions was selected in such a
way that the dimensionless concentration C/C0 of one of
the species covers the interval of interest. Finally, a series
of dimensionless uptakes corresponding to the series of
compositions was calculated using equations 2, 3, and 7.

Fitting and Use of the Flow-through Fixed-Bed Sorption
Column Model. The dimensionless groups Sh, Dg, and Pe,
together with the equilibrium parameters for a given bi-
nary system, represent the parameters of the fixed-bed
model. However, because the equilibrium parameters can
be determined from batch equilibrium studies, the values
of C0, m, L0, and qb are usually known, and Q can be cal-
culated from equations 2 and 3, the only remaining un-
known elements in the model are KfM, Dz, and �. The values
of the three unknown elements KfM, Dz, and � must be de-
termined simultaneously by fitting the fixed-bed model to
an experimental breakthrough curve.

The value of an overall mass-transfer coefficient for a
given species generally depends on the flow rate, the axial
dispersion coefficient, and the values of the diffusivities of
the species in the liquid and solid phases. The diffusion
coefficients of metal ions in diluted aqueous solutions can
often be obtained from the literature (149,150).

Conclusion. In preparation for the biosorption process
design the sorption/desorption performance and charac-
teristic properties (mass transfer, pressure and attrition
resistance, chemical stability, etc.) of the biosorbent should
be reasonably well known. Although equilibrium sorption
tests yield some basic information, the sorption system be-
havior is invariably examined under continuous-flow con-
ditions. The fixed-bed sorption column arrangement is
usually the most effective process configuration. Its per-
formance assessment and prediction based on both equi-

librium and dynamic studies eventually leads to sizing of
the equipment. Advanced methodologies used for this pur-
pose are based on sophisticated computer-based modeling
and optimization of the (bio)sorption process.

NOMENCLATURE

a,b stoichiometric coefficients in the ion-
exchange reaction equation 12

–b Langmuir constant related to affinity
A,B species in the resin phase
A,B species in the liquid
B biosorbent binding site
Bt total number of binding sites on the

biosorbent
BH biosorbent–proton complex
BM biosorbent–metal complex
Ci initial metal concentration
C0 normality of the solution [mequiv/L]
CM � xM equivalent fraction of species M in

liquid phase
CML concentration of species M in liquid

phase [mequiv/L]
CMf � Cf equilibrium final concentration of

species M in liquid phase [mequiv/L]
CM0 equivalent fraction of species M in the

feed to a column
CCNT equivalent fraction of counterion in

liquid phase
CCNT0 equivalent fraction of counterion in the

feed to a column
Ct concentration of binding sites in

biomass [mequiv/L]
Dz axial dispersion coefficient [cm2/s]
G free (Gibbs) energy
H or H� proton
H enthalpy
BMkf rate of adsorption
BMkb rate of desorption
KAB ion-exchange equilibrium constant
BMK biosorbent–metal ion-exchange

equilibrium constant
KH, KM1, KM2 equilibrium constants of biosorption

equilibrium model
KfM overall mass-transfer coefficient of

species M [min�1]
l vertical distance from the top of a

column
L0 length of the column [cm]
M metal ion in solution
MWM molecular weight of the sorbing metal
MWCNT molecular weight of the counterion
n Freundlich sorption isotherm model

constant
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qMS � Mq � q uptake of species M [mequiv/L]
qmax maximum uptake (Langmuir

parameter)
qM � yM equivalent fraction of species M in solid

phase
q*M dimensionless equilibrium uptake of

species M at CM

Q equilibrium uptake of M at CML � CM0.
C0 [mequiv/L]

r ionic radius (subscripts: hyd �
hydrated; cryst � crystalline)

rAB ion-exchange separation factor
R gas constant
S weight of biosorbent solids (Fig. 5) or

entropy (equation 1)
t dimensionless time
T absolute temperature (K)
m interstitial velocity of the fluid [cm/min]
V volume of solution
x electronegativity
z ionic charge

Greek Symbols

D difference (equation 1)
� column void fraction
m stoichiometric coefficient of the

exchange reaction
qb packing density [g/L]
s time [min]
n parameter in Table 1 n � (z2/rhyd)/(1 �

exp(�Dx2/2))

Dimensionless Groups

q QbD �gM C �0
solute distribution parameter

L v0Pe �c DZ
column Peclet number

K LfM 0Sh �M
m

modified Sherwood number
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• Stability
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• Equilibrium
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Figure 1. Elements of process development.

Table 1. Comparison of Biotransformations Using Whole
Cells vs. Isolated Enzymes

Whole cells Isolated enzymes

Large amounts of catalyst
easy available

Additional step for obtaining
the catalyst required

No stability problem when
growing cells are used

Catalyst stability strongly
influenced by reaction
conditions

Limited volumetric catalyst
activity

High volumetric catalyst
activity possible

Multistep processes Multistep processes difficult
Cofactor recycling solved Cofactor recycling so far only

for NADH and ATP
Side reactions may occur Few to no side reactions
Toxicity of substrate/product

may be complex
Enzyme stability may be

influenced by substrate or
product, but can be enhanced
by choosing the appropriate
reactor

Oxygen supply may control
scale-up

Nonnatural substrates and
reaction conditions possible

Normally no cosolvent,
possibly leading to low
concentrations of
hydrophobic compounds

Cosolvents possible, but often
reducing enzyme stability

Transport in and out of the
cell may be limiting

Mass transport limitations only
with immobilized enzymes
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INTRODUCTION

The use of biotransformations in food, pharmaceutical, and
chemical industries has increased steadily since the early
1970s. Applications range from synthesis on the milligram
scale for precious oligosaccharides, to the multiton scale
for bulk chemicals using either whole cells or isolated en-
zymes. This process has been documented in numerous re-
views and textbooks (1–5). When new processes are being
developed, the special properties of the biocatalyst must be
considered, as well as the basic elements of chemical en-
gineering. There are strong interactions among the indi-
vidual aspects, which may be considered for process opti-
mization. These are summarized in Figure 1.

The aim of this article is to outline the basic strategy
for the development of a biocatalytic step. For some se-
lected examples the beneficial role of (bio)chemical engi-
neering is demonstrated. A more detailed description can
be found in textbooks of (bio)chemical engineering (1,3,
6–8).

WHOLE CELLS OR ISOLATED ENZYMES?

Whole microorganisms or their components, enzymes, may
be used for biotransformations. Both approaches have spe-

cific advantages and requirements, as summarized in Ta-
ble 1. Commonly, the word biotransformation is used to
describe the transformation of a substrate or precursor
into a certain product in only a few steps. Fermentation
processes, for example, production of amino acids from glu-
cose and ammonia or production of (recombinant) proteins,
are normally not regarded as biotransformation. Litera-
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Table 2. Examples of Industrial Biotransformations

Product Substrate Catalyst Comments References

Acrylamide Acrylnitrile, H2O Nitril hydratase in whole cells of
Rhodococcus rhodochrous

Very high substrate
concentration

14

Chiral hydrophobic
alcohol

Ketone Whole cells of Zygosaccharomyces
rouxil

XAD-resin as substrate
reservoir

15

b-Tetralol derivative b-Tetralone
derivative

Whole cells of Trichosporon
capitatum

16

Trimegestone Corresponding
ketone

Baker’s yeast In water 17

Ketodeoxynonulosonic
acid

Mannose, pyruvate Neuraminic acid aldolase Continuously operated enzyme
membrane reactor

18

Fructose Glucose Fructose glucose isomerase Immobilized thermostable
enzyme

4

Aspartame L-phenylalanine-
OMe,Z-L-
asparaginic acid

Thermolysine Precipitation of the product 19

(S)-Phenylethylamine Racemic
phenylethyl
amine

Lipase from Pseudomonas spec. Activation of enzyme by
lyophilization with fatty
acids

20

L-tert-Leucine 2-Oxo-3,3-
dimethylbuturic
acid, NH4COOH

Leucine dehydrogenase, formate
dehydrogenase

NADH regeneration 21

ture describing those processes can be found elsewhere in
this volume or in external references (2,9–13).

Examples of industrial biotransformations using whole
cells or isolated enzymes are given in Table 2. Some spe-
cial information about process characteristics is given as
well. When isolated enzymes are used for biotransforma-
tions, the purity must only be such that no side reactions
occur. There is no need to purify the enzyme to homoge-
neity, as is required for biochemical characterization. On
the contrary, many enzymes show reduced stability with
increased purity. In some cases, the addition of inert
proteins, such as bovine serum albumin, may be used as
a simple way to increase the stability of the production
enzyme. In others, enzyme stability may be increased by
immobilization on a support. Covalent attachment fixes
the conformation of the enzyme often limiting denatura-
tion. However, the increase of stability must be balanced
against the losses during the immobilization step, as
well as the additional work and material costs. A method
introduced quite recently for the stabilization of enzymes
and their immobilization is the formation of cross-linked
enzyme crystals (CLECs) (22). Reactors for immobilized
enzymes are discussed elsewhere in this volume (see EN-
ZYME, IMMOBILIZED, REACTOR). However, the engineering
approach, as outlined in the following sections is the same
for all forms of biocatalysts. Specific requirements and
properties such as oxygen delivery, mass transport limi-
tations, or particle size must be considered for individual
cases.

CLASSIFICATION OF DIFFERENT REACTORS

There are three basic types of reactors, which have several
variations (Fig. 2):

1. Stirred-tank reactors (STRs) or batch reactors
2. Continuously operated stirred-tank reactors

(CSTRs)
3. Plug-flow reactors (PRFs)

Unlike the stirred-tank reactor, which is operated
batchwise, the latter two are operated continuously. By
knowing the main characteristics of these fundamental re-
actors and some of their variations, for example the cas-
cade reactor of Figure 2, it is possible to choose the appro-
priate reactor for a specific application. This is especially
important when dealing with a kinetically or thermody-
namically limited system, as demonstrated later. In the
following analyses, only the basic terms are explained. For
more details the reader is referred to textbooks (6–8).

The stirred-tank reactor is operated in an instationary
way (Fig. 2a). Assuming ideal mixing characteristics, the
instantaneous concentration of every species is the same
in every volume element. With advancing conversion the
substrate concentration is decreased and the product con-
centration is increased. A steady state is reached only at
equilibrium conversion.

In the plug-flow reactor the product concentration in-
creases slowly over the length of the reactor (Fig. 2b).
Therefore, the average reaction velocity is faster than in
the continuously operated stirred-tank reactor. In each
single-volume element in the reactor, the concentration is
constant in the steady state. In other words, the dimension
of time is exchanged with the dimension of place in com-
parison to the stirred-tank reactor.

The continuously operated stirred-tank reactor works
under product outflow conditions, meaning that the con-
centrations in every volume element are the same as those
at the outlet of the reactor (Fig. 2c). If the steady state is



456 BIOTRANSFORMATIONS, ENGINEERING ASPECTS

[S]0[S]0

[P]

[S]

t0

t1

te

[S]1

[S]e

PlaceTime

C
on

ce
nt

ra
ti

on

[S]0 x0

x1

xe

[S]1

[S]e

Time

C
on

ce
nt

ra
ti

on

[S]0
[S0]

Time

C
on

ce
nt

ra
ti

on
C

on
ce

nt
ra

ti
on

[S]0

[P]

[S]

[P]

[P]

[S]

[S]

Place

C
on

ce
nt

ra
ti

on

[S]0

S0

S0 Se

S1 S2 S

Time

C
on

ce
nt

ra
ti

on

[P]

[S]

[S]0

Place

C
on

ce
nt

ra
ti

on

[P]

[S]

CSTR1 CSTR2 CSTR3

[S]0

Place

C
on

ce
nt

ra
ti

on

[P]

[S]
CSTR1 CSTR2 CSTR3

0 e
Position

dx

Reactor and process
stream geometry

Average concentration
as a function of

time within a reactor

Concentrations at
different locations
within a reactor

(a)

(b)

(c)

(d)
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reached, the concentrations are independent of time and
place. The conversion is controlled by the catalyst concen-
tration and the residence time, s:

V
s �

F

where s[h] is the residence time, V[L] is the total reactor
volume, and F is the [L/h] substrate feed rate.

One very common variation of the CSTR is the cascade
of n CSTRs (Fig. 2d). With an increasing number, n, of re-
action vessels, the cascade approximates the plug-flow re-
actor (23). The product concentration is increased stepwise
from vessel to vessel.

Mass Balances

The performance of the different reactor types concerning
the reaction can be simulated mathematically. This is also
the verification of the kinetic model of the reaction because
it should describe the course of the concentration for each
compound with only a small error. The main part of the
simulation model is the coupled system of differential
equations of first order, which are the mass balances of all
substrates and products. The change in the concentration
of one compound in time and in a volume element (called
the accumulation) is the sum of convection, reaction, and
diffusion (equation 1).

accumulation � convection � reaction � diffusion (1)

The convection term describes the change of the concen-
tration of one compound in the reactor as the difference of
the influx into the reactor and the efflux. The reaction term
describes, by use of the kinetic model, the change of the
concentration of one compound as result of the reaction.
The reaction velocity, Vs, is the sum of the individual re-
action velocities describing consumption of a substrate or
formation of a product. Diffusion occurs only in the case
where nonideal mixing is stated.

With regard to the chosen reactor type the mass balance
can be simplified by assuming ideal mixing or ideal plug-
flow behavior.

Stirred Tank Reactor

Diffusion � 0 At a defined time the concentrations are the
same in every volume element.

Convection � 0 There is no influx or efflux of substrates or
products to a single volume element in time.

The mass balance is simplified to

desired conversiond[S]
� � v rr t � [S] 1/v dx (2)s 0 �0dt

Continuously Operated Stirred-Tank Reactor

Diffusion � 0 See previous.
Accumulation � 0 In the steady state the concentrations will

not change with time.

The mass balance is simplified to:

d[S] [S] � [S]00 � � � � v (3)sdt s

Plug Flow Reactor

Diffusion � 0 Diffusion is neglected in an ideal plug-flow
reactor.

Accumulation � 0 In the steady state the concentrations will
not change with time.

The mass balance is the same as for the stirred-tank re-
actor. In the integrated form the time, t, has to be replaced
by the residence time, s.

Kinetics

The fundamental equation (equation 4) for the description
of enzyme kinetics was derived by Michaelis and Menten
(24).

A • [A]maxv � [E] (4)
K � [A]m

The enzyme activity is expressed as a function of the sub-
strate concentration for an irreversible one-substrate re-
action without inhibition. As this is rarely found in nature,
equation 5 gives the rate for a reversible reaction A } B.
In this form the product inhibition is considered as a com-
petition of A and B for the active sites, as expressed by the
two Km values. This form might be extended to cover sub-
strate surplus inhibition as well as multisubstrate reac-
tions by adding additional terms to the numerator and
denumerator (6,25–27).

A • [A] A • [B]max,A max,B
�

K Km,A m,Bv � [E] • (5)
[A] [B]

1 � �
K Km,A m,B

The determination of the kinetic parameters can be per-
formed either by initial reaction velocity measurements or
by batch experiments at different substrate concentration,
such that substrate limitation is encountered. The kinetic
parameters are determined by fitting the kinetic model to
the experimental data by use of nonlinear regression; in
the case of the batch experiments, numerical integration
of the reaction velocity equations is required.

PROCESS DEVELOPMENT, STEP BY STEP

Figure 3 shows different phases and topics to be addressed
during development and optimization of a biotransforma-
tion. The main focus is on the use of isolated enzymes, but
for whole-cell processes a similar scheme must be followed.
A more detailed description can be found in Ref. 6. In prac-
tice, some of the investigations listed here stepwise will be
performed simultaneously. For example, first experiments
should hint to possible problems from side reactions. Other
factors may be considered as well.
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• pH shift during reaction,
• occurrence of precipitation.

Are other enzymes available?

Is stabilization possible by
• adding stabilizing agents,
• immobilization,
• suitable process design?

Figure 3. Process development, step by step.

• Buffer compounds may be important for enzyme sta-
bility, but must be removed during product isolation.
Avoiding them may simplify product isolation and
save costs.

• Any reaction exhibiting substrate surplus inhibition
should not be carried out in a batch-reactor setup,
since this results in longer reaction times due to the
high substrate concentration at startup, which low-
ers the initial reaction velocity. In such a case, a con-
tinuously operated stirred-tank reactor that is oper-
ated at a high conversion in the steady state is
preferred, resulting in a low substrate concentration.

Another possibility is the use of a fed batch reactor,
which means that the substrate is added in small por-
tions as a function of time, also resulting in a small
substrate concentration. One example of such a sys-
tem is the enzymatic synthesis of L-phenylalanine by
reductive amination, which can be found in the lit-
erature (25,29).

• If product inhibition occurs, either a stirred-tank re-
actor, a plug flow reactor, or a cascade of n continu-
ously operated stirred-tank reactors should be cho-
sen. In all these reactors the product concentration
increases over time. Another possibility is the use of
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Enzyme deactivation
caused by

Stabilizer

Immobilization

Reaction engineering

• CSTR
• Cross-flow
    reactor
• Fed batch

• In situ product
    removal
• Plug-flow reactor
• CSTR cascade
• Differential recycle
    reactor

Substrate Product

Reaction partnersTemperature

Figure 4. Tools used to overcome enzyme deactivation.

a differential reactor with integrated product sepa-
ration (30). These two possibilities will be discussed
in more detail in the section titled “Examples”.

• The biocatalyst may be recirculated in and between
reactors by various means to enhance catalyst con-
centration. Whole cells are often concentrated by mi-
crofiltration membranes or centrifugation. Isolated
enzymes are much smaller, but can be retained by an
ultrafiltration membrane. This type of equipment is
commercially available for the processing of volumes
of a few microliters up to the cubicmeter scale. If the
enzyme is immobilized on a support, its size deter-
mines the separation step. For example, penicillin
amidase is immobilized on a support suitable for sep-
aration using a stainless steel mesh in a stirred tank
reactor. Also, whole cells might be immobilized on a
support, most often simply by adsorption, or by en-
trapment in alginate gel or similar material.

• The optimization process shown here and discussed
later (see “Examples”) is based on a kinetic model of
the whole reaction system, including side reactions.
This model, together with the mass balance for the
reactor, can be used for simulation. By a variation of
feed concentrations, catalyst concentration, and res-
idence time, conditions can be found that result in
high conversion and high space–time yield. When en-
zyme deactivation is known, the product-specific cat-
alyst consumption may be calculated as well. Alter-
natively, an empirical optimization can be performed
using a simplex method or a generic algorithm. The
latter have been successfully applied to fermentation
processes (31), but only tested in preliminary studies
for optimization of multienzyme systems. These
methods are especially powerful for optimization of
processes where a direct connection between input
and output values cannot be given.

• A discussion of the influence of organic solvents on
the solubility of reactants and on enzyme stability
can be found in literature (32–36).

Figure 4 summarizes some measures that can be taken
to overcome or modulate against enzyme deactivation
caused either by thermal condition or by the reaction part-
ners. Whereas in the first case lowering of the tempera-
ture, application of stabilizers, or immobilization on a sup-
port may be helpful, the deactivation caused by the
reaction partners, may be overcome with the help of the
tools of reaction engineering. For the deactivation caused
by substrates or products, different tools can be used. The
different reactor types are discussed in “Classification of
Different Reactors”.

EXAMPLES

By choosing the appropriate fundamental reactor type on
the basis of the individual reaction kinetics, the production
of the fine chemicals as given in Table 3 is possible even in
processes that exhibit a strong inhibition by one of the re-
action compounds.

Product Inhibition

Product inhibition is the consequence of the competition of
a substrate and a product for complexation in the active
site of a catalyst. This kind of inhibition is not only ob-
served with enzymes, but is also found for reactions that
are catalyzed by homogeneous soluble and heterogeneous
chemocatalysts (28). Whereas the reaction velocity is re-
duced by product bonding in the case of an irreversible
reaction, the situation is more complex for reversible re-
actions (“principle of the microscopic reversibility”). In
terms of the mathematics, product inhibition is expressed
as an additional term in the denominator of the Michaelis–
Menten equation (equation 6). This form of the equation
describes competitive inhibition. An explicit discussion of
other types of inhibition can be found in the textbooks of
enzyme kinetics (6,25,26). By transformation of equation
6, equation 7 is can be obtained, which is similar in its
structure to the common reaction velocity equation (equa-
tion 8), derived for chemical systems by Hougen and Wat-
son in 1947 (28,41).

A • [substrate]maxv � [E] • (6)
[product]eductK • 1 � � [substrate]m � product �Ki

where v(kat/L) is reaction velocity (1 kat � 1 mol/s),
[E](g/L) is enzyme concentration, [substrate](mol/L) is con-
centration of substrate, Amax(kat/g, U/mg) is maximal
mass specific activity of the reaction, (mol/L) issubstrateKm

Michaelis–Menten constant of substrate, and (mol/productKi

L) is competitive product inhibition.

Amax • [substrate]substrateKMv � [E] • (7)
[substrate] [product]

1 � �substrate productK KM i

(kinetic term) • (potential term)
v � (8)n(adsorption term)
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Table 3. Examples for the Contribution of Biochemical Engineering

Product Catalyst Problems Solution Reference

(S)-1-Phenyl-1,2-
ethanediol

Glycerol
dehydrogenase

Product inhibition
Chemical side reaction

Differential batch with continuous
product extraction

30

GDP-mannose GDP-Man
pyrophosphorylase

Product inhibition
Chemical complexation of

reaction compounds

Cascade of continuously operated
stirred-tank reactors

37

CMP-Neu5Ac CMP-Neu5Ac
synthetase

Substrate-surplus inhibition Fed-batch reactor 38

Oxindol, chiral
sulfoxide

Chloroperoxidase Catalyst deactivation H2O2-dosing with closed-loop control 39

Chiral lactone Monooxygenase Oxygen delivery Bubble-free aeration using silicone
tubing

40
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Figure 5. Influence of product inhibition on reaction velocity as
function of conversion. Curve A, strong product inhibition with the
ratio of Michaelis–Menten constant, Km, and the product inhibi-
tion constant, Ki; Km:Ki � 10. Curve B, moderate product inhibi-
tion with Km:Ki � 1. Curve C, weak product inhibition with Km:Ki

� 0.1.

where n is the number of centers, which are part of a
velocity-limiting elementary reaction.

The decrease of the reaction velocity with increasing
product concentration is described by the ratio of Km to Ki.
The relative reaction velocity is plotted as function of the
conversion in Figure 5. Three different ratios of Km to Ki
are plotted, which relate to strong (curve A), moderate
(curve B), and weak (curve C) product inhibition.

In 1985, Lee and Whitesides suggested, using the ex-
ample of an oxidoreductase-catalyzed alcohol oxidation,
that the feasibility of a process can be judged by the ratio
of to (42):substrate productK Km i

• If : � 1, it is, in principle, possiblesubstrate productK Km

that the reaction can proceed with practicable con-
versions (Fig. 5, curves B and C).

• If : , the reaction is unusable witheduct productK K � 1m i

regard to preparative syntheses (Figure 5: curve A).

This clearly is a simplified view. It is also important to
note, that the kinetic parameters of a given reaction cannot
be changed.

Overcoming Product Inhibition by Product Extraction

Chiral diols are important building blocks for the synthesis
of chiral ligands, agrochemicals, and pharmaceutical in-
termediates (43–45). Using the example of the oxidative
resolution of 1-phenyl-1,2-ethanediol, it is demonstrated
that product inhibition can be overcome in the case of hy-
drophobic products. The enantioselective oxidation of the
(R)-enantiomer to x-hydroxyacetophenone (1-oxo-1-
phenyl-2-hydroxyethane) is catalyzed by glycerol dehydro-
genase (GDH) from Enterobacter aerogenes [EC 1.1.1.6]
(46). Because GDH needs b-nicotinamide adenine dinu-
cleotide (NAD�) as a cofactor, a cofactor regeneration car-
ried out by lactate dehydrogenase (LDH) [EC 1.1.1.27] was
incorporated, as depicted in Figure 6. LDH reduces pyru-
vate to (L)-lactate enantioselectively. The cofactor regen-
eration must proceed faster than the racemic resolution in
order not to become the limiting step. The remaining (S)-
enantiomer of the diol is the desired product for further
synthesis.

Detailed investigation of the reaction conditions and ki-
netics revealed strong product inhibition by the hydroxy-
ketone, as well as by the NADH (30). This resulted in a
ratio of : � 43.2 for the x-hydroxyaceto-substrate productK Km i

phenone. The inhibition by NADH was not taken into ac-
count, because NADH is converted in situ to NAD� by
LDH. Utilizing the above-determined criteria, the reaction
as investigated here would never proceed efficiently. Ad-
ditionally, it was observed that the hydroxyketone reacted
in a chemical side reaction with NAD�. Thus, x-hydroxy-
acetophenone not only reduced the GDH activity due to its
inhibition, it furthermore reduced the available NAD�

concentration. Therefore, it is very important that the x-
hydroxyacetophenone concentration is kept as low as pos-
sible. One possibility is an integrated extraction of the in-
hibiting compound. Best results were obtained using
hexane as the extracting solvent. In contrast to phenyl-
ethanediol, which was not extracted, up to 98% of the hy-
droxyketone was extracted after eight extraction steps.

The flow sheet of the two-phase membrane reactor is
shown in Figure 7. The reactor consists of three different
loops. The membrane reactor (loop I) integrates the
stirred-reaction vessel and the membrane module (48,49).
A hydrophilic ultrafiltration membrane (YM 10, cutoff
10,000 Da, Amicon GmbH, Witten, Germany) is used to
retain the glycerol dehydrogenase and the lactate dehy-
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Figure 7. Flowsheet of the two-phase membrane reactor; I, membrane reactor loop; II, extraction
loop; aqueous phase; III extraction loop, organic phase. For details refer to Refs 47 and 54.

drogenase. The consequence is the decoupling of the resi-
dence times of the catalysts and the reactants. Prior to the
membrane reactor, an extraction module is positioned in a
closed-loop arrangement (loop II). The aqueous phase is
continuously extracted by means of liquid–liquid extrac-
tion using a hollow-fiber module (Liqui-Cel� 5PCM-106,

Hoechst, Frankfurt, Germany) consisting of Celgard� mi-
croporous, hydrophobic hollow-fiber membranes (50). The
module was circulated countercurrently by a hexane
stream. The best ratio of the flow rates of the aqueous
phase to the organic phase was determined to be 1:6. To
reduce the amount of organic solvent used, a distillation
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Figure 8. Increase of enantiomeric excess
and conversion for the kinetic resolution of 1-
phenyl-1,2-ethanediol due to product extrac-
tion. Residence time in the membrane reactor:
15 min; pressure difference: 2 bar; total vol-
ume 500 mL; 100 mM glycine/KOH buffer; pH
9; T � 25 �C; 0.054 U/mL GDH; 0.6 U/mL
LDH; 200 mM ammonia; 40 mM (R,S) 1-
phenyl-1,2-ethanediol; 2 mM NAD�; 25 mM
pyruvate.

C
on

ve
rs

io
n,

 e
na

nt
io

m
et

ri
c 

ex
ce

ss

Time (h)
0 50 100 150

0.0

0.2

0.4

0.6

0.8

1.0

Enantiomeric excess
Conversion

Without extraction

III
II

I

With extraction

(not shown) is incorporated in the extraction loop III. The
oxidation product x-hydroxyacetophenone is collected in
the bottom of the distillation. The entire reactor behaves
as a batch reactor with recirculation, meaning that only a
low conversion per cycle is reached, corresponding to a
small amount of oxidation product, which is directly ex-
tracted (30). The consequence is a continuous low concen-
tration of x-hydroxyacetophenone in the membrane reac-
tor. This reactor represents a modification of the
continuously operated bimembrane reactor that was con-
structed for the conversion of sparingly soluble substrates
(47,51,52). In Figure 8, two experiments are compared, one
with the integrated extraction and the other without.
When no extraction is incorporated, an enantiomeric ex-
cess of only 58% and a conversion of 37% was reached after
170 h. The reason for this unsatisfactory result was the
accumulation of the reaction product, which lowers the re-
action velocity of the GDH and also reduces the concentra-
tion of the NAD� by the chemical side reaction. With in-
tegrated product extraction a conversion of 50% and an
enantiomeric excess �99% is reached after 64 h.

This process example demonstrates that by means of
reaction engineering, kinetically unfavorable reaction can
still be used on a preparative scale. By application of the
integrated extraction, a transition from curve A to curve C
in Figure 5 is reached.

Overcoming Product Inhibition by a CSTR Cascade

D-Mannose can be found as building block of numerous gly-
coproteins and glycolipids, for example, in the common
core structure of N-glycans (53). For the enzymatic in vitro
synthesis of oligosaccharides, guanosine-5�-diphospho-�-D-
mannose (GDP-Man) is used as donor for mannosyltrans-
ferases. Recombinant mannosyltransferases have been
used for the synthesis of the trisaccharide Manb1-
4GlcNAcb1-4GlcNAc (54). The enzymatic synthesis of

GDP-Man starting from mannose-1-phosphate (Man-1-P)
and guanosine-5�-triphosphate (GTP) using a recombinant
GDP-Man pyrophosphorylase [E.C. 2.7.7.13] has been re-
cently described (55) (Fig. 9). Both reaction products show
a very strong inhibition of GDP-Man pyrophosphorylase.
The inhibition by pyrophosphate can be overcome by cleav-
ing it to phosphate using an inorganic pyrophosphatase
[E.C. 3.6.11]. The product inhibition by the product GDP-
Man itself can be reduced in a CSTR-cascade, as shown
below. Additionally, the cofactor Mg2�, required by the
GDP-Man pyrophosphorylase, is complexed by the sub-
strate GTP. Its influence on enzyme activity and the pref-
erable use of a continuously operated reactor to establish
a constant Mg2� to GTP ratio, together with a complete
set of kinetic data for the pyrophosphorylase, has been re-
cently published (43). For the ratio , aMan-1-P GDP-MANK /Km i

value of 4.4 is obtained. According to the classification out-
lined in the section “The Problem of Product Inhibition”,
this reaction would be of only limited use. Unfortunately,
the substrates and products are quite similar with respect
to size, hydrophilicity, or charge, prohibiting a selective re-
moval of the inhibiting product. However, simulations on
the basis of the kinetic model and various reactor config-
urations revealed that a cascade of two CSTR in series re-
duces the required amount of enzyme by �50% (23). A two-
stage cascade is a good compromise: plug-flow behavior is
approximated to a large extent, and the experimental
setup does not require too much effort (7). Figure 10 com-
pares the conversion of Man-1-P as function of the product
of enzyme concentration and residence time for a single
CSTR and a two-stage CSTR cascade. In a two-stage cas-
cade 98% conversion is reached for 4.5 (U/mL)min,
whereas a single CSTR requires 9.0 (U/mL)min. That
means that at a constant enzyme concentration the resi-
dence time can be cut in half, resulting in a doubling of the
space–time yield. When the enzyme deactivation is only a
function of time, by an increase of the space–time yield at
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constant enzyme concentration, the product-specific en-
zyme consumption can be decreased. The experimental
verification revealed good agreement between calculated
and experimental values (37). At a conversion at 98%, a
space–time yield of 28 g/(L day) and an enzyme consump-
tion of 900 U/kgproduct was obtained. For a single CSTR, an
enzyme consumption of 2,000 U/kgproduct was reached due
to the higher enzyme concentration required to reach the
desired conversion under otherwise identical conditions.
The relatively low space–time yield is caused by the low
substrate concentrations. Complex interactions between
Km values of the substrates and the Ki of GDP-Man require
simulation to show that the space–time yield can be in-
creased 10-fold by a corresponding increase of the sub-

strate concentration (Fig. 11). In order to keep a high con-
version at �98%, the enzyme concentration must be
increased at the same time, but only 2.5-fold. This clearly
demonstrates the potential of process optimization based
on a model and a complete set of kinetic data.
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INTRODUCTION

The cell cycle is the name given to the process by which a
cell “matures,” synthesizes DNA, and divides to form
daughter cells. Thus the cell cycle is a fundamental process
with analogous mechanisms found in all cells, from the

most primitive bacterium to higher animals and plants,
from the unicellular to the most complex multicellular or-
ganism. Here we describe the mammalian cell cycle, high-
light its importance in biotechnology, and describe some
cell cycle applications in animal cell biotechnology.

The cell cycle model (G1-event model) currently ac-
cepted by authors of the major cell and molecular biology
books (1–4) describes the cell cycle as discrete phases con-
trolled by cell cycle proteins interacting with each other
and directing cellular events including DNA synthesis and
cell division. However, the validity of this model and the
interpretation of many experiments that underpin the cur-
rent established view of the cell cycle and cell cycle regu-
lation have been questioned (5,6). The proposed alterna-
tive, the continuum model, suggests that the cell cycle does
not exist as currently recognized but takes the form of a
continuum from one cell division to the next, rather than
discrete phases with discrete groups of regulatory proteins.
A hypothetical initiator of DNA replication is synthesized
by the cell during all phases of the cell cycle, and its con-
centration reaches a critical level that initiates DNA syn-
thesis. Thus the cell can control its rate of division by reg-
ulating the amount of initiator. Nevertheless, until
discussion of these competing models is concluded, with
perhaps more work to determine the correctness and ap-
plicability of the continuum model, it is only reasonable to
accept the weight of evidence for the established view of
the cell cycle and its regulation. Thus the established
model is summarized here and is the basis for the process
biotechnology applications that are described.

The pathways of cell cycle regulation are, unsurpris-
ingly perhaps, shared with another important cell process:
apoptosis, or “programmed cell death,” which is, in effect,
the opposite of the cell proliferation cycle. Because the cell
cycle and apoptosis share some common pathways, regu-
latory imbalance can lead to cancer in multicellular organ-
isms (7). Regulation of the cell cycle is also crucial in em-
bryology and ontogeny, where features such as limb
formation, tissue differentiation, and growth are a function
of the balance between proliferation and apoptosis. There-
fore, much of the cell cycle (and apoptosis) literature is
from the field of biomedical science, particularly cancer
and anticancer chemotherapy research. General texts, as
well as much of what is written here, provide a consensus
of information describing a hypothetical typical cell and
thus, by implication at least, describe what is true of all
eukaryotic cells.

THE CELL CYCLE

Overview

The cell cycle and its control mechanisms are highly con-
served, so most of what is described in general terms for a
“typical mammalian cell” is also true for other animal cells,
such as insect and plant cells, although there is the obvious
exception of the cell wall and its effect on cell division. The
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Figure 1. (a) A simple diagrammatic representation of the cell
cycle. G0, gap phase 0; G1, gap phase 1; S, synthesis phase, in
which the DNA and cell cytoplasmic components are duplicated;
G2, gap phase 2; M, cell division by mitosis (or meiosis); R, restric-
tion point (check point). (b) A simple diagrammatic representation
of cyclin and cyclin-dependent kinase activation during cell cycle
traverse. A, cyclin A; B, cyclin B; D, cyclin D; E, cyclin E; 1, cyclin-
dependent kinase 1 (homologous to cdc2); 2, cyclin-dependent ki-
nase 2; 4, cyclin-dependent kinase 4; 5, cyclin-dependent kinase 5.

cell cycle and its control in yeast are essentially similar to
but much simpler than the analogous mechanisms in
higher eukaryotes; where one protein pair exerts a partic-
ular control function in a yeast, several may be required
for the same function in an animal cell. As a result of this
less complex system and the fortuitous discovery of cell
cycle control mutants (cdc mutants) in which the cell cycle
is inhibited at specific stages, many early discoveries about
cell cycle control were made using the budding yeast Sa-
charomyces cerevisiae and the fission yeast Schizosacchar-
omyces pombe. Subsequent research has shown homology
between cell cycle control proteins in yeast and those in
mammalian cells.

However, the bacterial cell cycle is markedly different
from the eukaryotic cell cycle, and its control mechanisms
are (to date) less well understood than the analogous pro-
cesses in eukaryotes. Given a hypothetical typical bacterial
cell, its structure and thus the function of its cell cycle are
very different from those of a eukaryotic cell. Bacteria, like
all cells, are enclosed in a cytoplasmic membrane, but in
addition, they have a cell wall outside the cytoplasmic
membrane. Within the cell there are no organelles, only
free ribosomes and the nucleus, which is actually an area
that contains DNA but is not segregated from the cyto-
plasm by a membrane. The entire genome is contained in
a single, circular, double-stranded DNA chromosome; one
strand is a closed circle and the other is open. There are
no histone or similar DNA-associated proteins; instead
there is a relatively high proportion of small, basic poly-
amines whose function may be to counteract the acidity of
the DNA. The “joint” in the closed DNA strand, the origin
of replication, is attached to a mesosome, an invagination
of the cytoplasmic membrane. When DNA replication
starts, the 5� end of the open strand attaches to the cyto-
plasmic membrane and starts to form a second mesosome;
meanwhile, the DNA unwinds in one direction from the
origin of replication and splits into two single strands to
form a replication fork. As the replication fork progresses
along the chromosome, complementary strands of DNA are
synthesized until two daughter chromosomes of double-
stranded DNA are formed, each with an origin of replica-
tion attached to its mesosome. While the chromosome rep-
licates, the cytoplasmic membrane and cell wall are
synthesized in the region between the two mesosomes, en-
larging the cell. After chromosome replication, a septum
forms across the middle of this region, finally separating
the two daughter cells. However, it takes about 40 minutes
to duplicate the single chromosome; hence, to allow dou-
bling times as low as 20 minutes, each daughter chromo-
some must start to replicate in exactly the same way before
the parent has finished replication. Thus instead of one
there will be three origins of replication operating at once.
In addition, when the doubling time of a culture is less
than about 40 minutes, DNA synthesis is continuous, so it
may be that DNA replication and cell division cycles are
independent in bacteria (8). However, despite the essen-
tially continuous DNA synthesis and cell division shown
in the fast-growing cultures likely to be used in process
biotechnology, it has recently been shown (9) that slowly
growing Escherichia coli cells (doubling time up to 5 hours)
display cell cycle phases analogous to eukaryotic G1, S, and

G2 phases, vide infra, followed by cell division. Further-
more it was shown that initiation of DNA replication was
related to cell mass. Two genes, seqA and dnaA, were
shown to be involved in the regulation of replication initi-
ation; gene mutants exhibited decreased and increased
mass, respectively, at initiation of replication. Recent work
with Caulobacter (10) described a protein, CtrA, that has
sequence homology with response regulatory proteins in
other bacteria including E. coli and is involved in cell cycle
control including cell division, and cell cycle–specific tran-
scription. It was proposed that CtrA is part of a phospho-
relay signal transduction system responsible for transcrip-
tional-level control of bacterial cell cycle events.

The mammalian cell cycle is best described by illustra-
tion (Fig. 1a). Starting from a recently divided daughter
cell, untransformed, or “normal,” cells may enter gap
phase 0, or G0. This is an offshoot from the cell cycle in
which cells may remain viable and nondividing but retain
the potential to divide given the appropriate stimulus. A
cell, depending upon its type, can remain out of the cell
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cycle, in G0, for extended periods but can return to gap
phase 1, or G1, due to cell maturation after a certain time
has elapsed, after a critical mass/size is reached, or as a
response to an external stimulus. In contrast, cells from
continuous, sometimes called established or immortal, cell
lines and transformed cells (which includes most animal
cells used in biotechnology) do not enter G0 after division
but restart their cell cycle after mitosis by progressing di-
rectly to G1. During G1, cells prepare to duplicate them-
selves. When a cell enters the synthesis, or S phase, it
starts to precisely and accurately duplicate its genome by
synthesizing DNA and the associated nuclear protein com-
ponents, so that daughter cells carry a genome identical to
each other and to the parent. During this time, ribosomes,
mitochondria, endoplasmic reticulum, and all the other
subcellular organelles are also replicated in preparation
for cell division. Thus by the end of S phase, a normally
diploid (2n) cell will be tetraploid (4n), containing enough
DNA (and cellular components) for two cells. After S phase,
the cycling cell enters the second gap, or G2, phase. During
G2 the cell synthesizes the proteins required to direct chro-
mosome segregation and cell division in the following mi-
tosis, or M phase. After mitotic division the daughter cells
return to G1 at the beginning of a new cell cycle or exit the
cycle to G0. In a typical cell cycle of 24 hours’ duration, G1

would last 10 hours, S phase 9 hours, G2 would last 4
hours, and mitosis 1 hour. However, the duration of the
cell cycle varies both between cell lines and between indi-
vidual cells within the same culture. Variation in cycle
time is usually due either to cells exiting the cycle and
arresting in G0 or to a variation in the duration of G1. It
has been suggested that the intercellular variability of the
postmitotic early G1 period is smaller than that seen with
initiation of DNA replication (presynthetic late G1) (11). It
is also postulated, by the same author, that cells that make
the “yes or no” decision in the postmitotic early G1 period
about whether to proceed through the cell cycle also have
the capacity to decide, in the presynthetic late G1 period,
when the cell will enter S phase. Heterogeneity in the du-
ration of G1 is the main reason why a synchronized culture
loses synchrony with time to the extent that the culture is
completely asynchronous within three or four cell cycles.

This apparently simple cell cycle is subject to complex
control mechanisms. Some of the molecular pathways have
been understood only in recent years and there may be
others that have not yet been described. Mammalian cells
periodically transcribe cell cycle genes that encode proteins
directly involved in cell cycle regulation. These include the
cyclins and the cyclin-dependent kinase (Cdk) families.
The cyclin-dependent kinases are phosphorylating en-
zymes that are inactive when not associated with an ap-
propriate cyclin; it is the associated cyclin that determines
the substrate specificity of the complex. The activity of this
heterodimeric complex is then regulated by phosphoryla-
tion/dephosphorylation of specific activation and/or inhi-
bition sites, as well as by further binding with inhibitory
proteins. Many of the cyclins, cyclin-dependent kinases,
and related regulatory proteins are expressed or form ac-
tive complexes only during particular cell cycle phases.
Cdk4–cyclin D1 drives cells through mid G1, Cdk2–cyclin
E drives late G1, Cdk2–cyclin A controls entry into S phase,

and Cdk1–cyclin B drives the G2–M transition; their
phase-related activities are summarized in Figure 1b and
Table 1. Others, including Cdk4 (13,14) are expressed
throughout the cell cycle. The noncyclic proteins exert their
cell cycle–controlling effects by association with phase-
specific cyclins or cyclin-dependent kinases, association
with Cdk-cyclin inhibitors, and specific amino acid phos-
phorylation/dephosphorylation to form active complexes in
specific phases. A family of genes encoding proteins related
to the retinoblastoma susceptibility gene, RB, and genes
for transcription factors including BYMB, E2F1, and JUN
are all induced in late G1 or early S phase and have been
shown to interact with cell cycle regulatory complexes. In
addition, there are restriction points in the cell cycle that,
once past, commit the cell to continuing the division cycle.
There are also check points where, in effect, the cell en-
sures that the previous phase has been completed properly
before proceeding or that there has been no DNA damage.
To continue to mitosis before the genome is properly du-
plicated, for example, would be catastrophic for the cell;
one if not both daughters would not be viable. It has been
suggested that induction of the p53 tumor suppressor gene
and its transcriptional activation of the Cdk inhibitor
p21WAF1/CIP1 with subsequent cell cycle arrest, following
DNA damage, allows time for DNA repair before entering
S phase (15). Activation of p53 in cells with unrepaired
DNA damage may lead to apoptotic cell death.

Gap Phase 1, or G1

G1 was originally thought to be a gap in the cell cycle—a
resting phase while the cell recovered from division before
starting a new cell cycle by synthesizing more DNA—al-
though this is now known not to be so. Rather, complex
control processes are preparing the cell to synthesize the
cellular machinery required for DNA synthesis in S phase.
There is also a “point of no return” near the end of G1 called
the restriction point (R), which is analogous to START in
yeast. Once cells pass this point they are committed to the
next stages of the cell cycle. Signals for passing this point
include adequate cell size and a favorable environment,
including the presence of growth factors. The transition at
the R point from growth-factor dependence to growth-
factor independence in normal cells, as opposed to cancer
or transformed cells, is likely to reflect a stringent growth
regulatory mechanism that is defective in the latter cell
types. Coordination between cell cycle commitment,
START (or R), and cell size, involving the G1 cyclins, has
been suggested as a regulatory mechanism for cell growth
in yeast. During early G1, immediately after G0 cells are
stimulated to reenter the cell cycle, a critical step occurs
involving the induction of cell cycle–specific genes includ-
ing myc, cyclin D, and fos, and Cdk genes. It is now ap-
parent that Cdk 2, Cdk 4, and Cdk 5, despite constitutive
expression of Cdk4 thoughout the cell cycle, start to com-
plex with cyclins D1, D2, and D3 and become active in
early to mid-G1 (possibly at a point when or soon after non-
cycling cells return from G0). The level of activation of the
G1 Cdk-cyclin complexes peaks at about R; so it is possible
that, by reaching a threshold activity, it is these complexes
that allow cells to pass R. Cdk2 also forms active complexes
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Table 1. Cyclin-Cdk Complexes, Stability, and Associated Proteins

Cyclin Associated Cdk Cell cycle activity Associated proteins Stability Degradation

A Cdk2 and cdc2 (Cdk1) S and G2 r M p107, E2F, p21, PCNA Unstable in mitosis Ubiquitin
B1 cdc2 (Cdk1) G2 r M (p21), (PCNA) Unstable in mitosis Ubiquitin
B2 G2 r M (p21), (PCNA) Unstable in mitosis Ubiquitin
C-type Cdk X ? ND ND PEST
D1 Cdk4(2, 5, 6) G1 pRb, p21, p27, PCNA, p16, p15 Rapid turnover PEST
D2 Cdk4(2, 5, 6) G1 pRb, p21, p27, PCNA, p16, p15 Rapid turnover PEST
D3 Cdk4(2, 5, 6) G1 pRb, p21, p27, PCNA, p16, p15 Rapid turnover PEST
E Cdk2 G1 and G1 r S p107, E2F, p21, PCNA and p27

after TGFb treatment
Rapid turnover

F ND ND
G ND ND
H Cdk7 All phases ND ND ND

Source: From Ref. 12: T. Hunter and J. Pines, Cell 79, 573–582 (1994), Copyright Cell Press, used with permission.
Note: ND, not determined; PCNA, proliferating cell nuclear antigen; TGFb, transforming growth factor b; PEST, proteins that contain sequences rich in
proline (P), glutamate (E), serine (S), and threonine (T).

with cyclin E starting from mid-G1 and peaking later than
the Cdk–cyclin D complexes, in other words, between R
and the G1–S phase transition.

The primary substrate of the cyclin D complexes is the
retinoblastoma tumor suppresser gene product pRB. Ac-
tive, unphosphorylated pRB complexes with and inhibits
the transcription factor E2F. When pRB is phosphorylated
and inactivated, the complex dissociates, releasing active
E2F; the cell cycle is not stopped at the G1 checkpoint, and
cells are allowed to proceed to S phase (16). E2F was orig-
inally characterized as an activator of the adenovirus early
region 2 transcription unit (16). It is now recognized that
E2F promotes the transcription of enzymes associated
with DNA synthesis (18,19). It has been proposed that the
cyclin E complex also phosphorylates pRB, with similar
effects (20).

Synthesis Phase, or S

The transition from G1 to S phase is marked by the tran-
scription (as already described) and activation of the many
synthetic enzymes required for cellular duplication, in-
cluding DNA polymerase �, thymidine kinase, and dihy-
drofolate reductase (DHFR) (21). This is followed by the
exact duplication of the genetic material and replication of
organelles and structural proteins. At the same time there
is a marked change in regulatory proteins activated. At the
onset of S phase, the activation of the G1-phase Cdk-cyclin
complexes decreases in the same temporal order as it in-
creased, and the complexes dissociate. As Cdk2 disassoci-
ates from cyclins D and E, it complexes with cyclin A,
which starts to be synthesized at about the G1–S transi-
tion. The Cdk2–cyclin A complex retains its activity until
the end of S phase. Disruption of cyclin A function inhibits
DNA synthesis, suggesting that a threshold activity of the
Cdk2–cyclin A complex is essential for the maintenance of
S phase.

Gap Phase 2, or G2

As with G1, G2 was originally thought to be a gap in the
cell cycle—a resting phase while the cell recovered from
DNA synthesis before dividing. This has now been shown

not to be so, although G2 remains analogous to G1 in that,
once the appropriate control signals are received, genes
encoding for the proteins responsible for cell division are
transcribed and ready for cell division. At the end of S
phase the activity of the Cdk2–cyclin A complex decreases
as the components dissociate. Cyclin A and cyclin B then
form complexes with Cdk1 (also often referred to as cdc2
because of its homology with the product of S. pombe cell
division cycle gene 2). It is these complexes, increasing in
activity throughout G2 and continuing into mitosis, that
mediate activation of the cell division machinery. At the
transition point between G2 and M is a second check point
that, in effect, ensures that the cells are big enough, the
environment is favorable, and DNA synthesis has been
fully and accurately completed before the cell continues to
mitosis and division.

Mitosis, or M: Cell Division

Mitosis is the division of one normally diploid, or 2n, so-
matic cell into two genetically identical (both to each other
and the parent) cells. Mitosis, like the cell cycle itself, dis-
plays distinct phases that are best represented diagra-
matically (Fig. 2). When the cell leaves interphase at the
end of G2, it enters prophase. The nucleolus disappears
(disperses), and nuclear DNA condenses into chromo-
somes. Following DNA synthesis in S phase, a normally
diploid (2n) cell is now tetraploid (4n) and contains an iden-
tical pair of each chromosome, which in turn is organized
as a pair of identical chromatids joined to each other at the
centromere. During late prophase, the nuclear envelope is
broken down. At the same time, the centrioles divide; one
pair migrates to each cell pole with spindle fibers, which
are microtubular structures, linking each pair. The tran-
sition from prophase to metaphase is marked by alignment
of all the chromosome pairs on an equatorial plane, the
metaphase plane, with their centromeres connected to
each polar centriole pair by spindle fibers. The cell pro-
gresses into anaphase when the chromosomes separate
and one chromatid from each homologous chromosome
pair migrates along the spindle fibers toward each centri-
ole. In the next phase, telophase, when the chromatids (one
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Figure 2. A simple diagrammatic representation of mi-
tosis.

from each homologous chromosome pair) arrange at each
pole, the spindle fibers depolymerize, and cytokinesis (di-
vision of cytoplasm) begins as a cytoplasmic cleavage fur-
row begins to form. Further changes follow: the cytoplasm
cleaves completely, chromosomes uncoil, the nuclear en-
velope reforms around each nucleus, and the nucleoli reap-
pear to give two genetically identical daughter cells in in-
terphase. The final telophase changes, in which the
cytoplasm divides and the cells separate, are markedly dif-
ferent in plant cells and in animal cells due to the con-
straints of the rigid cellulose cell wall. As with other cell
cycle phases, Cdk-cyclin complexes perform a major regu-
latory function in mitosis. The activity of Cdk1–cyclin A
and Cdk1–cyclin B, which started in G2, continues to in-
crease until the middle of mitosis, at the metaphase–
anaphase boundary. At this point the activity of both com-
plexes declines abruptly to zero, allowing the cell to
complete mitosis. It is also thought that the rapid decrease
in G2 cyclin-Cdk complexes is necessary for cells to start a
new cell cycle at G1.

Meiosis. Although unlikely to be encountered in process
biotechnology, it is useful to point out that germ cells may
undergo an alternative form of division to form zygotes,
which may also be considered to be a form of terminal dif-
ferentiation, called meiosis. Assuming a normally diploid
(2n) cell, initial cell division occurs exactly as in mitosis
until the end of anaphase, or in this case the first meiotic
anaphase. At telophase the cell may divide or partially di-
vide and enter a brief meiotic interphase comprising two
identical diploid (2n) daughter nuclei (if not cells). Other-
wise the cell progresses directly to the second meiotic pro-
phase. Now there is only a single copy of each chromosome,
still comprising two chromatids. During the second meiotic
anaphase, the chromatids separate again to each of four
poles. The cell then progresses to (the second meiotic) tel-
ophase and on to interphase to give four haploid (n) daugh-
ter cells instead of the two diploid (2n) cells produced by
mitosis.

Gap Phase 0, or G0

The term G0 was first used in the early 1960s when three
types of cell were recognized: static cells, incapable of fur-
ther division (for example, a terminally differentiated
adult neurone); renewing, constantly dividing cells (for ex-
ample, bone marrow cells); and conditionally renewing
cells, which do not normally divide but can respond to an
appropriate extraordinary stimulus (for example liver cells
starting to proliferate after partial hepatectomy). G0 is
used to describe this last category of cells, which have
“opted out” of the cell cycle after a mitosis because of, for
example, growth factor depletion. In this circumstance, in
contrast, transformed or tumor cells do not enter G0 but
continue through the cell cycle until they die through nu-
trient exhaustion, often by apoptosis. It has been argued
that G0 should not be used to describe cells, for example,
in the stationary phase of a hybridoma, or CHO batch cul-
tures, which are in a pseudo-steady-state of growth and
death due to nutrient depletion and/or accumulation of
toxic metabolites. Unlike the normal cells, they have not
downregulated themselves; they have been closed down by
their environment. Cells that lose their ability to respond
to growth factor depletion or do not exit the cell cycle to G0

may have a defective G1 program, which is different from
the cyclin-Cdk4-pRB phosphorylation mechanism involved
in R regulation in normal cells. However, G0 is commonly
used today, some claim inappropriately, to describe any cell
(containing a G1 amount of DNA) that is not expected to
proceed to S phase for any reason, including the result of
any means of artificial interference with the cell cycle.
Markers of G0 include reduced RNA, reduced ribosome
content, and an absence of cyclins D and E (22).

External (Environmental) Influence on the Cell Cycle

Extrinsic cell cycle regulation may be considered at two
levels. At the more basic level is the effect of the physical
environment and nutrient availability; the more complex
level of extrinsic cell cycle control is through growth fac-
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tors. The physical environment has a great effect on the
cell cycle. When temperature is reduced from the optimum,
the length of the cell cycle increases, and growth rates slow
down. When temperature exceeds the optimum, even by a
few degrees, profound changes in cell behavior occur, in-
cluding the expression of heat shock proteins, and cells
eventually die. Alternatively, if appropriate nutrients such
as amino acids and glucose are not available in the me-
dium, cell cycle duration and even progression will be in-
fluenced due to lack of energy and the precursors for pro-
tein and DNA synthesis.

Serum starvation, in the presence of appropriate nutri-
ents and physical conditions, may also affect the cell cycle,
but this is more likely to be caused by the absence of spe-
cific growth factors that serum provides. Most, if not all,
cell lines were originally grown in medium containing ani-
mal serum, usually newborn or fetal bovine serum. The
main contribution to the cell cycle and, hence, growth of a
culture from these undefined and heterogeneous supple-
ments is the supply of growth factors that promote or en-
hance the cell cycle. Thus, because G0 cells reenter the cell
cycle as a result of serum addition, serum is regarded as a
source of positive regulatory growth factors. The presence
of growth factors in the environment, their binding to spe-
cific transmembrane receptor proteins, and subsequent
signal transduction effects changes in cellular processes,
including the cell cycle. Expression of cyclin D, important
in progression through G1, is induced by growth factors
(23). These effects are cell-type dependent because cells do
not all express the same growth factor receptors. Further-
more, different cell types/lines may not only require dif-
ferent individual growth factors but may require a specific
cocktail for optimal proliferation. Fibroblast growth, for ex-
ample, requires growth factors including fibroblast growth
factor (FGF), epidermal growth factor (EGF), and platelet-
derived growth factor (PDGF). Other growth factors that
promote cell division include insulin-like growth factor
(IGF) I and II, macrophage–granulocyte colony stimulat-
ing factor (G-CSF), and endothelial cell growth factor. Each
growth factor stimulates a specific receptor on the plasma
membrane, which in turn activates protein kinases, many
of which phosphorylate tyrosine residues on their sub-
strates, so they are generically called tyrosine kinases.
Subsequent signal transduction by phosphorylation/
dephosphorylation cascades can lead to an increased rate
of protein synthesis, influence the activity of DNA topoiso-
merase, or modify the glucose transport system—all with
the similar effect of promoting cell division. Transformed
cells are known to have a reduced (or no) requirement for
external growth factors compared with normal cells. How-
ever, through adaptation of cell lines and extensive devel-
opment of medium formulation, many cells can now be
grown in protein-free medium, indicating that it is possible
to bring about cell proliferation and support long-term cul-
ture in media free of (extrinsic) growth factors, hormones,
and other contaminating proteins. This absence of extra-
neous protein is particularly important in large-scale pro-
cess biotechnology for facilitating downstream processing
and product recovery.

It is commonly accepted that the accumulation of toxic
metabolites (ammonia and lactate, for example) inhibits

culture proliferation. However, in addition to the positive
growth-promoting (cell cycle–promoting) factors, there are
also negative, growth-inhibiting factors, although these
may be the same growth factors displaying opposite effects
under different conditions. Transforming growth factor b1
(TGF-b1), in addition to its strong positive stimulatory ef-
fect, has been shown to produce a density-independent
negative response that prolongs G1 in the NIH-3T3 mouse
embryo cell cycle and has a similar effect on mortal human
fibroblasts (24).

METHODS FOR DESCRIBING THE CELL CYCLE

Mitotic Index

There are three main approaches to describing the cell cy-
cle. The first and most historically established approach is
to determine the percentage of cells in mitotic cell division.
This method, called the mitotic index, is simple and can be
applied to attached cells grown on a microscope slide or
any other appropriate substratum, as well as cells in sus-
pension. There are many fixation and staining methods
described in any textbook of cytology methods, from which
a protocol appropriate to animal cell biotechnology can be
selected. A generic protocol is as follows. Take cells grown
on a glass microscope slide (or coverslip) or prepare a
smear of suspended cells on a microscope slide, using an
attachment agent such as polylysine if necessary. Fix the
cells with a fixative appropriate to the proposed staining
method. Stain the cells with either a standard cytological
or histological stain that differentiates DNA, such as Feul-
gen staining, or alternatively, stain with a fluorescent DNA
stain such as ethidium bromide (EB), Hoechst 33258, or
DAPI. Examine stained slides by conventional or fluores-
cence microscopy, as appropriate; count the number of nu-
clei in mitosis and express the result as a percentage of the
total. A recent publication, investigating mitosis in a hy-
drodynamically stressed environment, described the use of
the fluorescent DNA-intercalating stain propidium iodide
(PI) with cells fixed with 3:1 ethanol:glacial acetic acid, fol-
lowed by fluorescence microscopy (25). A major disadvan-
tage to measuring the mitotic index is that, although it
gives information about cell division in M phase, it can give
no information about the other cell cycle phases or their
associated processes. Measuring the mitotic index also ex-
hibits disadvantages common to all manual microscopic
methods, including sampling error because a small pro-
portion of the total population is examined, and interob-
server variation resulting from subjective discrimination
between mitotic and interphase cells. Furthermore this
slow and labor-intensive method is not appropriate for on-
line automation or use in integrated process control.

Labeled Nucleotide Uptake in S Phase

An alternative approach for describing the cell cycle is to
document the incorporation of labeled nucleotide into nu-
clear DNA during S phase. This method relies on
[3H]thymidine incorporation followed by autoradiography
and can be used in one of two ways: continuous labelling,
in which the cells are exposed to the label for a fixed time,
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usually 24 or 48 h followed by analysis at that time; or
pulse–chase labeling, in which the cells are exposed to the
label for a short pulse (0.5–1 h), then analyzed at regular
intervals for 24–48 h. Continuous labeling gives informa-
tion about the growth fraction of a culture, which is the
percentage of the cells that are in the cell cycle during the
labeling period. However, this information is not likely to
be of great use to the process biotechnologist because most
cells under optimum conditions, when viability is close to
100%, will also have a growth fraction close to 100%. A
simple generic protocol for continuous labeling is as fol-
lows: [3H]thymidine is added to the culture medium, and
the culture continues for a specified period; cells are fixed
and subjected to autoradiography; when the autoradio-
graph has developed, the number of radiolabeled nuclei is
counted and expressed as a percentage of the total.

In contrast, pulse–chase labeling is used to determine
the average duration of each cell cycle phase. A generic
protocol for [3H]thymidine pulse–chase labeling is as fol-
lows: [3H]thymidine is added to the culture; after a short
period (1–2 h), cells are removed to fresh medium without
[3H]thymidine; the culture is sampled regularly at times
greater than the length of one cell cycle (24–48 h); each
sample is subjected to autoradiography; and the number
of labeled mitoses is counted as a percentage of the total.
The average duration of G2, S, M, and the total cell cycle
is measured from the plot of labeled mitoses against time,
then G1 is calculated. Details of using [3H]thymidine in-
corporation for determining growth fraction and cell cycle
phase duration are summarized elsewhere (26). As with
the mitotic index, any autoradiographic technique exhibits
inherent disadvantages including sampling error because
a small proportion of the total cell population is examined;
the technique is slow, labor intensive, and not appropriate
for on-line automation or use in integrated process control;
and the use of radioisotopes requires additional contain-
ment and waste disposal facilities.

In recent years the thymidine analogue bromodeoxyuri-
dine (BrdU) has been used as a safer, nonisotopic alter-
native to [3H]thymidine for DNA labeling. BrdU can be
used in exactly the same way as [3H]thymidine, as either
a continuous or pulse–chase label. The only difference in
the protocol is that BrdU incorporation is detected by im-
munostaining with fluorescent anti-BrdU antibodies fol-
lowed by fluorescence microscopy instead of autoradiog-
raphy, so the method still suffers the disadvantages of any
manual microscopic method. Alternatively, BrdU incorpo-
ration can be measured by flow cytometry, vide infra.

Measuring DNA Content

The third and probably easiest approach to adopt for cell
cycle analysis is to measure the DNA content of each cell
in a population by flow cytometry and thus determine the
proportion of cells in G0/G1, S, and G2/M at the time of
sampling. A major and obvious advantage to this approach
is that heterogeneous nonsynchronized cultures can be an-
alyzed easily and rapidly, with the useful bonus that
sub-G1 apoptotic populations can also be identified. Other
advantages include minimizing sample error by analyzing
a large number of cells, and minimal interobserver varia-

tion because of the objective discrimination between G1,
G2, and S cells. Furthermore, the method is appropriate
for near on-line automation and use in integrated process
monitoring or control. Although this approach is not able
to resolve G0/G1 or G2/M because DNA content is the same,
this is of little concern in most process biotechnology ap-
plications because the (transformed) cells commonly used
do not enter G0. Furthermore the G2/M cell subpopulation
can be resolved, if necessary, by measuring the mitotic in-
dex of the population (as already described) to determine
the proportion of cells in M phase.

Flow Cytometry for Cell Cycle Analysis

Flow cytometric cell cycle analysis by measuring DNA con-
tent may follow any one of many protocols. A generic pro-
tocol is as follows: fix/permeablize the cells; stain with a
fluorescent DNA stain; measure stained DNA content by
flow cytometry; and analyze data by simple gating or using
dedicated cell cycle analysis software. Variations include
pretreatment of cells; altered fixation/permablization pro-
tocols; postfixation treatment of cells; different stains, al-
though stains such as PI or EB, which intercalate into
double-stranded nucleic acid, are commonly used; and
methods for data analysis. A typical flow cytometric mea-
surement of PI-stained DNA in ethanol-fixed recombinant
CHO cells and the subsequent cell cycle analysis, using
software based on a polynomial S-phase algorithm with an
iterative nonlinear least squares fit, is shown in Figure 3.
By fitting the G1 and G2 peaks as Gaussian distributions,
and the S-phase distribution as a Gaussian broadened dis-
tribution, the cell cycle phase distribution can be decon-
voluted.

Flow cytometry can also be used with BrdU incorpora-
tion to measure the growth fraction or to determine aver-
age cell cycle phase times. For flow cytometric analysis,
BrdU incorporation can be detected by either fluorescent
immunostaining or its quenching effect on Hoechst DNA
stains. Thus BrdU incorporation can be analyzed simul-
taneously with DNA content. The advantage of this
method is that it can recognize arrested but non-DNA-
synthesizing cells during S phase. Cell size and/or protein
content can also be analyzed simultaneously to give fur-
ther related information. Again, there are many variations
on a theme, details of which and other flow cytometric
methods for cell cycle analysis have been summarized else-
where (27). Flow cytometry is also very useful for analyz-
ing specific cell cycle–related proteins, following appropri-
ate fluorescent immunostaining. For example, the absence
of cyclin D or E in G0 cells, shown by flow cytometry, has
been used to distinguish G0 from G1 cells (22), and flow
cytometric measurement of the Ki67 nuclear antigen has
been shown to correlate with [3H]thymidine and BrdU in-
corporation (28). Multiparameter flow cytometric analysis
of G1 and G2 cyclin expression and DNA content has also
been shown to be a useful tool in cell cycle analysis (29)
because G1 cells can be differentiated from G0 cells, and
cells with unusual karyotypes (for example, G1 tetraploid)
can be distinguished from G2 diploid cells. Flow cytometry
can also be applied to investigating the relationship be-
tween the cell cycle and recombinant protein expression in
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Figure 3. (a) Typical flow cytometric measurement
of fluorescent (propidium iodide–stained) DNA con-
tent in recombinant CHO cells. (b) Resolution of cell
cycle fractions from the fluorescent DNA content of
recombinant CHO cells, using dedicated cell cycle
analysis software (Multicycle�, Phoenix Flow Sys-
tems).
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economically important cell lines as a means of optimizing
medium and environmental conditions for successful com-
mercial operation.

THE IMPORTANCE OF THE CELL CYCLE IN PROCESS
BIOTECHNOLOGY

Culture Proliferation and Growth

The cell cycle is the means by which a culture proliferates.
Cell division and cell death, both active programmed cell
death (apoptosis) and passive necrosis, are responsible for
the change in the number of cells present. In addition to
the cell cycle control genes, the transcription of genes cod-
ing for proteins involved in nucleotide and DNA synthesis
is also cyclic. However, the progress of the cell cycle is

costly in nutrient utilization and energy expenditure, par-
ticularly during S phase, which is when the nucleic acid
content of the cell is duplicated, but also during other
phases because regulatory proteins are continuously syn-
thesized and degraded. In theory it should be possible to
arrest cells, in other words, stop them from cycling, thus
preventing the “wastage” of energy and nutrients that
could otherwise be directed into product synthesis. The
maintenance energy model (30) states that energy (as
adenosine triphosphate [ATP]) consumption is divided into
that needed for cell growth (cell cycle progression, as de-
termined by increase in cell number) and that needed for
cell maintenance. Based on this model it has been deter-
mined that the maintenance energy requirement of a hy-
bridoma is 14.4 � 10�9 mmol ATP/(cell day) at a specific
growth rate (l) of 0.66 per day (31), corresponding to 62%
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of the energy (ATP) consumed. These values were con-
firmed by work that showed that the maintenance energy
requirement of the same cells under slightly different nu-
trient and specific growth rate conditions was 11.4 � 10�9

and 12.0 � 10�9 mmol ATP/(cell day), again, correspond-
ing to approximately 60% of the estimated ATP consump-
tion rate (32). These observations agree with the value of
65%, which was determined as the proportion of energy
consumption used for maintenance by mouse LS cells
grown at l � 0.60 per day (33). Thus it is apparent that
about two-thirds of the energy used by a culture is for its
own maintenance, and this proportion is not likely to be
readily altered. However the remaining third, which is
used for growth (and product elaboration), may be ex-
ploited. If the growth (cell cycle progression) requirement
was removed, all of the remaining resources could be di-
rected toward product elaboration, or alternatively, cul-
tures would require up to one-third less energy and nutri-
ent resources for the same product yield.

Two main approaches have been used to prevent cells
from cycling. The first is chemical blockade. For example,
the addition of thymidine to culture medium causes cells
to arrest at the G1–S phase boundary, so cells accumulate
in G1, and specific productivity increases. However, this
production advantage is short lived because the imbal-
anced growth state leads to culture death (usually by apop-
tosis) within a few days of the onset of the chemical block-
ade (D. C. Edwards and M. Al-Rubeai, unpublished data,
1997). The second approach is not to arrest the cell cycle
but to substantially reduce its progression by reducing the
culture growth rate. Using a custom-built total cell recycle
bioreactor system, where the growth rate of a mouse hy-
bridoma was substantially reduced (l �0.05 lmax), Flick-
inger et al. (34) showed that specific monoclonal antibody
secretion remained constant as the specific growth rate de-
creased. This demonstrated that production could be un-
coupled from growth (cell cycle progression), although
there was no evidence that the energy saved by substantial
(�95%) reduction of growth was diverted into production.
However, using this method for production-scale processes
may have the advantage of less medium (energy/nutrient)
expenditure per unit product, although the total product
yield per unit of production (from each bioreactor) would
not be increased. Furthermore, questions of product fidel-
ity, especially with respect to glycosylation, are raised
when growth is limited by the stress of nutrient depriva-
tion or limitation.

Until recently, these were the only means available for
controlling the cell cycle (i.e., preventing cycle progres-
sion). In 1997, Fussenegger et al. (35) described a novel
cytostatic process that enhances productivity. This was
achieved by adopting a completely different approach com-
pared with previous work. Metabolic engineering was used
instead of the application of an external stress to the cells
to prevent cell cycle progression. A series of transient CHO
transfects was produced containing inducible dicistronic
expression vectors, each of which contained a model prod-
uct gene (human secretory alkaline phosphatase [hSEAP])
and a tumor-suppressor gene coding for an intracellular
regulator of cell cycle progression (either p21, p27, or a
mutant p53 [p53175P] that is said to have lost its proapop-

totic properties while retaining its cell cycle regulation
properties (36)). When the expression vector was induced,
cells arrested and began to accumulate in G1. The arrested
cells showed a fourfold increase in hSEAP production com-
pared with cells transfected with a control expression vec-
tor coding for the product only. Using stable dicistronic
transfects, only p27 overexpression successfully induced
cell cycle arrest (in G1), but with it came a 10-fold increase
in specific hSEAP productivity (35). Building on the suc-
cess of these discistronic vectors, the tricistronic
pBluescript�-based pTRIDENT family of vectors was de-
veloped (37), allowing the possibility of a single stable
transfection coding not only for a product but also for cell
cycle control (cell cycle arrest) and enhanced culture sur-
vival using an antiapoptosis oncogene such as bcl-2 or
bcl-xL (38–40). Subsequent work with pTRIDENT vectors
containing genes encoding for hSEAP with either p21 and
the CCAAT/enhancer binding protein � (which induces
and stabilizes p21 (41,42)) or p27 and Bcl-xL showed even
greater benefit, with specific productivities increased 15-
and 30-fold, respectively, with respect to proliferation-
competent controls (43).

Production in Relation to Cell Cycle Phase

It is important not to confuse the relationship between cell
cycle phase and productivity with the relationship between
cell cycle arrest and productivity. The substantial in-
creases in productivity from the metabolically engineered
transfects just described are most likely to exist because
the arrested cells do not need to devote resources to bio-
mass production (35). This section addresses the situation
in “simple” recombinant cells that may be grown in stan-
dard industrial processes such as batch, continuous, or
draw-and-fill semicontinuous culture modes. Determining
the relationship between cell cycle phase and productivity
is important for developing automated on-line (or near on-
line) process control strategies. These strategies will be
based on models that, in addition to the basic parameters
of pH, dO2, cell density, and so forth, must incorporate in-
formation concerning cell state, including cell cycle phase
and its effect on productivity.

It has been shown that specific monoclonal antibody
production by a synchronized mouse–mouse hybridoma
culture is maximal during G1; furthermore, the specific ac-
tivity increases when the cell cycle is arrested and cells are
maintained in late G1 (44). However, apparent specific pro-
ductivity also increases when the culture declines (viabil-
ity decreases); this is the result of substantial passive re-
lease of intracellular product into the culture medium from
dead and dying cells. Phase dependence was also found in
recombinant CHO cells transfected with an expression vec-
tor containing dhfr and lacZ genes; the former was con-
trolled by an SV40 promoter, and the latter was controlled
by the constitutive hCMV promoter (45). In this study, the
nonsecreted product, b-galactosidase, was produced almost
exclusively during S phase. Furthermore, cell cycle arrest
in S phase, by specific inhibition of DNA polymerase, did
not inhibit transcription or translation and thus had no
effect on b-galactosidase expression.

However, the literature on the relationship between cell
cycle and protein expression, summarized in Table 2, is
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Table 2. Variation in Phase Expression of Different Products with Cell Line and Promoter

Cell line Promoter Product Phase expression Ref.

Mouse leukaemia Endogenous DHFR Aphasic 46
CHO Endogenous DHFR Aphasic 47
Human osteosarcoma Endogenous DHFR Aphasic 47
Mouse embryo fibroblast Endogenous DHFR Aphasic 47
Human prostate epithelium Endogenous PSAP All except early G1 48
Hybridoma Endogenous MAb G1/G0 (mainly) 49
CHO AMLP DHFR G1 (mainly) 50
Hybridoma Endogenous MAb G1/S 44
Mouse plasmacytoma Endogenous Immunoglobulin Late G1/early S 51
Human lymphoid cell Endogenous Immunoglobulin Late G1/S 52
CHO Endogenous DHFR G1/Sa 22
Mouse leukemia Endogenous TMPS S 46
CHO CMV b-Gal (lacZ) S 45
CHO SV40 tPA S (mainly) 50
CHO SV40 IFN-c S 53
Mouse L-cell MMTV b-Gal (lacZ) S (predominantly) 54
CHO Endogenous DHFR S 55
Rat adenocarcinoma Endogenous tPA Shortly after S 56
Rat adenocarcinoma Endogenous uPA Shortly after S 56
CHO Endogenous PA G2/M 57

Note: DHFR, dihydrofolate reductase; CHO, Chinese hamster ovary; TMPS, thymidine monophosphaste synthetase; MAb, monoclonal antibody; PSAP,
prostate-specific acid phosphatase; AMLP, adenovirus major late promoter; CMV, cytomegalovirus; b-Gal (lacZ), b-galactosidase (product of the Escherichia
coli lacZ gene); SV40, simian virus 40; tPA, tissuelike plasminogen activator; IFN-c, interferon-c; uPA, urokinase-like plasminogen activator; PA, plasminogen
activator.
aGene expression activates at G1–S transition.

inconsistent. Different researchers have shown that prod-
uct expression (or the maximum rate of expression) is re-
lated to different cell cycle phases. In addition, others have
shown that product expression is aphasic. These observa-
tions do not necessarily contradict each other and may be
a true reflection of the systems used, because a variety of
cells, products, and constructs were studied. Cell cycle–
dependent product expression may not be universal and
could vary with cell type or cell line, the construction of the
expression vector, the nature of the recombinant gene ex-
pressed, or the promoter/enhancer used to drive product
expression. Other variables may include posttranscrip-
tional regulation (mRNA level), product gene copy number,
and even the culture mode, (e.g., whether the cells are at-
tached to a substrate or are free in suspension) may be
relevant. However, there are two potential flaws in study-
ing cell cycle–related productivity: synchronizing cells us-
ing chemical means, such as thymidine block or nutrient
starvation, and comparing cells of different phases from
the same culture that are separated in time. The two prob-
lems often go together, for example, following a culture for
a day after release from thymidine block. The difficulty
with the former is that the chemical stress used (what ever
its nature) may, in addition to its desired effect of cell syn-
chrony, directly cause perturbations in productivity that
could wrongfully be ascribed to the cell cycle. The difficulty
with the latter is simply that if two cell populations from
a culture are separated in time, they are also separated in
environmental conditions; recent work (58) has shown that
the effect of medium condition is dominant to any cell cycle
effect on productivity. The effect of temporal separation is
made more uncertain following stress synchronization; an
early population may have only partially recovered from
the stress, whereas a later population has fully recovered.

Cell Cycle Analysis as a Proliferation Predictor

Cells may be arrested in G1 before the restriction point,
but once past that point, they are committed to continue
their cycle and divide unless prevented from doing so by
catastrophe or artificial intervention. Therefore, one can
presume that, once a cell enters S phase, under normal
growth conditions, one single cell will in due course become
two cells. This phenomenon can be used to predict culture
growth. The growth-enhancing effect of peptone supple-
mentation on hybridoma culture was predicted by cell cycle
analysis 5 h after supplementation, although the effect on
cell density was not apparent until 16 h later, 21 h after
supplementation (59). A similar use of cell cycle analysis
was made with CHO cells: the percentage of S-phase cells
correlated with the specific growth rate 10.5 h later; the
time difference was the average duration of S phase re-
maining plus the duration of G2 and M for that population
(60). Thus, the proportion of cells in S phase can be used
to predict the subsequent proliferation rate of that culture.

Cell Cycle–Related Susceptibility to Hydrodynamic Damage

The effect of hydrodynamic stress, as found in stirred and
sparged bioreactors, is at least in part related to cell cycle
phase, and there may be a role for hydrodynamic cell dam-
age in the induction of apoptosis (61). It has been reported
that DNA synthesis (62) and the proportion of the cell
population in S phase (63) were increased under conditions
of hydrodynamic stress (high sparging and agitation
rates). However, the cell number remained low even
though the S-phase population correlated with an increase
in cell number. The observed reduction in growth rate was
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shown to be a consequence of a decline in the proportion of
G2- and M-phase cells, with a corresponding decrease in
the cell size of the population, suggesting that the larger
G2 cells were particularly susceptible to hydrodynamic
damage (61). Subsequently it was shown that mitotic cells,
while also being susceptible to hydrodynamic damage due
to their size, were even more sensitive to hydrodynamic
damage than G2 cells, perhaps due to cytoskeletal rear-
rangements, alteration of plasma membrane fluidity, or
morphological changes during mitosis (25).

Cell Cycle and Apoptosis

Apoptosis (active or programmed cell death) is the means
by which intrinsic or extrinsic stimuli activate a series of
molecular cascades, triggering events that culminate in a
particular morphologically, ultrastructurally, and bio-
chemically defined process of cell death that is, in effect,
the opposite of the cell cycle. Entry of a cell into apoptosis
can be restricted to a particular cell cycle phase (54–66),
although this cell cycle dependence does not appear to be
universal (67). Cell cycle progression and apoptosis are not
only opposite in effect, they may also be alternate outcomes
from a single cell control mechanism; they are inextricably
linked by common components in the signal transduction
pathways for both processes. In addition, circumstantial
evidence from the induction of apoptosis by DNA damage
or cell cycle disruption and the existence of many onco-
genes that both promote the cell cycle and induce apoptosis
implies that there is an equilibrium between these two an-
tagonistic processes in all eukaryotic cells.
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INTRODUCTION

The growth of eukaryotic cells is governed by a complex
array of biochemical reactions that are collectively known
as the cell cycle. The cell cycle controls are intimately cou-
pled to the internal and external states of the cell and thus
ultimately determine when a cell devotes the majority of
its energy to growth, DNA replication, successful cell di-
vision, or cell maintenance. A recent explosion in the
amount of research devoted to cell cycle controls has re-
vealed that the activity of enzymes known as cyclin-
dependent kinases (CDKs) regulates the order of cellular
events that culminate in cell division. Furthermore, these
CDKs are themselves subject to strict controls that govern
their expression, activation, and degradation, giving a cell
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the freedom to respond to a variety of situations. An over-
view of the findings from the numerous biological studies
that have been conducted on cell cycle control is presented
here. Additionally, because the cell cycle controls the most
fundamental aspects of cell growth and division, it can be
linked to the dynamics of many other cellular processes
important to cell culture such as protein accumulation and
secretion. Therefore, in order to achieve a more complete
understanding of the cell cycle, a discussion of some of the
investigations that have coupled the cell cycle to the dy-
namics of cellular process is presented. Indeed, the frame-
work diagrammed here offers many opportunities for fur-
ther research that can be used to engineer more efficient
methods of cell culture.

THE BIOLOGY OF THE CELL CYCLE

The cell cycle comprises a group of complex interrelated
events that exists to ensure that cells successfully divide
to form two normal daughter cells. The eukaryotic cell cy-
cle was originally divided into two stages, interphase and
mitosis, as observed by light microscopy. Interphase was
defined as the period between two successive rounds of cell
division, whereas mitosis was identified as the period
when the cell undergoes many structural changes, divides
it chromosomes, and undergoes cell division. The advent
of biochemical and genetic techniques later showed that
interphase consists of many cellular processes necessary
for the regulation of cell proliferation that can not be dis-
cerned under the light microscope. The cell cycle was then
partitioned into four separate phases: G1 (or gap 1), DNA
synthesis (S phase), G2 (gap 2), and mitosis (M phase),
where G1 refers to the gap between mitosis and DNA syn-
thesis, and G2 to the gap occurring after DNA synthesis
and prior to mitosis.

Understanding the complex network of biochemical
events that guide a cell through successful completion of
cell division is of utmost importance in understanding how
cells behave in response to different situations. There has
been an explosion in the amount of cell cycle related re-
search being done in the last 10 years. This is due, in part,
to the fact that a wide variety cellular processes are
thought to be somehow regulated by cell cycle events and
proteins. Additionally, improper control of cell cycle pro-
cesses in higher eukaryotes has been linked to the forma-
tion of cancerous tumors. Here we discuss the biochemical
events that occur in the cell cycle and the control mecha-
nism that maintains the temporal order of these events.

The G1 and G0 Phases

Upon initial inspection, it would seem that the G1 phase
of the cell cycle is a particularly uneventful time period (or
gap) between the more spectacular events that occur dur-
ing mitosis and DNA synthesis. Closer analysis of this in-
terval, however, reveals that the cell is closely monitoring
its environmental and internal state to determine whether
the cell has sufficient resources and an intact genome to
safely complete the rest of the cell cycle. In contrast to the
other phases of the cell cycle, G1 is highly variable between

different cell lines and growth conditions. For example, if
certain factors are not available, some cells do not progress
toward S phase, but instead may enter a resting state
called the G0 phase, or quiescence. During this time, the
cell undergoes a significant reduction in RNA and protein
synthesis and will remain in this arrested state, with un-
duplicated DNA content, until the cells receive the proper
stimuli.

The sequence of events that takes place during the G1

phase has been deduced by observing how cells respond
when cultured in different environments. For instance,
when cultured cells are deprived of serum containing
growth factors, the synthesis of new proteins is drastically
reduced and a portion of newborn cells cease to advance
through the cell cycle. Through observations made using
time-lapse cinematography on a culture of Swiss 3T3 cells,
it was determined that only those cells that exited from
mitosis less than 4 h prior to growth factor deprivation
were arrested in G0, while all other cells continued to mi-
tosis as normal (1). This observation led to the division of
G1 into two subphases. The first subphase consists of cells
that are still dependent on growth factors for cell cycle pro-
gression and are referred to as G1 postmitotic (G1pm) cells,
whereas cells that can proceed through the rest of the cycle
are called G1 presynthesis phase (G1ps) cells. The transition
point where cells pass from G1pm to G1ps is commonly called
the restriction point in mammalian cells (2) and is analo-
gous to “Start” in yeast. During G1pm, progression through
the cycle is highly dependent on growth factors and amino
acids (3) that are necessary for the production of certain
regulatory proteins (called cyclins) that are discussed later.
It is thought that the purpose of the G1ps period is to allow
cells to grow, perhaps so that later in the cycle, the cell can
focus its energy on other cellular processes such as DNA
replication in S phase and reorganization of the cellular
infrastructure during mitosis. This also explains the fact
that the G1ps portion of G1 accounts for nearly all the tem-
poral variability in the cell cycle both within a population
and between cell lines (2,3). For example, after having
passed the restriction point, larger cells may proceed al-
most immediately to the S phase, while smaller cells may
linger in G1ps for up to 10 h before beginning the transition
to S phase (1). Additionally, although growth factors are
not required to promote S phase entry once past the re-
striction point, the length of G1ps is significantly increased
when factors such as insulin and insulin-like growth factor
(IGF) are lacking in the environment, presumably due to
a decrease in the net protein synthesis. Under these con-
ditions, cells undergo mitosis with a significantly reduced
protein content (2), suggesting that different growth fac-
tors play an important role in growth and progression
through the cell cycle.

A culture of 3T3 cells arrested in G0 by serum depri-
vation can reenter the cell cycle and proceed through the
restriction point only after stimulation by the addition of
platelet-derived growth factor (PDGF) (1); this process is
referred to as competence. Factors that initiate compe-
tence, however, vary between cell lines (4), and several
other growth factor/cell-line combinations have been de-
scribed (5). The biochemical effects of competency factors
such as PDGF are discussed later. Time-lapse cinematog-
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raphy also revealed that cell cultures that lack serum do
not contain cells arrested all at one point, but at numerous
times throughout G1pm. Additionally, when stimulated to
proliferate, arrested cells require an extra 8 h in G1 before
proceeding to S phase, presumably so the cells can recover
from G0 (2).

The DNA Synthesis Phase

The S phase is the period when the cell replicates its entire
genome so that each daughter cell will receive a complete,
intact set of chromosomes. Due to the immense size of
mammalian genomes, multiple bidirectional replication
sites are necessary for the synthesis of new DNA to be ac-
complished in such a short time (approximately 8 h in most
cell lines). In addition to chromosome duplication, the cell
must also synthesize proteins such as histones for the for-
mation of nucleosomes and the chromosomal scaffolding.
The replication of DNA has been shown to be a highly or-
dered process. This was observed by culturing cells with a
thymidine analog called bromodeoxyuridine (BrdU). Cells
in the process of synthesizing DNA take up BrdU and in-
tegrate it into newly formed DNA. Cells can then be sepa-
rated by their position in S phase, based on the amount of
BrdU in the DNA, to determine the exact time of replica-
tion of certain genes (6–8). These studies revealed several
aspects of the replication of certain genes. First, individual
genes within a cell line are replicated at defined periods in
the S phase, with many of the more active genes replicated
earlier than others. Furthermore, newly replicated DNA is
packed into nucleosomes a short distance behind the rep-
lication fork (1).

It is also very important that the cells not replicate the
same chromosome more than once; the mechanism that
ensures that this does not happen is known as the re-
replication block (reviewed in Ref. 2). Early cell fusion ex-
periments on human HeLa cells showed that, prior to S
phase, nuclei could be induced to undergo DNA synthesis
early, whereas nuclei that have already undergone a round
of DNA synthesis do not undergo another round of DNA
synthesis (3). Later cell fusion experiments showed that
nuclei with replicated DNA can undergo another round of
DNA synthesis before mitosis after the nuclear membrane
has been permeablized and then repaired (4). A model in-
volving a replication-licensing factor (RLF) was then pro-
posed to describe these phenomena. DNA would be repli-
cated only if RLF was bound to the chromatin to be broken
down by the replication machinery during the next S
phase. During mitosis, the nuclear envelope breaks down,
allowing new RLF to access the chromosomes and bind to
them, thus licensing the chromosomes to undergo a single
round of DNA replication. Support for this model was
gained when two protein complexes, called RLF-M and
RLF-B, were shown to be required to modify chromatin
before replication is allowed to proceed (5). These protein
complexes were shown to bind to chromatin in late mitosis
and be gradually removed during S phase (6,7). The re-
replication block model described earlier has recently been
modified to accommodate a more detailed understanding
of the proteins and mechanisms involved (2). Chromo-
somes in G1 must first be “primed” by the establishment

of a pre-replication complex (pre-RC) containing an origin-
recognition complex (ORC), an RLF complex, and other
proteins. After initiation of DNA synthesis, the pre-RC is
disrupted to become the post-RC, which still contains the
ORC. The ORC may be some sort of “docking” factor that
allows other components of the pre-RC to assemble on the
DNA.

The G2 Phase and Mitosis

Cells enter the G2 phase upon completion of DNA synthe-
sis, and this period lasts between 2 and 4 h, culminating
with the onset of chromosome condensation. During this
time, duplication of the centriole is completed, and cells
produce many mRNAs and proteins that will be used dur-
ing mitosis. Cells may also use this period of time before
mitosis to ensure that the cell is sufficiently large and is
ready to undergo cell division.

Mitosis is generally the shortest phase of the cell cycle,
lasting only 15 min to 1 h, depending on the cell line. How-
ever, visual inspection of a cell culture reveals that this is
a very physically active period for the cell in that it goes
through many structural changes in preparation for cell
division. Mitosis is traditionally divided into six stages
that describe the mechanical events that occur during this
period: prophase, prometaphase, metaphase, anaphase,
telophase, and cytokinesis. The beginning of mitosis,
known as prophase, is marked by condensation of the chro-
mosomes into compact structures that allow sister chro-
matids to be more easily separated. The cytoskeletal mi-
crotubules begin to disassemble, and the mitotic spindle,
a weblike array of microtubules that mediates the events
in mitosis, begins to form. Also during this phase, the Golgi
apparatus breaks up into tiny vesicles, and pinocytosis and
RNA synthesis stop. Prometaphase begins with the dis-
ruption of the nuclear envelope, followed by the attach-
ment of the chromosomes to the microtubules that make
up the mitotic spindle. The microtubules attach to protein
structures on the DNA called kinetochores, which as we
shall see are very important in regulating progression
through mitosis. During metaphase, the mitotic spindle ar-
ranges all the chromosomes in a single plane across the
middle of the cell, called the metaphase plate. After align-
ment of the chromosomes, the cell enters anaphase, which
is when sister chromatids are pulled to opposite sides of
the cell by the microtubules so that there is a complete
genome on either side of the cell. Microtubules not at-
tached to kinetochores then elongate, pushing the spindle
poles further apart. Telophase then begins, resulting in the
formation of two nuclei, one around each set of chromo-
somes on opposite sides of the cell. The cell then begins the
process of cell division, called cytokinesis, when a ring of
actin and myosin that has formed around the center of the
cell begins to contract. Upon completion of this process, two
new daughter cells are formed, each containing a complete,
intact genome and cytoplasmic organelles sufficient to sup-
port further growth and proliferation.

The temporal organization of the cell cycle phases is
shown in Figure 1, where the numbers and arrows repre-
sent when the corresponding cyclin–CDK complexes listed
in Table 1 are active.
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Figure 1. The temporal order of the cell cycle. Cells exit mitosis
after cell division and are sensitive to the presence of growth fac-
tors until they pass the restriction point. The large block arrows
depict the active period of the best-defined cyclin–CDK complexes.
The numbers next to the arrows correspond with the numbers
assigned to the various complexes as defined in Table 1.

Table 1. Activity of the Major Cyclin–CDK Complexes

Complex
(see Fig. 1)

Cyclin–CDK
complex

Cell cycle
phase

Function Ref.

1 Cyclin D–CDK4 G0, early to mid-G1 Stimulates exit from G0 and progression through the
restriction point; phosphorylates pRb

8, 9, 10, 11–13

2 Cyclin E–CDK2 G1–S transition Triggers S phase entry; activates cdc25A 14, 15, 16, 17
3 Cyclin A–CDK2 S Phosphorylates DNA synthesis machinery; inhibits E2F/

DP1 transcription factor
18, 36, 37, 91

4 Cyclin A–CDK1 G2, M Triggers formation of mitotic spindle 22, 23, 24
5 Cyclin B–CDK1 G2–M transition, M Triggers entry into M; responsible for many structural

changes in mitosis
18, 22, 25, 26–30

6 Cyclin H–CDK7 All cell cycle phases? Cyclin activating kinase (CAK); phosphorylates other
cyclin–CDK complexes

31, 32

Note: The numbers listed with each complex correspond with the numbers listed in Figure 1. See the text or the references for more detail on the substrates
of the complexes.

CONTROL OF THE CELL CYCLE

Successful completion of cell division requires that the cell
reside in an environment capable of supporting growth,
and that the cell cycle proceed as normal. As discussed
previously, cells require the presence of growth factors and
essential amino acids to support the synthesis of new pro-
teins. In addition, the immediate environment must not be
overcrowded; daughter cells must have room to grow and
subsequently divide. If any of these conditions is not met,
cells enter the G0 phase, which eventually results in cell
death if environmental conditions are not improved. Sim-
ilarly, if the events in the cell cycle do not occur in the
proper sequence, daughter cells may not inherit the proper
genetic material or organelles to properly function, and
they will die. Therefore, cells must possess some means of
sensing whether the environment is able to support
growth. There must also be a control mechanism in place
that regulates the sequence of events that make up the cell
cycle. An understanding of the mechanisms that control

cell growth is of interest to many scientists including on-
cologists and biochemical engineers. Oncologists may be
able to use the knowledge of the events regulating the cell
cycle to develop therapies against certain types of cancers,
whereas the control network of cells in culture can be en-
gineered to reduce the culture’s dependence on serum.

Central to the mechanisms that control the events of
the cell cycle are the checkpoints. Checkpoints are points
in the cell cycle where certain criteria must be met before
the cell cycle can proceed any further. For example, the
restriction point in G1 is a checkpoint because cells not
cultured in the presence of growth factors are arrested in
G0 and not allowed to proceed through the cell cycle until
growth factors are supplied. Indeed, several other check-
points that control the order of the cell cycle phases and
the events within each phase exist throughout the cell cy-
cle. For instance, cells with unduplicated DNA do not enter
mitosis, and chromosomes are replicated only once in each
cycle. Additionally, cells with damaged DNA do not un-
dergo mitosis, rather they become arrested in G2 to allow
the DNA repair machinery to correct any defects in the
genetic material. Controls that mediate the order of events
in mitosis also exist. For example, entry to metaphase is
prevented until the chromosomes are lined up at the meta-
phase plate. As we will see, complexes made up of two
classes of proteins are involved in regulating all these
events throughout the cell cycle. These two classes of pro-
teins are cyclins and cyclin-dependent kinases (CDKs).

Partners in Cell Cycle Regulation: Cyclins and CDKs

Cyclins were originally defined as molecules that accu-
mulated throughout the cell cycle in marine invertebrate
eggs and were then degraded during each mitosis (33). Sev-
eral years later, the amino acid sequences of various cy-
clins were compared, and a consensus sequence of approx-
imately 100 amino acids was found and dubbed the “cyclin
box” (34). Cyclins are now defined on the basis of the pres-
ence of the cyclin box in the native sequence. Currently, 12
cyclins have been identified in mammalian cells (cyclins
A–H, with two A-type, three B-type, and three D-type cy-
clins) (35). The cyclin box domain facilitates binding to
CDKs, whose kinase activity is dependent on being bound
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to a cyclin molecule (36) and are thus defined as proteins
that require binding to cyclins in order to attain activity
(37). There are seven known CDKs in animal cells (named
CDK1–CDK7). Different cyclins may interact with differ-
ent CDKs at specific points in the cell cycle, and each of
these complexes is specific for substrates with differing
functions. Because several of the complexes have similar
substrate specificity in vitro, the change in specificity is
thought to be due not only to changes in the affinity toward
different substrates, but also to localization of complexes
in distinct parts of the cell by various cyclins (38). We first
briefly discuss the different cyclin–CDK complexes that
form throughout the cell cycle and then review the regu-
lation of these complexes. The major cyclin–CDK com-
plexes that are active throughout the cell cycle are listed
in Table 1 along with their corresponding times of activity
and their functions.

The major studies that resulted in the discovery of G1

cyclins were performed in budding yeast (39). It was shown
that three cyclin molecules, Cln1, Cln2, and Cln3, have
important functions in advancing cells through the restric-
tion point (called Start in yeast). In addition, inactivation
of all three molecules is required to cause G1 arrest of the
cell cycle. By searching for factors that could complement
the function of Clns in yeast, several mammalian cyclins
were isolated: cyclin C, cyclin D, and cyclin E (40). Other
studies revealed several other G1 cyclins, cyclins G and F,
however, neither the roles that these cyclins play nor their
CDK partners are known (41). It has been shown that cy-
clin C mRNA synthesis reaches its peak in mid-G1, and
cyclin G mRNA synthesis starts soon after growth-factor
stimulation of quiescent cells (42). Conversely, cyclins D
and E are fairly well characterized and have been the focus
of much attention because defects in control of these pro-
teins have been implicated as a cause of cancer (18).

Although D-type cyclins have been shown to associate
with CDK2, CDK5, and CDK6, they seem to interact pri-
marily with CDK4 (43). Transcription of various combi-
nations of D-type cyclins (cyclins D1, D2, and D3) is stim-
ulated by different mitogens (growth factors), depending
on the cell type, and their synthesis throughout the rest of
the cell cycle is maintained by the presence of growth fac-
tors (44). Removal of growth factors halts the synthesis of
D cyclins, resulting in a rapid decrease in their levels be-
cause they have very short half-lives (45). Furthermore, in
cycling cells, the level of cyclin D hardly varies, and only a
small peak showing its accumulation is observed. As noted
previously, growth-factor deprivation has no effect on cells
that have passed through the G1 restriction point, and
these cells continue to cycle until their progeny become
arrested in early G1. Additionally, microinjecting cells with
cyclin D1–specific antibodies results in their cell cycle ar-
rest only during early to mid-G1 (8), whereas overexpres-
sion of cyclin D1 results in a reduction in the length of G1,
the size of the cell, and growth-factor dependency (46,47).
These findings indicate that the primary function of D-type
cyclins is to link the cell cycle machinery with the extra-
cellular environment, which permits the cell to become
committed to DNA synthesis when in a favorable environ-
ment or become arrested in G0 under unfavorable condi-
tions.

Cyclin E is expressed soon after cyclin D expression in
G0 cells stimulated with growth factors, and its level peaks
late in G1. It has been shown to interact with a single cat-
alytic subunit, CDK2 (48). In contrast to D-type cyclins,
cyclin E is synthesized periodically and is rapidly degraded
soon after entry into S phase, thus adhering to the original
definition of a cyclin (49). Similar to cyclin D, cyclin E func-
tion has been shown to be essential for progression through
G1, because microinjection of anti–cyclin E antibodies pre-
vents cells from entering S phase, whereas its over-
expression results in acceleration toward S phase (9). This
acceleration is, however, balanced by an increase in the
lengths of the S and G2 phases so that the length of the
entire cycle remains unchanged. Because an increased
amount of cyclin E advanced progression to the S phase
early, it is possible that the cyclin E–CDK2 complex is re-
sponsible for initiating the synthesis of proteins that are
used during DNA synthesis. This hypothesis accounts for
the increase in the length of the S and G2 phases following
increased expression of cyclin E. These findings, when
taken together, suggest that the cyclin E–CDK2 complex
is involved in regulating the passage from G1 into S (41).

Upon entry into S phase, cyclin E is degraded and cyclin
A takes its place as the partner of CDK2 (50). Transcrip-
tion of cyclin A is begun immediately after entry into S
phase, and its inhibition by microinjection of anti–cyclin A
antibodies allows, at most, only 10% of the DNA to be rep-
licated (51) and may also disrupt the temporal relationship
between DNA synthesis and mitosis (10). As a cell pro-
gresses into the G2 phase, cyclin A is no longer associated
with CDK2, however, it forms a new complex with CDK1
(also known as cdc2 due to its homology with the budding
yeast kinase of the same name) to regulate progression
through G2 and into mitosis. It has been shown that CDK1
forms complexes with both cyclin A and cyclin B near the
G2–M transition (52). These complexes are located in dif-
ferent parts of the cell because cyclin A accumulates in the
nucleus, and cyclin B resides in the cytoplasm until the
breakdown of the nuclear envelope during mitosis (53).
Once they have completed their respective functions, both
cyclins are then rapidly degraded later in mitosis.

Experiments done in fission yeast suggest that the cell
monitors the presence of cyclin B, because cells undergo
another round of DNA replication when cyclin B–CDK1
complexes are not present (14). This implies that the level
of cyclin B–CDK1 complexes, both active and inactive, are
constantly monitored, and the presence of these complexes
maintains cells in G2. Although this theory has not been
investigated in other eukaryotes, it is not entirely unlikely
given the high degree of conservation of cell cycle controls
among eukaryotic cells.

Regulation of the Cyclin–CDK Complex Activity. Three
different mechanisms allow tight control over the myriad
of cyclin–CDK complexes: (1) cyclin transcription and deg-
radation, (2) CDK phosphorylation and dephosphoryla-
tion, and (3) binding of the cyclin–CDK complexes to vari-
ous inhibitory proteins. These three forms of cyclin–CDK
regulation interact to form an intricate regulatory network
that allows cells to temporally control events throughout
the cell cycle and to ensure that these processes are suc-
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Figure 2. Control of cyclin–CDK complex activity. Cyclin–CDK activity is governed by three mech-
anisms: phosphorylation/dephosphorylation reactions, cyclin-dependent kinase inhibitors (CKIs),
and cyclin expression and degradation. After assembly of the cyclin–CDK complex, the activity of
CAK activates the complex while phosphorylation by Mik1 and Wee1 inhibits complex activity. The
phosphorylated complex is then activated by the phosphatase activity of cdc25 and is denoted as
complex 1 in this figure. Complex 2 has the correct residues phosphorylated, which is necessary
for activation; however, it is bound by two CKIs and is inactivated. Complex 3 is shown inactivated
by cyclin degradation.

cessfully completed. These three mechanism of cyclin–
CDK complex regulation are depicted in Figure 2.

Intracellular concentrations of different cyclins, and
thus the activity of cyclin–CDK complexes, are regulated
by synthesis and degradation. There are two different
pathways by which cyclins can be degraded, depending on
the type of cyclin. Cyclins D and E, which function in early
G1 and the G1–S transition, respectively, are inherently
unstable and thus have short half-lives of approximately
30 min. The instability of these cyclins has been attributed
to the presence of a PEST sequence near the C-terminus
of the cyclin box (54). In contrast, cyclins A and B, which
function in the S, G2, and M phases, are stable throughout
interphase, even when they are not bound with CDKs.
However, these cyclins are degraded during mitosis in the
proteosomes through a ubiquitin-mediated pathway (55).
These proteins contain a sequence of amino acids near the
amino terminus, called the destruction box, that marks
them for destruction. Degradation of these proteins is also
regulated so that cyclin–CDK complexes that are neces-
sary for cell cycle progression are not inactivated before
their specific tasks are successfully completed. For exam-

ple, it has been shown that proteolysis of cyclin A and B
does not occur in Xenopus egg extracts until purified cyclin
B–CDK1 complexes are added (19). This suggests that the
proteolysis pathway is initiated by active cyclin B–CDK1
complexes. Conversely, the addition of purified cyclinA–
CDK1 complexes to the extracts had the opposite effect of
delaying cyclin degradation triggered by cyclin B–CDK1
kinases (20). The fact that only cyclin B–CDK1 complexes
can activate proteolysis may explain why cyclin degrada-
tion does not occur until correct assembly of the mitotic
spindle is achieved in metaphase (56). The exact mecha-
nism of regulation of cyclin degradation is unknown, but
it has been hypothesized that cyclin B–CDK1 activates a
cyclin-specific enzyme that catalyzes the conjugation of
ubiquitin to cyclins (22).

Cyclin–CDK complexes are also regulated by phos-
phorylation and dephosphorylation. Specifically, phos-
phorylation on T160/161 (depending on the CDK) is nec-
essary for activation of the complex, whereas
phosphorylation of T14 and Y15 residues inhibits cyclin–
CDK activity. The T160 residue is located on a T loop,
which is conserved in all CDKs. When not phosphorylated,
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this loop prevents kinase activity by covering the substrate
binding domain. Phosphorylation at this site serves two
purposes: it increases the affinity between the cyclin and
the CDK and therefore stabilizes the complex, and it alters
the conformation of the T loop, allowing access to a sub-
strate (57).

The kinase that is responsible for phosphorylation of
this residue on several CDKs is also a cyclin–CDK com-
plex. This complex, commonly referred to as CDK-activat-
ing kinase (CAK), is made up of cyclin H, CDK 7, and a
third 32-kDa protein (58). Although the level of CAK ac-
tivity has not been shown to vary in a cell cycle–dependent
manner, it is possible that cyclin H is regulated by its syn-
thesis and degradation (56). The kinase responsible for ac-
tivating CAK has not been identified, but it has been
shown not to be an autophosphorylation process (58,59).
Further studies done with this complex have shown that
it may play a role in activating the RNA polymerase II C-
terminus domain kinase of transcription factor IIH (60,61).
This suggests that cyclin H and CDK7 may have a more
diverse role than merely activating other CDKs (56).

Cyclin–CDK complexes are also subject to negative
regulation through the phosphorylation of the T14 and Y15
residues. These residues are found within the ATP binding
site of the enzyme. Phosphorylation of the Y15 residue in-
hibits kinase activity by interfering with the transfer of a
phosphate group to a bound substrate (62), whereas phos-
phorylation of the T14 residue acts by interfering with
binding of ATP (25). The regulation of phosphorylation on
these residues is not yet well defined in animal cells. In
addition, only the process of tyrosine phosphorylation is
known in yeast because phosphorylation of the threonine
residue is not necessary in this organism (35). In yeast, the
tyrosine residue is phosphorylated by the Wee1 and Mik1
kinases (63). The Wee1 kinase is in turn regulated by the
Nim1 kinase, which inhibits Wee1 activity. The kinase re-
sponsible for phosphorylation of the Y15 residue in animal
cells has been isolated (64) and is closely related to Mik1
(35). The dephosphorylation of these residues, which is
necessary for cyclin–CDK activation, is performed by the
phosphatases Cdc25A, B, and C (31). Cdc25A has been
shown to be activated by the cyclin E–CDK2 complex in
early S phase, which then activates cyclin A–CDK2 com-
plexes. The Cdc25C phosphatase activates cyclin B–CDK1
complexes at the transition from G2 to mitosis (35); how-
ever, the function of cdc25B is as yet unknown.

The activity of cyclin–CDK complexes is also controlled
by certain proteins known as cyclin-dependent kinase in-
hibitors (CKIs or CDIs) that bind to these complexes and
repress their activation. Several different inhibitors have
been isolated from mammalian cells that interact with ei-
ther different cyclin–CDK complexes or CDKs themselves.
These proteins are commonly named according to their mo-
lecular weights, such as the 21-kDa inhibitor known as
p21. Other cyclin–CDK inhibitors are p27, p15, and p16.
These inhibitors are intricately involved in regulating pro-
gression through the G1 phase, and have thus been the
subject of recent reviews (32,65,66).

Immunoprecipitation studies have revealed a very in-
teresting fact: cyclin D1 is commonly found among a qua-
ternary complex of proteins that includes either CDK4 or

CDK6, p21, and proliferating-cell nuclear antigen (PCNA)
(discussed later) (43). The p21 protein acts as an inhibitor
by binding directly to cyclin B–CDK1, cyclin E–CDK2, cy-
clin A–CDK2, and cyclin D–CDK4 complexes. These
cyclin–CDK complexes containing p21 are, oddly enough,
still enzymatically active in vitro, which directly conflicts
with studies showing that p21 is an inhibitor of CDK ac-
tivity and is able to induce cell cycle arrest (67,68). It was
later demonstrated that active cyclin–CDK–p21 complexes
isolated from cycling cells could be inactivated by the ad-
dition of more p21 (69), suggesting that the stoichiometry
of p21 binding to these complexes is very important. For
example, in cycling cells, there is only enough p21 present
so that each cyclin–CDK complex has a single p21 molecule
and thus remains active. However, when the amount of
p21 is increased or the cyclin–CDK pool depleted, the ratio
of p21 to cyclin–CDK complexes increases so that more
than one p21 molecule binds to each complex, resulting in
inhibition of the complex’s kinase activity. We explore the
circumstances under which this sort of inhibition becomes
important in a later section.

A second inhibitor that has been identified is called p27.
p27 and p21 have been shown to have highly similar amino
acid sequences near their amino terminus domains. In ad-
dition, they also share the same range of specificity for
cyclin–CDK complexes. The cell cycle arrest of certain cell
lines in response to some environmental signals such as
contact inhibition and transforming growth factor b

(TGF-b) has been shown to be due, in part, to inactivation
of cyclin–CDK complexes by this inhibitor (70), and the
exact mechanism of this type of arrest will be described
shortly. A recent discovery has given some insight into one
of the mechanisms by which this protein inhibits cyclin–
CDK activity. Cyclin–CDK complexes that have not yet
been activated by CAK phosphorylation can be bound by
p27, which then blocks the CAK’s access to the threonine
residue found on the CDK subunit (71). Presumably, an-
other mechanism exists for inhibition of active complexes.

The main function of the p27 inhibitor seems to be to
prevent the G–S transition from occurring when the need
arises by inhibiting the activity of cyclin E–CDK2 com-
plexes (72). In normal cycling cells, the p27 inhibitor seems
to be dispersed among the different cyclin–CDK complexes
that are active during G1, therefore it does not have a sig-
nificant impact on any essential events. However, in re-
sponse to stimulation by TGF-b, it has been suggested that
the expression of CDK4 is downregulated, resulting in an
increased amount of p27 bound to cyclin E–CDK2 com-
plexes (73).

The p16 inhibitor was originally found associated with
CDK4 in a transformed cell line (74). Unlike the p21 and
p27 inhibitors, p16 was found to associate specifically with
the cyclin D CDKs, specifically, CDK4 and CDK6. It com-
petes with cyclin D for the CDK subunits and may even
act to disrupt cyclin D–CDK complexes. This inhibitor is
thought to play an important role in regulating growth be-
cause the p16 gene has been shown to be deleted in many
tumor-cell lines (75).

Examination of TGF-b-arrested cells led to the discov-
ery of another inhibitor, p15, because it was shown to be
bound to CDK4 (76). Similar to p16, p15 binds to CDK4
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and CDK6, competes with cyclin D, and may be involved
in arresting cells treated with TGF-b in G1. TGF-b stimu-
lates the synthesis of p15 so that its level is increased ap-
proximately 30 times. This allows p15 to sequester the
CDK4 complexes so that a much larger amount of the p27
inhibitor binds to and inactivates cyclin E–CDK2 com-
plexes, resulting in G1 arrest.

The Cyclin–CDK Complexes in Action

Now that we have discussed the events that occur in the
cell cycle and defined the major regulatory proteins, we are
in a position to examine the mechanisms that control cell
cycle progression. Indeed, control of the activity of the
cyclin–CDK complexes is at the heart of cell cycle regula-
tion because these complexes either directly or indirectly
act on cellular constituents that are capable of bringing
about changes in intracellular events. This implies that
the proper regulation of these cyclin–CDK complexes is es-
sential for maintaining the temporal integrity of cell cycle
events. This is accomplished by repressing the activity
of the appropriate kinase through different combinations
of cyclin degradation, phosphorylation/dephosphorylation
of specific CDK residues, and action of CDK inhibitors.
These controls not only maintain temporal stability, but
also ensure that DNA synthesis is not carried out when
DNA is damaged or that mitosis does not occur in the pres-
ence of damaged or misaligned chromosomes.

G1 to S Phase Control. An important property in normal
cells is their ability to sense the state of the extracellular
environment, such as the presence of various growth or
inhibitory factors or contact inhibition. This communica-
tion between the cell and its surroundings takes place in
the G0 and G1 phases, and the cells respond by becoming
quiescent, undergoing programmed cell death (known as
apoptosis), or continuing with the cell cycle. The interac-
tion with the environment ceases when the cell passes the
restriction point, after which the cell is said to be commit-
ted to DNA synthesis. We now consider the machinery re-
sponsible for directing the path that the cell will traverse
in response to signals from the environment.

Several lines of evidence indicate that the product of the
retinoblastoma gene, pRb, is responsible for linking signals
from the extracellular domain (77). Specifically, mutation
or deletion of this gene is found in many cancerous cell
lines that have lost their ability to regulate proliferation
(78). Additionally, pRb accumulation was found to coincide
with suppression of growth in TGF-b-induced arrest (79),
whereas inhibition of pRb results in a resumption of cell
cycle progression. Mammalian DNA viruses, whose main
purpose is to activate quiescent cells so that they can use
the cell’s replication machinery to duplicate their own
DNA, have been found to seek out the hypophosphorylated
form of pRb (80). This led to the belief that pRb is in its
active state when it is underphosphorylated, and phos-
phorylation of this protein results in its inactivation. This
is supported by the fact that hypophosphorylated pRb is
present in G0 cells and is phosphorylated later during the
G1 phase. In its active form, pRb binds to several proteins
including a heterodimer of proteins from the E2F and DP

family of proteins. This heterodimer, called DRTF1/E2F
(81), is a transcription factor that stimulates the transcrip-
tion of numerous proteins necessary for cell cycle progres-
sion, such as CDK1, cyclin A, and a variety of proteins that
are indispensable during DNA synthesis (82).

In order to further characterize G1 events, it is neces-
sary to find out what is responsible for inactivating pRb.
A likely candidate seems to be the cyclin D–CDK4 complex.
The presence of this active kinase is highly dependent on
the presence of growth factors that stimulate the synthesis
of cyclin D, and thus, the activity of that complex appears
during the same period when pRb is inactivated. Moreover,
cells that lack functional pRb do not require the presence
of cyclin D–CDK4 to proceed through the cell cycle, imply-
ing that the primary function of this complex is to inacti-
vate pRb (83). Indeed the belief that pRb is a substrate of
this complex was confirmed because cyclin D–CDK4 is ca-
pable of binding to and phosphorylating pRb in vitro
(84,85). The following feedback loop, involving the levels of
cyclin D and the functional state of pRb, has been proposed
(86). Cells that lack functional pRb have drastically re-
duced levels of cyclin D; however, addition of pRb to these
cells results in the synthesis of cyclin D. Active kinase com-
plexes are then allowed to form, which act by phosphory-
lating pRb. The hyperphosphorylated form of pRb down-
regulates the levels of cyclin D during late G1, causing the
inactivation of CDK4, which in turn allows pRb to be ac-
tivated once again by the action of phosphatases, and the
cycle begins anew upon completion of mitosis.

Because the CDK inhibitors p21 and p27 are constitu-
tively expressed in cycling cells, these molecules are pres-
ent throughout G1. This indicates that in order for cells to
advance past the restriction point, the level of cyclin D–
CDK4 complexes must increase until it exceeds the num-
ber of inhibitor molecules present so that there is at most
one CKI per cyclin–CDK complex to allow kinase activa-
tion (70). This model not only satisfies the timing of cyclin
D–CDK4 activation, but suggests a dual role for this com-
plex. Its primary function is to phosphorylate pRb to pro-
mote the transcription of important genes, while its sec-
ondary role is to sequester the CKIs so that the cyclin E–
CDK2 complex, which is the next kinase to be active in the
cell cycle, cannot be inhibited by these molecules, thus al-
lowing the transition to S phase to occur (32). A schematic
representation of the control mechanism that regulates
progression through G1 is shown in Figure 3.

As mentioned previously, the activity of cyclin E–CDK2
complexes during the cell cycle has been narrowed down
to the transition from G1 to S. Some of the possible sub-
strates for this complex include the so-called pocket pro-
teins, which include pRb, p107, and p130 (82). The term
pocket protein refers to those proteins involved in binding
to certain proteins, such as transcription factors, and re-
leasing them after activation of the pocket protein by the
action of a CDK kinase. The cyclin E–CDK4 complex is
localized in the nucleus where it is bound to E2F, p107,
and p130 (although it has not been shown to phosphorylate
these proteins) (87), suggesting that it too plays a role in
regulation of transcription. The E2F subunit that interacts
with cyclin E–CDK4 has been shown to differ from the E2F
found associated with pRb, which hints that they have dif-
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Figure 3. The G1 control mechanism. Schematic of the control mechanism that governs the pro-
gression past the restriction point and through G1. The presence of growth factors stimulates the
expression of cyclin D to promote the formation of cyclin D–CDK4 complexes, increasing the
amount of complex to a level above the inhibitory threshold of CKIs. This increase in cyclin
D–CDK4 complexes results in kinase activity that then promotes the release of transcription fac-
tors. DNA damage results in the expression of p53, which increases the amount of CKIs present
to arrest cells in G1 and allow DNA repair to take place.

ferent properties (88). One confirmed substrate of cyclin
E–CDK2 is the Cdc25A phosphatase that is involved in
activating CDKs by cleaving the inhibitory phosphates on
both a tyrosine and a threonine residue (89). The cdc25A
phosphatase has been proposed to activate both cyclin E–
CDK2 and cyclin A–CDK2 complexes, creating a positive
feedback loop between cyclin E–CDK2 and Cdc25A (Fig.
4a). If this feedback loop does indeed exist, it has been
hypothesized that the activation of Cdc25A occurs in re-
sponse to the completion of some G1 event such as the du-
plication of the centrosome or the accumulation of certain
DNA synthesis proteins (15).

Experiments with yeast suggest that proteolysis may
be involved in activating the cyclin E–CDK2 homologue
that plays an important role in the G1–S transition (11). It
has been shown that a protein called Cdc34 is necessary
for the G1–S transition to take place, possibly because it is
responsible for initiating the degradation of certain CKIs.
Functional homologues of the Cdc34 protein have been iso-
lated in vertebrate cells and are thought to stimulate the
degradation of the p27 inhibitor (12). This, in addition to
isolation of CKIs by the cyclin D–CDK4 complex, could pos-
sibly aid in beginning the onset of the synthesis phase.

In summary, a cell becomes arrested in G0 in response
to some extracellular signal that triggers a decrease in the
level of cyclin D below a threshold level of CKIs. This al-
lows p21 and p27 to bind to cyclin D–CDK4 complexes in
a 2:1 ratio, resulting in an inhibition of kinase activity.
Following stimulation of cyclin D synthesis due to the pres-
ence of growth factors, there is an increase in cyclin D–

CDK4 kinase activity because there is no longer enough
inhibitor present to inactivate all the complexes. This ac-
tive CDK kinase then serves two purposes: (1) to inactivate
pRb, allowing the release of transcription factors that in-
duce the synthesis of other cyclins and DNA synthesis pro-
teins, and (2) to isolate the CKIs to allow activation of the
cyclin E–CDK2 complex. This complex then stimulates the
release of additional transcription factors and initiates a
positive feedback loop that triggers the onset of the DNA
synthesis phase.

Once cells move beyond the restriction point, they are
committed to entering the DNA synthesis phase. Cells do,
however, have the power to delay the onset of later events
to ensure the proper coordination of important processes.
For example, failure to repair damaged DNA greatly in-
creases the occurrence of genetic mutations, which can
have disastrous consequences for the cell. Thus, an addi-
tional checkpoint exists in late G1 phase, which ensures
that the DNA is free from damage and ready to be repli-
cated. We will now see that cells possess the means to
sense when there is damage to the genetic material and
then halt cell cycle progression to allow the DNA machin-
ery time to repair any defects in the genetic material. It
has been determined that the there is a single protein, p53,
that is held accountable for inducing G1 arrest in response
to DNA damage (13) (see Fig. 3 for a schematic represen-
tation).

By inducing DNA damage in normal cells, it was deter-
mined that cells responded by increasing the level of p53
and the CKI p21 (90). The increase in p21 then leads to
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Figure 4. The S- and M-phase entry mechanisms. The positive feedback mechanisms that trigger
the entry into S phase (a) and mitosis (b). The transition to S phase is triggered when an active
cyclin E–CDK2 complex activates the Cdc25A phosphatase, which in turn activates more cyclin
E–CDK2 complexes, causing a sharp rise in active complexes. These complexes then phosphorylate
pRb to stimulate the release of transcription factors. The M-phase transition is triggered by a
positive feedback mechanism between cyclin B–CDK1 complexes that is similar to that described
in (a). In addition, the active cyclin B–CDK1 complex inactivates the mik1 kinase, which phos-
phorylates the complex on an inhibitory residue, thus contributing to the steep rise in cyclin B–
CDK1 activity.

the inhibition of both cyclin D–CDK4 and cyclin E–CDK2
complexes to prevent entry into the S phase. Additionally,
p21 also functions to oversee the proper repair of DNA by
interaction with PCNA. PCNA is required for both DNA
synthesis and repair. When bound with p21, PCNA is no
longer able to interact with polymerase-d, thus preventing
DNA synthesis, however, the DNA repair function remains
unaffected by the inhibitor (16). Therefore, p21 must in-
hibit both CDK activity and interaction between PCNA
and polymerase-d in order for DNA repair to be carried out
before advancing to the S phase.

S Phase and G2 Progression. Shortly after the cyclin E–
CDK2 complex triggers entry into the S phase, cyclin E is
degraded and CDK2 interacts with cyclin A. There is evi-
dence that cyclin E may be degraded in a ubiquitin-
mediated pathway, as in budding yeast, but this has not
been confirmed (91). The cyclin A–CDK2 complex is local-

ized in the nucleus where it associates with p107, p130,
and E2F (17). Interacting with E2F allows the kinase to
phosphorylate the DP1 subunit of the transcription factor
complex, which inhibits its DNA binding capability (92).
This suggests that when cyclin A synthesis begins in early
S phase, it aids in halting the transcription of genes trig-
gered by the E2F complex in the late G1 phase. No other
substrates of this cyclin–CDK complex have been identi-
fied except for helicase RF-A, which is one component of
the DNA synthesis machinery (35).

Upon completion of DNA synthesis, CDK2 is degraded
and cyclin A forms a new complex with CDK1 (93). It is
not known if this complex has any function in the G2 phase;
however, its activity has been implicated in triggering ini-
tial events that occur in mitosis. During G2, cyclin B begins
associating with CDK1 in the cytoplasm and is transported
to the nucleus just prior to mitosis. Mitosis begins when
the cyclin B–CDK1 complex is activated, and it has been
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suggested that a checkpoint mechanism exists that pre-
vents activation of this complex until duplication of the
centriole has been completed (94). One model that de-
scribes this transition involves the regulation of Cdc25C
activity by downregulating protein phosphatase 2A
(PP2A), which controls Cdc25C activity (15). Signals could
be initiated from the DNA replication machinery or from
the proper organization of chromatin, which would inhibit
the action of PP2A. This allows Cdc25C to become acti-
vated and dephosphorylate the inhibitory residues on
CDK1, causing its activation. A positive feedback loop is
then initiated (Fig. 4b), whereby active cyclin B–CDK1
complexes activate more Cdc25C and, in budding yeast,
inactivate the Wee1 kinase by phosphorylizing a residue
that inhibits its action (95). This mechanism brings about
a sharp transition into mitosis almost immediately after a
small amount of CDK1 is activated.

Another mechanism exists that allows cells with dam-
aged DNA to become arrested in G2. In response to DNA
damage, transcription of the CHK1 kinase is initiated.
This kinase targets Cdc25C and phosphorylates the serine-
216 residue, which allows formation of a binding site for
the 14-3-3 protein that inhibits Cdc25C activity (96). This
then allows the DNA repair machinery to work because
the cyclin B–CDK1 complex can not be activated by
cdc25C.

Supervising the Order of Events in Mitosis. The point
when the cyclin A–CDK1 complex is most active occurs just
after the cell enters into mitosis, which coincides with nu-
cleation of the centrosomes and the formation of the long
microtubular extensions of the mitotic spindle. Indeed it
has been shown that cyclin A–CDK1 activity has a pro-
found affect on the nucleating ability of the centrosomes in
Xenopus extracts (97). Once spindle formation is complete,
cyclin A begins to be degraded and the activity of cyclin B–
CDK1 complexes takes over. This complex is either indi-
rectly or directly involved in regulating almost all of the
structural reorganization that takes place during mitosis.

Chromosome condensation begins in prophase when cy-
clin B–CDK1 phosphorylates histone H1, transcription
factors, and several other proteins (98). Phosphorylation of
these proteins is thought to weaken the interaction be-
tween these proteins and the DNA, allowing the chromo-
somes to pack more tightly (21). In addition, after forma-
tion of the mitotic spindle is complete, the cyclin B–CDK1
complex reduces the nucleating ability of the centrosomes,
which causes the microtubules to shorten to a length suit-
able for the alignment and separation of the chromosomes
(35). The breakdown of the nuclear envelope, which marks
the beginning of prometaphase, and the reorganization of
the cytoskeleton are also brought about by phosphoryla-
tion. The nuclear lamina are present in a hypophosphor-
ylated form in an intact nucleus, and when phosphorylated
by the cyclin B–CDK1 complex, the lamina network breaks
down, contributing to nuclear disassembly (99). Lamina
phosphorylation itself is not sufficient to achieve disrup-
tion of the nucleus, however, and these mechanisms re-
main unclear (56). Caldesmon has also been shown to be
a substrate of the mitotic CDK complex, and microtubular
reorganization ensues after its phosphorylation. Caldes-

mon binds to actin and calmodulin, and its phosphoryla-
tion weakens its affinity for actin, causing the microfila-
ments to dissociate (23). This process causes the cells to
take on a round shape that is characteristic of anchorage-
dependent cells undergoing mitosis. The activity of the cy-
clin B–CDK1 complex is also responsible for repressing the
formation of the contractile bundle until the cell enters
anaphase (100). The CDK1 complex phosphorylates myo-
sin, which prevents its association with actin filaments so
the contractile bundle is unable to form. This inhibitory
function of the CDK complex stays in effect until cyclin B
is destroyed in the ubiquitin degradation pathway. The ac-
tivity of the cyclin B–CDK1 complex is, ironically, respon-
sible for the initiation of its own destruction (101), which
stays in effect until this pathway is shut down in late G1,
possibly by the action of the cyclin E–CDK2 complex (102).

The final regulatory mechanism that exists in the cell
cycle is a checkpoint that prevents the onset of anaphase
until several other structural events have taken place in
the cell. Some of these events include the assembly of a
bipolar spindle, attachment of the chromosomes to the
spindles through the kinetochore, and the migration of the
chromosomes to the metaphase plate. This suggests that
proper completion of these processes is somehow moni-
tored to ensure that anaphase does not begin prematurely
(24). Several experiments (recently reviewed in Ref. 26)
suggest that one of two events signals that the cell is ready
to undergo the chromosome separation of cell division.
These events are either the attachment of the chromo-
somes to the mitotic spindle (27) or the presence of tension
on the kinetochores due to their attachment to a bipolar
spindle (28). Because all the structural reorganization pro-
cesses that occur in mitosis depend on the successful com-
pletion of the other events, failure to complete any one of
these processes could result in the failure of the signaling
event to occur. This would then stimulate a cascade of
phosphorylation events, culminating in cell cycle arrest in
mitosis.

Understanding Cell Cycle Regulation through Mathematical
Modeling

Understanding the complex array of biochemical events we
have outlined can be difficult at times. Moreover, our
knowledge of the controls responsible for cell cycle regu-
lation is rapidly becoming more and more complicated.
This complexity makes it extremely difficult to understand
the mechanisms involved through logical thinking alone.
Mathematical modeling has been used for the purpose of
explaining the various physiological events that are com-
monly observed in different situations, and the events ob-
served in Xenopus oocytes and yeast cells. The cell cycle
controls discussed in this review have been described for
animal cells. However, the majority of initial experiments
on the cell cycle were carried out in yeast cells and in Xen-
opus oocyte extracts. The components that make up the
control systems in these organisms are largely identical to
those of animal cells, and many findings resulting from
studies on these organisms have been extrapolated to ap-
ply to animal cells. An initial review of the literature would
suggest that the control systems in these organisms are
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different; however, this is not the case—only the terminol-
ogy used to represent the components differs. The cell cycle
nomenclature used in these organisms has been reviewed
elsewhere (35,56).

Modeling of the molecular controls that are thought to
control the cell cycle in Xenopus oocytes (29) and yeast cells
(30,103,104) has been done in order to determine the effect
of changing the activity of various components of the reg-
ulatory network. We now believe that progression through
the cell cycle is governed by the activity of cyclin–CDK
complexes, in other words, a sharp rise in the complex’s
activity results in a transition to the next phase. The aim
of the molecular modeling done by Novak and Tyson was
to determine whether the control mechanisms presented
here could be used to describe the observed behavior of
cells in a variety of situations, or more simply stated, to
compare theory with experiment. In order to do this, a set
of equations (one for each component of the system) was
generated, based on the mechanisms described, to describe
the rate of change of each component as a function of time
by translating the proposed control mechanisms into sim-
ple reaction rate equations. The resulting set of differential
equations was then solved using numerical techniques; the
activity of the cyclin–CDK complexes could be followed
with time, and the sharp oscillations in complex activity
could be varied. Because sets of equations commonly con-
tain more than one solution (depending on rate constants
and initial conditions used), phase-plane plots were con-
structed. Observation of limit-cycle-type behavior in these
plots indicates an oscillatory solution that is characteristic
of proposed cell cycle control (see Refs. 30 and 105 for de-
tails). This type of model is easily solvable by today’s per-
sonal computers and has been successfully implemented
to describe the observed behavior of a variety of yeast cell
cycle mutants (103,104) and embryo and oocyte matura-
tion (29).

IMPLICATIONS FOR ANIMAL CELL CULTURE

The use of large-scale cultures of animal cells is becoming
increasingly important as the demand for their biological
products grows. Animal cell cultures are used for the pro-
duction of many different products of diagnostic and ther-
apeutic value, including vaccines, monoclonal antibodies,
and in some cases, the cells themselves (for example, to
replace the function of damaged tissue). Determining the
culture conditions that optimize the production and secre-
tion of proteins is therefore of utmost importance in meet-
ing these demands. Consequently, the key to designing
such systems is not only determining the kinetics of
growth, secretion, and proliferation, but also understand-
ing how the cell cycle regulates certain cellular processes.
The heterogeneous nature of cell populations has made it
extremely difficult to obtain these data. Various mathe-
matical models have been developed to describe cell be-
havior under different conditions; however, they are, for
the most part, unable to account for the heterogeneous na-
ture of cell populations and usually do not provide insight
into variations introduced by the cell cycle. One model used
to describe cell growth within a heterogeneous population

of cells, known as population balances, has been developed
(106–109). However, the implementation of this approach
has been hampered by the difficulty in obtaining the
single-cell parameters necessary for its use.

These problems are being tackled through the devel-
opment and improvement of tools such as flow cytometry
and fluorescent markers, which allow the examination of
single-cell parameters within a heterogeneous population.
Flow cytometry is a very sensitive tool that allows one to
simultaneously obtain several single-cell parameters re-
lated to growth physiology from a large number of cells in
the population. Collecting these data allows one to deter-
mine the size, DNA content (and thus cell cycle position),
and protein content (when the protein is conjugated to a
fluorescent marker) of individual cells in a population.
Many flow cytometric studies relating the cell cycle to op-
timization of cell culture performance are available in the
literature. Several of these analyses and their findings are
outlined next.

Cell Cycle–Dependent Protein Accumulation

In the area of cell cycle–dependent protein accumulation,
hybridoma cells have received the most attention because
they are widely used in the production of monoclonal an-
tibodies (MAbs). Numerous studies have suggested that
lower rates of growth result in higher levels of protein pro-
duction (110–112) (see also papers referenced in Ref. 113).
It has been argued that because populations growing at
slow rates have a larger fraction of G1 cells, the G1 phase
must be a period of enhanced protein production and se-
cretion. However, few studies have been done to give in-
sight into the mechanism for this behavior. Additionally,
other studies have been done that show a positive corre-
lation between growth rate and protein production (briefly
discussed in Ref. 113). These variations in response ob-
served by different researchers may be explained by the
fact that the overall growth rate of a culture depends on
both cell growth and cell death. This means that the same
overall growth can be observed in two cultures with differ-
ent rates of cell loss and cell growth. The conclusion that
can be made from the examination of these different in-
vestigations is that it is important to be aware of the dif-
ferent methods used to quantify growth and protein pro-
duction in cell cultures because they may result in
conflicting results.

Al-Rubeai and colleagues used flow cytometric results
obtained from synchronous cultures and concluded that
the rates of both immunoglobulin synthesis and secretion
are at a maximum at the G1–S transition (114). The syn-
chronization of the culture was achieved by the addition of
thymidine, which arrests cells prior to entry into the S
phase. This type of analysis presents another problem,
however, because factors used for cell cycle arrest have
been shown to alter cell metabolism (115); therefore these
results should be viewed with care. A more complete series
of studies on rates of MAb production during the cell cycle
was performed by Kromenaker and Srienc. The first study
involved using flow cytometric data obtained in asynchro-
nous cultures and applying these data to population bal-
ances to find the single-cell rates of protein accumulation
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in various cell cycle phases for both antibody-producing
and non-antibody-producing cell lines (116). It was found
that during the early G1, producer cells with low protein
content have a specific rate of accumulation of protein ap-
proximately 3–5 times greater than the specific rate ob-
served for the remainder of G1 cells. This indicates that
the rate of protein synthesis is much greater than the rates
of protein degradation and secretion in G1. The S phase of
the cell cycle was shown to a have a low specific rate of
protein accumulation that remained relatively steady
throughout this period. Extending this analysis to the G2

� M phase yielded a negative specific rate of protein ac-
cumulation, indicating that protein is lost due to secretion
and degradation during this period of the cell cycle. From
these findings, it was concluded that the disruption of the
secretion system that occurs during the division of the cell
accounts for the extremely high rate of accumulation ob-
served in early G1 because the transport system probably
has not had time to recover from its disruption.

A later report by Kromenaker and Srienc described the
relation between growth rate and secretion rates during
the cell cycle as determined using single-cell data and
population balances (117). Lactic acid was used as a
growth suppressor, and the concentrations were changed
to vary the specific growth rate. This study brought several
previously unconsidered factors to light. By analysis of the
DNA distribution of the populations at different growth
rates, it was found that the lengths of all the cell cycle
phases were increased by the same factor that the specific
growth rate was increased. This is in direct contrast to
other studies that suggest that the increase in productivity
is due to the increase in the length of the most productive
phase of the cell cycle. Secondly, the application of popu-
lation balances in this study revealed that the net specific
rate of antibody synthesis is independent of growth rate.
Additionally, the specific secretion rate of G2 � M cells is
greater than the rate in the other two phases and remains
constant with decreasing growth rates. In contrast, the
specific secretion rates for G1 and S increase with decreas-
ing growth rate. These findings are consistent with the hy-
pothesis that the disruption of the secretion pathway dur-
ing cell division results in lower secretion throughout G1,
until the Golgi apparatus has had sufficient time to reas-
semble. During this time, antibodies accumulate in the cell
until they can be secreted during G2 � M, before the Golgi
apparatus is disrupted once again. Thus, at lower growth
rates, more time is spent in G1, so an increased secretion
rate is observed because the cells have had time to recover
from cell division. A subsequent study tracked the amount
of cell surface antibodies as a function of DNA content
(118). Because prior experiments determined that the
amount of cell surface antibodies observed on the mem-
brane is a good measure of the rate of secretion, these data
were used to determine the pattern of secretion during the
cell cycle. The results obtained from this method also
agreed with the hypothesized regulation of secretion al-
ready described.

Understanding the regulation of foreign genes in ani-
mal cells is also of great interest because recombinant
DNA is commonly used to express proteins of interest in
immortal cell lines such as Chinese hamster ovary (CHO)

cells. This provided the motivation for studies in which the
expression of foreign genes in animal cells was tracked
throughout the cell cycle. One study tracked the secretion
of tissuelike plasminogen activator (tPA) in recombinant
CHO cultures synchronized by fluorescence-activated cell
sorting (FACS) based upon DNA content (119). This study
shows that secretion of tPA reaches its maximum near late
S phase, while the increase in this protein is maximum in
G1. These results are fairly similar to those obtained by
Kromenaker and Srienc using different methods. Gu and
colleagues also measured the expression of foreign b-
galactosidase during the cell cycles in recombinant CHO
cells (120) and in recombinant mouse cells (121) and hy-
pothesize that control of foreign gene expression is pro-
moter dependent. These particular studies, however,
showed that the use of either the cytomegalovirus (CMV)
promoter or the mouse mammary tumor virus (MMTV)
promoter causes the production of b-galactosidase mainly
in S phase.

Cell Cycle–Dependent Behavior of Culture Systems

There is a steady increase in the number of reports in the
literature that look to the cell cycle to explain various phe-
nomena such as differing growth rates between cultures
and cell death due to shear stress in bioreactors. For ex-
ample, the effect of different inoculation sources was ex-
amined by Al-Rubeai et al. (122). Two cultures that were
inoculated with cells from either the exponential or sta-
tionary growth phase were examined using flow cytometry.
The culture inoculated with cells from the exponential
phase grew at a much greater rate than the other culture
and therefore reached the death phase more quickly due
to nutrient exhaustion and buildup of toxins. Analysis of
the cell cycle, cell size, and mitochondrial activity of the
cultures revealed differences among the cultures. For in-
stance, the slower-growing culture was found to have a
larger proportion of its cells in G1, while the culture with
the greater growth rate had a larger fraction of its cells in
S. Because G1 cells are generally smaller than the S-phase
cells, the culture with a larger fraction of cells synthesizing
new DNA uses more nutrients than the one with smaller
cells. Additionally, cultures with elevated mitochondrial
activity were also shown to have a greater capacity for pro-
liferation. These findings lead the researchers to conclude
that examination of these parameters can provide a means
of predicting how the culture will behave and a means of
explaining variations in the growth patterns of cultures.

It is also of great interest to determine how cells behave
in different culture systems. For cells in continuous culture
(123), it has been found that the fraction of cells in the G1

phase decreases with increasing growth rate, while the
fraction of cells in the S phase increases. As expected, the
G1 phase accounts for most of the resulting variability in
the lengths of the cell cycle phases; however, the S phase
is affected slightly more than the G2 and M phases. A more
detailed analysis of the cell cycle was performed in cultures
containing microcarriers, and the fraction of contact-
inhibited cells was determined and compared to a model
(124). Microcarriers are commonly employed in cultures of
anchorage-dependent cells, such as CHO cells, because
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these types of cells must be attached to a surface in order
to proliferate. When the culture grows to the point where
there is no longer any surface area available for newborn
cells, contact inhibition occurs, and a portion of the cells
cease to proliferate even when provided with an ample sup-
ply of nutrients. Analysis of this system yielded the distri-
bution of cells in the cell cycle during the lag phase, ex-
ponential growth, and confluency. During the lag phase,
the culture is predominantly in the G1 and/or G0 phases
and rapidly enters the other cell cycle phases upon reach-
ing exponential growth. As the culture reaches confluency,
the culture gradually shifts back to predominantly the G1

and/or G0 phases; however, a portion of the cells continue
cycling. These findings are similar to those of suspension
cultures. Furthermore, a method was developed to deter-
mine the fraction of cells affected by contact inhibition, and
the results showed good agreement with a model that had
been developed.

Furthermore, when culturing animal cells in large-scale
bioreactors, the cells can be injured due to the shear stress
that results from agitation and sparging. There have been
several studies that examined the mechanism of cell dam-
age and sought to minimize injury to the cells through the
use of various shear-protecting agents such as Pluronic
F-68 and serum. However, there have been relatively few
studies that examine the effect that these forces may have
on cell metabolism and growth. It is evident that shear
forces have an effect on the overall growth rate of the cul-
ture due to an increase in cell death. Lakhotia and co-
workers (125) analyzed the rate of DNA synthesis and the
cell cycle phase distributions of cultures grown in small-
scale bioreactors with gas sparging and varying agitation
intensities to determine the effect that these forces may
have on growth kinetics of the surviving cells. Measure-
ment of the kinetics was accomplished by measuring the
uptake of BrdU and the DNA content distributions of the
surviving cells with the aid of flow cytometry. They deter-
mined that, in cultures exposed to high agitation, the frac-
tion of cells in the S phase increased by up to 45%, while
the fraction of cells in G1 decreased by up to 50%, compared
to control cultures. The simultaneous analysis of the DNA
synthesis rate suggests that the change in the cell cycle
phase distribution is due to an increase in the DNA syn-
thesis rate. Additionally, when cultured in the absence of
shear stress, the apparent specific growth rate of the cells
previously exposed to the shear forces was initially higher
than and later the same as that of control cells. It was also
shown that an increase in the agitation intensity resulted
in a further increase of the DNA synthesis rate. By sub-
jecting cells to extreme, short-term stresses induced by
turbulent capillary flow, it was determined that larger cells
are more susceptible to damage than smaller cells (126).
This conclusion was made based on the preferential dis-
appearance of S and G2 cells when passed through the cap-
illary. Another possible explanation for these results is
that an apoptotic response triggered by the shear forces
caused a decrease in the size of the cells, but verification
of this hypothesis is difficult.

Engineering the Cell Cycle

Once a more complete picture of how the cell cycle regu-
lates cell physiology and metabolism has been painted, it

can possibly be manipulated in culture in such a way that
cells will perform desired processes at an optimal level. For
example, controlling the regulatory mechanisms of cell
growth and proliferation, or controlling the rate at which
cells advance through the cell cycle can lead to the en-
hancement of protein production, improved economic fea-
sibility, and ease of downstream processing. Indeed there
have been several studies published to date that address
these issues and will undoubtedly lead to further exami-
nation of directing cellular operations through the engi-
neering of the cell cycle in cell cultures.

Cells in culture are subjected to many different forms
of stress that may ultimately lead to cell death. Cell death
can be caused by external factors such as hydrodynamic
forces that may cause the cell to rupture. Additionally, the
response to certain stimuli such as limitation of glutamine,
glucose, or serum or the buildup of toxins may result in
programmed cell death, called apoptosis, which is regu-
lated by some of the same pathways as is the cell cycle.
When in culture, cells reach their maximum cell density
in a few days, after which the process of programmed death
is induced in the majority of the cells (127). The discovery
that the product of the protooncogene bcl-2 is able to sup-
press apoptosis lead to its use in cell culture to prolong the
productive period of the culture (128–131). Several recent
studies show that cells expressing this gene increased MAb
production by 40% (129) and prolonged the viable culture
time by up to 4 days by delaying the onset of apoptosis for
2 days (131). Additionally, it was determined that the in-
crease in MAb production was equally due to both the pro-
longed survival of cells and the increase in protein produc-
tion per cell (131). The expression of the bcl-2 gene also
allows cells to be cultured with a significant decrease in
serum supplementation (130). Specifically, bcl-2 overex-
pressing cells could maintain high viable cell concentra-
tions for up to 4 days, while the control culture lasted only
1 day when supplemented with 0.5% serum. Moreover,
cells cultures supplemented with 9% serum with addi-
tional 2% serum fed after 4 days sustained productivity for
10 days, while the control culture underwent apoptosis af-
ter 4 days (130). These experiments show that the cell cycle
controls can be bypassed when expression of the appropri-
ate gene is induced in culture.

A similar approach has been used in CHO cells to by-
pass the cell cycle controls that require the presence of
growth factors for efficient proliferation. The observation
that cells stimulated by growth factors possess elevated
cyclin E levels led researchers to transfect the CHO cells
with a cyclin E expression vector (132). The expression of
this gene in cells cultured in protein-free media resulted
in cell proliferation and levels of cyclin E, cell morpholo-
gies, and cell cycle phase distributions comparable to those
obtained in growth-factor-stimulated cells. An approach
related to the one just described employed expression of
the transcription factor E2F-1 in protein-free media to by-
pass the growth-factor requirements for proliferation
(133). Although the desired effect of eliminating growth-
factor dependency of the cells was achieved in both cases,
the two approaches had different effects on several cellular
properties. For instance, the cells expressing cyclin E rap-
idly round up and move into suspension, whereas the
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E2F-1 cells adhered more tightly to the surface. Addition-
ally, the same doubling time was observed for both cell
types; however, the cyclin E cells resided in G1 for approx-
imately 20 min longer, while the S phase was reduced by
2 h as compared with the E2F-1 cells. Finally, the expres-
sion of certain proteins varied between the two cell types.
The expression of cyclin A was shown to be 2 times higher
in the E2F-expressing cells, and these same cells expressed
a greater number of proteins at higher levels than wild-
type cells than did the cyclin E–expressing cells. These re-
sults present two different ways of circumventing growth-
factor-dependent controls and show different effects on
cellular processes. Additionally, these findings may give
some insight into the roles that these factors play in the
regulation of the cell cycle.

Another recent study involved increasing protein pro-
duction in cultured cells by arresting cells in G1 (134). This
was done by transfecting CHO cells with a gene coding for
either p21, p27, or p53175P controlled by a tetracycline-
regulated promoter. The p53 protein used in this study is
a mutant that has lost its apoptotic function, resulting in
a culture that undergoes G1 arrest rather than pro-
grammed cell death. The culture was allowed to proliferate
until it reached the desired cell density, after which ex-
pression of the cell cycle arrest molecules was stimulated,
thus blocking proliferation. This sort of cytostatic process
has several advantages over other processes involving un-
controlled growth of cultures, including slower rates of nu-
trient exhaustion, higher levels of protein production, and
low genetic drift.

Gene Therapy

A firm grasp of the events that control the cell cycle will
also yield significant advances toward the treatment of
various illnesses including cancer and genetic disorders.
The connection between the cell cycle and some cancers
has been reviewed elsewhere (18,65,135,136). Many ge-
netic disorders that alter the way cells function result from
either the absence of an enzyme or the presence of a flawed
enzyme. This situation may be remedied by the introduc-
tion of the appropriate genes into a target cell, a procedure
known as gene therapy. Although cells that have incorpo-
rated the desired gene into their genome have displayed
the desired effects, this technique is limited by low rates
of gene transfer (reviewed in Ref. 137). Numerous studies
have attempted to uncover the factors that determine
transfer efficiency, resulting in the hypothesis that gene
transfer is cell cycle dependent (reviewed in Refs. 138 and
139). More specifically, the most widely used method for
gene transfer is recombinant retroviruses, and genes in-
troduced into cells in this manner are not integrated into
the host’s genome until mitosis. It has been postulated that
nuclear envelope breakdown is necessary for the viral in-
tegration complexes to act. Based on these studies, An-
dreatis and Palsson suggested that transfer efficiency de-
pends both on cell cycle and retroviral life cycle events and
developed a mathematical model describing the interplay
between the two (140). This model aided in the design of
experiments that allow the direct measure of intracellular
retroviral decay (138). Furthermore, they developed a

method to monitor the cell cycle dependence of gene trans-
fer by using the transduction of b-galactosidase as a
marker. Thus it was determined that almost all trans-
duced cells show up in the early G1 phase, supporting the
hypothesis that only mitotic cells are susceptible to gene
transfer (139). These studies reveal the importance of the
kinetics of both retroviral decay and cell cycle progression
of the target cells in the efficiency of gene therapy.

CONCLUSIONS

An overview of the mechanisms by which cells respond to
different environmental stimuli has been presented. It is
evident that even after the commitment to synthesize new
DNA is made, the cell possesses the ability to monitor and
direct internal events. For instance, the transcription and
activation of key enzymes are regulated by cell cycle con-
trols to ensure that necessary cellular processes are car-
ried out successfully. The existence of this type of control
suggests that almost every cellular process is somehow
linked to the cell cycle machinery to guarantee the proper
coordination of events throughout the cell cycle. A failure
to maintain the order of these events may result in cell
death or a disruption of normal cell behavior. Thus, a more
complete understanding of factors that have an effect on
cell cycle regulation would allow one to gain insight into
better directing the cellular processes bound to cell cycle
control. This fact is characterized by the recent increase in
the number of studies that have focused on better under-
standing the components involved in directing cell division
and their influence on fundamental cellular processes. It
seems that obtaining a better understanding of the cell
cycle and understanding how the cell cycle directs funda-
mental components of cell growth, such as protein produc-
tion and secretion, may provide the missing link that will
allow researchers to not only improve cell culture, but de-
velop treatments for many types of ailments and dysfunc-
tions such as cancer, which are indubitably cell cycle re-
lated.

BIBLIOGRAPHY

1. R.A. Laskey, M.P. Fairman, and J.J. Blow, Science 246, 609–
613 (1989).

2. B. Stillman, Science 274, 1659–1664 (1996).

3. P.N. Rao and R.T. Johnson, Nature 159, 159–164 (1970).

4. G.H. Leno, C.S. Downes, and R.A. Laskey, Cell 69, 151–158
(1992).

5. J.P.J. Chong, H.M. Mahbubani, C.Y. Khoo, and J.J. Blow,
Nature 375, 360–361 (1995).

6. P. Romanowski, M.A. Madine, and R.A. Laskey, Proc. Natl.
Acad. Sci. U.S.A. 93, 10189–10194 (1996).

7. Y. Kubota, S. Mimura, S.I. Nishimoto, H. Takisawa, and H.
Nojima, Cell 81, 601–609 (1995).

8. V. Baldin, J. Lukas, M.J. Marcote, M. Pagano, and G.
Draetta, Genes Dev. 7, 812–821 (1993).

9. M. Ohtsubo and J.M. Roberts, Science 259, 1908–1912
(1993).

10. D.H. Walker and J.L. Maller, Nature 354, 314–317 (1991).



CELL CYCLE, EUKARYOTES 491

11. E. Schwob, T. Bohm, M.D. Mendenhall, and K. Nasmyth,
Cell 79, 181–184 (1994).

12. M. Pagano, S.W. Tam, A.M. Theodoras, P. Beer-Romero, G.D.
Sal, V. Chau, P.R. Yew, G.F. Draetta, and M. Rolfe, Science
269, 682–685 (1993).

13. M.B. Kastan, O. Onyekwere, D. Sidransky, B. Voglestein,
and R.W. Craig, Cancer Res. 51, 587–597 (1991).

14. M.J. O’Conell and P. Nurse, Curr. Opin. Cell Biol. 6, 867–
871 (1994).

15. I. Hoffmann and E. Karsenti, J. Cell Sci. Suppl. 18, 75–79
(1994).

16. M.K.K. Shivji, S.J. Grey, U.P. Strausfeld, R.D. Wood, and J.J.
Blow, Curr. Biol. 4, 1062–1068 (1994).

17. M.E. Ewan, B. Faha, E. Harlow, and D.M. Livingston, Sci-
ence 255, 85–90 (1992).

18. C.C. Orlowski and R.W. Furlanetto, Endocrinol. Metab. Clin.
N. Am. 25, 491–502 (1996).

19. M.A. Felix, J.C. Labbe, M. Doree, T. Hunt, and E. Karsenti,
Nature 346, 379–382 (1990).

20. T. Lorca, J.C. Labbe, A. Devault, D. Fesquet, U. Strausfeld,
J. Nilsson, P.A. Nygren, M. Uhlen, J.C. Cavadore, and M.
Doree, J. Cell Sci. 102, 55–62 (1992).

21. R. Reeves, Curr. Opin. Cell Biol. 4, 413–423 (1992).

22. A. Hershko, D. Ganoth, V. Sudakin, A. Dahan, L.H. Cohen,
F.C. Luka, J.V. Ruderman, and E. Eytan, J. Biol. Chem. 269,
4940–4946 (1994).

23. S. Yamashiro, Y. Yamakita, R. Ishikawa, and F. Matsumura,
Nature 344, 675–678 (1990).

24. W. Wells, Trends Cell Biol. 6, 228–234 (1996).

25. J.A. Endicott, P. Nurse, and L. Johnson, Protein Eng. 7, 243–
253 (1994).

26. S.J. Elledge, Science 274, 664–1672 (1996).

27. X. Li and R.B. Nicklas, Nature 373, 630–632 (1995).

28. C.L. Reider, R.W. Cole, A. Khodjakov, and G. Sluder, J. Cell
Biol. 130, 941–948 (1995).

29. B. Novak and J.J. Tyson, J. Cell Sci. 106, 1153–1168 (1993).

30. B. Novak and J.J. Tyson, J. Theor. Biol. 165, 101–134 (1993).

31. K. Galaktianov and D. Beach, Cell 67, 1181–1194 (1991).

32. C.J. Sherr and J.M. Roberts, Genes Dev. 9, 1149–1163 (1995).

33. T. Evans, E.T. Rosenthal, J. Youngblom, D. Distel, and T.
Hunt, Cell 33, 389–396 (1983).

34. T. Hunt, Semin. Cell Biol. 2, 213–222 (1991).

35. J. Pines, Adv. Cancer Res. 66, 181–212 (1995).

36. H. Kobyashi, E. Stewart, R. Poon, J.P. Ademczewski, J. Gan-
non, and T. Hunt, Mol. Biol. Cell 3, 1279–1294 (1992).

37. J. Pines and T. Hunter, Trends Cell Biol. 1, 117–121 (1991).

38. D.S. Peeper, L.S. Ewan, M.E. Ewan, M. Toebes, F.L. Hall, M.
Xu, A. Zantema, A.J. van-der-Eb, and H. Piwnica-Worms,
EMBO J. 12, 1947–1954 (1993).

39. S.I. Reed, Annu. Rev. Cell Biol. 8, 529–561 (1992).

40. C.J. Sherr, Cell 73, 1059–1065 (1993).

41. X. Grana and E.P. Reddy, Oncogene 11, 211–219 (1995).

42. G.F. Draetta, Curr. Opin. Cell Biol. 6, 842–846 (1994).

43. Y. Xiong, H. Zhang, and D. Beach, Cell 71, 504–514 (1992).

44. C.J. Sherr, Trends Biochem. Sci. 20, 187–190 (1995).

45. H. Matsushime, M. Roussel, R. Ashmun, and C.J. Sherr, Cell
65, 701–713 (1991).

46. D.E. Quelle, R.A. Ashmun, S.A. Shurtleff, J. Kato, D. Bar-
Sagi, M.F. Roussel, and C.J. Sherr, Genes Dev. 7, 1559–1571
(1993).

47. D. Resnitzky, M. Gossen, H. Bujard, and S.I. Reed, Mol. Cell.
Biol. 14, 1669–1679 (1994).

48. A. Koff, A. Giordano, D. Desai, K. Yamashita, J.W. Harper,
S.J. Elledge, T. Nishimoto, D.O. Morgan, B.R. Franza, and
J.M. Roberts, Science 257, 1689–1694 (1992).

49. V. Dulic, E. Lees, and S.I. Reed, Science 257, 1958–1961
(1992).

50. L.H. Tsai, E. Harlow, and M. Meyerson, Nature 353, 174–
177 (1991).

51. L.H. Tsai, E. Lees, B. Faha, E. Harlow, and K. Riabowol,
Oncogene 8, 1593–1602 (1993).

52. G. Draetta, F. Luka, J. Westendorf, L. Brizuela, J. Ruder-
man, and D. Beach, Cell 56, 829–838 (1989).

53. J. Pines and T. Hunter, J. Cell Biol. 115, 1–17 (1991).
54. S.I. Reed, C. Wittenberg, D.J. Lew, V. Dulic, and M. Henze,

Cold Spring Harbor Symp. Quant. Biol. 56, 61–67 (1991).
55. M. Glotzer, A.W. Murray, and M.W. Kirschner, Nature 349,

132–138 (1991).
56. J. Pines, Biochem. J. 308, 697–711 (1995).
57. J. Pines, Cancer Biol. 5, 305–313 (1994).
58. R.P. Fisher and D.O. Morgan, Cell 78, 713–724 (1994).
59. T.P. Makela, J.P. Tassan, E.A. Nigg, S. Frutiger, G.J. Hughes,

and R.A. Weinberg, Nature 371, 254–257 (1994).
60. W.J. Feaver, J.Q. Svejstrup, N.L. Henry, and R.D. Kornberg,

Cell 79, 1103–1109 (1994).
61. R. Roy, J.P. Adamczewski, T. Seroz, W. Vermeulen, J.P. Tas-

san, L. Schaeffer, E.A. Nigg, J.H.J. Hoeijmakers, and J.H.
Egly, Cell 79, 1093–1101 (1994).

62. S. Atherton-Fessler, L.L. Parker, R.L. Geahlen, and H. Piwn-
ica-Worms, Mol. Cell. Biol. 13, 1675–1685 (1993).

63. C. Featherstone and P. Russell, Nature 349, 808–811 (1991).
64. R.N. Booher, R.J. Deshaies, and M.W. Kirschner, EMBO J.

12, 3417–3426 (1993).
65. T.K. MacLachlan, N. Sang, and A. Giordano, Crit. Rev. Euk.

Gene Express. 5, 127–156 (1995).
66. S.J. Elledge and J.W. Harper, Curr. Opin. Cell Biol. 6, 847–

852 (1994).
67. Y. Xiong, G.J. Hannon, H. Zhang, D. Casso, R. Kobayashi,

and D. Beach, Nature 366, 701–704 (1993).
68. J.W. Harper, G.W. Adami, N. Wei, K. Keyomarsi, and S.J.

Elledge, Cell 75, 805–816 (1993).
69. H. Zhang, G.J. Hannon, and D. Beach, Genes Dev. 8, 1750–

1758 (1994).
70. K. Polyak, J.-Y. Kato, M.J. Solomon, C.J. Sherr, J. Massague,

J.M. Roberts, and A. Koff, Genes Dev. 8, 9–22 (1994).
71. K. Polyak, M.-H. Lee, H. Erdjument-Bromage, P. Tempst,

and J. Massague, Cell 78, 59–66 (1994).
72. E.J. Firpo, A. Koff, M.J. Solomon, and J.M. Roberts, Mol.

Cell. Biol. 14, 4889–4901 (1994).
73. M.E. Ewan, H.K. Sluss, L.L. Whitehouse, and D.M. Living-

ston, Cell 74, 1009–1020 (1993).
74. M. Serrano, G.J. Hannon, and D. Beach, Nature 366, 704–

707 (1993).
75. T. Nobori, K. Miura, D.J. Wu, A. Lois, K. Takabayashi, and

D.A. Carson, Nature 368, 753–756 (1994).
76. G.J. Hannon and D. Beach, Nature 371, 257–261 (1994).
77. D.S. Peeper and R. Bernards, FEBS Lett. 410, 11–16 (1997).
78. R.A. Weinberg, Science 254, 1138–1146 (1991).



492 CELL CYCLE, EUKARYOTES

79. M. Laiho, J.A. DeCaprio, J.W. Ludlow, D.M. Livingston, and
J. Massague, Cell 62, 175–185 (1990).

80. E. Moran, Curr. Opin. Gen. Dev. 3, 63–70 (1993).

81. S.P. Chellappan, S. Hiebert, M. Mudryj, J.M. Horowitz, and,
J.R. Nevins, Cell 65, 1053–1061 (1991).

82. E.W.-F. Lam and N.B.L. Thangue, Curr. Opin. Cell Biol. 6,
859–866 (1994).

83. J. Lukas, H. Muller, J. Bartkova, D. Spitkovsky, A.A. Kjer-
ulff, D.P. Jansen, M. Strauss, and J. Bartek, J. Cell Biol. 125,
625–638 (1994).

84. M.E. Ewan, H.K. Sluss, C.J. Sherr, H. Matsushime, J. Kato,
and D.M. Livingston, Cell 73, 487–497 (1993).

85. S.F. Dowdy, P.W. Hinds, K. Louie, S.I. Reed, A. Arnold, and
R.A. Weinberg, Cell 73, 499–511 (1993).

86. H. Muller, J. Lukas, A. Schneider, P. Warthoe, J. Bartek, M.
Eilers, and M. Strauss, Proc. Natl. Acad. Sci. U.S.A. 91,
2945–2949 (1994).

87. E. Lees, B. Faha, V. Dulic, S.I. Reed, and E. Harlow, Genes
Dev. 6, 1874–1885 (1992).

88. N. La-Thangue, Curr. Opin. Cell Biol. 6, 443–450 (1994).

89. I. Hoffman, G. Draetta, and E. Karsenti, EMBO J. 13, 4302–
4310 (1994).

90. A. Di-Leonardo, S.P. Linke, K. Clarkin, and G.M. Wahl,
Genes Dev. 8, 2540–2551 (1994).

91. R.W. King, R.J. Deshaies, J.M. Peters, and M.W. Kirschner,
Science 274, 1652–1659 (1996).

92. W. Krek, M.E. Ewan, S. Shirodkar, Z. Arany, W.G. Kaelin,
and D.M. Livingston, Cell 78, 161–172 (1994).

93. M. Pagano, R. Pepperkok, F. Verde, and G. Draetta, EMBO
J. 11, 961–971 (1992).

94. A. Bailley and M. Bornens, Nature 355, 300–301 (1992).

95. T.R. Coleman and W.G. Dunphy, Curr. Opin. Cell Biol. 6,
877–882 (1994).

96. Y. Sanchez, C. Wong, R.S. Thoma, R. Richman, Z. Wu, H.
Piwnica-Worms, and S.J. Elledge, Science 277, 1497–1501
(1997).

97. F. Verde, M. Dogterom, E. Stelzer, E. Karsenti, and S. Lei-
bler, J. Cell Biol. 118, 1097–1108 (1992).

98. E.A. Nigg, Curr. Opin. Cell Biol. 5, 187–193 (1993).

99. E.A. Nigg, Curr. Opin. Cell Biol. 4, 105–109 (1992).

100. Y. Yamakita, S. Yamashiro, and F. Matsumura, J. Cell Biol.
124, 129–137 (1994).

101. F.C. Luka, E.K. Shibuya, C.E. Dohrmann, and J.V. Ruder-
man, EMBO J. 10, 4311–4320 (1990).

102. J.A. Knoblich, K. Sauer, L. Jones, H. Richardson, R. Saint,
and C.F. Lehner, Cell 77, 107–120 (1994).

103. B. Novak and J.J. Tyson, J. Theor. Biol. 173, 283–305 (1995).

104. B. Novak and J.J. Tyson, Proc. Natl. Acad. Sci. U.S.A. 94,
9147–9152 (1997).

105. J.J. Tyson, B. Novak, G.M. Odell, K. Chen, and C.D. Thron,
Trends Biochem. Sci. 21, 89–96 (1996).

106. J.F. Collins and M.H. Richmond, J. Gen. Microbiol. 28, 15–
33 (1962).

107. R.J. Harvey, A.G. Marr, and P.R. Painter, J. Bacteriol. 93,
605–617 (1967).

108. A.G. Fredrickson, D. Ramkrishna, and H.M. Tsuchiya, Math.
Biosci. 1, 327–374 (1967).

109. D. Ramkrishna, A.G. Fredrickson, and H.M. Tsuchiya, Bull.
Math. Biophys. 30, 319–323 (1968).

110. S. Terada, E. Suzuki, H. Ueda, and F. Makishima, Cytokine
8, 889–894 (1996).

111. K. Takahashi, S. Tereda, H. Ueda, F. Makishima, and E. Su-
zuki, Cytotechnology 15, 57–64 (1994).

112. F. Makishima, S. Terada, T. Mikami, and E. Suzuki, Cyto-
technology 10, 15–23 (1992).

113. M. Al-Rubeai, A.N. Emery, S. Chalder, and D.C. Jan, Cyto-
technology 9, 85–97 (1992).

114. M. Al-Rubeai and A.N. Emery, J. Biotech. 16, 67–86 (1990).
115. N.J. Cowan and C. Milstein, Biochem. J. 128, 445–454

(1972).

116. S.J. Kromenaker and F. Srienc, Biotech. Bioeng. 38, 665–677
(1991).

117. S.J. Kromenaker and F. Srienc, J. Biotech. 34, 13–34 (1994).

118. M. Cherlet, S.J. Kromenaker, and F. Srienc, Biotech. Bioeng.
47, 535–540 (1995).

119. M. Kubbies and H. Stockinger, Exp. Cell Res. 188, 267–271
(1990).

120. M.B. Gu, P. Todd, and D.S. Kompala, Biotech. Bioeng. 42,
1113–1123 (1993).

121. M.B. Gu, P. Todd, and D.S. Kompala, Biotech. Bioeng. 50,
229–237 (1996).

122. M. Al-Rubeai, M.S. Chalder, R. Bird, and A.N. Emery, Cy-
totechnology 7, 179–186 (1991).

123. D.E. Martens, C.D. d. Gooijer, C.A.M. v. d. V.-d. Groot, E.C.
Beuvery, and J. Tramper, Biotech. Bioeng. 41, 429–439
(1993).

124. K.A. Hawboldt, T.I. Linardos, N. Kalogerakis, and L.A. Be-
hie, J. Biotech. 34, 133–147 (1994).

125. S. Lakhotia, K.D. Bauer, and E.T. Papoutsakis, Biotech.
Bioeng. 40, 978–990 (1992).

126. M. Al-Rubeai, R.P. Singh, A.N. Emery, and Z. Zhang, Biotech.
Bioeng. 46, 88–92 (1995).

127. R.P. Singh, M. Al-Rubeai, C.D. Gregory, and A.N. Emery,
Biotech. Bioeng. 44, 720–726 (1994).

128. E. Suzuki, S. Terada, H. Ueda, T. Fujita, T. Komatsu, S. Tak-
ayama, and J.C. Reed, Cytotechnology 23, 55–59 (1997).

129. N.H. Simpson, A.E. Milner, and M. Al-Rubeai, Biotech.
Bioeng. 54, 1–16 (1997).

130. S. Terada, Y. Itoh, H. Ueda, and E. Suzuki, Cytotechnology
24, 135–141 (1997).

131. Y. Itoh, H. Ueda, and E. Suzuki, Biotech. Bioeng. 48, 118–
122 (1995).

132. W.A. Renner, K.H. Le, V. Hatzimanikatis, J.E. Bailey, and
H.M. Eppenberger, Biotech. Bioeng. 47, 476–482 (1995).

133. K.H. Lee, A. Sburlati, W.A. Renner, and J.E. Bailey, Biotech.
Bioeng. 50, 273–279 (1996).

134. M. Fussenegger, X. Mazur, and J.E. Bailey, Biotech. Bioeng.
55, 927–939 (1997).

135. C. Cordon-Cardo, Am. J. Pathol. 147, 545–559 (1995).

136. L.H. Hartwell and M.B. Kastan, Science 266, 1821–1828
(1994).

137. B. Palsson and S. Andreadis, Exp. Hematol. 25, 94–102
(1997).

138. S.T. Andreadis, D. Brott, A.O. Fuller, and B.O. Palsson, J.
Virol. 71, 7541–7548 (1997).

139. S. Andreadis, A.O. Fuller, and B.O. Palsson, Biotech. Bioeng.
58, 272–281 (1998).

140. S. Andreadis, and B.O. Palsson, J. Theor. Biol. 182, 1–20
(1996).



CELL DISRUPTION AND LYSIS 493

See also BIOENERGETICS OF MICROBIAL GROWTH;
CULTURE COLLECTIONS; ENERGY METABOLISM, MICROBIAL

AND ANIMAL CELLS.

CELL DEATH. See APOPTOSIS; CELL CYCLE.

CELL DISRUPTION AND LYSIS

F. A. P. GARCIA
University of Coimbra
Coimbra, Portugal

KEY WORDS

Autolysis
Ball mill
Cell wall
Debris separation
Disintegration
Disruption
Homogenization
Lysis
Ultrasonics

OUTLINE

Introduction
The Cell Wall

Chemical Composition and Structure
Effects of Upstream Conditions

Assessment of the Disruption Yield
Methods of Cell Wall Disruption

High-Pressure Mechanical Homogenization
Solid-Shear Methods
Ultrasonics
Other Methods

Effects of Cell Disruption on Downstream Operations
Bibliography

INTRODUCTION

Currently, biological products of commercial interest are
excreted by producer cells into the surrounding medium,
but the larger proportion of cellular products, many of
which have a real or potential value, remain inside the cell
(1). These intracellular products must be released into the
medium before they can be recovered and purified. There
are several strategies for accomplishing this: the cells can
be genetically engineered to excrete the products, the cell
wall can be made more permeable, cell lysis may be in-

duced, or the cell wall can be disrupted. In preparative-
scale applications the disruption of the cell wall is the most
common method.

The cell wall is a rigid and complex structure that pro-
tects the cell from the environment, maintaining cell shape
and providing osmotic stability, while performing biochem-
ical functions of regulation and selective control of the ex-
change of nutrients and metabolites with the medium.
However, microbial cell wall characteristics vary widely in
composition and structure according to species; it is im-
portant to recognize the effects of these differences on the
strength of the wall and their implications which disrup-
tion techniques should be adopted. Mammalian tissues,
halophilic bacteria (which do not possess a true rigid cell
wall), and the Mycoplasma bacteria (which lack a wall)
have the lowest mechanical strength and can be easily
lysed under osmotic stress in hypotonic media. The more
structured and stronger cell walls in some bacteria and
fungi are more difficult to disrupt, and more energy is re-
quired to overcome the toughness of the wall. Moreover,
the cell age and physiological state are also important dif-
ferences that contribute to the strength of a given species’
cell wall.

THE CELL WALL

Chemical Composition and Structure

The diversity of cell wall composition and structure is well
documented (2–5). Purified cell walls (6) can be hydrolyzed,
and the different components can be identified.

Bacterial Cell Walls. Bacteria differ with respect to their
ability to retain a crystal violet–iodine stain when treated
with organic solvents (alcohol or acetone). Accordingly,
they can be classified into two main groups: Gram positive
if they retain the stain, and Gram negative if the stain is
not retained. This difference reflects the diversity in cell
wall composition and structure as well as differences in
biochemical, physiological, or genetic features. Common to
all cell walls is the element of rigidity, which is provided
by a supramolecular structure known as a peptidoglycan,
or murein (Fig. 1). This is a regular heteropolymer of al-
ternating N-acetylglucosamine and N-acetylmuramic acid
(the lactyl ether of N-acetylglucosamine) linked by b-(1–4)
glycosidic bonds in linear chains of up to 65 disaccharide
residues. A tetrapeptide side chain, consisting of at least
three amino acids (some of the unusual D-amino acids), is
attached to the carboxyl group of the N-acetylmuramic
acid. The tetrapeptide chain of one polysaccharide chain is
linked to a tetrapeptide chain of an adjacent polysaccha-
ride chain, either directly (the terminal D-alanine of one to
the meso-diaminopimelic acids in position 3 of the other,
as in Escherichia coli), or indirectly through a pentaglycine
peptide (the terminal D-alanine of one to the L-lysine in
position 3 of the other, as in Staphylococcus aureus). Not
all pairs of these tetrapeptide chains are involved in the
cross-linking of the glycan chains; the degree of cross-
linking, as well as the nature of the amino acids in posi-
tions 2 and 3 are dependent on the species.
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Figure 1. Structure of the building blocks of pepti-
doglycan in E. coli. The nature of the amino acids at
positions 2 and 3, as well as the degree of cross-
linking differ among species. AGA, N-acetylglucosa-
mine; AMA, N-acetylmuramic acid.
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Murein is the skeletal component of the cell wall in
Gram-positive bacteria; it has a multilayered architecture
that is 20–80 nm thick. In addition, teichoic acids (poly-
mers of glycerol or ribitol phosphate) are associated with
murein on the external side of the wall and are unique to
Gram-positive cells. Teichoic acids do not contribute to wall
strength but provide antigenic activity or serve as an at-
tachment anchor. Gram-positive cell walls are devoid of
significant amounts of lipids and proteins.

In Gram-negative bacteria the cell wall is thinner and
more complex and stratified. Mechanical resistance is pro-
vided by an inner layer of murein, which is much thinner
than in Gram-positive bacteria. This murein is covered ex-
ternally by a bilayered lipid membrane, the internal leaflet
being lipoprotein, containing phospholipids, and the outer
leaflet being lipopolysaccharide (LPS), which has toxic
properties and is able to resist the chemical aggressions of
the environment.

Fungi and Yeasts. Under the electronic microscope, the
walls of fungi and yeasts are seen to have a fibrillar struc-
ture that results from the presence of certain components
such as cellulose or chitin. The main constituents are
homo- or heteropolysaccharides, accounting for more than
80% of the wall, built up from different sugars (mainly D-
glucose, D-mannose and N-acetylglucosamine, but also ga-
lactose, galactosamine, fucose, xylose, etc.). Usually, pairs
of carbohydrates dominate the composition of the fungal
walls, and a vast majority of fungi have a chitin–glucan
combination, whereas the majority of yeasts have a
glucan–mannan combination. Cellulose is also dominant
in the walls of many lower fungi. Glucans are usually con-

sidered to be the main skeletal component in yeasts and
consist of linear chains of b-(1–6)-linked D-glucose and side
chains of D-glucose linked to the first ones through b-(1–3)
bonds (Fig. 2a). Chitin is a polymer of N-acetylglucosamine
and is always found in yeast cells, although in small
amounts (Fig. 2c).

Lipids and proteins are also present in fungi and yeasts
cell walls in different amounts. Proteins are now regarded
as true structural wall components. In yeasts the wall ap-
pears stratified into two layers: the protein is associated
with mannans in the form of mannoproteins that form an
external layer covering an internal layer of glucans (Fig.
2b).

Algae. Cellulose is also the main skeletal component of
the algal cell wall, but xylans and mannans (depending on
which sugars are the most abundant) are also found. Algae
differ considerably from the fungi with respect to cellulose
content and crystallinity. The physical aspect is also fibril-
lar, as with other eukaryotes.

Effects of Upstream Conditions

The conditions that affect the synthesis of the cell wall con-
stituents during the growth process will be reflected in the
strength of the cell wall. For instance, cells of E. coli grown
in a complex medium are less easily disrupted than cells
grown in a simple medium (7). The ease of disintegration
also depends on the batch growth of E. coli; the cells are
weaker during the logarithmic phase and become stronger
in the transition to the stationary phase (1,11). This cor-
responds to an increase in the murein thickness and cross-
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Figure 2. Structure of the building blocks of (a) glucan, (b) mannan, and (c) chitin in yeasts.

linking (8,10,11). A quantitative relationship has been es-
tablished between mean cell strength and cell length and
degree of cross-linkage (9). A higher specific rate of growth,
as attained in continuous culture of Candida utilis, leads
to a weaker cell wall, whereas a lower growth rate, as in a
batch operation, allows the cells to build a stronger cell
wall (12). Wall thickness and resistance to disruption in
bakers’ yeast increase with age, possibly due to exhaustion
of the carbon source (13). Bud scars, much more frequent
in a younger yeast population, may introduce local areas
of lower wall strength (12,13). The compressive force re-
quired for the disruption of brewers’ yeast cells was mea-
sured by using a micromanipulation technique and ranged
from 40 lN for cells in the exponential phase to 90 lN for
cells in the stationary phase (14).

ASSESSMENT OF THE DISRUPTION YIELD

Suitable analytical techniques are required to assess the
extent of cell disruption in order to develop models for pro-
cess selection, scale-up, and optimization. Different meth-
ods have been used to quantify the degree of disintegration
at specified conditions; each one has its advantages and
drawbacks. The number of disrupted cells must be esti-
mated, which can be done by direct counting of nondis-
rupted cells or, indirectly, by determination of any intra-
cellular metabolite whose quantitative release into the
medium is proportional to the number of disrupted cells.

Direct counting of suitably diluted samples can be
achieved by plating out techniques (14), microscopic count-
ing (16,17), electronic counting (18), or using an analytical
disk centrifuge (19).

Plating out techniques are time consuming, and only
viable cells can be counted. However, nonviable intact cells
can be present in a significant proportion and are uncount-
able. The situation is worsened if the cells have a tendency
to agglomerate.

Microscopic counting is a faster and simpler alternative.
Whole cells in suitably diluted samples of original and

treated suspensions are counted in microscope hemocy-
tometers (16,17). However, the counting process, though
easier for yeasts, is tedious and difficult with very small
bacterial cells, and a distinction between intact cells and
cells that have been slightly damaged is generally impos-
sible to make. Proportional counts of stained smears may
be advantageous as, for instance, in the case of yeasts (20).
By adopting the staining technique of Bianchi (21), it is
possible to distinguish among whole intact cells, broken
cells contaminated with cytoplasm, and empty debris, at
1,000� magnification. The main difficulty lies in finding a
suitable staining technique for the cells concerned.

Electronic particle counters can be used to evaluate the
number of whole yeast cells. The Coulter counter, for in-
stance, was used to assess the concentration of yeast cells
(18), but it is not a sensitive method for bacteria (22), and
the machine tends to be fouled by cellular debris (19).

The analytical disk centrifuge was recently introduced
for monitoring the disruption of E. coli containing recom-
binant inclusion bodies (19). This technique provides a size
distribution in the homogenate and requires that the size
distribution of the inclusion bodies be subtracted from the
homogenate sample distribution by numerical or graphical
deconvolution of both distributions.

Indirect counting is based on the determination of cer-
tain compounds (e.g., soluble protein, enzyme activities)
that are released into the solution when the cell wall is
broken: the yield of disintegration is the percentage ratio
of the released material, R, to the maximum amount, Rmax,
that can theoretically be released into the solution. The
most common material that has been used for this purpose
is total soluble protein assayed in the sample supernatant
(22–24). The “dilution method,” using the Biuret method,
was based on the comparison of the protein concentrations
in the supernatants obtained by centrifugation of diluted
and undiluted samples of homogenized suspensions (23).
However, dilution interferes with protein solubility (22),
because of partial denaturation. The method also fails
when the protein is produced as an inclusion body (19).
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Figure 3. High-pressure homogenizer discharge valve unit. The
discharge pressure is controlled by a handwheel assembly (A),
which, through a spring-loaded valve rod (B) positions the valve
(C) in relation to the valve seat (D). During discharge the material
passes between the valve and its seat and impinges on an impact
ring (F). Source: Reproduced by permission of the Institution of
Chemical Engineers from Ref. 23.

Overheating, particularly during a prolonged operation to
determine Rmax, can cause thermal denaturation or en-
zyme deactivation.

Other bioactive products and, in particular, enzyme ac-
tivities (25) released into the medium can be useful. How-
ever, the assessed value of the disruption yield under fixed
conditions depends largely on the enzyme selected for anal-
ysis, its location within the cell, whether it is bound to
membranous materials, and its heat or shearing lability
(26), which can affect the values of both R and Rmax. The
most adequate material would be the product to be ex-
tracted and isolated, if it can be easily assayed.

Continuous monitoring of the disruption process and
the performance of the equipment, particularly if wearing
problems are severe, is advantageous. For instance, a re-
lationship between the degree of cell disruption and the
temperature increase of a baker’s yeast suspension when
passing through a mechanical homogenizer can be estab-
lished. Therefore, by inserting a thermocouple in the ho-
mogenizer, continuous monitoring of its performance can
be achieved (27).

METHODS OF CELL WALL DISRUPTION

Techniques for cell wall disruption have evolved over the
years and are well documented in the literature (27–31).
There are both mechanical and nonmechanical methods.
Mechanical methods are based on shear forces that deform
and rupture the cell wall. Nonmechanical methods induce
the lysis of the cell by chemical, physical, or enzymatic
means.

Many of these methods were developed for laboratory-
scale use, with the objective of purifying biomolecules or
organelles while maintaining as much integrity as possible
for fundamental studies. For preparative or commercial
applications, the strategy is to maximize product release,
keeping the biological activity and minimizing the forma-
tion of fine cell debris, which can interfere with further
downstream operations. The mechanical methods, based
on solid or liquid shear, are best suited for this purpose.

High-Pressure Mechanical Homogenization

High-pressure mechanical homogenizers, typified by the
APV Manton–Gaulin homogenizer (Fig. 3), have been one
of the most widely used devices for the disruption of mi-
crobial cell walls in large-scale recovery of intracellular
bioproducts. These devices consist of a positive displace-
ment pump capable of generating high pressures to force
the cell suspension through an adjustable discharge needle
valve under high shear stresses, which disrupts the cells.
The body of the valve is positioned against a valve seat by
a spring-loaded rod, and the disrupting pressure is ad-
justed by the load that is applied, hydraulically or me-
chanically, to the spring. The treated suspension can be
either collected or recycled for more passes through the
valve.

In an earlier report (23) such a device was used to dis-
rupt baker’s yeast, and the degree of disruption was pro-
portional to the number of passes, N, through the valve
according to the model (first-order kinetics relative to N),

1 aln � kNP (1)
1 � X

where X � R/Rmax is the fraction of disrupted cells, k is a
dimensional, machine-dependent (it depends on the ge-
ometry of the needle valve) specific rate constant [(k) �
(P)�a � MPa�a]; the constant a is a measure of the cell
resistance to disruption (the value a � 2.9 was reported
for baker’s yeast, and 2.2 for E. coli) and is dependent on
the type of organism and the physiologic conditions and
rate of growth (12).

Besides the pressure, the type of organism and the cell
growth conditions, other variables such as the tempera-
ture and the cell concentration affect the specific rate of
disintegration. The process has been found to be indepen-
dent of cell concentration in the range 84–168 g dry
matter/L and for pressures extending from 19.6 to 53.9
MPa, although lower protein recoveries for higher cell con-
centrations at higher pressures were obtained (23). Fur-
ther studies extended the analysis of the influence of the
cell concentration up to 240 g dry matter/L, and no signifi-
cant effect was detected (32). However, a theoretical anal-
ysis based on the turbulence theory of Kolmogoroff (33)
showed that the amount of soluble protein release in a
Manton–Gaulin homogenizer was dependent on cell con-
centration according to

bR � 1 � exp{�[(P � P )/z] } (2)0

where z is a constant, P is the disrupting pressure, P0 is a
threshold pressure, and b is a parameter that depends on
cell concentration. More recently, the disruption of E. coli
in another type of homogenizer, the Microfluidizer (Micro-
fluidics Corporation, Newton, Mass.), was correlated by
(34)
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1 b aln � kN P (3)
1 � X

where the exponent b was found to be a function of the cell
concentration and the specific growth rate.

The rate of cell wall disruption has been shown to be
highly temperature dependent, but a temperature increase
when the cells are disrupted can lead to severe thermal
denaturation of heat-labile products. An increase of about
2–3 �C (depending on cell concentration) can be expected
for every 10 MPa increase in the backpressure of the
needle valve (31,32). In fact, the suspension has to be pre-
cooled in order to keep the temperature under control, and
cooled immediately after leaving the homogenizer. In most
cases no losses of enzyme activity or protein solubility were
detected if the temperature was not allowed to rise above
30 �C (12,23).

Increased productivity can be attained with higher
pressures, allowing the recovery of more product with
fewer passes. However, a higher disrupting pressure de-
mands more energy and can cause severe wearing prob-
lems in the valve seat. Erosion of the valve seat is, in fact,
of great concern in using this type of equipment.

Optimization of the equipment design and operation re-
quires a deep understanding of the mechanisms of cell dis-
ruption. Breakage of the cell wall occurs as a result of nor-
mal stresses or shear forces developed during the passage
of the suspension through the needle valve. One mecha-
nism considers the magnitude and the rate of pressure
drop to be responsible for cell breakage (32). A hydrody-
namic mechanism in which turbulent eddies of smaller di-
mensions than the cells cause the intracellular liquid to
oscillate with a kinetic energy large enough to rupture the
cell (33). Impingement of a high-velocity jet against a flat
surface, as occurs in the needle valve when the direction
of the jet is suddenly and abruptly changed, has also been
considered to be a cause of cell disruption (12,35). In the
case of the Manton–Gaulin–type of homogenizers, this led
to the redesign of the valve geometry (35); the so-called
knife-edge configuration showed the best performance,
whereas the flat valve configuration had the lowest yields
in the disruption of baker’s yeast (Fig. 4).

These homogenizers have proved to be efficient for all
types of microorganisms, with high degrees of disruption
even with only one pass. Blockage has, nevertheless, re-
mained a major concern in the use of high-pressure ho-
mogenizers for the disruption of filamentous microorgan-
isms (36). The use of a Manton–Gaulin homogenizer
resulted in a severe degradation of plasmid recovered from
E. coli (37).

Solid-Shear Methods

Ball mills, or bead mills, originally designed for nonbio-
technological applications, have also been used to disinte-
grate microorganisms, particularly yeasts. They are the
most suitable for scaling up and can be continuously or
discontinuously operated. They consist of agitator disks
mounted concentrically or excentrically on a motor-driven
central shaft inside a grinding chamber (Fig. 5). During
operation, the chamber is filled with small glass or stain-

less steel beads, which are necessary to promote an abra-
sive action to grind the cells. In continuous operation, a
bead retainer (a sieve plate, a vibrating slot, or a special
rotating disk) prevents the beads from leaving the grinding
chamber. Different models of the Netzsch bead mill
(Netzsch Feinmahltechnik, Germany) or the Dyno-Mill
(Willy A. Bachofen AG, Basel, Switzerland) have been
used.

The mechanism of disintegration is very complex and
results from both a liquid shearing and a solid shearing,
resulting from the impacts of the beads in a field of intense
turbulence. The disruption process can be properly de-
scribed by a first-order kinetics law (24,38) and, for a batch
operation or continuous plug flow system, the integrated
rate equation is

Rmaxln � kt (4)
R � Rmax

where R is the amount of protein released in time t, Rmax

is the maximum amount that could be released if 100%
disrupted had occurred, and k is the specific velocity of dis-
integration (protein released).

For a continuous operation there is a certain degree of
backmixing, and n tanks (CSTR) in a series model is a bet-
ter representation of the hydrodynamics in the chamber.
In this case a mass balance to the released protein gives
(38)

Rmax n� [1 � (kh/n) ] (5)
R � Rmax

where h � V/Q is the mean residence time, V is the total
free volume of the grinding chamber, and Q is the flow rate
of the microbial suspension.

Several process parameters affect the yield and the rate
of cell wall disruption. Besides the design characteristics
of the mill (volume and geometry of the grinding chamber,
the number of disks per unit volume of the mill, and ge-
ometry and construction materials of the disks), the rate
constant is influenced by a number of process parameters
such as the agitator speed, cell concentration, bead size,
bead load, temperature, and flow rate of the suspension
(24,38,39).

The speed of the agitator disks determines the fre-
quency of bead collisions (40) and the intensity of shear,
and, within certain limits, the specific rate of disintegra-
tion is proportional to the disk tip speed, U (38):

k � KU (6)

Practical limitations arising from high energy consump-
tion, high heat generation, erosion of the beads, and inac-
tivation of shear-labile products require that the disk tip
speeds remain between 5 and 15 ms�1.

The influence of cell concentration requires a more de-
tailed investigation because contradictory results have
been reported. The disruption of baker’s yeast was re-
ported to be independent of the cell concentration in the
range of 4–20% w/v on a dry matter basis (25), as expected
for a first-order process. However, others (38,39) have re-
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Figure 4. (a) Schematic diagram of a typical valve unit. (b) Sche-
matic diagram of valve units used: (A) CR, cell rupture with coned
valve rod; (B) CRF, cell rupture with flat valve rod; (C) CD, cell
disruption; (D) KE, knife edge; (E) FV, flat valve unit; (F) CD-type
unit with coned entry—dimensions in millimeters. Land distances
(R � Ro) are for CRF, 0.7 mm; CD, 0.5 mm; KE, 0.1 mm; FV, 1.5
mm. Source: Reprinted by permission of Elsevier Science Inc.
from Ref. 35.
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Figure 5. The Dyno-Mill. Source: Reprinted from a commercial
brochure, by permission of Willy A. Bachofen AG, Basel/Switzer-
land.

ported a maximum protein release for cell concentrations
of 35–40% (wet wt), and decreasing thereafter, depending
on the disk materials (38), such effect being more pro-
nounced when the agitator speed was low (39). The viscos-
ity of the suspension increases with the cell concentration
and is further increased with the progress of the disruption
process, therefore increasing the rate at which the turbu-
lence is damped out (38). However, insufficient data are
generally generated or reported regarding the rheology of
the suspension. The optimal cell concentration varies from
case to case, and one must also consider that less heat is
generated but the power consumption per unit weight of
treated cells is higher for lower cell concentrations, and

that for low cell concentrations (�5% solids) increased
wear is observed on the mill and beads. Hence, an optimum
must be found by experiment and is generally in the range
of 30–60% or, more usually, in the range of 40–50% (cell
wet wt).

The bead diameters that have been reported range from
0.1 to 1.5 mm. Usually the disruption is faster with smaller
beads, but the tendency of very small beads to float and
difficulties in retaining them inside the grinding chamber
impose practical limitations on the lower limits of size. In
practice, the lower limit for batch operation of laboratory
mills is 0.2 mm, whereas for production equipment work-
ing continuously the lower sizes are �0.4 mm. For the
same bead load, larger particles correspond to fewer beads
and reduced abrasive action or bead collisions. For the
same bead load, there are also reports of an optimum bead
size, which also has to be found by experiment and depends
on the location (24,41) of the product (enzyme) inside the
cells; larger beads are preferred for the recovery of en-
zymes located in the periplasmic region, and smaller ones
for cytoplasmic material.

The rate of protein release is also enhanced by increas-
ing the bead load (volume percentage of bead material rela-
tive to the total volume of the grinding chamber). Bead
loads ranging from 30 to 90% are reported in the literature,
but the packing density, depending on the bead diameter
inside the chamber, is generally in the range of 80–90%.
The upper limit is generally imposed by the high power
consumption and difficulties in removing the heat released
in the operation.

The rate constant is, obviously, dependent on the tem-
perature that results from the balance between the heat
generated during the milling process and the heat removed
by a cooling liquid, brine, or a cooling liquid circulating
through a cooling jacket of the grinding chamber. The heat
generated in the process, if accumulated, would raise the
temperature to unacceptable levels; in fact, the suspension
has to be precooled and cooled immediately after leaving
the chamber to avoid inactivation of heat-labile products.

The effects of the flow rate should mirror the effects of
the residence time of the cells inside the grinding chamber,
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and assuming a first-order process, the yield after one pas-
sage should decline as the feed rate increases. However,
degree of caution should be exercised because the degree
of longitudinal dispersion or backmixing increases as the
flow rate decreases, and the yield of disruption is not a
simple function of the flow rate. On the other hand, the
power consumption per unit mass of processed cells
strongly decreases as the feed rate increases, and for this
reason, a high flow rate should be adopted and the decline
in the yield of disruption could be alleviated by recycling
part of the suspension. It should be emphasized that by
increasing the residence time the viscosity may be de-
creased because prolonged shear may cause degradation of
the shear-sensitive DNA polymer (51).

In one study (41), the disintegration rate was correlated
with the specific energy as determined by the following
combination of parameters: small grinding beads, moder-
ate to high cell concentrations, and/or low to moderate ag-
itator speeds. In this case the utilization of energy input
reaches its maximum. In other words, high cell concentra-
tions are energetically favorable. This result is considered
to be the basis for scale-up. For cases of low cell concentra-
tions in the suspension, high agitator speeds, and larger
beads, the disintegration rate was no longer correlated
with specific energy input but was a function of the stress
frequency (which is proportional to the product of the ag-
itator speed and disintegration time), which was experi-
mentally proved.

Ultrasonics

Ultrasound has been used on the laboratory scale for an-
alytical and preparative extraction and purification of cell
constituents of bacteria or yeasts. The mechanism of cell
disruption derives from the intensive shear induced by
sonicating the suspension at sound frequencies above 20
kHz. A magnetorestrictive or a piezoelectric transducer
converts the alternating current of an electric oscillator
into mechanical waves that are transmitted to the suspen-
sion through a metallic probe (usually made from tita-
nium) vibrating with the same frequency as the oscillator.
The sound waves create many microbubbles at various nu-
cleation sites in the suspension, which collapse implosively
during the rarefaction period of the sound waves. This phe-
nomenon of cavitation (formation, growth, and collapse of
the vapor-filled bubbles) produces intense local shock
waves, and intense local shear gradients are generated
that cause the cells to deform beyond the limit of elasticity
and rupture. The rate of microbial cell disintegration is
usually low for preparative purposes, and the inclusion of
small stainless steel or glass (Ballotini) beads will help in
the nucleation for cavitation as well as with a grinding
action (solid shear) that will increase the efficiency of dis-
integration.

The kinetics of disruption (protein release) has been re-
ported to follow a first-order law (42,43), and for a well
mixed pattern inside the disruption chamber the inte-
grated equation is

1 � X � exp(�kt) (7)

where X is the fraction of released protein and k is the rate
constant.

There are a number of variables that can markedly af-
fect either the sample or the efficiency of the sonication
process. One of these is the temperature rise. Most of the
energy that is released when the bubbles collapse is ab-
sorbed by the liquid as heat. Although the value of the
specific rate k increases with the temperature, the thermal
energy has to be extracted to avoid temperatures that
could destroy the activity of the useful bioproducts. To con-
trol the temperature within acceptable limits, the suspen-
sion should be precooled to 0–5 �C, and jacketed disruption
vessels should be used with a continuous circulation of a
cooling fluid. Alternatively or concomitantly, short periods
of sonication can alternate with short periods of cooling.
The ratio of the time of sonication to the time of cooling is
known as the duty factor.

The integrity of the bioproduct can also be adversely
affected if free radicals are allowed to accumulate during
the intense cavitation. The addition of radical scavengers
(e.g., cysteine or glutathione) or pregassing the suspension
with hydrogen can alleviate this problem, particularly if a
prolonged sonication is expected.

Other operating parameters affect the efficiency of the
sonication process. One is the amplitude of vibrations of
the sound waves (directly related to the acoustic power
supplied to the suspension), which affects the rate constant
according to the following relation (42):

0.9k�(W � W ) (8)0

where W is the acoustic power and W0 is the cavitation
threshold power. However, a linear relationship between
the rate constant and the acoustic power was recently re-
ported (43).

The viscosity of the suspension affects the hydrodynam-
ics and the rate of energy dissipation and inhibits the phe-
nomenon of cavitation. When the viscosity is high, the
operation should be started at a lower power, and the
power should be gradually increased. The initial cell con-
centration that affects the viscosity of the suspension was
reported to have no effects on the rate constant (43).

Problems of foaming can result from the presence of sur-
face active agents (e.g., proteins released from the dis-
rupted cells) that lower the surface tension of the liquid
medium. An intense foaming, particularly when high
power is applied, contributes to cavitation “unloading”
(therefore decreasing the efficiency of the process) and pro-
tein denaturation at the gas–liquid interface.

High working volumes require high acoustic power,
which results in violent turbulence and in the formation of
large bubbles that cause cavitation unloading. Rate con-
stants were found to decrease linearly with increasing
working volumes (43). The difficulties associated with
higher working volumes (100–200 mL) can be alleviated
by good design of the disruption vessel. Commonly a jack-
eted glass beaker with a continuous flow of cooling fluid is
used; inlet and outlet tubes can be inserted for continuous
operation. In continuous operation, the flow rate deter-
mines the residence time of the cells in the vessel and af-
fects the overall yield of the process. For tougher cells the



500 CELL DISRUPTION AND LYSIS

inclusion of Ballotini beads is necessary, and for further
increasing the grinding action, the vessel should have in-
ternal tubing loops to circulate the suspension under the
pumping energy of the sonication (27,31). The load and size
of beads must in any case be optimized, but the value of
the rate constant increases to a maximum and then de-
creases with increases in the bead diameter for the same
bead load.

The shape of the probe is of particular concern. For a
constant power level the amplitude of the sound waves at
the probe tip is inversely proportional to the tip area.
Therefore large tips dissipate the acoustic energy over a
larger area, and the amplitude is smaller. However, if the
tip diameter is too small the acoustic energy is dissipated
over a smaller field and is less efficiently used, this is par-
ticularly important if the working volume is small because
intense turbulence can lessen the power absorbed near the
tip.

Manufacturing materials dictate the severity of the
wearing problems that are also common with the probe
tips. Titanium is a good material because of its good acous-
tic and mechanical properties and low toxicity to bioactive
materials. However, titanium probes are expensive and
difficult to machine. Pitting erosion produces deep cavities
on the tip surface, particularly when Ballotini beads are
included, which lessens the efficiency of sonication. The tip
can usually be detached for servicing to produce a new flat
surface, which is difficult with titanium, stainless or hard
steels are better alternatives despite their poorer acoustic
and mechanical properties.

Sonicating equipment can be found in many laborato-
ries. In preparative applications the performance is gen-
erally not as good as with the high-pressure homogenizers
or bead mills. In the case of plasmid recovery from E. coli,
even when the disruption yield was good, sonication failed
to produce intact plasmids (37). The application of this
technique to large-scale purification of bioproducts is
rather limited: it is difficult to transmit high acoustic
power to large volumes, it is difficult to extract the large
amounts of heat generated during the cavitation process,
and the equipment has to be shielded to protect humans.

Other Methods

The mechanical methods are, generally, effective in dis-
rupting tough microbial cell walls and much more efficient
than the nonmechanical methods. Concomitantly, there
are also several disadvantages: they are energy intensive,
generate high temperatures and shear forces that can
damage labile products, are nonspecific with respect to the
organisms and the product to be released, and cause in-
tense cell fragmentation. Although several attempts have
been made to optimize operations and minimize these ef-
fects, process modifications that could result in a signifi-
cant reduction in the overall energy requirements are still
being pursued.

Nonmechanical methods are not efficient on their own,
and very often they only increase the permeability of the
cell envelope without breaking the wall. However, by
weakening the cell wall, lytic methods can be combined
with the more efficient mechanical methods, and therefore
require less harsh conditions.

Among the physical methods of lysing cells, two have
been reported more frequently, although they are not pro-
duction oriented: osmotic shock and freeze–thawing. Os-
motic stresses are generated when a cell is placed in either
a hypertonic or a hypotonic medium; in the first case the
cell tends to shrink (plasmolyze), and in the second case to
expand. In both cases the cells can suffer potentially seri-
ous injuries. Usually the cells have osmoregulating mech-
anisms in addition to tough cell walls that protect them
from lysis. However, if suddenly placed in a hypotonic me-
dium (a medium of very low salt concentration), the cells
suffer an osmotic shock, absorb water, and swell; eventu-
ally they reach a point of unsustainable internal pressure
and burst. This bursting process is effective and up-
scaleable with weak animal cells. However, osmotic shocks
are rather inefficient with tougher bacterial, fungal, or
yeast cells, though some periplasmic enzymes and even
some proteins/enzymes located near the inner side of the
cytoplasmic membrane can be selectively released. Os-
motic shock is frequently used to prepare membrane ves-
icles for studies of membrane proteins. The important op-
erational parameter is the time to fully resuspend the cells
in the hypotonic medium, which should be as short as pos-
sible to avoid the osmoadaptation of the organisms.

The release of intracellular components can also be in-
duced by freeze–thawing the cells. The ice crystals that
form and grow during the freezing step will mechanically
disrupt the integrity of the inner cell membranes, which
become permeable and allow several enzymes to be ex-
tracted into appropriate buffers during the thawing step.
The precise mechanism for the release of proteins has not
yet been elucidated; however, the formation of small tran-
sient pores (44) in the membranes is a logical explanation
consistent with the facts that protein solubility is impor-
tant in governing its release to the medium, the inclusion
bodies remain unreleased, and large molecular weight pro-
teins are excreted with very low yields (45). The efficiency
of this method depends largely on the rates of thawing.
With a large mass of frozen suspension, the rate of thawing
is higher in the outside region, while the interior of the
block remains frozen, allowing chemical or enzymatic
(eventually, proteolytic) reactions to proceed to different
degrees in different parts of the block. On the other hand,
the lifetime of the transient pores (regions of discontinuity)
depends on the temperature of thawing that affects the
rate of membrane resealing (44) and is longer at low tem-
peratures. This may explain the lack of reproducibility of
the results in the ball mill disintegration of brewers’ yeast
samples that were kept frozen and separately thawed (24).
The freeze–thawing process is not easily scaled up and find
application mainly in laboratory-scale recovery of recom-
binant proteins. It can also be useful in disrupting patho-
genic cells in a sealable package (7).

Chemical methods on lysis are milder and often antic-
ipate an autolytic enzymatic activity. Organic solvents
(e.g., toluene, ethanol, n-butanol, isobutanol, acetone,
methylethyl ketone, etc.) are believed to extract, nonselec-
tively, lipids from the cell wall or cytoplasmic membrane,
therefore increasing the permeability to intracellular com-
ponents. However, organic solvents might cause protein
denaturation, and by diffusing into the cell, they also de-
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Table 1. Important Microbial Cell Wall Degrading
Enzymes

Organisms Enzymes Type of hydrolyzed linkage

Bacteria Glycosidases b-(1,4)-linkages between
AGA and AMA residues
in a peptidoglycan

Acetylmuramoyl-L-
alanine
amidases

Link between N-
acetylmuramoyl residues
and L-amino acid
residues in certain
glycopeptides

Peptidases Gly-gly, ala-gly, etc., peptide
bonds

Fungi,
yeasts

b-(1,3)-Glucanases Random b(1,3)-linkages in
glycans

b-(1,6)-Glucanases Random b(1,6)-linkages in
glycans

Mannanases (1,2)- (1,3)-, (1,6)-b-D-
Mannosidic linkages

Chitinase N-Acetyl-b-D-glucosaminide
b(1,4)-B-linkages in chitin
and chitodextrins

Proteases
Algae Cellulases �(1,4)-Linkages in cellulose

stroy the membranes of intracellular organelles, thus al-
lowing destructive enzymes, such as proteases, to be lib-
erated. These harmful effects of the organic solvents were
minimized in the extraction of b-D-galactosidase by mixing
yeast cells (Kluyveromyces fragilis) with concentrated se-
lected solvents and, following filtration, resuspending and
agitating the cells in an adequate buffer for extraction (46);
95% of the enzyme was released at the end of a 20-h ex-
traction period. The process was claimed to be suited for
scale-up, and the organic solvents were beneficial in killing
the viable yeast cells, therefore avoiding the need to sepa-
rate them from the lysate and the addition of antimicrobial
agents.

The use of concentrated organic solvents, however, im-
poses a fireproof environment. Other chemicals, such as
detergents, chaotropic agents (e.g., guanidine HCl or urea),
EDTA, phenethyl alcohol (PEA), or alkaline solutions have
been used to increase the permeability of the cell walls. All
chemical methods suffer from long holding times and,
thus, have long been considered unattractive for larger-
scale applications. Addition of glycine in low concentra-
tions to the medium at an appropriate pH could also in-
crease the permeability of recombinant E. coli immobilized
in j-carrageenan gel beads to �-amylase.

However, the recent progress in recombinant DNA tech-
nologies has renewed interest in the development of meth-
ods to increase the permeability of the cell envelope in
order to avoid a detrimental accumulation of plasmid-
encoded proteins in the cytoplasm. If these proteins are
allowed to accumulate, further synthesis is reduced while
proteolytic degradation may cause loss of protein activity,
or the plasmids may loose stability. The benefits of whole
viable cell immobilization may also be lost if the foreign
proteins are not excreted and the cells would require a dis-
ruption step for the product to be released and further pu-
rified. Chemical methods to recover these active recombi-
nant products in situ, with increased selectivity concerning
the intracellular location, have been investigated, with
great promise. E. coli, a Gram-negative bacterium, has
typically been used as the host organism, and many high-
value recombinant proteins are secreted into its peri-
plasmic space. Treatment of E. coli with guanidine HCl (a
chaotropic agent) increases the permeability of the outer
membrane, and periplasmically expressed proteins such as
b-lactamase (47) can thus be leaked into the surrounding
medium with high yield (better than 80% in 5 h), free of
many intracellular contaminants. After treatment of the
same cells with Triton X-100, which attacks the inner
membrane, the cytoplasmic proteins could be released but
with low yield and only when the cells were treated with
both the guanidine HCl and Triton X-100 was the yield of
intracellular protein higher than 50%. The cost of Triton
X-100 is high but, nevertheless, this process was claimed
to be less expensive than enzymatic methods. The release
of b-lactamase was also enhanced by treating recombinant
E. coli with EDTA and PEA at appropriate concentrations;
cell viability and synthesis of the plasmid encoded b-
lactamase were retained (49).

Pretreatment with guanidine HCl and Triton X-100 was
also used in conjunction with a high-pressure homogeni-

zation step to disrupt recombinant E. coli expressing hu-
man growth hormone inclusion bodies (48). A reduced
number of passes through the homogenizer at lower dis-
rupting pressure were required to recover the protein from
the inclusion bodies; due to their synergistic effects, Triton
X-100 was used to reduce the concentration of guanidine
HCl required to weaken the cell wall and to wash the in-
clusion bodies from contaminant proteins.

Pretreatment of Candida lipolytica with an alkaline so-
lution resulted in a weakened cell wall and increased pro-
tein solubility, and further mechanical homogenization
was thus facilitated at lower pressures than with non-
treated cells (20).

Enzymic methods of cell wall hydrolysis are also becom-
ing increasingly more attractive. The advantages associ-
ated with enzymic lysis include an increased selectivity of
product release (which is desirable for further product iso-
lation and purification), an increased rate and yield of
product release, the minimization of product damage, re-
quirements for mild conditions of pH and temperature, and
no debris being produced.

More than any other methodology, enzymatic lysis re-
quires a good understanding of the details of the chemical
and physical structure of the cell walls. No single enzyme
is capable of fully degrading the cell walls. As already de-
scribed, peptidoglycan is the structural element in bacte-
rial cell walls. In Gram-positive bacteria a single enzyme
could lyse the cell, but a mixture of several enzymes (gly-
cosidases [endoacetylmuramidase, endo- and exoacetylglu-
cosaminidase], N-acetylmuramyl L-alanine amidase or
peptidases) acting synergistically would assist in the lysis
of the bacterial peptidoglycan; in Gram-negative species a
pretreatment with a surface-active agent is usually re-
quired to remove the outer membrane. For yeast cells a
wall lytic protease and b-(1–3)-glucanase are essential, but
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the inclusion of b-(1–6)-glucanase, mannase, and chitinase
assist the lytic process (Table 1). Most lytic enzyme sys-
tems are active against pretreated nonliving cells (lyophi-
lized or heat-killed cells) or against cell walls.

The main restrictions in using multienzyme systems
are the availability and high costs associated with their
preparation. Different sources of lytic enzymes have been
investigated. Various species of Arthrobacter can be in-
duced, by whole yeast cells or cell walls, to produce yeast
lytic activity (b-(1–3)-glucanase, mannase, and protease)
subject to catabolite repression by glucose. Yeast lytic ac-
tivity was also identified in Cytophaga sp. and Oerskovia
xanthineolytica. Different strains of Streptomyces sp.,
Pseudomonas sp., Staphilococcus sp., and Cytophaga sp.
have a wide spectrum of bacteriolytic activities. Lysozyme
from hen egg white is bacteriolytic against only a few bac-
teria.

For the extraction of a given product from an organism,
the selection of the most appropriate lytic system depends
on the nature of the wall to be lysed and the nature and
location of the product inside the cell. The composition of
a multienzyme system determines the efficiency and the
selectivity of the lytic process (50). If the product is pro-
teinaceous, a highly proteolytic system is undesirable.
Thus, if the organism to be lysed is a yeast, a high proteo-
lytic activity should be provided in only the early part of
the lytic process, when the substrate is the mannan–
protein complex of the wall; the protease should then be
inactivated, or a protease inhibitor should be added. How-
ever, the composition of lytic systems can be manipulated
in part in the production phase, using different inducers
and growth conditions. For instance, in the case of the lytic
enzyme system from Cytophaga sp., high b-(1–3)-glucan-
ase activities and high glucanase: protease ratios were ob-
tained when produced in continuous culture at low dilution
rates under carbon-limited conditions. The quantitative
data concerning the effects of pH, temperature, concentra-
tions of lytic enzyme, and of cells on the lysis rate should
also be obtained to optimize a lytic process (50).

As with all the nonmechanical methods, extensive en-
zymatic lysis is a very slow process, but in conjunction with
others, the rate and the yield of product extraction can be
much increased. Mutants that are defective in b-glucan can
be produced by mutagenesis and are, therefore, more sus-
ceptible to b-(1–3)-glucanase (commercially known as zym-
olyase) attack (51). Enhanced disruption of C. utilis was
obtained by high-pressure homogenization (using a micro-
fluidizer) when the cells were pretreated with zymolyase
(51). Bacillus cereus pretreated with 0.5 mg cellosyl (a lytic
enzyme produced by Streptomyces coelicolor) per gram of
cells (wet wt), at pH 5.5 and 30 �C, was disrupted with 98%
yield in one single passage in a Manton–Gaulin homoge-
nizer at 7 � 107 Pa, as compared with less than 40% yield
when the cells were untreated. The same enzymatic treat-
ment facilitated disruption in a bead mill (52).

Autolysis is the process by which the cells use their own
lytic capabilities and produce lytic enzymes. Autolysis, as
a self-digestion process, is very slow and often requires sev-
eral days, which is very inconvenient. Because of that, it
is not a common method of cell disruption; however, yeasts
are autolyzed on an industrial scale for the production of

yeast autolysates. The process can be speeded up by drying
or freeze-thawing the cells. As already mentioned, autol-
ysis can also be induced by plasmolysis with surfactants,
thiol reagents, and organic solvents (e.g., toluene or buta-
nol) or by aging or temperature. b-Lactam antibiotics are
known to cause the activation of autolytic enzymes (autol-
ysins), and this has also been suggested to be the mecha-
nism by which surfactants induce the autolytic process.
Autolysis enzymes are important for cell growth and re-
production, but once they are deregulated, they attack bac-
terial peptidoglycan. A key factor is the pH, which is gen-
erally optimum around 8.0 when yeast is to be plasmolyzed
by organic solvents or detergents (56).

Microbial cells differ in their potential for autolysis; of-
ten they lack the genetic information to produce lytic en-
zymes, in which case the genetic coding must be introduced
from outside. Lytic enzyme systems that can be cloned in-
clude not only the autolysins (several peptidoglycan hy-
drolases) but also colicin enzymes (a class of antibiotic pro-
teins) and phages (57).

EFFECTS OF CELL DISRUPTION ON DOWNSTREAM
OPERATIONS

One of the most challenging problems in solid–liquid sep-
aration is the removal of cell debris, which includes cell
wall fragments, cell membranes, and protein precipitates.
Disruption and lytic treatments cause a reduction in the
sedimentation properties of the cells and fine debris
(�0.1 lm), leading to inefficient centrifugation and/or fil-
tration due to changes in the surface properties, high com-
pressibility of the solids, high viscosity of the disrupted
suspension, and a small difference between the densities
of the solids and the suspending medium (53). Centrifu-
gation has been used, but it is unsatisfactory when the
particles are smaller than 0.5 lm, particularly in viscous
homogenates, therefore requiring very low flow rates (on
the order of 10 times less than for whole cells). A previous
flocculation can improve the centrifugation efficiency. A
highly selective flocculation of cell debris by borax (sodium
tetraborate) was improved by further addition of
poly(ethylene imine) to the clarified homogenate super-
natant (54). Rotary vacuum precoat filtration has been
used for the clarification of disrupted yeasts, but crossflow
microfiltration has the advantage of preventing cake for-
mation and avoiding the need for expensive filter aids. The
separation of cell debris is, however, the most complex
problem that crossflow microfiltration has been tested
against. Membrane fouling and concentration polarization
are some of the difficulties that contribute to a rapid flux
decline and limit the concentration of debris that can be
attained. Apart from the influence of the operational pa-
rameters (pressure, feed velocity, fouling factors) on the
flux and transmission, which are well documented in the
literature, we have to consider that strong adsorption of
proteins to cell debris may occur in the lysate, depending
on the concentration, temperature, pH, or ionic strength.
Aqueous two-phase extraction is attractive for the recovery
of whole cells and debris from protein solutions but in-
volves high costs and difficult recovery of reagents. Phase
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components include water-soluble polymers and electro-
lytes, the best-known systems being PEG-dextran and
PEG-phosphate.

Separation techniques depend on many specific aspects,
but the average particle size and the size distribution are
crucial to all of them: the maximum amount of released
protein increases with increasing micronization of the cell
debris (36), but these become increasingly more difficult to
separate.

Mechanical methods are generally, effective in disrupt-
ing tough microbial cell walls. The major difference among
them lies in the different sizes of cell fragments that are
generated; some methods disrupt the cell envelope with
less overall destruction than others. This is significant be-
cause the size of the fragments has an important impact
on downstream processing when they are removed from
the lysate or separated from other subcellular species (37):
the submicron particles are easily resuspended in the su-
pernatant after centrifugation, hinder the fractional pre-
cipitation, and tend to foul chromatographic columns or
membranes that follow (37,54).

The behavior of E. coli cell debris from a bead mill and
high-pressure homogenizers was investigated (53). No sig-
nificant differences in the yield and rate of release of pro-
tein were reported. However, the characteristics of the
debris (particle size distribution, separability by centrifu-
gation, and dead-end filtration) were quite dependent on
the disruption method. The mean residence time in the
bead mill did not significantly affect the particle size dis-
tribution, but the number of passes in the mechanical ho-
mogenizer broadened the debris size distribution.

The effect of operating conditions on the cell debris size
distribution was investigated for bakers’ yeast disrupted
by high-pressure homogenization, and a two-parameter
model was developed, incorporating both the operating
pressure and the number of passes, to simulate the particle
size distribution in the homogenate. A threshold pressure
of 11.5 MPa was determined, below which no disruption of
yeast cells will occur (55). Yeast cell debris particle size
distribution was also reported to depend on the growth
conditions (13): in batch cultivation the median diameter,
d50, was less in the exponential phase and greater in the
stationary phase; in continuous culture the median diam-
eter was less for higher dilution rates (younger cells).

High-pressure homogenization of of E. coli cells treated
with a combination of guanidine HCl and Triton-X-100 pro-
duced cell debris of larger sizes than when the pretreat-
ment was made with only guanidine HCl, which is highly
desirable when the debris are to be separated by cross-flow
microfiltration.

The cell suspension should also be conditioned to avoid
unwanted degradation of labile products liberated from
the disrupted cells. Protease inhibitors are often required
and should be added to the cell slurry. Antioxidants are
useful to avoid oxidation of S—S bonds. An appropriate
buffer should be included to maintain the pH within the
desired range. All the chemicals that are added to the sys-
tem in all phases of the process (starting from the medium
preparation and fermentation steps) may have effects on
the product and subsequent operations; this should be
taken into account.

Evolving from the recent developments in recombinant
DNA technology, a large number of proteins of therapeu-
tical importance, now in use or undergoing clinical evalu-
ation, are produced as inclusion bodies (or “refractile” bod-
ies) in the cytoplasm, mainly in E. coli, where they
accumulate due to the absence of a secretory mechanism.
These inclusion bodies are dense and amorphous aggre-
gates of protein, consisting of misfolded (frequently dena-
tured) polypeptides, often as large (0.8–1.5 lm) as a nor-
mal bacterium cell, with a relatively higher density (�1.2–
1.35 kg/L) than the rest of the cell material. They require
the use of chaotropic agents or detergents to be solubilized
in an aqueous environment (58). The standard procedure
for the purification of a protein expressed as an inclusion
body begins with the isolation of the inclusion bodies,
which itself begins with the disruption of the cell. The best
cell disruption technique is high-pressure-homogenization.
The aggregates are then separated from the soluble com-
ponents and from the debris of the lysed cells, usually by
centrifugation, typically using disc-stack centrifuges, at
5,000–10,000 g during 5–10 min; the lighter cell debris is
removed along with the supernatant (58,59). Cross-flow
membrane filtration has also been investigated (60). The
pellets are then washed with either dilute detergents or
chaotropic reagents (urea or guanidine HCl) to remove con-
taminants, and often reducing agents (e.g., dithiothreitol
or b-mercaptoethanol) are added to disrupt incorrect di-
sulfide bonds. The solubilized and reduced protein is then
ready for subsequent purification and refolding.
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INTRODUCTION

Immobilized cells are defined as “cells physically confined
or localized in a certain defined region of space with reten-
tion of their catalytic activities, which can be used repeat-
edly and continuously” (1). This definition is applicable not
only to cells, but also to single enzymes, multienzyme con-
jugating systems, and cellular organelles, that is, to all
types of biocatalysts. Bioprocesses using biocatalysts have
increasingly received worldwide attention because of their
benefits of low environmental pollution and economical
utilization of natural resources and energy. They have also
contributed to a wide variety of fields. The use of immo-
bilized biocatalysts increases the efficiency of such biopro-
cesses because they catalyze biochemical reactions under
more stabilized states than their free counterparts; more-
over, they can be used repeatedly or continuously. In par-
ticular, immobilized cells can catalyze complicated reac-
tions and have many useful characteristics that other
biocatalysts do not have, as described later. The European
Federation of Biotechnology, Working Party on Applied
Biocatalysis (formerly, the Working Party on Immobilized
Biocatalysts) proposed that immobilized cells should be
classified as viable or nonviable, where viable includes
growing, nongrowing, and respiring (2). According to this
proposal, terms such as treated, resting, growing, and liv-
ing should not be used. However, in general, these terms
are used for classifying the condition of immobilized cells.
In the definition of “treated,” cells are subjected to chemi-
cal or physical treatment before or after immobilization,
and resting cells do not show growth during utilization,
although they have the ability to grow.

HISTORY

In 1916, Nelson and Griffin fortuitously found that yeast
invertase adsorbed on activated charcoal retained its cat-
alytic ability in the hydrolysis of sucrose (3). This is said
to be the first demonstration of immobilization of a biocat-

alyst. Although several reports were published on the im-
mobilization of physiologically active proteins by covalent
binding on various supports after this finding, immobilized
biocatalysts were not used in practice until Grubhofer and
Schleith immobilized several enzymes (carboxypeptidase,
diastase, pepsin, and ribonuclease) on diazotized poly-
aminostyrene resin by covalent binding in 1953 (4). There-
after, many studies on enzyme immobilization have been
carried out, and studies on cell immobilization became to
be popular in 1970s.

The first industrial application of immobilized biocata-
lysts was carried out by Chibata and coworkers of Tanabe
Seiyaku Co., Japan, in 1969. Fungal aminoacylase immo-
bilized on DEAE-Sephadex through ionic binding was used
for stereoselective hydrolysis of N-acyl-D,L-amino acids to
produce L-amino acids and N-acyl-D-amino acids (5). The
first industrial application of immobilized cells was also
performed by Chibata and his coworkers in 1973, produc-
ing L-aspartate from ammonium fumarate by polyacryl-
amide-gel-entrapped Escherichia coli cells containing a
high level of aspartase activity.

Several other processes, such as production of L-
alanine, L-malic acid, 6-aminopenicillanic acid, milk hav-
ing a low lactose content, and high-fructose syrup also have
been industrialized with the use of immobilized enzymes
and immobilized cells, and a vast amount of literature on
immobilization is available (6–15).

SIGNIFICANCE

In biological systems, such as microbial cells, plant cells,
and animal cells, various chemical reactions are carried
out. These chemical reactions are catalyzed by enzymes
that are water-soluble globular proteins. Compared to
chemical catalysts, enzymes as catalysts have the following
superior characteristics.

1. Enzyme-catalyzed reactions take place under mild
conditions, such as ordinary temperature, atmo-
spheric pressure, and pH value around neutrality.

2. Enzymes have strict substrate specificity, stereo-
specificity, regiospecificity, and reaction specificity.

These facts suggest that energy-saving, resource-
saving, and low-pollution processes could be designed by
using biocatalysts because such processes could be carried
out at relative low temperatures and at ambient pressure
with little by-product formation. However, biocatalysts
are, in general, liable to be deactivated under conditions
such as high temperature, extremes of pH, presence of or-
ganic solvents, or even conditions suitable for their catal-
ysis. The repeated or continuous use of biocatalysts that
are required in order to construct efficient processes is an-
other problem faced when free biocatalysts are used. Im-
mobilization is one of the most useful methods for elimi-
nating some of the disadvantages described above. In
general, immobilization makes biocatalysts stable and
easy to use repeatedly in a long-term series of batchwise
reactions, or continuously in flow systems. Therefore, the
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immobilization of biocatalysts is attracting attention
worldwide.

At present, immobilized biocatalysts have contributed to
a wide variety of fields including (1) the production of use-
ful compounds by stereospecific and/or regiospecific reac-
tions, (2) the production of energy by biological processes,
(3) the selective degradation or removal of pollutants to
solve environmental problems, (4) analyses of various com-
pounds with high sensitivity and high specificity, and
(5) utilization in new types of drugs such as slow-releasing
medications, in making artificial organs, and so on.

These processes require the immobilization not only of
single enzymes that catalyze simple reactions, but also of
multienzyme conjugating systems that mediate more com-
plex reactions. These systems often require the regenera-
tion system of ATP and/or coenzymes. Because cells con-
tain metabolic systems that mediate such complicated
reactions, immobilization of cells serves as immobilization
of such multienzyme conjugating systems. Furthermore, in
the case of immobilization of cells, the procedure of extract-
ing enzymes from the cells is no longer required. This
avoids the inactivation of enzymes during these time-
consuming and expensive procedures, making it possible
to use the enzymes in a stable state.

However, immobilized cells have some disadvantages
that must be overcome to realize their practical applica-
tions.

1. By-products are easily synthesized because the cells
contain the various metabolic systems and the many
enzymes that catalyze undesirable reactions. To de-
feat this problem, selection of a proper strain, mu-
tation, or the proper treatment of cells in order to
lower the levels of enzymes participating in side re-
actions and increase the activities of desirable en-
zymes, or genetic improvement of a cell line is essen-
tial.

2. Cell walls and cell membranes of intact cells often
hamper the permeation of substrates, products, and
other reaction components into and out of cells. In
this case, appropriate treatment of cells before or af-
ter immobilization is required to destroy the barriers
to permeability.

If immobilized cells are kept in a growing state by a
proper supply of suitable nutrients, and if their biological
functions are useful, as in the case of conventional fermen-
tation procedures, these immobilized cells (immobilized
growing cells) seem very advantageous. Immobilized grow-
ing cells serve as self-proliferating and self-regenerating
biocatalysts, and catalytic activities of immobilized grow-
ing cells are expected to be maintained during long-term
repeated or continuous use of cells.

However, immobilized growing cells also have some dis-
advantages as biocatalysts, and ways to overcome these
disadvantages must be studied.

1. Various nutrients and energy sources are demanded
by immobilized growing cells to maintain the cells
growing state(s), and yield may be lowered by the

consumption of substrates and/or products as nutri-
ents and energy sources.

2. Contamination of product is liable to occur by cells
leaked from carriers.

In spite of these faults, cell immobilization is a key tech-
nology used to construct an efficient bioprocess, as immo-
bilized cells have the attractive characteristics described
earlier.

METHODS

For the application of immobilized cells, screening or
breeding of cells having the desired activity and charac-
teristics is very important. In addition, selection of the ap-
propriate immobilization method is necessary. There is,
however, no ideal universal immobilization method fitted
to various types of cells at present, although a vast amount
of literature on immobilization is now available.

The immobilization methods can be classified into four
categories: carrier-binding, cross-linking, entrapment, and
combined methods, in which combined methods are a com-
bination of former three. Because each method has its own
merits and faults (to be described later), selection should
be carried out in consideration of the purpose of immobi-
lization, characteristics of cells, type of reaction, type of
reactor, and so on.

Carrier-Binding Method

The carrier-binding method is based on the binding of bio-
catalysts to water-insoluble carriers through covalent
bonds, ionic bonds, physical adsorption, or biospecific bind-
ing. Carrier materials should have adequate function to
bind biocatalysts, have sufficient mechanical strength;
physical, chemical, and biological stability; and nontoxic-
ity. Ease of shaping is also important for applying immo-
bilized biocatalysts to various types of reactors. Further-
more, the economic feasibility should be considered. As
carriers, various types of insoluble materials, such as
water-insoluble polysaccharides (cellulose, dextran, aga-
rose derivatives, etc.), proteins (gelatin, albumin, etc.),
synthetic polymers (polystyrene derivatives, ion exchange
resins, polyurethane, etc.), and inorganic materials (brick,
sand, glass, ceramics, magnetites, etc.) have been devel-
oped and utilized as they are, or after proper modification
or activation. The development of new carrier materials
having desired characteristics is also important.

Any reactive components of the cell surface, for exam-
ple, amino, carboxyl, thiol, hydroxyl, imidazole, or phenol
groups of proteins or saccharides, can be used for covalent
bonding between cells and a modified or activated carrier.
The covalent-binding method is one of the most frequently
used techniques for the immobilization of enzymes because
of the following advantages: (1) enzymes do not leak or
detach from carriers during utilization because of the tight
binding, (2) enzymes can easily contact with substrates be-
cause enzymes are localized on the surface of carriers, and
(3) an increase in stability is often observed because of the
strong interaction between enzymes and carriers. How-
ever, this method is not as widely used for cells because of
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the toxicity of the agents needed for formation of covalent
bonds, and the difficulty in finding the conditions for im-
mobilization. In the limited number of reports on cell im-
mobilization by this method, inorganic and organic carri-
ers have been used as follows: Navarro and Durand (16)
immobilized Saccharomyces carlsbergensis cells by cova-
lent binding to porous silica beads that had been treated
with aminopropyltriethoxysilane and activated with glu-
taraldehyde. Serratia marcescens, Saccharomyces cerevi-
siae, and Saccharomyces amurcea cells were also immobi-
lized by covalent binding to borosilicate glass and zirconia
ceramics with an isocyanate coupling agent (17). In the
case of organic carriers, Micrococcus luteus cells were im-
mobilized to the carboxyl group of agarose beads in a two-
step process that avoided exposure of the cells to carbodi-
imide (18), and the uronic acid–forming activity of these
immobilized cells was retained, even though cell viability
was lost. A disadvantage of this method is that leakage of
the enzymes may occur due to autolysis during the reac-
tion.

Recently, Klein and Ziehr have summarized the immo-
bilization of cells by adsorption to carriers (19). One of the
first studies on immobilized cells (20,21) is on the adsorp-
tion of Escherichia coli and Azotobacter agile cells to
Dowex-1 for the oxidation of succinic acid. This adsorption
method is very simple and mild, and can be applied to the
immobilization of various types of cells. However, adsorp-
tion of cells to carriers is sensitive to environmental factors
such as pH, ionic strength, concentration of reactants, and
temperature because the adsorption phenomenon is based
primarily on van der Waals forces, ionic or hydrogen bonds,
or hydrophobic interactions between the cell surface and
the carrier. Therefore, cells are liable to leak from carriers.

Biospecific binding with lectins introduced on carriers
was also used for immobilization of cells (22,23). Lectins
that are glycoproteins bind tightly to specific carbohydrate
residues on the cell surface. Concanavalin A, which can be
obtained from jack beans, is one of the most useful lectins.

Cross-Linking Method

The cross-linking method utilizes bi- or multifunctional re-
agents, but carriers are not used. Cells are linked with
each other by the reagents, and the crosslinked cells form
pellets.

Glutaraldehyde is one of the most popular cross-linking
reagents (24,25), and combines amino groups through a
Shiff base linkage. Diisocyanates, such as toluene diiso-
cyanate and hexamethylene diisocyanate, represent an-
other type of cross-linking reagent, forming a urea linkage
with amino groups.

E. coli having high aspertase activity was immobilized
by this method with glutaraldehyde or toluene diisocyan-
ate (26). A 34% retention of aspartase activity was ob-
tained in the case of glutaraldehyde, but the immobilized
cells were inactivated in the presence of toluene diisocyan-
ate. So far there have been very few studies on this
method, but Bacillus coagulans immobilized by this
method is commercially available for immobilized glucose
isomerase and is widely used for isomerization of glucose
in the industrial field.

Entrapment Method

Entrapment methods can be classified as follows: lattice
type, microcapsule type, liposome type, and membrane
type.

In lattice type entrapment, biocatalysts are entrapped
in gel matrices of various types of polymers. Microcapsule
type is entrapment in microcapsules of semipermeable
synthetic polymers. Liposome type is entrapment within a
liquid membrane prepared from amphiphatic compounds.
In membrane type, biocatalysts are separated from the en-
vironment as spent reaction solution by ultrafiltration
membranes, microfiltration membranes, or hollow fibers.

Entrapment methods are very popular for immobiliza-
tion of cells. Microbial cells, as well as plant and animal
cells, can be immobilized by this method. However, this
method also has disadvantages, as follows:

1. High molecular weight substrates can hardly access
the cells entrapped.

2. Renewal of carriers is hardly possible.

Membrane-type entrapment can avoid these disadvan-
tages, although it has no effects on stability of cells. The
lattice-type method is most widely applied for preparing
immobilized cells, and there is a great deal of literature on
this method. Several representative techniques for the
lattice-type method are described next.

Polyacrylamide Gel Method. Bernfeld and Wan (27) re-
ported the entrapment of several enzymes in polyacryl-
amide gels in 1963, and this method was applied to the
cells of the lichen Umbilicaria pustuluta by Mosbach and
Mosbach in 1966 as reviewed by Chibata et al. (28). Vari-
ous types of biocatalysts have so far been immobilized by
this method. This method was used for not only the first
industrial application of immobilized microbial cells as de-
scribed earlier, but also for the first application of immo-
bilized growing cells, that is, the production of L-glutamic
acid by Corynebacterium glutamicum (29).

The procedure for the formation of gel to entrap cells is
identical to that employed for the preparation of gel com-
monly used for electrophoresis. For the immobilization of
cells by this method, acrylamide, and N,N�-methylenebi-
sacrylamide (BIS) as the cross-linking reagent, are mixed
with a suspension of cells and polymerized in the presence
of an initiator, such as potassium persulfate, and a simu-
lator, such as 3-dimethylaminopropionitrile (DMAPN) or
N,N,N�,N�-tetramethylenediamine (Fig. 1).

Although this method can be used for various purposes,
a major disadvantage of this method is the toxicity of the
acrylamide monomer, the cross-linking reagent, the initi-
ator, and the stimulator. In some cases, cells are damaged
by free radicals during polymerization. Several analogues
or derivatives of acrylamide are also useful for this
method.

Table 1 summarizes some examples of cells immobilized
with polyacrylamide.

Alginate Gel Method. Several natural polysaccharides,
such as alginate, j-carrageenan, and agar, are excellent gel
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Figure 1. Immobilization with poly-
acrylamide.
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Table 1. Examples and Applications of Cells Immobilized
with Polyacrylamide

Cells Products Reference(s)

Acromobacter liquidum Urocanic acid 41
Arthrobacter globiformis Prednisolone 42
Aspergillus niger Citric acid 43
Bacillus subtilis �-Amylase 44
Brevibacterium

ammoniagenes L-Malic acid 45,46
Corynebacterium dismutans L-Alanine 47
Corynebacterium

glutamicum L-Glutamic acid 29
Curvularia lunata and

Corynebacterium simplex Prednisolone 48
Escherichia coli L-Aspartic acid 29,49,50
Humicola lutea Acid protease 51
Penicillium chrysogenum Penicillin G 52
Streptomyces clavuligerus Cephalosporin C 53
Recombinant Bacillus

subtilis Proinsulin 54

n

OH HO

OH HO

COOH

O

COOH

O

O
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Figure 2. Structure of alginic acid (molecular weight, 50,000–
200,000).

materials and are widely used for the entrapment of vari-
ous biocatalysts.

Alginate, which is extracted from seaweed, is a linear
copolymer of D-mannuronic and L-guluronic acids (Fig. 2)
and can be gelled by multivalent ions such as calcium and
aluminum. For immobilization of cells, sodium alginate,
which is soluble in water, is mixed with a suspension of
cells and then dropped into a calcium chloride solution to
form water-insoluble beads of calcium alginate gels (30).

However, calcium alginate gels are apt to disrupt by
mechanical stress and are gradually solubilized in the
presence of calcium-ion-trapping reagents, such as phos-
phate ion and citrate. Leakage of cells is then liable to oc-

cur, but free cells can be recovered from the immobilized
preparation by this solubilization, which allows the char-
acterization of the cells in gels (e.g., viability). Several mul-
tivalent metal ions, such as aluminum ion or strontium
ion, can also be used instead of calcium ion. The treatment
of formed calcium alginate gels with cationic polymers can
improve gel resistivity against the solubilization by
calcium-ion-trapping reagents (31). It is also reported that
addition of polyacryl acid to sodium alginate in the entrap-
ment by the procedure described can increase the mechan-
ical strength of gels formed and prevent them from dis-
solving because of bridging polyacrylate chains with
calcium ions (32).

The method using alginate gel is widely applicable to
immobilization of various useful biocatalysts, including
very fragile ones such as plant cells and animal cells, as
shown in Table 2, because of the simplicity of the proce-
dure, easy availability of sodium alginate, and mildness of
immobilization conditions. It is worthy of note that the first
report on immobilization of plant cells employed this
method (33).
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Table 2. Examples and Applications of Cells Immobilized
with Alginate

Cells Products Reference(s)

Arthrobacter simplex Prednisolone 55
Aspergillus niger Citric acid 56

Gluconic acid 56
Curvularia lunata Hydrocortisone 57
Corynebacterium

glycinophilum L-Serine 58
Lactobacillus lactis Lactic acid 56
Penicillium chrysogenum Penicillin G 59
Propionibacterium sp. Vitamin B12 60
Saccharomyces cerevisiae Ethanol 30
Serratia marcescens Protease 61
Streptomyces sp. Tylosin 62
Streptomyces tendae Nikkomycin 62
Trigonopsis variabilis �-Keto acid 63
Zymononas mobilis Ethanol 64
Recombinant Bacillus

subtilis Proinsulin 54
Recombinant Escherichia

coli b-Lactamase 65
Catharanthus roseus Ajmalicine isomers 33
Digitalis lanata Digoxin 33
Lavandula vera Blue pigments 66
Morinda citrifolia Anthraquinones 33
Hybridoma cell 4H11 Monoclonal IgA 67

Table 3. Examples and Applications of Cells Immobilized
with j-Carrageenan

Cells Products Reference(s)

Bacillus subtilis �-Amylase 68
Brevibacterium flavum L-Malic acid 36,69
Corynebacterium dismutans L-Alanine 47
Erwinia herbicola L-DOPA 70
Escherichia coli L-Aspartic acid 35,71
Penicillium urticae Patulin 72
Propionibacterium sp. Vitamin B12 60
Pseudomonas dacunhae L-Alanine 73
Saccharomyces bayanus Ethanol 74
Serratia marcescens L-Alginine 75

L-Isoleucine 76
Zymomonas mobilis Ethanol 64
Recombinant Escherichia

coli
Catechol-2,3-

dioxygenase 77,78
Recombinant

Saccharomyces cerevisiae
Human chorionic

gonadotropin 79
Catharanthus roseus Ajmalicine 80
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Figure 3. Structure of j-carrageenan (molecular weight,
100,000–800,000).

j-Carrageenan Gel Method. j-Carrageenan is a readily
available nontoxic natural polysaccharide, isolated from
seaweed. It is composed of a unit structure of b-D-galactose
sulfate and 3,6-anhydro-�-D-galactose (Fig. 3) and is
widely used in the food and cosmetic industries as a gel-
ling, thickening, and stabilizing agent.

j-Carrageenan becomes a gel by cooling or in the pres-
ence of a gel-inducing reagent, such as ammonium ion, po-
tassium ion, calcium ion, aluminum ion, magnesium ion,
diamines, or water-miscible organic solvents (34). If the
proper gel-inducing reagent is used to form a j-
carrageenan gel in the presence of cells, immobilized cells
can be easily obtained.

j-Carrageenan gels can be easily solubilized in saline
or in water, and a suspension of free cells can be obtained
to investigate their characteristics. On the other hand,
leakage of cells easily occurs by dissolution of gel when a
gel-inducing reagent is not added to the reaction mixture.

In order to increase the stability of the j-carrageenan-
entrapped cells, treatment with glutaraldehyde and hex-
amethylenediamine after entrapment is often effective.

The conditions of immobilization by this method are
also mild, and this method can be used for immobilization
of various biocatalysts (Table 3). This method has replaced
the polyacrylamide gel method in industrial production of
L-aspartate (35) and L-malate (36) by means of immobi-
lized microbial cells. Another advantage of this method is
that various shapes of immobilized cells can be prepared
(34). The typical procedures for preparing various shapes
of j-carrageenan gel-entrapped cells are as follows:

Cubic type. A suspension of cells and j-carrageenan dis-
solved in physiological saline are mixed and cooled to
about 10 �C to form a gel. After the gel is soaked in a
cold potassium chloride solution in order to increase the
gel strength, it is cut to give a cubic-type gel prepara-
tion.

Bead type. A mixture of j-carrageenan and cells is
dropped into a 0.3 M potassium chloride solution
through a nozzle. Bead-type gels are obtained by this
procedure.

Membrane type. A mixture of j-carrageenan and cells is
spread on a plate or sheet and soaked in a cold potas-
sium chloride solution. Consequently, a membrane-type
gel is obtained.

Synthetic Resin Prepolymer Method. With the applica-
tion of a variety of bioreactions, including synthesis, trans-
formation, degradation, or analysis of various compounds
having different chemical properties under various reac-
tion conditions, gels having controlled physicochemical
properties come to be required for entrapment of biocata-
lysts. Selection of suitable gel materials among natural
polymers for each purpose is usually difficult. For this rea-
son, entrapment methods using synthetic resin prepoly-
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Figure 4. Structures of typical photo-cross-linkable resin prepolymers (ENT, hydrophilic; ENTP,
hydrophobic).

mers, such as photo-cross-linkable resin prepolymers and
urethane prepolymers, are promising. Synthetic resin pre-
polymers having desired characteristics can be synthe-
sized chemically in advance in the absence of biocatalysts.
The methods are as follows:

Photo-cross-linkable resin prepolymer method. Entrap-
ment methods using photo-cross-linkable resin prepoly-
mers (Fig. 4) with hydrophilic (ENT) or hydrophobic
(ENTP) properties, cationic or anionic nature, and dif-
ferent chain lengths have been developed by Fukui and
coworkers (37,38). ENT and ENTP can be prepared
from hydroxyethylacrylate, isophorone diisocyanate,
and poly(ethylene glycol) or poly(propylene glycol), re-
spectively.

A mixture of the prepolymers and cells, layered
(about 0.5-mm thickness) on a transparent polyester
sheet is gelled by irradiation with near-ultraviolet light
(wavelength rage 300–400 nm) for several minutes in

the presence of a proper sensitizer, such as benzoin
ethyl ether. This method has been applied for the pilot-
scale continuous ethanol fermentation by immobilized
growing yeast cells (39). Table 4 lists some examples of
cells immobilized with photo-cross-linkable resin pre-
polymers and their applications. These prepolymers are
available from Kansai Paint Co., Japan. Photo-cross-
linkable resin prepolymers can be stored in the dark
and sterilized at 120 �C.
Urethane prepolymer method. There are also various
types of urethane prepolymers (PU) (Fig. 5), which have
different hydrophilicities or hydrophobicities and chain
length. Urethane prepolymers are synthesized from tol-
uene diisocyanate and polyether diols composed of
poly(ethylene glycol) and poly(propylene glycol) or
poly(ethylene glycol) alone, although these are not com-
mercially available. Hypo1�, which has a similar struc-
ture, can be obtained from W. G. Grace Co., Boca Raton,
Fla., USA.
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Table 4. Examples and Applications of Cells Immobilized
with Photo-Cross-Linkable Resin Prepolymers

Cells Products Reference(s)

Arthrobacter simplex Prednisolone 81
Bakers’ yeast ATP 82
Brevibacterium

ammoniagenes Coenzyme A 83
Corynebacterium sp. 9�-Hydroxy-4-

androstene-3,17-
dione

84

Curvularia lunata Hydrocortisone 85
Curvularia lunata

and Arthrobacter
simplex Prednisolone 86

Enterobacter
aerogenes Adenine arabinoside 87

Nocardia rhodochrous 3-Keto-D4-steroids
1,4-Androstadiene-3,17-

dione

88
89

Propionibacterium sp. Vitamin B12 60
Rhizopus stolonifer 11�-Hydroxyprosterone 90
Rhodotorula minuta

var. texensis l-Menthol 91
Saccharomyces sp. Ethanol 39

Table 5. Examples and Applications of Cells Immobilized
with Urethane Prepolymers

Cells Products Reference(s)

Arthrobacter simplex Prednisolone 92
Enterobacter aerogenes Adenine

arabinoside
87

Escherichia coli 6-Aminopenicillanic
acid

93

L-Aspartate 94
Nocardia rhodochrous 3-Keto-D4-steroids 88

4-Androstene-3,17-
dione

95

Propionibacterium sp. Vitamin B12 60
Rhodotorula minuta var.

texensis l-Menthol 91
Streptomyces rimosus Oxytetracycline 96
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Figure 5. Structures of typical urethane prepolymers.

Isocyanate functional groups at the terminals of ure-
thane prepolymers react with each other in the pres-
ence of water to form urea bonds and liberate carbon
dioxide. Therefore, gel is easily formed only by mixing
the prepolymer with an aqueous suspension of cells, and
entrapment of cells can be easily carried out (38,40).
Some examples of cells immobilized with urethane pre-
polymers are listed in Table 5.

Urethane prepolymers can also be stored in a desic-
cator and sterilized at 120 �C, avoiding moisture.

In the cases of these synthetic prepolymer methods, the
size of the network of gel matrices (which affects diffusion
of substrates and products inside the gel, the mechanical
strength of the gel formed, the cell-holding capacity of the
gel, and the growth ability of cells inside gel matrices) can
be regulated by the chain length of the prepolymers and
content of the reactive functional groups.

Furthermore, a balance between hydrophilicity and hy-
drophobicity of gels can be optionally controlled by select-
ing suitable prepolymers or by mixing prepolymers that
have different properties at a proper ratio. The hydrophi-
licity–hydrophobicity balance of the gels often has a critical
effect on the bioconversion by strongly affecting the par-
tition of reactants to the gels.

The Ionic character of the gel, which is also an impor-
tant factor in bioconversion, can be introduced into the pre-
polymers by using ionic oligomers as the main chain for
their synthesis.
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Other specific features and advantages of the synthetic
prepolymer methods are as follows.

1. Procedures for entrapment are very simple and pro-
ceed under very mild conditions, and various types
of biocatalysts can be immobilized by these methods.

2. Prepolymers do not contain monomers, which may
have unfavorable effects on biocatalysts, such as
cells. Therefore, the synthetic prepolymer method
seems to be one of the most practically applicable
immobilization methods for a wide variety of pur-
poses.
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INTRODUCTION

The first application of centrifugal separation other than
in milk processing was in the harvesting of cells in baker’s
yeast production. Centrifugation is still the only choice for
cell separation and protein recovery in many fermentation
processes.

CENTRIFUGAL SEPARATION

Centrifugal separation is a sedimentation operation accel-
erated by centrifugal force. Thus, a prerequisite for the
separation is a difference in density between the phases.

This applies to both solid–liquid and liquid–liquid sepa-
ration.

The settling velocity (Vg) of a solids particle (or droplet)
under the influence of gravity alone is given by Stokes’ law
(see “Nomenclature” for abbreviations and symbols):

q � qp f 2V � • d • g (1)g p18 • g

In the centrifuge field, the settling velocity becomes:

V � V • Z (2)c g

where

2x • r
Z � (3)

g

is called relative centrifugal force (RCF) or G-number.
It is, however, not the RCF only that determines the

performance of a given centrifugal separator. The resi-
dence time of the particle or droplet in the centrifugal force
field is important, so a larger volume of the rotor will in-
crease the possible flow rate. In the most common centrif-
ugal separators, the disk bowl machines, a given bowl ma-
terial can cope with a certain peripheral speed—the
stronger the bowl material, the higher the speed. This
leads to the fact that the maximal RCF is inversely pro-
portional to the bowl diameter, but not necessarily that the
lower RCF machine has a lower performance.

TYPES OF CENTRIFUGAL SEPARATORS

General

What determines the design of a centrifuge is the method
by which the solids phase in the process material is han-
dled. The first two types of centrifuges developed were ap-
plied to duties where the resulting products were in liquid
form, such as cream and skim milk and yeast cream and
cell-free wort. In the beginning of this century, centrifuges
were applied to processes with solids, amorphous or crys-
talline. In the biotechnological industry, the solids phase
is often recovered in a diluted suspension or is, even at high
solids concentrations, a slurry with good flow properties.

Types of machines are described in the work by Rushton
et al. (1). The most comprehensive description of centri-
fuges can be found in the book by Sokolov (2). Brochures
and technical publications from sedimenting centrifuge
manufacturers such as Alfa-Laval Separation AB also pro-
vide information on machine types and sizes.

In this article, centrifugal filtration will not be dealt
with because of the limited use in this industry, with the
exception of crystal recovery in antibiotic production. For
a description of various centrifugal filters, see Rushton et
al. (1).

Disk Bowl Machines

Solid Bowl. A solid bowl machine (Fig. 1a) has two liq-
uid outlets, each with a paring disk. Other versions have
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Figure 1. (a) Solids-retaining disk bowl, vertical cut. (b) Radial solids-ejecting disk bowl, top feed,
vertical cut. (c) Radial solids-ejecting disk bowl, hermetic feed, vertical cut. (d) Axial solids-ejecting
disk bowl, vertical cut. (e) Nozzle bowl with pressurized solids discharge, vertical cut. (f) Nozzle
bowl with peripheral discharge nozzles, vertical cut.
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none or one paring disk. The solids accumulate at the pe-
riphery and must be removed manually. In the separation
of two nonmiscible liquids, a coalescence of the dispersed
droplets takes place at an internal interface in the bowl.
The positioning of this interface is very important. The
nearer it is placed to the light liquid outlet, the more con-
taminated the light liquid will be with droplets of the
heavy phase. The position is determined by a gravity disk,
over which the heavy liquid flows. The gravity disk diam-
eter is given by the relation:

q qfl fl2 2D � D 1 � � D (4)h i l� �� q qfh fh

If properly designed and if the feed flow rate is high enough
to prevent sedimentation in the bowl, this type of machine
can be used to recover a dilute cell concentrate in the heavy
liquid outlet. This is also valid for three-phase solids-
ejecting machines. Solid-bowl machines are made in a
large number of sizes, with bowl diameters ranging from
140 to 750 mm.

Solids-Ejecting Separators, Radial Discharge. Of all types
of disk bowl machines, the solids-ejecting separators with
radial discharge (Fig. 1b, c) are the most common. With an
automated, periodic partial discharge of the sediment, it is
possible to obtain a considerably higher concentration of
the solids than in the peripheral nozzle machine (Fig. 1f).
The machine is discharged in about 0.1 s by pressing a
sliding bowl bottom in the bottom part of the bowl down-
ward, thereby opening large discharge ports in the outer
bowl wall. To make the discharge at the right moment, the
discharge can be initiated by a self-triggering mechanism
that hydraulically senses the solids level in the solids space
(3). Three-phase separation units are available. The solids-
ejecting machines can be equipped with hermetic seals and
a hermetic feed from below in a hollow spindle (Fig. 1c). In
these true hermetic machines, the split between the exit-
ing light and heavy liquids can be made by controlling the
back pressure in the outlet pipes. The heavy liquid can
contain large amounts of solids (cells or proteins) if the
machine is properly designed. The solids-ejecting separa-
tors are available in about 10 sizes, with bowl diameters
between 180 and 900 mm. The smaller units are more of-
ten available in versions equipped for BL2-LS require-
ments than are larger units. A pilot-scale sterilizable sep-
arator module is seen in Figure 2. A large-scale unit is seen
in Figure 3.

Solids-Ejecting Separators, Axial Discharge. When com-
paring axial and radial discharging separators (Fig. 1b, d),
one finds that the axial machine has a different geometry.
The lock ring can be placed at a smaller diameter, because
no sliding bowl bottom needs to be fitted. This reduces the
stresses in the winding of the lock ring. Also, the solids
outlet takes place through a few small axial channels that
do not induce such large stresses in the bowl shell. These
two factors make it possible to increase the bowl speed
considerably above that of the radially discharging ma-
chines, so that the RCF is at least doubled. The discharge
system is operated by pressurized air, which forces a ring
slide, equipped with valve seats, downward, opening the

axial channels. To facilitate the transport of solids toward
the channels, the bowl is machined to have a star-shaped
inner contour. This type of machine exists at present in
three sizes, with bowl diameters ranging from 500 to 900
mm. BL2-LS versions are available.

Nozzle Machines with Pressurized Discharge of Concen-
trate. The apparent viscosity of bacteria and yeast suspen-
sions as well as some protein precipitates decreases with
increasing velocity gradient. Therefore, they are able to
flow even at high concentrations in channels or tubes from
the periphery of the bowl in nozzle machines with pres-
surized discharge of concentrate (Fig. 1e). The tubes empty
into a central chamber, where a centripetal pump, a paring
tube, picks up the concentrate and pumps it out of the
bowl. The nozzles are placed at the end of the concentrate
tubes, just in front of the chamber. This machine type is
suitable only for applications where the solids have the
specific flow properties mentioned earlier and in the ab-
sence of other type of solids. In some machines, of this type
of vortex chamber is placed in front of the nozzle (4). Liquid
enters the chamber tangentially, creating a viscosity-
dependent whirl, and leaves through the nozzle in the cen-
tre of the chamber. The viscosity effect is giving a self-
regulating function so that varying solids flow rates
(within limits) to the machine will result in a constant con-
centration of the concentrate, thereby reducing the risk of
clogging the machine. One of the units of this type (Fig. 4)
is available in a sterilizable, contained, and aseptic ver-
sion, conforming to BL2-LS. To make this possible, the
cleaning-in-place (CIP) has to be efficient. Therefore, the
sterilizable machine uses the discharge system of the ma-
chine in Figure 1d during CIP. This system is also used in
noncontained versions. Bowl diameters between 500 and
900 mm are available.

Nozzle Machines with Peripheral Nozzles. In nozzle ma-
chines with peripheral nozzles (Fig. 1f), nozzles with a di-
ameter of 0.5 to 3 mm are situated at the periphery of the
bowl, which has sloping walls toward the nozzles. The
number of nozzles varies between 4 in small bowls and 20
in the largest bowls. It can be equipped with a recirculation
device for the sediment, a separate central tube that is
divided into tubes along the bowl bottom ending just in
front of the nozzle. This makes it possible to increase the
concentration of the solids phase without the need to de-
crease the nozzle size, leading to increased risk of nozzle
clogging. The nozzle flow rate is proportional to number of
nozzles, distance from the center of rotation, bowl speed,
and square of the nozzle diameter. The peripheral nozzle
machines are used for the largest flow rates; the bowl di-
ameters are up to 1,000 mm.

Decanter Centrifuges

In the 1950s, the solid-bowl separator with scroll discharge
(decanter centrifuge) (Fig. 5) was developed for large quan-
tities of solids. It is equipped with a screw conveyor that
rotates at a speed slightly higher or lower than the bowl
speed.

The differential speed can be varied. Careful control of
this parameter, torque control, and some newer design fea-
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Figure 2. Solids-ejecting disk bowl centrifuge of pilot size for sterilizable contained installation.
Type BTPX 205. The height of the separator only is 1.3 m. Source: Courtesy of Alfa-Laval Sepa-
ration AB.

Figure 3. Solids-ejecting disk bowl centrifuge of production size.
Capacity in breweries up to 75 m3/h. Type BREW 2000. The height
of the separator is 2.2 m. Source: Courtesy of Alfa-Laval Separa-
tion AB.

tures (e.g., the baffle disk), have recently made the de-
canter interesting to use also for biological sludges. How-
ever, the conventional mechanical design of these
machines does not allow more than 5,000 G for a medium-
diameter machine (5). To reach higher g-forces new design
features are needed (6). With suspended main bearings, a
separate gear box, and a swimming conveyor, held in place
by the liquid, 10,000 G is feasible.

For three-phase decanters, the gravity disk dimension-
ing follows in principle equation 4. It is, however, very im-
portant to take the weir head into account, because a vari-
ation of the light-to-heavy phase ratio gives a very
unstable interface position (7).

The range of bowl diameters is very wide, from 150 to
1,200 mm; the bowl length is often 4 to 5 times the diam-
eter.

The newest addition to the decanter family is a vertical
decanter equipped with a disk stack (8). The thought is to
combine the best characteristics of a decanter (dry solids)
and a disk bowl machine (good clarification).

Other Classical Bowl Designs

Tubular Bowl. In the tubular bowl (Fig. 6) the rotor,
driven from above, consists of a long cylinder, into which
liquid is pumped from below. The design shown in Figure
6 is equipped for separation of two liquid phases. Most tu-
bular centrifuges are used for separating very valuable sol-
ids from a liquid. The liquid is pumped out by a paring
disk, avoiding aerosol and foam formation. To remove the
solids accumulated at the periphery, the machine must be
stopped and dismantled. The bowl diameters are up to 130
mm with a solids volume of up to 6 L. In the industrial
models, 20,000 G are generated. Sterilizable and contained
units are available.

Multichamber Bowl. In the multichamber bowl machine
(Fig. 7), the process liquid flows in the annuli between con-
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Figure 4. Nozzle machine with pressurized solids discharge for yeast and bacteria separation.
Capacity on E. coli about 3,000 L/h. Type BTUX 510. The height of the separator is 1.8 m. Steril-
izable and contained installation. Source: Courtesy of Alfa-Laval Separation AB.
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Figure 5. Decanter centrifuge, vertical cut.

centric cylinders. Having a relatively low separation ca-
pability, this type of machine is used for recovery of valu-
able solids, when the solids volume of the tubular bowl is
too small. Some designs include cooling channels in the
bowl wall, a cooling jacket around the bowl, and a cooled
centripetal pump. The maximum bowl diameter is about
500 mm.

New Bowl Designs

Centritech� Machines. In the Centritech� machine (Fig.
8), a disposable separation insert in plastic is placed in a

rotor. The feed liquid enters at the top of the insert, and
the main liquid outflow is at the opposite end of the top of
the insert. The heavy liquid phase (cell concentrate) is
withdrawn intermittently through the bottom outlet.
Through the principle of the inverted comma no seals be-
tween rotating and nonrotating parts are needed. The G-
number is maximum 100. The mechanics are further de-
scribed in Apelman et al. (9). Its only described application
is separation of mammalian cells from culture fluid. Two
sizes of the machine are available. The diameter of the
insert is about 300 mm in the larger unit.
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Figure 6. Tubular bowl centrifuge, vertical cut.

Inverted Chamber Bowl with Intermittently Operated
Scraper. The inverted chamber bowl (Fig. 9) is a relatively
new type of machine, sold under the name Powerfuge�
(10). Its bowl has its opening downward, where the cen-
trate leaves under gravity and is collected in a chute. The
feed is from the top. When the bowl is full of solids, it is
decelerated. At low speed, the asymmetrically positioned
scraper is engaged and removes the solids. Four sizes are
available, with bowl diameters from 150 to 600 mm. They
are designed for CIP and sterilization-in-place (SIP). The
smallest unit can develop 20,000 G.

Summary

In Table 1, the characteristics of various separator types
are found. It has to be remembered that the hydraulic ca-
pacities given by centrifuge manufacturers are the maxi-
mum possible feed flow rates that often are far above the
flow rates that will give satisfactory separation results for
difficult separations, such as bacteria and protein separa-
tions.

FLUID AND PARTICLE DYNAMICS

Introduction

A successful scale-up method should be based on a math-
ematical model that accurately describes the separation
process, the hydrodynamics and particle dynamics inside
the bowl. The phenomena going on inside the centrifuge
bowl are, however, so complicated that no mathematical
model is able to predict in absolute terms the separation
efficiency as a function of machine and process media pa-
rameters. Axelsson (11) reviewed of some of the flow phe-
nomena, which are briefly discussed in this section, along
with examples of more recent findings.

Centrifuges with Conical Disks

Fluid and Particle Dynamics in the Disk Stack. The disks
in the disk bowl split the flow in thin layers. The Reynold
number for the flow between the disks is usually low, and
the flow is laminar, resulting in an easy particle settling.
The critical Reynolds number for transition to turbulent
flow increases with decreasing disk spacing and increasing
bowl speed (2), which is beneficial for the separation effi-
ciency because the settling distance at a small disk spacing
will be short, and the high bowl speed gives a large settling
velocity. Also, a small disk spacing keeps the liquid rotat-
ing at or near the bowl speed, thus reducing the pressure
drop in the disc stack.

In Figure 10 is a vertical cut of two disks in the disk
stack, where the flow is driven toward the center by a ra-
dial pressure gradient. The character of the velocity profile
between the disks depends on a dimensionless number, k,
which is defined as

x • sin �
k � t • (5)� m

When k is small, the velocity profile is parabolic, but for k

values above 5, normally encountered in industrial centri-

fuges, the radial velocity component splits up in two thin
layers, Ekman layers (Fig. 10). In these layers, all the net
transport of liquid toward the center takes place. Because
separated particles (heavy phase) are collected at the un-
derside of the disk, they are subjected to a strong shear
force from the Ekman layer that drags the particle toward
the liquid outlet. The velocity in these layers increases
with increasing k, such as with increasing bowl speed.
Therefore, a higher bowl speed cannot always be fully used
because of the counteracting shear force.

In between the Ekman layers is the geostrophic layer.
In Figure 11 its streamlines have been visualized by dye
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Figure 7. Multichamber bowl, vertical cut.

Figure 8. Centritech� Cell separation insert. Source: Courtesy of
Sorvall (U.K.) Ltd.

Table 1. Characteristics of Separator Types

Type
Mode of solids

discharge

Feed
flow rate

(L/h)

Feed solids
content

(% by vol.)

Solids
flow rate

(L/h)
R value

(m2)
G-force

developed
Consistency

of solids

Disk solid bowl Manual 20–100,000 �1 0 1,000–300,000 �10,000 Firm paste
Solids ejecting, radial Intermittent 20–100,000 �25 �3,000 1,000–170,000 �14,500 Thick flowing slurry
Solids ejecting, axial Intermittent 1,000–150,000 �15 �1,000 110,000–220,000 �15,000 Thick flowing slurry
Nozzle, pressurized

dischargea
Continuous 1,000–180,000 4–30 �150

�40,000
69,000–180,000 �15,000 Thick flowing slurry

Peripheral nozzle Continuous 300–250,000 2–30 �3000
�60,000

35,000–180,000 �11,000 Thin slurry

Decanter centrifuge Continuous with
scroll

20–120,000 5–50 ��50,000 400–25,000 �10,000 Thick slurry to
semisolid

Tubular bowl Manual 20–7,000 �1 0 1400–4500 �31,000 Firm paste
Multichamber bowl Manual 100–20,000 �5 0 �9,000 Firm paste
Centritech� machinesb Intermittent 5–100 �1 �15 Not applicable �100 Very thin slurry
Inverted solid bowl Intermittent with

scraper
10–6,000 1–30 ��1,000 800–�20,000 �20,000 Firm paste

aOnly for slurry of single cells (see text).
bOnly for mammalian cells.

Figure 9. Vertical cut of a Powerfuge� one-chamber bowl with
scraper. Feed mode. Source: Courtesy of Carr Separations, Inc.
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Figure 10. Flow profile between conical disks at high k value.
Particle separation.

(a)

(b)
Figure 11. Comparison of calculated (a) and actual
(b) flow patterns in a disk bowl.

injection, and they can be compared with the calculated
streamlines in a gap between two disks with radial spacers
and with a distribution hole where the liquid enters the
gap (12). Particle separation has also been studied in the
same geometry (13). It has been found that the drag force
on the particles collected at the underside of the disk de-
pends on the position on the disk and that some particles
are easily separated, whereas others are forced toward the
center. The drag force can be computed (14), and the cal-
culations of separation efficiency including the drag force
verify these findings.

There is also an accumulation of particles at the radial
spacer, along which the solids slide toward the periphery
(13). At the end of the spacer, there is a wake that forces
the particles back toward the center until the bulk weight
of the solids becomes large enough to cause an intermittent
discharge of particles into the solids space outside the pe-
rimeter of the disk.

Inlet. All bowls in the machines in Figures 1 to 9, except
the hermetic machine (Fig. 1c) and the Centritech� ma-
chine (Fig. 8), have an open chamber in the center of the
bowl, where the nonrotating feed liquid is received. In most
inlets, the liquid forms a cylindrical interface with the gas
(usually air) in the receiving chamber. The nonrotating in-
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coming liquid hitting the rotating interface results in a tur-
bulence that entrains into the feed and splits particles that
are susceptible to shear; the further out from the center
the interface, the larger the turbulence. If it is not practical
to use a hermetic inlet, the interface in the inlet must have
as little an inner radius as possible. Also, the unavoidable
energy dissipation must be distributed over a large vol-
ume, thereby diminishing the shear force. One design that
allows smoother inlet conditions and a reduced air entrain-
ment is the disk inlet (15).

A mathematical model for feed zone breakage of shear-
sensitive particles has been verified for a conventional
pilot-scale solids-ejecting separator (16). The extent of
breakage was found to be independent of flow rate. This
agrees with the finding that temperature increase in the
separated liquid after the separator is also independent of
flow rate.

Outlets. The liquid streams leaving the separator have
picked up energy in the form of kinetic energy and heat
caused by inner friction. When the liquid is decelerated
outside the separator, the kinetic energy is converted to
heat. The temperature increase is proportional to the
square of the bowl speed and to the square of the radius
at which the liquid leaves the separator. It is therefore not
surprising that the discharge in a peripheral nozzle or a
solids-ejecting machine causes breakage of cells because of
the high kinetic energy of the fluid. A typical degree of
bacterial cell breakage is 30%. The consequence of this is
that if the particles to be separated are susceptible to shear
and cell integrity is important, the cell concentrate should
leave the centrifuge as near to the center as possible, such
as in a machine according to Fig. 1c or e. It has been re-
ported (17) that in such machines the breakage of Esche-
richia coli cells is low.

The outlet from the centrifuge is often of the paring disk
type. For a good function, this outlet must be designed to
avoid air entrainment and large shear forces. This is es-
pecially important for chemically sensitive substances
such as proteins. A hermetic design (Fig. 1c) can be used
in some applications.

Decanter Centrifuges

The objective of a decanter is usually to concentrate the
solids present in concentrated suspensions. The hydrody-
namics of a decanter are complicated. The conveyor adds
turbulence and forces the liquid into a helical path (2). Be-
low the top layer, vortices are formed. The transport of sol-
ids with low inner friction will influence the sedimentation
process. The turbulence at the inlet zone, with possible re-
suspension of separated solids, and the lower solids con-
centration toward the liquid outlet contribute to the fact
that a slender decanter will separate better than a short
one with the same theoretical size (18).

THE THEORETICAL SIZE OF A CENTRIFUGAL SEPARATOR

Introduction

From the descriptions in the previous section it is evident
that mathematical models describing the flow phenomena

in centrifuges are very difficult to build. However, the at-
tempts made are successful when machines of different
sizes but with identical geometry are compared, for ex-
ample, for scale-up purposes (see “Pilot Machine Testing”).

The R Theory

The Generalized R Formula. The most-used quantity to
characterize centrifuges, the R concept, was presented by
Ambler (19,20). In its derivation he considered particles
with a critical diameter (dc) that were separated to 50%.
Today, however, the most-used definition of the critical par-
ticle is the particle that is separated to 100%. This does
not influence the formulas for the R value, but the value
for the feed flow rate (Q) will be halved. R is defined as

Q � V • R (6)theor g

Vg is the Stokes settling velocity (equation 1). R has the
general expression

2V • x • re
R � (7)

g • se

The equation for the critical diameter becomes

1/218 • g • Q stheor ed � •c � 2 �(q � q ) V • x • rp f e
1/218 • g • Qtheor

� (8)� �R • (q � q ) • gp f

The derivation in equation 8 is based on the following as-
sumptions:

• Viscous drag is determining the particle movement.
• The flow in disk bowls between the disks is laminar

and symmetrical.
• The liquid rotates at the same speed as the bowl.
• The particle concentration is low (no hindered set-

tling).
• The particle always moves at its final settling veloc-

ity.
• This settling velocity (Vc) is proportional to the g-

force.

Ambler uses the critical particle in his formula; there-
fore, his analysis is a special case of Svarovsky’s grade ef-
ficiency function (21), where for each particle size the ratio
of sedimented mass to the mass in the feed material is
determined and integrated over all particle size to get a
more realistic measure of the separation efficiency.

R for Disk Bowl Centrifuges. The flow system in between
two conical disks is shown in Figure 10. The particle has
a radial velocity component because of the centrifugal force
(Vc), which increases with increasing r. It has also a drag-
dependent velocity component (Vd), which can have any
size or direction depending on the flow situation round the
particle. In the R theory, it is assumed that Vd depends on
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Table 2. R Equations for Various Separator Types

Machine type Equation for R Symbols used References

Disk bowl 2p • x 2 3 3• • N • (r � r ) • cot �2 1g 3
r2 � max radius of disk
r1 � min. radius of disk
N � number of disk
� � half cone angle of disk

19,20

Decanter 3 12 2L • r � • r �2 1 2 1� �p • x 2 2
2 2r � 3r r � 4rg 2 2 1 1� �L2� �4

L1 � length of cylindrical part
L2 � length of conical part
r1 � inner radius of liquid
r2 � inner radius of bowl

20,21

Tubular bowl 2 2 2p • x r � r2 1L 22rg 2ln� �2 2r � r2 1

r1 � inner radius of liquid
r2 � inner radius of bowl
L � inner length of bowl

20

Multichamber bowl i�n2 3 3p • x L r � r2i�1 2i�2�g 3 r � ri�0 2i�1 2i�2

Indexes with even numbers � inner radius of chamber
Indexes with odd numbers � outer radius of chamber
n � 1 � number of chambers
L � height of chambers

2

uniform radial plug flow parallel to the disks. The deriva-
tion of the equation for R is found in the paper by Ambler
(20), and the result is shown in Table 2.

Summary. In Table 2, the resulting expressions of the R

value for four different bowl geometries in continuous cen-
trifuges are shown. These have been obtained by inserting
actual values of V, re, and se for the various geometries.

Separation Efficiency

The assumptions in the R theory are not fulfilled in reality,
as mentioned previously. Therefore, equation 6 should in-
clude an efficiency factor, so that in practice the flow rate
is reduced at the requested separation performance. The
efficiency factors have been estimated to have values ac-
cording to Table 3 (11). This table was compiled in 1984
from data in literature. By careful measurement of the
density difference and particle dimensions, it has been
shown that in one case an efficiency factor of maximum
16% was found to fit the experimental data in a pilot-size
disk bowl machine (16). However, this probably also in-
cluded effects of hindered settling (see “Hindered Set-
tling”).

In the absence of hindered settling, the equation de-
scribing the relationship between the feed flow rate, the R

value, and the settling rate, will thus be

Q � l • V • R (9)act g

The KQ Formula for Disk Bowl Centrifuges

In 1961 a semi-empirical equation for the separation area
was published (22). It is based on the finding that sepa-
ration data fitted the relation

k2V x • rc
� (10)� �V gg

with k � 0.75 better than the classical analysis (equations
2, 3, and 6), where k � 1. This fact is a consequence of the

increasing shear forces in the Ekman layers (see “Fluid
and Particle Dynamics in the Disk Stack”). For practical
purposes, the following relation is used:

1.5n 2,75 2.75KQ � 280 • • N • cot �(r � r ) (11)2 1� �1000

where n � bowl speed in rpm and r2 and r1 are the radii
of the disk in centimeters. This form of the KQ formula is
dimensionally incorrect, but it is mathematically possible
to make it correct, expressing the KQ value as an entity
with the dimension area. In practice, the difference be-
tween the KQ and the R for scale-up purposes is negligible,
compared to other inaccuracies.

Hindered Settling

One of the few experimental investigations into hindered
settling of cells (23) shows that complex phenomena occur
at high concentrations. A model with several experimental
constants was developed. It showed that the settling rates
drop very fast with increasing solids content, by a factor of
about 2 at 20% by volume, and 15 to 20 at 50% by volume.
The classical model used in the work by Clarkson et al.
(16) gave similar results. In the tests by Aiba et al. (23), it
was also found that cells may settle flocculated at higher
concentrations. Hindered settling is one further example
of the difficulty to calculate theoretically the performance
of centrifuges.

SELECTION OF TYPE AND SIZE OF CENTRIFUGE

Introduction

The choice of type and size of centrifuges is a combined
theoretical and practical exercise. In most cases the final
choice for a new centrifuge application cannot be made
without a test of the type of centrifuge preliminary se-
lected, at between 25 and 100% of the final plant flow rate.
There are at least two reasons for this. One is the elimi-
nation of the technical risk. The other is most common in
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Table 3. Efficiency Factors l for Various
Separator Types (%)

Disk bowl machines 45–73
Decanter centrifuges 54–67
Tubular bowls 90–98

Table 5. Main Process Parameters

Feed flow rate
Flow of solids
Required concentration of separated solids
Solids washing requirements
Separability (Vg)
Required degree of separation
Solids rheology

Table 4. Process and Plant Considerations

Possibility to increase particle size
Possibility to reduce viscosity
Chemical stability of product
Containment requirements
Aseptic requirements
Sterilization requirements
Mode of operation (hours/day, days/year)
Integration with unit operations upstream and downstream
Scale of pilot- and full-scale operation
Handling of solids from the centrifuge

the pharmaceutical industry. During the preapproval in-
spection, those in the inspecting and license-giving insti-
tutions are concerned with the comparability between
batches of product from the development phase and from
the production phase (24). Because the validation proce-
dures are costly and time consuming, it is very important
to select at least the right type of centrifuge already in pilot
scale. It is important that alternative process and plant
designs are discussed before the centrifuge type and size
are selected (Table 4).

Main Process Parameters

It is important to define at least the characteristics of the
duty listed in Table 5. The feed flow rate is often deter-
mined by the available or necessary time to process one
batch. The separability can be estimated on a bench scale
by test tube centrifugation (spin test) (see next section).
The flow of solids is the feed flow rate multiplied by the
percent by volume of suspended solids. This solids flow
rather than the suspended solids content alone influences
the choice of machine type. Different machine types differ
in their ability to produce high concentration of the sepa-
rated solids (Table 1). The required degree of separation has
a strong influence on the possible flow rate in a given ma-
chine. To increase separation efficiency of E. coli from 90
to 99%, the flow rate must be decreased by 30 to 35% (25).
To reach 99.9%, a further reduction of about 30% is nec-
essary. Many cell suspensions, including yeast, have the
same narrow particle size distribution and the numbers

are the same. With the wider distribution of cell debris, for
example, the flow rate reduction percentages are much
higher. Solids rheology, which is the reaction of the solids
to pressure and shear forces, is very important for the
choice of machine type. Pseudoplastic (shear thinning) sol-
ids (such as unflocculated yeast, rod-shaped bacteria, and
cocci as well as some protein precipitates) will flow out of
the machines seen in Figure 1c and e at 80% by volume of
suspended solids, which often has positive consequences
(reduced cell breakage). Shear thinning solids may have
an angle of repose of close to 0 degrees (see “Important
Properties of the Process Streams”), but this is not always
the case, such as with flocculated or mycelium-forming
bacteria. On the other hand, dilatant solids (starch or cal-
cium carbonate) will not be discharged in concentrated
form without manual handling from any machines other
than those seen in Figures 1f and 5. The rheology of inclu-
sion body concentrates is not much studied, but they are
preferably discharged from the machine seen in Figure 1b.
Because of the content of a valuable dissolved substance
in the entrained liquid, washing of solids may be necessary.

Another reason for washing solids is, of course, to get
rid of impurities. This is usually done by resuspension and
further separation steps.

Test Tube Centrifugation (Spin Test)

Determination of Separability. The most important task
for a spin test is the determination of separability, that is,
the settling velocity. In practice, it is difficult to calculate,
because often the information needed in Stokes’ law is not
complete. The spin test is done by spinning a sample of the
feedstream for different periods of time or different G-
numbers or both. For each of these spins, the supernatant
is analyzed with regard to the important process parame-
ter, for example, residual solids, turbidity and cell count,
or water content in the case of light solvent. Thereafter,
the time of the spin with the acceptable supernatant qual-
ity is recorded, and the necessary R is calculated according
to equation 16.

The Spin Test as an Analytical Tool. The spin test is also
a valuable tool for measuring the phase-to-volume ratios.
The solids content in percent by volume from the spin test
will be a very important parameter for the next step, which
is to make a crude mass balance around the centrifuge.
The spin test performed under different time and g-force
conditions gives also an indication of solids compressibility
and rheology. It is also valuable to prepare a sample of the
solids phase after spinning to get a good indication of its
dry solids content after the centrifugation. In cases where
the fermentation substrate contains suspended solids, res-
idues of these may be present after fermentation. A spin
test will make it possible to identify the nature and amount
of these, which is very important because they may ob-
struct the solids phase flow in nozzle and solids-ejecting
machines.

Theory of the Test Tube Centrifuge. The swing-out test
tube (bottle) centrifuge is shown schematically in Figure
12. In order for a particle to be separated out with 100%
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Figure 12. Separation of particles in a swing-out test tube cen-
trifuge.

chance, it has to move from radius r1 to radius r2 in the
spin time (T). The shaded volume with height (h) is the
volume taken out for sampling of the result. The following
equations describe the particle movement.

dr
V � (12)c dt

2r • x
V � V • (13)c g g

Insertion of equation 10 in equation 9 and rearranging and
integration gives

T rg dr2dt � (14)� 2 �
0 V • x r1 rg

g r2eT � • log (15)2V • x rg 1

In the test tube centrifuge, the efficiency factor l in equa-
tion 9 is 100% because the settling process is considered
ideal. Therefore, equation 6 is valid and

2T • Q • xtheor
R � (16)

r2eg • log
r1

and

r2eg • log
Q rtheor 1

� � V (17)g2R T • x

For a test tube centrifuge with angle head, elog(r2/r1) is
exchanged for elog(1 � D/r1 • cosb).

Important Properties of the Process Streams

In Table 6, some solids phase data, such as particle size
and density difference, have been collected. These data
show that many important biological processes belong to
the most demanding centrifuge applications regardingsep-
arability. The data given in Table 6 are very approximate.

Cell size will vary with fermentation conditions. Cell de-
bris size distribution is very wide and depends on the
method of cell breakage. The density difference between
cell and medium depends on the osmotic pressure and of
the possible content of inclusion bodies. Apparent density
and the density difference of inclusion bodies vary with
size, so that larger ones have lower density (28).

As many as possible of the items in Table 7 should be
defined before the selection of a centrifuge is made. Some
of the items need further comments. Apart from Stokes’
law, the density is important for the stress in the bowl ma-
terial. Low pH and high temperature may, together with
even a moderate chloride concentration, lead to difficulties
with corrosion. In the biological process industries, steels
316 and 316L are often preferred (38). These steels have,
however, such a low tensile strength that they are less suit-
able for high-speed centrifuges. Instead, duplex steel has
been developed, it has high tensile strength coupled with
a good corrosion resistance (39). The corrosive properties
of process materials can be very serious, but it is in many
cases possible to reduce the corrosion rate by intermittent
washing with caustic solution every 4 to 5 hours of running
to reestablish a passivating layer on the metal surfaces.
Erosion may be a problem with silt-containing process wa-
ter or other raw materials such as molasses. This may ne-
cessitate the use of hydrocyclones to remove these parti-
cles. The angle of repose (see “Main Process Parameters”)
is the angle a cone solid will form if allowed to settle, for
example, between the nozzles in a nozzle bowl. If it is 0, or
close to 0, degrees, the flow properties are extremely good.
The shear sensitivity was mentioned in “Centrifuges with
Conical Disks”. The most shear-sensitive cells are mam-
malian cells, for which the shear forces must be minimized
when the cells are used in perfusion systems.

In the Centritech� machines, the RCF is limited to 300,
more than one order of magnitude lower than for other
centrifuges. The cells may be so vulnerable that the resi-
dence time in the centrifugal force field must be minimized
(40). Some protein precipitates are also sensitive to shear
(16), including those formed in the maturation tanks in
breweries. Many bacteria are sensitive, especially starter
culture bacteria, where the activity of the cultures depends
on intact cells. Yeast cells are the most robust cells, but
they are also sheared to some extent at discharge in radial
solids-ejecting centrifuges.

Improvement of Separability

According to Stokes’ law, the settling velocity improves
when the density difference and the particle density in-
crease and when the viscosity decreases. Bowden (41) lists
physical, chemical, and biological techniques for broth con-
ditioning. The most-used techniques are coagulation and
flocculation, but other methods that induce cell lysis can
improve aggregation of cells, such as aging, pH, and
change and addition of enzymes or other chemicals. In
some cases it is possible to flocculate submicron suspen-
sions, so that a decanter centrifuge can recover the precip-
itate (cell debris) with good efficiency and a dry cake (34).

Pilot Machine Testing

After maximizing the separability of the feedstream, the
preliminary Qtheor/R is determined by spin tests. The ma-
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Table 6. Size, Density Difference, and Relative Feed Flow Rate for Some Solid–Liquid Systems

Type of Solids Particle size (lm)
Density difference

(kg/m3)
Relative throughputa

(relative to baker’s yeast)

Cell debris 0.2–0.5 (mean, bacteria)
2 (median, yeast)

—
—

0.2
1

Streptococii 1 � 1
1 (chain)

—
—

1–2
3–6

Clostridia 1 to 3 — 5
E. coli 1 � 2 70–85 2–6
Actinomyces spp. 10 � 10–143 � 143 1 (for large particles) 1–7
Inclusion bodies 0.7 � 0.7–1.3 � 1.3 29–154 5–8
Corynebacterium — — 6
Bacillus spp. 1 � 3 — 6–10
Aspergillus spp. — — 15
Mammalian cells 20 to 40 70 20
Flocculated material (e.g., debris) — — 20
Chlorella 4 � 4 — 30
Saccharomyces (alcohol yeast) 4 � 6 90 50–75
Saccharomyces (baker’s yeast) 6 � 8 90 100

Source: Data from references 11, 23, 26–36.
aProportional to Qact/R.

Table 7. Important Process Liquid Properties

Chemical composition of liquid and solid phases
Densities of liquid and solid phases
Viscosities of liquid and solid phases
Particle size distribution
pH
Temperature
Vapor pressure
Solubility of one phase in the other
Corrosivity
Erosivity
Shear sensitivity
Angle of repose
Toxicity
Explosion hazard

Source: Adapted from reference 37.

chine type and size are tentatively chosen based on the
preliminary mass balance and on the requested Qact. With
the separation efficiency l, Qact/R can be calculated from
the equation

Qact
� l • V (18)g

R

It is often advisable to make a test with the chosen type of
machine. The purpose of such a test is to obtain a more
reliable Qact/R value, but also to assess solids flow prop-
erties, emulsification, and particle breakup tendencies and
clogging risks.

Scale-Up

For all types of centrifugal separators, the Qact/R value can
be used for scale-up of the sedimentation performance if
some general considerations are taken into account:

• The type of centrifuge is similar.
• The geometry is similar; for decanters, feed inlet po-

sitions, ratio of length to diameter, or beach angle,
and for disk machines, cone angle, disk spacing, and
number of feed holes.

• The bowl speed gives similar linear velocity of, for
example, wings when treating shear-sensitive pro-
cess feeds.

• The k value (equation 5) is almost the same in the
machines.

• The larger machine has no hydraulic limitations in
relation to the calculated flows. The limitations could
be inlet and outlet pressure drops, paring disk pump-
ing capacities (upper and lower limit), and the upper
and lower limit of solids flow.

• There are no mechanical limitations, such as power
transmission and gear-box torque in decanters.

The equation to use in scale-up is

Q Qact act
� (� l • V ) (19)g� � � �R R1 2

where indexes 1 and 2 denote the two machines. Direct
calculations of Vg and l are thus avoided.

DESCRIPTION OF SOME APPLICATIONS

Introduction

The most important centrifuge application in biotechnol-
ogy is cell harvesting, where either the liquid phase or the
solid phase contains (or is) the product. Downstream of the
harvesting stage the number of applications for centrifuges
is growing. The operations performed are many: classifi-
cation, dewatering, liquid–liquid extraction, and precipi-
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tate recovery. The applications discussed in this section are
examples only; there is an infinite variation in the down-
stream process design.

Cell Harvesting

Introduction. As can be seen from Table 5, the through-
put capacity of a given centrifuge (i.e., Qact/R) may vary by
a factor of 100 depending on the microorganism used.

Yeasts. The second application of disk bowl centrifuges
developed after milk skimming is concentration of baker’s
yeast. Today, nozzle machines with pressurized discharge
(Fig. 1) are very common in the industry. The flow rates
are the highest in the biotechnology industry, up to 150
m3/h of fermented broth. Cell concentrations in the fer-
menters have increased over the years and have now
reached above 25% by volume. The baker’s yeast is
washed, often twice and countercurrently, to increase shelf
life. The pressurized discharge of the solids concentrate
makes it easy to use an inline mixer to mix the wash water
with the cells. The Qact/R is about 2 � 10�7 m/s for a 99.9%
reduction of the cell count.

In distilleries, nozzle bowl centrifuges have been used
for a long time. The centrifuge has been the prerequisite
for the development of new alcohol fermentation systems
(11). In the continuous fermentation from spent sulfite li-
quor, centrifuges are used for recycling of the yeast. This
is also the case in the batchwise Melle-Boinot process,
where the recovered yeast inoculates the next batch. In the
continuous Biostil process, in which the distillery slop is
returned to the fermenter, the centrifuge recovers the
yeast from the feed to the distillation column and returns
it to the fermenter.

In breweries, centrifuges are used in several process
steps. In the separation step after fermentation, green beer
separation, the cell count can be as high as 80 � 106 cells
per mL (2% by volume), but during the emptying of the
fermentation tank the solids decrease. Radial solids-eject-
ing machines are used, equipped with self-triggering and
special outlet devices to prevent air contact. At a cell re-
duction of 99% and 20 � 106 cells/mL, the Qact/R is about
2 � 10�7 m/s, increasing somewhat with higher cell count.
The flow rates are up to 75 m3/h. In this step, the same
machine type as for baker’s yeast could be used if the solids
flow to the machine could be controlled. New instruments
(42–44) measuring the dielectric constant or the inductive
permittivity may be used.

For the separation step after lagering and before final
filtration, preclarification, the cell count is much smaller,
and less solids handling capacity is needed. Therefore, the
bowl of the solids-ejecting machine can have the shape of
the bowl in Figure 1c. The hermetic inlet is an advantage
because the separation of the shear-sensitive protein par-
ticles is helped by the gentle acceleration. The bowl has
only one liquid outlet. The solids are ejected at the periph-
ery. Because the emphasis is on cell reduction, the Qact/R
is about 5 � 10�8 m/s. Flow rates are up to 45 m3/h.

The corresponding separation step is also present in
winemaking. Because the same machine unit is used also
in must separation before fermentation, radial solids-eject-
ing machines are used.

In rDNA yeast processes, the same type of machine as
for baker’s yeast can be used. Such machines are available
for BL2-LS containment.

Bacteria. In modern biotechnology, solids-ejecting ma-
chines, nozzle machines with pressurized discharge, and
decanters are used to harvest bacteria. For microorgan-
isms with sizes about 1 l, axial discharging machines (Fig.
1d) are used. If the solids concentration is so high that the
solids discharge frequency has to be more than 1 per 60 s,
a radial discharging machine (Fig. 1b) has to be used, but
this is less cost effective. The vortex nozzle machine (4)
(Fig. 1e) has the disadvantage of accepting only clear sub-
strate media. Residues of substrate may clog the concen-
trate tubes. If a clear substrate is used, this type of ma-
chine is as cost effective as the axial discharging machine
but without its solids-handling limitation. A further pos-
sibility for clear media is the hermetic machine in Figure
1c, where the cell concentrate leaves the machine contin-
uously and under pressure. The intermittent discharge
mechanism is used for CIP.

A typical Qact/R value for 99% recovery of E. coli K12 in
a disk stack machine is 10�8 m/s. But the variation be-
tween various types of E. coli can be very large indeed;
between 30 and 300% of the above value has been encoun-
tered by the author.

Corynebacterium, somewhat larger cells used in amino
acid production, are harvested in nozzle machines with
pressurized discharge, often with washing of the bacteria
(repulping) and a second separation to improve the yield.
A typical Qact/R is 5 times that of E. coli. Actinomyces my-
celia can be harvested by radial discharging machines. As
in nozzle machines, the cells are washed, often in two
steps, to improve the yield.

There are cases where repulping and reseparation are
not possible because the cells break up and may damage
the rest of the process. To avoid losing yield, the cells must
be recovered with maximum dryness. The obvious choice
of machine is then the decanter. The low R value of this
machine type makes it impossible to use it without floc-
culation of cells. Polymer addition gives a separation effi-
ciency of 98 to 99% at a Qact/R of 3 � 10�7 m/s for a spore-
free Bacillus subtilis broth with a solids content of 12 to
15% by volume. The dry solids (DS) content of the concen-
trate is 27 to 28% by weight at 3,200 G. This can be com-
pared to solids-ejecting or nozzle machines, which give
around 15% by weight for bacteria. Longer residence time
in the bowl or higher RCF gives still higher DS contents.
At 10,000 G and similar residence time, a decanter can
produce an E. coli concentrate of 32 to 36% by weight at a
Qact/R comparable to that in a disk bowl centrifuge.

The high DS capability of decanters is also used to con-
centrate solids from nozzle machines or from ultrafiltra-
tion units, working on fermenter broths in production of
amino acids and antibiotics, respectively. The improve-
ments are yield and less costly waste disposal (e.g., drying
costs).

Single-cell protein production from hydrocarbons or
their simple derivatives is today a not-so-profitable busi-
ness, but the technology exists. Mayer and Woernle (45)
presented a flow sheet for biomass downstream processing.
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Bacteria are preconcentrated in large nozzle machines to
about 6% by weight DS and then flocculated. This biomass
is then dewatered to about 30% by weight DS in decanters
and goes after granulating to drying. The liquid phase from
the decanter is clarified in high-speed separators and sent
to sterilization together with the clarified liquid from the
preconcentration step. From sterilization it is recycled
back to the fermenter.

Mammalian Cells. It is possible to use high-speed cen-
trifuges in mammalian cell processes (46), in which the
cells are discarded after removal. Usually, the inlet shear
is not large enough to release DNA into the culture fluid.
Care must be taken that shear and air contact in the cen-
trate are avoided, because some protein substances may
be destroyed. The centrifugation of intact cells for perfu-
sion must be performed at very low pressure and shear
forces. Special machines have been developed recently for
this purpose (9,40,47,48).

Cell Debris

In those cases where the intracellular products do not form
inclusion bodies, the cell debris often has to be removed
after cell breakage. The separation is difficult because of
the very fine particles produced (Table 6). Moreover, the
viscosity may be high. Dilution of the suspension reduces
the viscosity, but the Qact/R may still be 5 to 10% of that
of the whole cell. It is necessary to use high-speed solids-
ejecting machines for this step. In cases where it is possible
to flocculate the debris, the Qact/R increases by a factor of
at least 10 (17). It has been reported (34) that borax-
flocculated yeast cell debris can be removed to about 80%
in a pilot-size decanter centrifuge at a Qact/R of 4 � 10�4

m/s.

Inclusion Body Recovery and Washing

In cases where the substance forms inclusion bodies, it is
advantageous to remove cell debris and other cell constit-
uents before the next processing step. The inclusion body
has a higher settling velocity than the cell debris, so that
a classifying centrifugation will recover the inclusion bod-
ies while leaving the cell debris in the centrifugate. There
is a strong interaction between, on the one hand the ho-
mogenization method (i.e., the number of passes) and the
resulting particle size distribution and, on the other hand,
the ease of washing the inclusion bodies (49). There exists
an optimum number of passes. The classification split is
not 100% sharp, making it necessary to repeat the sepa-
ration a number of times. This is done either by resus-
pending the recovered inclusion bodies batchwise or by a
continuous simultaneous feeding of the inclusion body con-
centrate and water into a well-mixed flowthrough feed
tank, continuing until the required purity has been
reached. Axial or preferably radial discharging solids-
ejecting machines are applied at a Qact/R of 1 to 2 � 10�8

m/s. To reduce the consumption of chemicals in the next
stage, the final separation is often a dewatering step. This
can be performed in a high-speed decanter at a Qact/R of 2
� 10�6 m/s.

Extraction of Cell-Free Broth

Solvent Extraction. For 50 years, liquid–liquid extrac-
tion has been used to concentrate and recover penicillin
from filtered broth. This was often performed in multistage
centrifugal extractors. Today, the trend for filtered broth is
to use a two-stage, countercurrent system with mixers in
between disk bowl machines, which are of the three-phase
solids-ejecting type. Many other antibiotics need only a
one-stage extraction, for example, erythromycin and tet-
racycline.

Two-Phase Aqueous Systems. The polyethylene glycol
(PEG)/dextrane or PEG/salt systems used in protein pu-
rification are characterized by a very small density differ-
ence between the phases, from 100 down to 14 kg/m3. The
viscosity of the polymer phase could be high, perhaps 100
mPa s, and a very low interfacial tension, leading to easy
splitting of drops. Therefore, it is not surprising that the
Qact/R may be rather low, from 5 � 10�8 down to 1 to 2 �
10�9 m/s. The type of equipment used for the systems with
low-density difference is radial solids-ejecting machines.
Decanters may be used when the density difference is
larger. It is important for optimum performance that the
interface between the light and heavy phase in the bowl
be in the right position. Equation 4 shows the relation be-
tween the three liquid levels in the bowl. The interface
should usually be placed just outside of the disk stack in
the disk bowl machines.

The two-phase aqueous systems can also be used for
partitioning cell debris and other impurities from a dis-
solved protein product (50). Datar used a PEG 4,000/
potassium phosphate system. No density difference data
were given. The Qact/R was 2 � 10�7 m/s.

Precipitation

Precipitation is often used to isolate and concentrate an-
tibiotics (e.g., rifamycin, erythromycin, and tetracycline).
The suitable machine is the radial solids-ejecting disk bowl
type. The methods and parameters involved in protein pre-
cipitation have been reviewed (51).

Whole-Broth Extraction

Solvent Extraction. Whole-broth extraction of penicillin
was the first development of this technique (52). The solids
flow is so high that decanter centrifuges must be applied.
Many of the constituents of the broth (e.g., macromolecules
and the mycelium) have emulsion-stabilizing properties,
so de-emulsifying agents must be added (53). After extrac-
tion, the rich solvent is separated to reduce the water con-
tent before further processing. The solvent-contaminated
mycelium must be further treated before disposal.

Two-Phase Aqueous Systems. The two-phase aqueous
systems can be applied for extraction also in the presence
of cell debris. Hustedt et al. reported on three enzyme re-
covery processes that use cross-current extraction (54).
The phase separation is made in small solids-ejecting or
nozzle disk bowl machines. Provided that the density dif-
ference between phases is large enough, extraction de-
canter centrifuges can also be used. Among the commercial
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uses of this technology on a large scale is the recovery of
enzyme in a polymer–salt system, where the separation is
performed in a three-phase radial solids-ejecting centri-
fuge.

INSTALLATION AND OPERATION

Plant Design

In modern biotechnology plants, the design philosophy
must be documented as part of the validation procedure.
These procedures are becoming common also in the food
industry. Stringent guidelines for safe design of plants are
being issued more frequently. In Europe, the draft stan-
dard for performance criteria for centrifuges in biotech-
nology deals with leak tightness, cleanability, and steril-
izability. Centrifuge installations designed according to
BL2-LS are seen in Figures 2 and 4.

Cleaning-in-Place

Automated CIP is today regarded as a quality guarantee.
The validation of CIP procedures is one of the necessary
protocols to obtain approval to manufacture bioproducts.
An automated and logged CIP procedure is repeatable and
traceable, less costly than manual cleaning, and safer for
the plant personnel than manual cleaning is. Centrifuges
and their peripherals are today designed with cleanability
in mind. With use of modern programmable logic control-
lers (PLCs) for valve control, the CIP of a disk-stack cen-
trifuge (or decanter) has been greatly simplified. A CIP cy-
cle consists of several steps of rinsing with different
cleaning liquids. The sequence could be cold water, warm
(60–70 �C) 4% caustic, 3% nitric acid if necessary, hot wa-
ter, and finally cold water. It is often necessary to use some
type of detergent to improve the cleaning effect, mixed
with the caustic or the water. In the radial solids-ejecting
machines and the modern pressurized discharge nozzle
machines, the discharge mechanism is activated especially
during the initial stages.

Containment, Asepsis, and Explosion Protection

These three areas are related in the sense that the instal-
lation designer must define a space around the centrifuge,
including tanks and piping with controlled interfaces with
the environment. In the case of containment, the task is to
protect process operators from harmful process sub-
stances. The National Institutes’ of Health biosafety level
is an attempt to classify the risks involved (55). The inter-
face with the environment is sterile HEPA filters. This is
a case of “no leaking out.” The reverse case, “no leaking
in,” applies for asepsis and explosion protection. The bar-
riers are formed by HEPA filters and liquid seal pots, re-
spectively.

In both these cases, it is necessary to keep the centri-
fuge system under a slight, positive pressure relative to
the environment, either by lowering the pressure in the
room (asepsis) or increasing it in the centrifuge system.
For explosion protection, this is done by filling the system
with inert gas (e.g., nitrogen) and bubbling the inert gas
through a water seal pot. Other measures taken with ex-

plosion hazards have been reviewed (56). Centrifuges in
closed systems have to be modified in a number of ways:
mechanical instead of labyrinth seals, cooling jacket
around the bowl cover, and devices that can handle the
pressure wave at discharge.

Sterilization

Sterilization with saturated steam at temperatures above
100 �C is by many considered to be the reliable way for
avoiding contamination, and it is prescribed for BL2-LS.
For the centrifuge manufacturer, this means that in ad-
dition to the modifications described in the previous sec-
tion, the bowl cover must be designed as a pressure vessel.
But the most complicated changes concern the installation,
because the bowl internal and external surfaces, the cover,
the service liquid lines, etc., must all be sterilized. To reach
the desired temperature (above at least 121 �C), conden-
sate must be drained away. Krook et al. (4) discuss the
sterilizable system for a medium-sized machine with pres-
surized nozzle discharge in some detail. The sterilization
efficiency for a radial solids-ejecting centrifuge of pilot
scale was investigated (57). It was found that it was not
possible to sterilize the whole system at once. By trying
different combinations of open and closed valves, regimes
were developed for heating different sections, and these
were combined to sterilize the whole system. In the end,
sterilization was validated with different chemical and bio-
logical indicators.

CENTRIFUGATION VERSUS MICROFILTRATION

After the development of sterilizable microfilters, there is
available an alternative to centrifugation in separating
solids and liquids. A general rule is that with increasing
particle size and increasing scale of operation, centrifuga-
tion becomes more interesting than microfiltration and
vice versa. It is conceivable that E. coli on a 200-L fermen-
ter scale is a microfiltration application. Many factors
must be considered in the choice. What is becoming more
apparent is that the choice done in pilot scale becomes the
most difficult one, because the scale-up and validation pro-
cedures make it easier to keep same technology on the
larger scale, even if it is not the optimal choice. In many
cases, a combination of a filter and a centrifuge is the best
answer.

NOMENCLATURE

dp Particle diameter, m
D Inner diameter of test tube, m
Dh,l Diameter of heavy and light liquid outlet, m
Di Diameter of interface, m
g Equal to 9.81 m/s2

h Distance between inner and outer radius in
test tube, m

k Constant in equation 10
KQ Semi-empirical measure of centrifuge size,

eq. 11
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n Bowl speed, rpm
N Number of disks
Qact,theor Actual and theoretical feed flow rate, m3/s
re,1,2 Equivalent, min. and max. radius, m
Se Equivalent settling distance, m
t Distance between disks, m
T Spin time, s
V Bowl volume, m3

Vg,c Settling velocity at 1 g and in centrifugal field,
m/s

Vd Velocity component caused by drag forces, m/s
Z Relative centrifugal force (RCF) or G-number
� Half cone angle of disc
b Angle of tube in test tube centrifuge
g Dynamic viscosity of fluid, mPa s
k Dimensionless number, defined in equation 5
l Separation efficiency factor
m Kinematic viscosity of fluid, m2/s
qp Particle density, kg/m3

qf,fh,fl Fluid density, general, heavy liquid, light
liquid, kg/m3

x Velocity of rotation, rad/s
R Area equivalent according to Ambler, m2
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P.G. ROUXHET
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INTRODUCTION

In colloid science, flocculation is defined as an aggregation
of solid particles induced by addition of polymers; coagu-
lation refers to an aggregation due to van der Waals or
electrostatic attraction between particles (1). Cell aggre-
gation was defined by Calleja (2) as the gathering together
of cells to form stable, contiguous, multicellular associa-
tions under physiological conditions. The criteria of inti-
mate cell–cell contact and of physiological conditions are
not met in the case of floc formation by the addition of
flocculating agents; therefore, this definition establishes a
distinction between aggregation and flocculation. How-
ever, polymers formed at a cell surface or excreted into
the medium may be responsible for cell–cell interactions of
the same nature as those produced by polymers added to
the system.

Calleja’s definition of cell aggregation involves a physi-
cal movement, either active or stochastic, which is respon-
sible for the change from a dispersed to an agglomerated
state. The criterion of stability may refer to aggregation
under dispersive conditions, typically in an agitated sus-
pension (as opposed to formation of a colony on agar), of a
centrifugation pellet or a sediment. The criterion of physi-
cal movement emphasizes that a bond is being formed be-
tween distinct bodies, as opposed to chains and mycelial
structures. However, certain cell aggregates of great sig-
nificance in biotechnological processes are not simply
formed by a gathering of initially dispersed cells. In acti-
vated sludges and in cell granules formed in anaerobic di-
gestion, a dynamic situation is obtained in which some
newly formed cells remain more or less loosely attached to
each other, either by cell–cell or cell–debris interactions,
or because a matrix prevents their dispersion, while free
cells may be captured by an existing aggregate.

From the biotechnologist’s point of view, the distinction
between coagulation, aggregation, flocculation, and ag-
glomeration is not always clear. The words aggregate, floc,
agglomerate, and cluster are often synonymous. They refer
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to an assemblage of individual cells, formed by initially
free cells or by the lack of cell dispersion and occurring
under physiological conditions or after addition of various
agents to the medium.

Aggregated microbial cells are of great interest in bio-
technology. They offer advantages, with respect to fully
suspended cells in downstream processing, by facilitating
cell-broth separation by sedimentation or filtration. They
also allow continuous fermentation processes by keeping
the cells in the bioreactor with an upflow of the broth. Fur-
ther details concerning cell flocculation can be found in sev-
eral books (2–4). Biofilms (5–8) are not considered explic-
itly here; however, as concerns the mechanisms of
association, they have many features in common with flocs.

PHYSICOCHEMICAL ASPECTS OF AGGREGATION

Interactions between Particles

The essential features of the interactions between colloidal
particles may be understood by considering three different
aspects (9,10): (1) DLVO (Derjaguin, Landau, Verwey,
Overbeek) theory (see “DLVO Theory”) accounts for van
der Waals and electrostatic forces; (2) when surfaces are
close to molecular contact, solvation interactions (see “Sol-
vation Interactions”) may play an important role; (3) when
mobile macromolecules are present at the interface, they
may exert a particular influence at long distances (see “In-
fluence of Macromolecules at the Interface”) due to their
interactions with the solvent, with the surfaces, and with
one another. In the section “Charge Neutralization by Cat-
ionic Polymers”, a particular mention is made of the pos-
sibility to neutralize the surface charge and thereby pro-
voke flocculation by oppositely charged macromolecules.

DLVO Theory. According to DLVO theory (9,10), the free
enthalpy of interaction, Gt, between two particles ap-
proaching each other may be accounted for by the sum of
two contributions, corresponding respectively to electro-
static and van der Waals interactions

G � G � G (1)t e v

The electrostatic contribution, Ge, is due to the overlap of
electrical diffuse double layers of approaching particles.
For two spheres of the same nature and same radius, R,
suspended in a symmetrical electrolyte solution,

�2 2G � (64pkTRNCj T ) exp(�jD) (2)e d

where k is the Boltzmann constant, T the temperature, N
the Avogadro number, C the electrolyte concentration (mol/
L), and D the separation between particle surfaces.

T � tanh[zew /4kT] (3)d d

where z is the ion charge, e is the electron charge, and wd

the electric potential at the inner limit of the diffuse part
of the double layer. It differs from the surface potential,w0,
due to adsorption of ions in intimate contact with the sur-
face, that is, in the Stern layer (chemically adsorbed or

retained by localized electrostatic attraction) (10,11). For
computing Ge, the value taken for wd is usually the zeta
potential f, that is, the electric potential at the plane of
shear between the cell surface and the solution (11). j, the
reciprocal of the Debye length, determines the rate of the
variation of the electric potential as a function of the dis-
tance to the surface, within the diffuse double layer.

2 1/2 9 1/2j � (1000e N/�kT)(2I) � 2.32 10 (2I) (at 25 �C)
(4)

where I is the ionic strength of the bulk solution and � the
electric permittivity. At an ionic strength of 10�1, 10�3,
and 10�5 M, j�1 is close to 1, 10, and 100 nm, respectively.
Note that the ionic strength is commonly in the range of
10�2 to 10�3 M for natural water supplies and near 10�1

M for microbial culture media.
When the surface potential is low (�25/z mV), Ge sim-

plifies as follows:

2 2 2G � 2pR�w exp(�jD) � 2pRr exp(�jD)/j � (5)e d

where r is the surface density of charge (C m�2). This equa-
tion is also valid for nonsymmetrical electrolytes.

For two spheres with the same radius, R, the contri-
bution of van der Waals interactions is given by

AR
G � � (6)v 12D

where A is the Hamaker constant. This is mainly deter-
mined by dispersion forces (surface–surface, surface–
liquid) and thus by the polarizability of the surface-
constituting molecules. For organic particles in suspension
in water, it is reasonable to consider A values in the range
of 0.2 to 1.6 kT (kT � 4.1 � 10�21 J mol�1 at room tem-
perature). Values are close to 5 kT for mica and in the
range of 2 to 50 kT for oxides depending on the atomic
number of the metal ion (9,12).

Figure 1 presents the computed Gt vs D curves for
spherical particles of 1-lm radius, A � 1 kT, wd � �20
mV, and j�1 � 10 nm. The respective influence of variation
of A, wd, and j�1 is also illustrated. The contribution of van
der Waals forces is shown in Fig. 1b (wd � 0 mV). The
figure shows that, even at low values of the diffuse-layer
potential (Fig. 1b), a potential energy barrier appears at a
distance of a few nanometers. This barrier may be very
high compared with the kinetic energy associated with
Brownian motion, equal to 1.5 kT. At sufficiently high ionic
strength (Fig. 1c), the variations of Ge and Gv as a function
of the interdistance bring about a secondary minimum that
holds the particles together, although not in close contact.

The efficiency of electrolytes to provoke coagulation of
colloidal particles is usually expressed by the concentra-
tion required to achieve a rapid coagulation, called critical
coagulation concentration. According to the valency rule of
Schulze–Hardy, this is strongly dependent upon the va-
lency of the ion with a charge opposite to that of the surface
(counterion) and the critical coagulation concentration de-
creases as the counterion valency increases (10). Consider
a negatively charged surface; the decrease of the critical
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Figure 1. Variation of the free enthalpy of interaction as a function of the distance between two
identical spherical particles of 1-lm radius, according to DLVO theory. Solid curve: Hamaker con-
stant A � 1 kT, potential of the diffuse double layer wd � �20 mV, j�1 � 10 nm; (a) wd � �20
mV; j�1 � 10 nm, A varying from 0.2 to 5 kT; (b) j�1 � 10 nm, A � 1 kT, wd varying from 0 to
�20 mV; (c) A � 1 kT, wd � �20 mV, j�1 varying from 1 to 100 nm (secondary minimum indicated
by arrow).
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Figure 2. Schematic illustration of the penetration of a surface
appendage through a potential energy barrier, the location of
which is represented by dashed lines.

coagulation concentration is explained by a decrease of the
potential energy barrier as a result of two effects: (1) if the
valency of the cation present in the solution is higher, its
adsorption in the Stern layer rises, the potential drop in
the Stern layer is larger, and wd is less negative; and (2) as
the valency of the cation increases at a given concentra-
tion, the ionic strength rises, the Debye length j�1 de-
creases, and the potential barrier decreases (Fig. 1c). The
critical coagulation concentration was found to increase in
the order Al3� � Ca2� � Na� for Escherichia coli (13).

Equations 2 and 6 are restricted to situations where D
� R; within this limit, the interaction energy is propor-
tional to the particle radius. In DLVO theory, the interact-
ing surfaces are considered as homogeneous, smooth, and
rigid. This model is very rough for particles of biotechno-
logical interest. Microbial cells may have complex shapes
and bear surface appendages such as fimbriae, pili, fibrils,
and flagella. As a consequence, the radius of curvature rul-
ing the interactions may be much smaller than the overall
cell radius. In particular, it is conceivable that cells become
bound via appendages through a potential barrier result-
ing from average surface properties, as illustrated by Fig-
ure 2. It is also possible that certain zones of the surfaces
of two particles are in molecular contact, and thus that
solvation interactions have a significant influence, while
other zones are still separated by an appreciable distance.
The higher the ionic strength, the larger the possible im-
pact of this mechanism.

Solvation Interactions. Between hydrophilic surfaces in
water, a short-range repulsive force arises, which tends to
prevent the removal of water from the surfaces and is com-
monly referred to as hydration force. This has been attrib-

uted to the structuring of water molecules at the surfaces
through H-bonding with hydrophilic surface groups. How-
ever, consideration of recent experimental and theoretical
results has led to the suggestion of an alternative inter-
pretation, in which the short-range force is an entropic re-
pulsion arising from the confinement of mobile surface
groups (14). The hydration repulsion Grh between two hy-
drophilic surfaces appears to follow the empirical equation
(9)

G � �G exp(�D/k ) (7)rh rho rh

where the decay length, krh, is of the order of 1 nm for 1:1
electrolytes, and Grho (3–30 mJ m�2) depends on hydration
of the surface, including hydration of the cations bound to
a negatively charged surface, that is, held in the Stern
layer.
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Figure 3. Illustration of steric forces generated by polymers be-
tween two surfaces (grafted or adsorbed). Source: Adapted from
Ref. 9.

The effect of electrolytes on the hydration forces may
thus determine whether particles will coagulate or not.
The effectiveness of cations as coagulants usually in-
creases according to the so-called lyotropic series (9,10):
Li� � Na� � K� � Cs� for monovalent cations, Mg2� �
Ca2� for divalent cations. The decrease of ion hydration is
responsible for a decrease of hydration forces between the
surfaces. For some surfaces, it is also accompanied by in-
creased ion binding at the surface (11), and thus by a larger
drop of the electric potential in the Stern layer.

A hydrophobic surface cannot bind water molecules via
ionic or hydrogen bonds, therefore, an attractive hydro-
phobic interaction arises between two hydrophobic sur-
faces in water. This results from the strong tendency of
water molecules to associate through hydrogen bonding
(9,15). To a large extent, hydrophobic bonding is due to the
fact that the surface reduces the degrees of freedom offered
to adjacent water molecules for forming as many hydrogen
bonds as possible; as a consequence, the water structure
near the surface is more ordered. Hydrophobic bonding is
thus entropically determined, and the resulting associa-
tion of surfaces should be viewed as the result of a ther-
modynamic balance rather than the effect of a force, in the
common sense. As a consequence of the entropic character,
the effect of hydrophobic bonding increases markedly with
temperature. For two surfaces in water, the hydrophobic
interaction energy, Gah (ignoring DLVO and other solvation
forces), is given by (9)

G � �2c exp(�D/k ) (8)ah ah

where the decay length kah is equal to 1–2 nm and c is the
surface–water interfacial energy (10–50 mJ m�2). The
rather long-range nature of the hydrophobic interaction ac-
counts for the rapid coagulation of hydrophobic particles
in water and the folding of proteins.

Influence of Macromolecules at the Interface. A nonionic
polymer dissolved in an ideal solvent (no interaction be-
tween polymer segments and the solvent) takes the shape
of an “unperturbed” random coil, characterized by the ra-
dius of gyration

0.5ln
R � (9)g

6�

where l is the effective segment length and n is the number
of segments. Rg may thus vary from a few to about 100 nm.
In a real solvent, the size of the coil may be different from
Rg and is given by the Flory radius

R � �R (10)F g

In a poor solvent, the segments attract each other, the coil
is more compact, and � is smaller than unity. In a good
solvent, the coil swells and its Flory radius is given by

0.6R � ln (11)F

A poor solvent may become a good solvent by adding cer-

tain solutes or changing the temperature. The tempera-
ture at which � � 1 is known as the theta (h) temperature,
and an ideal solvent is known as theta solvent (9).

Figures 3 and 4 illustrate the different situations that
may be encountered when two surfaces approach each
other while carrying a nonionic polymer. Once surface sep-
aration is a few times the radius of gyration, the segments
overlap, which leads to a repulsive osmotic force, that is,
to the decrease of entropy associated with a closer confine-
ment of the polymer chains between the two surfaces. This
is known as steric repulsion and is responsible for steric
stabilization of colloids by polymer additives (9).

As a simple case, consider a low coverage of polymer
molecules (no overlap or entanglement of neighboring
chains), each being grafted at one end to the surface (Fig.
3 top left; Fig. 4 right, low density). This may be relevant
to microbial surfaces. In a theta solvent, if the number of
chains grafted per unit area is C, the repulsive energy per
unit area is approximately given by

G � 36CkT exp(�D/R ) (12)s g

In a good solvent, the coils swell and the range of repulsion
is broader. When the surface density of grafted chains is
high, so that they are forced to extend away from the sur-
face much farther than Rg, a polymer brush is obtained
(Fig. 3, top right). The thickness of the polymer layer, L,
no longer varies according to the power 0.5 or 0.6 of the
degree of polymerization but is proportional to the polymer
length. Once two brush-bearing surfaces are closer than
2L, a repulsive energy arises (Fig. 4 right, high density).
For a good solvent and for D/2L in the range of 0.2 to 0.9,
if s is the average distance between the grafting points, the
interaction energy per unit area is approximately given by
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Figure 4. Variation of interaction free enthalpy as a function of the separation distance between
two particles as a result of macromolecular interactions; influence of the mode of polymer retention
at the surface (adsorption, grafting), polymer concentration at the surface (low, high), and solvent
quality (good, poor). Source: Adapted from Ref. 9.

Figure 5. Illustration of the effect of ionic strength or surface
potential on polymer bridging; the dashed lines represent the dis-
tance at which the electrical repulsion operates. The increase of
ionic strength or decrease of surface potential from left to right
allows polymer bridging. Source: Adapted from Ref. 18.

100L
G � kT exp(�pD/L) (13)s 3ps

In this case, Gs is the balance of an osmotic repulsion be-
tween the coils and the elastic energy that opposes chain
stretching.

If the polymer is adsorbed (Fig. 3 left, bottom compared
to top), a fraction of its segments (trains) are in contact
with the surface; the other segments belong to loops and
tails dangling in the solution. The polymer may adopt a
conformation leading to an adsorbed thickness smaller
than the radius of gyration. Things are more complicated
than for grafted polymers due to the dynamics allowed by
a multiplicity of weak bonds between the polymer and the
surface, and to a possible variation of the adsorbed amount
and the binding sites as the two surfaces approach each
other. As a consequence, the variation of the interaction
free energy as a function of distance is less sharp (Fig. 4,
left compared with right). Moreover the force between two
surfaces at a given separation distance may take a long
time (hours) to reach a stationary value (16).

Attractive forces may also be mediated by adsorbed or
grafted polymers (Fig. 3, bottom; Fig. 4) (9).

• In a poor solvent, segment attraction between mole-
cules bound to opposite surfaces leads to overall at-
traction between the surfaces until a balance with
steric repulsion is reached.

• When the degree of coverage is weak and the polymer
is strongly adsorbed, the macromolecules may form
bridges between the two surfaces. Under suitable
conditions, bridging forces can extend over longer dis-
tances than van der Waals forces.

• When a polymer does not adsorb, bringing two sur-
faces at a distance smaller than Rg will push the coils
out of the space between the surfaces. The polymer
depletion is responsible for a difference of osmotic
pressure between the bulk liquid phase and the liq-

uid phase held between the surfaces. This effect is
small compared to van der Waals and solvation in-
teraction energies.

In a good solvent, the efficacy of a polymer to provoke
flocculation is mainly determined by its molecular mass
and its concentration, which determine the degree of cov-
erage and the thickness of the adsorbed layer. An optimal
flocculation concentration is found for a given molecular
mass. It is influenced by pH and ionic strength, which de-
termine the electrostatic repulsion between the surfaces.
Flocs will form if the surface is partly covered and if the
adsorbed molecules extend far enough from the surface to
span the distance at which the electrical repulsion oper-
ates (16,17), as illustrated by Figure 5. On the left side of
the figure, the molecular mass or the ionic strength are too
low to allow bridging. On the right side, the ionic strength
is higher (and the Debye length, lower) or the surface po-
tential is weaker, the electric repulsion operates at short
distances compared with the thickness of the adsorbed
macromolecules, and bridging occurs.
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Figure 7. Flocculation of Na-montmorillonite by N,N,N-
trimethyl aminoethyl chloride acrylate. Variation of (a) zeta po-
tential, (b) sedimentation time, (c) relative supernatant turbidity,
as a function of the amount of polymer introduced per unit volume.
Polymer molecular weight 106; s � 100%; clay concentration 0.05
g L�1; NaCl concentration 1.2 mM. Source: Adapted from Ref. 22.

Figure 6. Patch model for a cationic polyelectrolyte (shaded area)
adsorbed on a negatively charged surface. Left, view of the particle
surface; right, section through a part of the surface. Source:
Adapted from Refs. 20 and 21.

As polymer adsorption is slow and irreversible, floccu-
lation may often proceed through nonequilibrium pro-
cesses, which are strongly dependent on the procedure fol-
lowed (manner and rate of mixing the particle suspension
and the polymer solution; stirring). For instance, hetero-
coagulation may occur between those particles free of poly-
mer and those that are saturated. In other situations, the
surface may be partly covered by macromolecules that
have not yet collapsed, thus allowing polymer bridging and
producing transient flocs, the lifetime of which may vary
from seconds to days, depending on the conditions (16,19).

Charge Neutralization by Cationic Polymers. As materi-
als of biotechnological relevance are usually negatively
charged, only cationic polyelectrolytes are considered here.
Due to electrostatic repulsion between segments, polyelec-
trolytes display more or less extended conformations ac-
cording to ionic strength and to their charge density, and
thus to the fraction of charged segments s. For a given
molecular mass, the maximum adsorbed amount increases
with s because of the stronger polymer–surface interac-
tion, passes through a maximum, and decreases due to in-
creasing electrostatic repulsion between polymer seg-
ments (18,20,21). At low polymer ionicity (small s), the
maximum amount adsorbed (expressed in mass) increases
as a function of molecular mass. At high ionicity, the max-
imum adsorbed amount and the adsorbed-layer thickness
are practically independent of the molecular weight; the
loop size is small and the polymer chain adopts a flat con-
formation on the surface. The flat conformation realizes a
local neutralization of the particle surface charge, but re-
duces the possibility of bridging contacts with other par-
ticles.

With a cationic polyelectrolyte of high charge density,
the influence of polymer molecular mass and of ionic
strength can be explained by the electrostatic patch model
(18,20,21) illustrated by Figure 6. The adsorbed polyelec-
trolyte represents patches of positive charges surrounded
by the original particle surface. Particles with this mosaic
surface–charge distribution may interact in such a way
that positive and negative patches of different particles

come into contact, causing a strong attachment. As the sur-
face coverage increases, the particle becomes totally coated
by the cationic polymer, electrostatic repulsion arises be-
tween particles, and the colloid remains in a dispersed
state. The optimum flocculation concentration corresponds
to a situation where the particle surface is partially cov-
ered by patches of cationic polymer. This is illustrated by
Figure 7, which shows the influence of polymer concentra-
tion on flocculation of a clay, evaluated by the relative su-
pernatant turbidity and the sedimentation time (22). The
optimum flocculation concentration coincides with reversal
of the zeta potential of the particles.

With a cationic polymer of low ionicity, the influence of
charge density, concentration, and molecular mass is more
complex, due to the combination of the charge-neutraliza-
tion and bridging mechanisms. The influence of ionic
strength is also complex because it affects the screening of
segment/segment lateral repulsion (which decreases chain
stiffness and increases loop size and adsorbed amount) and
the screening of segment/surface attraction (which reduces
the proportion of trains). In practice, increasing the ionic
strength reduces the concentration at which the flocs ini-
tially appear and broadens the flocculation domain (18).

Rate of Aggregation

The rate of aggregation is determined by the probability of
collision between particles, which depends on their concen-
tration, and by the efficiency of a collision to make a bond
between the particles. The collision may occur as a result
of two types of transport processes: agitation and Brown-
ian motion. If one considers the collision between two iden-
tical spherical particles of diameter D*, the ratio between
the probability of collision due to agitation Po (orthokinetic
conditions) and the probability of Brownian collision Pp

(perikinetic conditions) is given by
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3P gD* G*o
� (14)

P 2kTp

where g is the dynamic viscosity, G* the shear rate, k the
Boltzmann constant, and T the temperature (23). In water
at room temperature (g � 1 mPa s), with agitation typical
of a magnetic stirrer (G* � 100 s�1), this ratio is about
100 for particles of 2 lm (24). The rate of aggregation of
microbial cells thus depends strongly on agitation due to
their relatively large size and slow Brownian motion, un-
like small colloidal particles. On the other hand, agitation
can also break the flocs so that a stationary state will be
reached, with a characteristic distribution of aggregation
numbers.

The chance that a collision gives rise to a bond between
the particles is determined by the variation of the free en-
ergy of particle–particle interactions as a function of the
distance. Four typical situations, illustrated by Figures 1
and 4, may be encountered: (1) the interaction energy is
attractive at all distances, and a quick coagulation occurs
(low wd, high ionic strength, high Hamaker constant; Fig.
1); (2) the interaction is attractive at short distances but
is repulsive at longer distances and passes through a max-
imum (Fig. 1); in this case the probability that a collision
leads to bond formation is the probability of passing over
the energy barrier; (3) the interaction is repulsive at all
distances and no aggregation occurs; the colloid suspen-
sion is said to be stabilized (high wd, low ionic strength,
low Hamaker coefficient, Fig. 1; steric repulsion, Fig. 4);
(4) the interaction energy curve presents a well at a certain
separation distance (secondary minimum, Fig. 1; bridging,
segment attraction, Fig. 4), and the aggregates will be con-
stituted by particles maintained at a certain distance from
each other.

Surface Properties of Particles

The nonspecific interactions that control particle aggre-
gation (see “Interactions between Particles”) depend on the
physicochemical properties of the surfaces (electrical prop-
erties, hydrophobicity, presence of macromolecules) and
consequently on their surface chemical composition. Phys-
icochemical methods that are well-established or are being
developed to investigate these properties are described in
the following sections.

Electrical Properties. As discussed earlier, it appears
that the electrical properties of particle surfaces strongly
influence coagulation by addition of salts, or influence floc-
culation by polyelectrolytes. The zeta potential, f, is usu-
ally considered to be close to the potential relevant for
DLVO computations (10,11,25,26). It can be deduced from
the electrophoretic mobility, l. For spherical particles of
radius R,

g
f � lB � 12.85 lB (15)

�

at 298 K, if f is given in mV and l in 10�8 m2 V�1 s�1. B
� 1 (Helmholtz–Smoluchowski equation) when jR � 100,
which is relevant for microbial cells in suspensions of com-

mon ionic strength; B � 3/2 (Hückel–Onsager equation)
when jR � 1. In the intermediate situations, B is a func-
tion of jR.

Equation 15 implies that: (1) the solid plus stagnant
layer together behave electrokinetically as a solid particle,
(2) particles are nonconducting, (3) particle surfaces are
smooth and homogeneous, and (4) the viscosity, dielectric
constant, and ion conductivities in the diffuse part of the
double layer are equal to their bulk values (11). When the
surface conductance or the bulk (or cell wall) conductance
are not negligible, the relationship between electrophoretic
mobility and zeta potential is more complex (27). Therefore
it is recommended to report experimentally determined
electrophoretic-mobility values instead of f potentials.

Hydrophobicity. The surface hydrophobicity of micro-
bial cells can be assessed by the water contact angle mea-
sured on particle lawns (28). A greater cell-surface hydro-
phobicity is of practical concern in separation: It favors cell
coagulation and cell accumulation at the liquid–gas inter-
face. The latter effect may be used for increasing cell con-
centration by flotation (29).

Contact angles of liquids have been used to deduce the
surface energy of solids and to predict the stability of solid–
solid associations. The model is based on the balance of
interfacial free energies involved in the creation of a new
solid–solid interface and in the destruction of the interface
of each partner with water. This approach is subject to se-
vere limitations. (1) There are different theoretical frames
that lead to different values of interfacial energy (30), in-
dicating that absolute values cannot be considered individ-
ually. Nevertheless, classification of different materials ac-
cording to their surface free energy is the same, whatever
the approach used. For polymer materials, this classifica-
tion is the same as that given by the contact angle of water.
(2) Because interfacial energies are deduced from contact
angles of liquids, the energy balance does not incorporate
the influence of electrostatic interactions, which act at long
distances, or the influence of ionic bridges and steric inter-
actions. (3) The system is supposed to be at equilibrium
and thus reversible, which is not in accordance with ex-
perimental data. (4) A close contact is assumed to be
achieved between the surfaces, which is not reasonable in
view of the roughness of most surfaces.

Other methods of evaluation of microbial-cell hydropho-
bicity involve adhesion at hydrophobic surfaces or aggre-
gation at high salt concentration (28).

Surface-Chemical Composition. The surface-chemical
composition of solids, including microbial cells, can be de-
termined by X-ray photoelectron spectroscopy (XPS). The
technique involves irradiation of the sample by an X-ray
beam, which induces ejection of electrons. The kinetic en-
ergy of the emitted electrons is analyzed, and their binding
energy determined. Each peak is then characteristic of a
given element. Due to inelastic scattering of electrons in
the sample, the collected information concerns only the
outermost molecular layers of the surface (2–10 nm). As
the position of the photoelectron peak is slightly affected
by the chemical environment of the element, peak-shape
analysis provides further information on chemical func-
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tions (31). The data can be converted into concentrations
of model constituents: proteins, polysaccharides, and
hydrocarbon-like compounds (32).

For microorganisms, correlations have been obtained
between the surface-chemical composition obtained by
XPS and surface properties, that is, hydrophobicity and
electrical properties. Furthermore, the surface composi-
tion has been found to be related to the behavior of micro-
organisms at interfaces (aggregation, adhesion) (33).

Nanometer-Scale Surface Properties. The physicochemi-
cal methods just described have a poor lateral resolution,
the information provided concerning only the overall sur-
face properties of particles. Exciting new possibilities are
now offered by atomic force microscopy (AFM) to investi-
gate the molecular interactions and properties of surfaces
on the nanometer scale. AFM, invented in 1986 (34), con-
sists of measuring the forces acting between a sharp probe
and the surface of a sample. It allows the nanoscale map-
ping of surface topography, as well as the direct measure-
ment of mechanical properties, friction, and interaction
forces (electrostatic, van der Waals, solvation, steric inter-
actions). As opposed to more conventional surface analysis
techniques, AFM can be operated in aqueous solutions,
which makes it possible to study living cells in physiolog-
ical conditions (35).

A very challenging goal for future research is to directly
map the surface properties of living cells in aqueous con-
ditions. The use of functionalized AFM probes, possessing
different charges, surface energies, and solvation proper-
ties, should make it possible to measure: (1) the local sur-
face hydrophobicity and electrical properties of individual
cells, (2) the surface distribution of solvated macromole-
cules such as exopolysaccharides, and (3) steric interac-
tions associated with these macromolecules. These data
will provide new insight into the molecular mechanisms of
cell aggregation.

BREWING YEAST: A MODEL FOR THE IMPLICATION
OF SPECIFIC INTERACTIONS IN FLOCCULATION

Flocculation and Flocculence

Flocculation of brewing yeasts, thoroughly reviewed by
Stratford (36), is the most extensively studied of all sys-
tems in which cell aggregates are of interest. It is illustra-
tive of the diversity of approaches used to understand floc-
culation of microbial cells and the interplay between
specific and nonspecific interactions. Spontaneous aggre-
gation of yeast cells occurs near the end of fermentation
and is of considerable importance in brewing. For instance,
early sedimentation in lager beer production will provoke
an incomplete or too slow fermentation; failure to sediment
will complicate processing and may lead to alteration of
taste.

In brewing technology, the flocculence of a strain means
its ability or tendency to flocculate in industrial conditions.
More broadly, flocculence is the ability to flocculate if all
environmental conditions are favorable (37). The term floc-
culability has been proposed to designate the ability to floc-
culate in a given medium if hydrodynamic conditions and

cell concentration are adequate (38). Beyond the terminol-
ogy, it is essential to keep in mind that the occurrence of
flocculation depends on (1) the nature of the biological ma-
terial (strain; physiological state defined by growth condi-
tions and growth phase), (2) the physicochemical environ-
ment (temperature, medium composition), and (3) the
physical conditions (velocity gradient, cell concentration).
Thus, the evaluation of the ability to flocculate must al-
ways be related to experimental conditions.

In order to test the ability of yeast to flocculate in a
given medium, it is important to control the initial state of
dispersion and to distinguish the conditions selected for
the aggregation process from those allowing evaluation of
the final state of dispersion. A screening test may conven-
iently be performed according to the following procedure
(24,39). Introduce the washed cells into test tubes contain-
ing the desired medium and vigorously stir to ensure dis-
persion. Agitate gently for a given period to allow floccu-
lation to take place, then let stand undisturbed to allow
floc sedimentation. Finally, measure the absorbance of the
supernatant, which reflects the concentration of cells re-
maining free. The volume of the sediment may also be a
way to evaluate the final state of dispersion, as the bed
volume of flocculated particles is larger than that of indi-
vidual particles (40).

Yeast cell behavior in laboratory conditions does not al-
ways reproduce the behavior in industrial conditions.
Among 45 strains noted as flocculent in brewing, only 20%
did flocculate during a culture in laboratory conditions
(shaken Erlenmeyer flasks) (41). This was attributed to
agitation and aeration rather than to final pH or the re-
quirement of particular wort constituents.

Several parameters were used to quantify yeast floc-
culation: initial rate of flocculation, rate of settling, num-
ber of free cells, floc size, and floc strength (38,42). It was
estimated that the attraction force between flocculent cells
is three orders of magnitude larger than the force calcu-
lated with the DLVO theory (43). The dynamic equilibrium
between floc formation and floc breaking (i.e., splitting,
which determines the average floc size, and erosion, which
determines the number of single cells) was modeled. This
showed the dependence of floc diameter and number of sin-
gle cells on bond strength and agitation (44).

Yeast Behavior and Cell Surface Properties

There are two types of processes for beer brewing. Bottom
fermentation, producing lager beer, is carried out at low
temperature (near 10 �C) by Saccharomyces carlsbergensis;
at the end of fermentation, the cells flocculate and settle.
Top fermentation, typically producing ale, is carried out at
higher temperature by Saccharomyces cerevisiae; when the
cells flocculate, they do not settle but they tend to remain
associated with CO2 bubbles and rise to the top of fer-
mented wort. The surface properties (electrophoretic mo-
bility, water contact angle, and surface composition) of a
collection of yeasts were investigated in order to examine
their possible relationship with the type of strain, growth
phase, flocculence, and occurrence of flocculation (45).
There is no clear-cut distinction between surface proper-
ties of top and bottom strains; however, they differ on a
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Figure 9. Electrophoretic mobility as a function of pH for bottom-
fermenting strains (a) and top-fermenting strains (b) in 1 mM
KNO3 (45).

W
at

er
 c

on
ta

ct
 a

ng
le

 (
°)

Proteins (% w/w)
0 5 10 15 20

0

20

40

60

80

100

120

Figure 8. Water contact angles of bottom-fermenting strains (�)
and top-fermenting strains (�) as a function of the cell-surface
concentration (weight %) of proteins as obtained by modeling XPS
data. Source: Adapted from Ref. 45.

statistical basis. On the average, top strains have more
protein at their surface and are more hydrophobic (Fig. 8),
which may be related to their tendency to remain associ-
ated with gas bubbles and move to the top of the wort.
Bottom strains contain more phosphate. The difference be-
tween the profiles of electrophoretic mobility vs. pH (Fig.
9) may be explained by modelling the surface charge ac-

cording to the surface chemical composition, as given by
XPS. For the bottom strains, the electrical properties are
controlled mainly by phosphate, resulting in a low isoelec-
tric point (pH 2 or below) and an electrophoretic mobility
that does not change appreciably above pH 4. For the top
strains, the electrical properties are determined mainly by
the balance of protonated amino and carboxylate groups in
proteins, which give a higher isoelectric point (pH 4) and
an electrophoretic mobility changing regularly from pH 2
to 7.

Although surface properties of brewing yeasts were sta-
tistically related to the top/bottom character, they did not
show correlations with the flocculating character. No dif-
ferences of surface properties were found between strains
that did and did not flocculate in laboratory conditions, or
between cells from the exponential and stationary growth
phases, even for strains where flocculation occurred during
the transition from one growth phase to the other. This is
in contrast with reports (46,47) that ability to flocculate
during growth coincides with an increase in cell-surface
hydrophobicity correlated with the appearance of fimbriae-
like structures. It was also reported (48) that flocculent
cells possess a fimbriate or hairy surface, whereas nonfloc-
culent cells are smooth.

Certain yeast strains produce aggregates with a partic-
ular geometric shape, such as cubes, lozenges, cylinders,
and disks (36,49), the shape being strongly dependent on
agitation. Cubic flocs, close to 1 cm in size, produced by S.
cerevisiae used for continuous production of ethanol are
shown in Figure 10. When agitation is stopped, the flocs
collapse and, within a few tens of minutes give rise to a
cell carpet on the bottom of the flask. This is tentatively
attributed to the fact that the cells are coated by polymers
that ensure a weak bridging, as schematized in Figure 11.
The viscoelastic properties of the interface would be such
that, upon agitation, binding prevails due to chain entan-
glement, with the hydrodynamic conditions controlling the
floc shape; on the other hand, repulsion would prevail in
resting conditions (49).

Genetic and Biochemical Aspects

According to the most widely considered mechanism of floc-
culation proposed by Miki et al. (50), lectinlike molecules
(sugar-binding proteins that need Ca2� to adopt their ac-
tive conformation) recognize and bind mannans at the sur-
face of adjacent cells (36,51), as illustrated by Figure 12(a).

Stratford and Assinder (52) distinguished two floccula-
tion phenotypes, both based on a lectin-mediated mecha-
nism: Flo1 phenotype strains, which included most of the
laboratory strains, had FLO1 genes and possessed
mannose-specific lectins; NewFlo phenotype strains, which
included most ale-brewing strains, possessed less-specific
lectins, binding manno- and glucopyranoses. Masy et al.
(53) found the same two phenotypes and called them MS
(mannose sensitive) and GMS (glucose mannose sensitive).
On the other hand, a different phenotype, called MI (man-
nose insensitive), representing strains that are not inhib-
ited by sugars, including mannose and glucose, was re-
ported (41,53).

In the last few years, much progress has been made as
a result of advances in the fields of genetics and biochem-
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Figure 10. Flocs produced by a strain of S. cerevisiae; picture
taken shortly after stopping agitation (scale in cm).

(a) (b)

Figure 11. Schematic illustration. (a) Yeast surfaces weakly
bound by entangled polymer chains upon agitation. (b) The same
surfaces repelling each other in resting conditions.

istry. In a review (54), 33 genes involved in yeast aggre-
gation have been reported; these include structural genes,
regulatory genes, and genes involved in cell wall synthesis
and mitochondrial functions. Four classes of strains were
distinguished: (1) strains lacking an intact flocculation
gene, (2) strains in which intact flocculation genes are con-
stitutively repressed, (3) a strain with flocculation genes
that are transcriptionally regulated, (4) strains with genes
that encode for constitutive flocculence. For strains in
which flocculation was regulated, induction was ascribed
to nutrient limitation (46,55).

The best-studied dominant flocculation gene, FLO1, has
been cloned and sequenced. Based on the genetic sequence,
it was hypothesized that the Flo1 protein is present in the
cell wall, and its N-terminus is exposed to the medium. The
location of this protein in the cell wall was confirmed by
the use of immunofluorescent probes. It was suggested
that the exposed part of the Flo1 protein binds directly
with neighboring cell wall mannans (54). The FLO8 gene
was also cloned (56); no homology was found with the
FLO1 gene. It was suggested that FLO8 does not encode
a cell wall protein, but is involved in the regulation of the
transcription of the FLO1 gene.

Two types of surface proteins involved in flocculation of
bottom-fermenting strains were isolated from cell walls. A
mannose-specific calcium-dependent agglutinin was iso-
lated from a nonflocculent strain and from flocculent
strains, both in nonflocculating and flocculating growth
stages; it was released during the flocculation assay (57).
A protein isolated from cell walls of flocculent cells only,
called flocculin, showed homology to the protein coded by
the flocculation gene FLO1; it was associated with
fimbriae-like structures, did not show lectinlike activity,
and was thought to act as a lectin ligand (58). The authors
proposed a model (57) in which at least three factors de-
termine the onset of flocculation: (1) release of agglutinin,
(2) appearance or activation of flocculin, and (3) formation
of fimbriae-like structures accompanied by an increase in
cell-surface hydrophobicity.

For NewFlo phenotype S. cerevisae strains, there is evi-
dence that lectins are synthesized continuously from an
early stage of growth and rapidly inserted into the cell
wall, but remain inactive until they are activated at floc-
culation onset (59).

Toward a Comprehensive View of the Role of Specific
and Nonspecific Interactions

A comparative study of nine brewing strains flocculating
in laboratory conditions (three bottom- and six top-
fermenting strains) was performed (41,45). Flocculation
most often occurred only in the stationary growth phase,
and the onset of flocculation could not be related to a
change of physicochemical properties (chemical composi-
tion by XPS, electrophoretic mobility, water contact angle).

Laboratory tests showed that flocculation of bottom
strains requires the addition of calcium, is inhibited with
mannose and sucrose, but not with galactose, and is not
affected by ethanol. This is typical lectin-based behavior
and the NewFlo/GMS phenotype. The following floccula-
tion mechanism may be proposed: (1) there would basically
be a repulsion between cell surfaces due to electrostatic or
steric interactions (mobile polysaccharides); (2) in the sta-
tionary growth phase, lectins would appear at the cell sur-
face or be made accessible; and (3) when the sugar concen-
tration in the solution is sufficiently low, these lectins
would bind sugar residues of adjacent cells across the re-
pulsion barrier. The onset of flocculation thus seems to be
triggered by the conjunction of the appearance of active
lectin at the surface and of sugar attenuation, rather than
by the calcium concentration (41,60). The occurrence of
flocculation about 2 pH units above the isoelectric point in
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(a)

(b)

Figure 12. Schematic representation of possible cell–cell binding
processes involving a lectinlike mechanism. (a) Direct lectin–
ligand binding. (b) Implication of surface hairs and agglutinins
(double forks).

laboratory tests, and not at the isoelectric point, indicates
a major influence of pH on lectin conformation. The ionic
strength has no effect on flocculation, which may be ex-
plained either by a minor role of electrostatic interactions
or by a compensation of the influences of ionic strength on
electrostatic interactions and lectin conformation. The
penetration of the repulsion barrier will be more likely if
the lectins or the lectin–ligands stick out of the surface,
which is especially the case if they are located on surface
hairs. Furthermore, flocculation might be favored by the
release of agglutinins. The possible action of hairs and ag-
glutinins is schematically illustrated by Figure 12b.

Flocculation of top-fermenting strains is induced by eth-
anol and other alcohols and does not require addition of
calcium. For certain strains, there is no inhibition by man-
nose, sucrose, or galactose, whereas flocculation of other
strains is inhibited by mannose only. The former would
belong to the MI (mannose-insensitive)-flocculation phe-
notype, which has not been frequently reported. For this
collection of top strains, there is no evidence of lectinlike
interactions. Other organic solvents (methanol, n-propanol
isopropanol, n-butanol, isopropanol, acetone, 1,2-propyl-
ene glycol) have the same effect as ethanol when added at
a concentration provoking the same decrease of the surface
tension of water. This indicates that the influence of eth-
anol is related to an adsorption process. The following floc-
culation mechanism may be proposed. There would exist a
repulsion between the cells. As exponential cells, which
have similar physicochemical properties as stationary
cells, do not flocculate near the isoelectric point, the re-
pulsion would be steric in nature. However, the influence
of ionic strength on flocculation suggests that electrostatic
interactions play a role as well. In the stationary growth
phase, additional macromolecules or hairs would appear
at the surface, providing binding sites for specific (lectin-
like or other) or nonspecific binding. In the presence of suf-

ficient ethanol concentration and, for the mannose-
inhibited strains, sufficiently low sugar concentrations,
these macromolecules or hairs would protrude from the
surface and manage to bind adjacent cells across the re-
pulsion barrier. The onset of flocculation thus seems to be
triggered by the conjunction of a change of cell surface and
an increase of ethanol concentration.

FLOCCULATION IN DOWNSTREAM PROCESSING

Production of fine chemicals by living cells involves a range
of downstream processes, the first of which is usually the
separation of cells or cell debris from the broth. This step
is largely improved if flocculation can be carried out (61–
63). Flocculation, as a pretreatment for the continuous cen-
trifugal separation of whole cells, should produce flocs with
high mechanical strength. In the production of microalgae,
the best practical and economical way of harvesting was
found to be chemical flocculation, followed by sedimenta-
tion, flotation, or filtration (64). The following sections re-
view how flocculation can be produced in downstream pro-
cesses and, to a certain extent, can be understood in the
light of physicochemical theories described earlier.

Use of Colloidal Particles

S. cerevisiae forms flocs in the presence of positively
charged submicrometer-sized aluminium hydroxide parti-
cles. The respective surface charges of yeast and alumin-
ium hydroxide prevent homocoagulation and the process
is a heterocoagulation of oppositely charged particles (65),
which can easily be understood in the light of DLVO theory
(discussed earlier).

Positively charged organic-polymer particles [poly-
(styrene-divinyl benzene) with quaternary ammonium
surface groups; 0.27-lm diameter] were used to obtain
flocs of S. cerevisiae and E. coli whole cells or cell debris.
The settling time of the cells was considerably decreased
in the presence of the particles, and the centrifugation en-
ergy and power required for the removal of E. coli cell de-
bris were reduced by one order of magnitude. The optimal
polymer particle concentration found for the clarification
of suspensions of E. coli cells may be related to a partial
coverage of the cell surface by the polymer particles, allow-
ing the cells to be bound together by one layer of positively
charged particles; complete coverage of every cell would
lead to charge reversal and overall repulsion (see “Charge
Neutralization by Cationic Polymers”). An optimal poly-
mer-particle concentration was also found for the clarifi-
cation of E. coli cell-debris suspensions. In the recovery of
several enzymes by removal of cell debris following this
method, complete enzyme activity was recovered in the su-
pernatant, indicating that the polymer particles did not
adsorb or inactivate the enzymes (61).

Use of Salts

Simple electrolytes favor particle coagulation by compress-
ing the electric double layer, as explained in the section
“DLVO Theory”. Metal ions of higher charge are more ef-
ficient both because they have a higher tendency to adsorb
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in the Stern layer and because they give a smaller Debye
length. Moreover, other factors affect the efficacy of hydro-
lyzing metal ions, such as Al3� and Fe3�, which are used
in water and sludge conditioning (66). Upon hydrolysis,
these metal ions form positively charged polynuclear hy-
droxo complexes. The latter adsorb specifically and are
able to reverse the surface charge. Therefore, depending
on the pH and on the concentration of colloidal particles,
the Al3� and Fe3� salts may act as coagulants only in a
narrow concentration range. The concentration must be
high enough to allow compression of the electric double
layer or surface neutralization; however, overdosing may
reverse the charge of the colloids and restabilize them.
Above a certain concentration of metal ions, colloidal par-
ticles may again form flocs by enmeshing in aluminium or
ferric hydroxide precipitates.

Jiang et al. (67) tested the ability of ferric and alumin-
ium salts to coagulate algae. Hydrolized ferric species pro-
duced by oxidation of ferrous sulfate were more efficient
than ferric sulfate, aluminium sulfate, or partially neu-
tralized aluminium chloride. Floc size was larger and cell
removal higher. Humic substances added to the algae sus-
pension reduced the performances of the coagulants.

Use of Soluble Polymers

Nature and Efficiency of the Polymers. Both synthetic
and biological polymers have been tested to induce cell floc-
culation, and results can be understood in the light of the
principles presented earlier. Nonionic and anionic syn-
thetic polymers were found to be ineffective for flocculation
of E. coli, S. cerevisiae, and microalgae, while cationic poly-
mers were good flocculating agents (61,64,68–70). Increas-
ing the charge density of cationic polyacrylates and poly-
acrylamides enhanced flocculation (62,70). Cationic
polyethyleneimine (PEI) was effective to flocculate Chlo-
rella ellipsoida (68). With low molecular mass polymers,
no reversal of the cell-surface charge occurred and the
amount (mass) required to initiate flocculation decreased
considerably as the molecular mass increased from 800 to
2,000 Da. Above 2,000 Da, the amount required to initiate
flocculation did not vary much as a function of molecular
mass; at high concentrations the polymer reversed the cell-
surface charge; when the polymer concentration exceeded
an optimal value, the flocs began to redisperse. Earlier
work with silica and E. coli showed that an increase of pH
from 4 to 6 or 9 increased the PEI concentration required
for optimum flocculation, as expected from the variation of
polymer ionicity. With C. ellipsoida, little effect of pH was
observed between pH 4 and 7. The polymer concentration
needed for flocculation was one order of magnitude larger
for E. coli, compared to crystalline silica (68). With diethyl-
aminoethylmetacrylate acrylic acid copolymers, washed
cells of E. coli flocculated at polymer concentrations at
which the isoelectric point was reached, indicating that the
mechanism of flocculation was in agreement with the
patch model (70).

Downstream processes are large consumers of poly-
acrylamide derivatives because they are economical and
effective flocculating agents. However, neurotoxic and
strong carcinogenic activities of acrylamide monomer were

reported. Hence, there is a need to produce safe, biode-
gradable compounds that will minimize environmental
and health risks. Several microorganisms have been re-
ported to produce yeast-cell flocculating agents; they were
effective between pH 3 and 5 and lost their effectiveness
above pH 5 (71). Cultures of Rhodococcus erythropolis were
found to flocculate E. coli, Microcystis aeruginosa, yeast,
activated sludge, kaolin clay, and other particles. Floccu-
lation was considerably improved by adding Ca2� (72).
However, the respective roles of R. erythropolis cells, pos-
sibly provoking heterocoagulation, and of polymers re-
leased into the suspension or at the cell surface, were not
clarified. A Paecilomyces culture filtrate, containing a poly-
saccharidic compound, was shown to flocculate several mi-
croorganisms, including Bacillus subtilis and E. coli. Its
effectiveness with E. coli did not change significantly be-
tween pH 4 and 8, and in an ionic strength range of 0.001
M to 0.1 M, except in the presence of and Fe3� ions.2�CO3

However, it decreased steeply below pH 4 and above pH 8,
or at ionic strength of 1 M (73).

Compared to synthetic polymers, chitosan, also com-
mercially available, possesses several advantages: mono-
mers are not toxic, it can be heat-sterilized without deg-
radation, and it is biodegradable. Chitosan, a partially
N-acetylated poly (glucose-amine), is derived from chitin,
the major constituent of crustacean exoskeleton (62). At
acidic pH, chitosan is soluble and exists as well-extended
linear chains due to repulsion of charged groups.��NH3

At alkaline pH, the positive charges gradually disappear
(the neutralization point is about pH 7.9), and chitosan
tends to coil and precipitate (74).

Chitosan-induced flocculation of washed E. coli cells at
concentrations much lower than those required to reach
the isoelectric point, as opposed to the use of diethylami-
noethylmetacrylate acrylic acid copolymers. This was at-
tributed to the rigidity of chitosan, which undergoes weak
deformation during adsorption and is able to form bridges
between the cells (70). The optimal dose for flocculation of
microalgae was about twice as low for chitosan as com-
pared with polyacrylamides; this superiority was also at-
tributed to the rigid backbone of chitosan (64). With
washed cells of B. subtilis and E. coli, the effectiveness of
chitosan and cationic polyacrylamides did not vary be-
tween pH 4 and 7. Above pH 7, the effectiveness of chitosan
dropped due to a decrease of ionicity, whereas the change
of polyacrylamide effectiveness was less marked. None of
these compounds was effective in flocculating Zymomonas
mobilis (62).

An optimal chitosan concentration was found near 0.2
g L�1 for flocculation of Euglena gracilis cultures. Addition
of chitosan above this concentration led to a partial cell
redispersion due to repulsion of positively charged cells.
With the optimal chitosan concentration, a sharp pH op-
timum was observed at pH 7.5, the decrease of flocculation
at lower and higher pH being attributed to a lower nega-
tive charge of Euglena cells and to deprotonation of chito-
san groups, respectively. At pH 7.5, flocculation did��NH3

not decrease appreciably at high chitosan concentration,
due to the low ionicity of the polymer at this pH (74).

Using chitosan, cell debris and nucleic acids could be
separated selectively from b-D-galactosidase in E. coli dis-
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integrates. For a highly charged chitosan, a pH decrease
induced a reduction of the optimal flocculant dosage (63).
Highly charged chitosan can achieve a more efficient re-
moval of cell debris than less-charged chitosan. The re-
quired flocculation dosage of highly charged chitosan was
relatively independent of the charge density, but increased
with the molecular mass. At the required flocculation dos-
age, electrophoretic-mobility measurements showed that
the flocs formed were not completely neutralized. It was
therefore suggested that the main mechanism of floccula-
tion was a “nonequilibrium” bridging process (75). This oc-
curs when reconformation following polymer attachment
to the surface is slow compared with polymer attachment
or particle–particle collision (76). It is especially pro-
nounced with high molecular mass polymers and leads to
trapping of surface-negative sites between the bridges
formed by the polycations. Highly charged and high mo-
lecular mass chitosan produced large and shear-resistant
aggregates suitable for filtration, settling, and centrifu-
gation, whereas highly charged low molecular mass chi-
tosan gave smaller and more shear-sensitive flocs suitable
only for centrifugation (75).

Influence of Medium Composition and Cell-Produced
Polymers. Ionic strength can dramatically affect the floc-
culant effectiveness. Bilanovic et al. (64) studied the effect
of salinity on microalgae flocculation with cationic poly-
acrylamides (1 � 107 and 2 � 107 Da) and chitosan (4 �
105 Da) at pH 7. For the two types of polycation, removal
of more than 90% was obtained with freshwater cultures
of Chlorella, whereas removal was very poor for cultures
of marine species of the same genera. The efficiency of the
cationic polymers to flocculate Isochrysis galbana dropped
considerably as the ionic strength increased from 0.02 to
0.70 M, without appreciable alteration of the optimal dose.
While the rise of ionic strength was expected to increase
the screening of polymer–cell surface attraction, it also
provoked a shrinkage of the macromolecule, as revealed by
a decrease of the intrinsic viscosity.

The flocculation is also strongly influenced by the extra-
cellular polymers (ECP) released by the cells in the solu-
tion and by the components of the culture media. The op-
timal dosage of cationic polymers was lower for washed E.
coli cells than for the initial culture suspension. The inter-
action between anionic polymers in the medium and added
cationic polymers led to an increase in flocculant require-
ment (69,70). On the other hand, it has been reported that
the strongly acidic polymers released in solution by Lac-
tobacillus delbruekii and Lactobacillus fermentum act as
flocculating agents (strong anionic polyelectrolytes) that
only need a small amount of cationic substances to be sen-
sitized (69).

Polyacrylamides could flocculate E. coli and B. subtilis
cells in defined media, but were ineffective in complex me-
dia because of precipitation. Chitosan did not precipitate
below pH 7.5 in a complex medium and allowed floccula-
tion of E. coli cells, while requiring twice the dose used in
a defined medium; the flocculant efficiency decreased
above pH 7 in both media and washed cells. On the other
hand, flocculation of B. subtilis by chitosan in complex me-

dia occurred at pH 4 but dropped as the pH was increased
from 4 to 7, and did not change with washed cells (62).

Flocculation of yeast by chitosan in a complex medium
occurs simultaneously with the precipitation of chitosan
with components of the medium. These can be regarded as
competitive processes with respect to the availability of
chitosan. The detrimental effect of precipitation (increase
of dosage, contamination of biomass, removal of the fer-
mentation product) can be minimized by a rapid addition
and efficient mixing of the flocculant with fermentation
media of high biomass concentration (77). Cells may also
become entrapped in the precipitate of polyelectrolyte com-
plexes, with the unexpected benefit that strong flocs are
formed (78).

The effectiveness of flocculation is also dependent on the
cell-surface constituents but is not simply related to the
cell wall type (Gram positive or Gram negative). Polyacryl-
amide and chitosan were effective in flocculating E. coli
(Gram negative) and B. subtilis (Gram positive) washed
cells (62). Their inefficacy to flocculate washed cells of Z.
mobilis (Gram negative) was attributed to the presence of
nonionic extracellular polymers attached to the cell sur-
face. It was reported that strongly acidic polymers ad-
sorbed on L. delbruekii and L. fermentum surfaces induced
an increase in the flocculant dosage, probably due to a high
charge density and, therefore, a high polycation demand
(69).

Combined Use of Flocculating Agents

The combined use of two flocculating agents has often
proved to be an effective way to form flocs. Chitosan, poly-
ethyleneimine, and Ca2� were used simultaneously to per-
form flocculation of E. coli cell debris (79). This was applied
in a process using a continuous centrifugal separator and
allowed an at least 10-fold improvement in cell debris re-
moval, compared with the same process without floccula-
tion.

Sewage sludges were successfully flocculated by the ad-
dition of a cationic, followed by an anionic, polymer (80).
The recovery of bacterial extracellular proteinases ob-
tained in B. subtilis culture was investigated by adding
bentonite (a clay with a negatively charged surface), fol-
lowed by a cationic aminoamidic polyelectrolyte. The yield
of recovery was more than 84% at the laboratory scale and
up to 82% at the pilot-plant scale (81).

Polyelectrolytes used singly (62), or combined with an
oppositely charged polymer (82), were inefficient in floc-
culating Z. mobilis in complex medium. However, effective
flocculation could be performed by adding highly charged
polyacrylamide or chitosan, followed by bentonite, provid-
ing high broth clarities between pH 5 and 8.5 or between
pH 4 and 8, respectively. It was suggested that a combi-
nation of electrostatic interactions and bridging capability
was responsible for the higher effectiveness of chitosan at
low pH. Addition of bentonite after chitosan allowed avoid-
ance of precipitation of the latter at high pH. Flocculation
effectiveness was also influenced by the floc collision dur-
ing settlement (82).

Use of Specific Interactions

Flocculation can be controlled by genetic factors, as dis-
cussed for brewing yeast earlier. Addition of starch to E.
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coli suspension resulted in the formation of bacterial flocs,
allowing a very efficient cell-broth separation by settling
(83). Flocculation was dependent on the high expression of
a cell-surface maltoporin receptor for starch: floc formation
was evident with bacteria containing wild-type malto-
porin, but was faster and occurred to a greater extent with
strains expressing a high-affinity allele of the starch re-
ceptor or with strains grown at high levels of maltose. Be-
cause expression of the maltoporin receptor can be genet-
ically controlled, its presence at the cell surface can be
made largely independent of the variations in surface
properties, thus avoiding the variability of classical floc-
culation. The optimal starch concentration was 1–2 mg
mL�1 for a strain with a high-affinity allele. Decrease of
flocculation at higher concentrations was attributed to sat-
uration of binding sites. The optimal starch concentration
was 5–10 mg mL�1 for a strain with a low-affinity allele.
The optimal conditions for floc formation were pH 6–7 and
a cell concentration of 2 � 109 cells mL�1, which should
be readily achievable in both laboratory and large-scale
cultures. It was suggested that the presence of maltodex-
trin and that the lack of accessible �-1,4-linked chains in
the starch preparation could decrease the starch effective-
ness.

This starch-dependent aggregation is potentially appli-
cable to other microorganisms if they comply with the fol-
lowing requirements: (1) the starch receptors are ex-
pressed, (2) the cell surface is not masked by a
polysaccharide or a protein layer, and (3) the cell does not
produce extracellular amylolytic enzymes. For harvesting
bacteria, starch offers several advantages: (1) binding to
cells is rapid; (2) it is nontoxic; (3) unlike electrically
charged flocculating agents, it does not affect the pH, and
its binding is effective in the pH range usually found in
fermentation conditions; (4) it is a low-cost material; and
(5) it is easily separable from bacteria, if necessary (83).

FLOCS AS A STATE OF PROLIFERATING BIOMASS

A biomass proliferating in the form of flocs is a system that
is much more complex than flocs produced in a given down-
stream operation, due to the diversity of interfaces with
respect to space and time. Brewing yeast, discussed earlier,
illustrates the fact that a floc is the result of the integration
of different processes and of their development on the time
scale. In this section, even more complex systems of prac-
tical relevance are considered. Whenever possible, the pre-
sentation points out physicochemical features that provide
a guide for understanding and controlling the biosystem
behavior.

Continuous Ethanol Fermentation

The ability to flocculate is an important characteristic in
the continuous production of ethanol, so that a high con-
centration of cells can be maintained within the fermentor
(84). This has been used in upflow tower fermentors, which
were successfully implemented at industrial scale (85).
The yeast producing the particular flocs shown in Figure
10 was used in a gaslift laboratory fermentor (86). A more
complete understanding of the phenomena controlling

both the shape and size distribution of the flocs appeared
to be a prerequisite for a full control of the highly prom-
ising fermentation process.

Continuous ethanol fermentation has also been per-
formed with Zymomonas mobilis. In a laboratory upflow
fermentor (volume of 0.92 L), flocs were obtained by
starting-up (10 days) at a low dilution rate (0.065 h�1) (87).
After this period, the dilution rate was incrementally in-
creased to 2.5 h�1, allowing an ethanol productivity as
high as 100 g L�1h�1. However, no attempt was made to
evaluate long-term performance. A simultaneous addition
of cationic polyacrylamide and titanium hydrous oxide was
used to flocculate Z. mobilis (88). This provided an ethanol
productivity of 16.4 g L�1 h�1 for at least 100 h in a gaslift
tower fermentor (volume of 5 L). In similar conditions, pro-
ductivity of unflocculated cells was evaluated to be about
2 g L�1 h�1.

Mixed cultures of flocculent strains of Z. mobilis and
Saccharomyces sp. gave higher ethanol production, yield,
and volumetric productivity than pure cultures (84).

Activated Sludge

A common biological treatment of sewage waste is the ac-
tivated sludge process, which is essentially a way to con-
centrate the organic matter of the waste. In its simplest
form, it is a two-stage operation involving aeration fol-
lowed by sedimentation. The aeration stage allows prolif-
eration of different organisms and floc formation. An es-
sential requirement for successful operation is the
formation of settleable flocs (89). Among the physical char-
acteristics of the flocs, the size distribution and structure
are most important (90–94).

Influence of Physicochemical Factors. The floc behavior
can be affected by hydrophobic interactions. Zita and Her-
mansson (95) isolated, by hydrophobic interaction chro-
matography, hydrophilic and hydrophobic bacteria from
flocs coming from an aeration tank of a wastewater treat-
ment plant. Attachment of these strains to activated
sludge liquor containing flocs and wastewater was evalu-
ated. The results showed a correlation between adhesion
and surface hydrophobicity up to a threshold, above which
bacterial attachment did not increase with surface hydro-
phobicity. This was attributed to an equilibrium between
reversibly attached cells and free-living cells.

Urbain et al. (96) showed that a high internal hydro-
phobicity of the flocs is correlated with a decrease of the
sludge volume index (SVI), which reveals an improvement
of settleability. The internal hydrophobicity of the floc was
determined by a salt aggregation test performed on a son-
icated sludge sample mixed with increasing concentrations
of (NH4)2SO4 in phosphate buffer.

Bacterial strains of different hydrophobicity were sepa-
rated by subjecting sonicated sludge to an octane–water
mixture. The amount of exopolymers released by sonica-
tion of a hydrophilic strain cultured in the laboratory was
greater than that of a more hydrophobic strain. This ob-
servation may suggest that the hydrophilic strains are not
simply trapped in a matrix, but are also implicated in the
floc organization (97).
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No clear relationship has been established between the
electrophoretic mobility of sludge particles and their set-
tling properties. A strongly negative electrophoretic mo-
bility of sludge particles was found to induce a high SVI
(98,99). However, an inverse correlation (100) and the ab-
sence of correlation between electrophoretic mobility and
SVI were also reported (101).

Floc stability was evaluated by gentle mixing in CaCl2
and KCl solutions of increasing ionic strength (102). Floc
dissociation decreased as the ionic strength rose from 50
lM to 5 mM; it decreased more slowly between 5 and 50
mM. This was explained by DLVO theory, the flocs being
stronger as the diffuse double layer was more compressed.
The reversibility of the process was tested by reflocculation
of degraded activated sludge. Reflocculation increased be-
tween 0 and 5 mM ionic strength and remained constant
up to 50 mM. Between 50 and 500 mM, floc dissociation
increased and reflocculation decreased. According to the
authors, at high ionic strength, the distance between par-
ticles is fairly constant and the floc structure appears to be
influenced by mechanisms of unknown nature, unlike the
mechanisms considered in DLVO theory. The influence of
wastewater on floc stability was similar to that described
for salt solutions.

Polyvalent ions can act by binding ECP and bacteria, or
by binding bacteria with one another, through electrostatic
interactions (90). The addition of Ca2� to activated sludge
induced a decrease of both the sludge volume and the re-
sidual turbidity in the supernatant after 30 min of sedi-
mentation (103). Removal of Ca2� from activated sludge
by ion exchange (H�, K�, Na�, Mg2�) or by a chelating
agent (EGTA) induced a sludge deterioration: small par-
ticles appeared in the supernatant, causing an increase of
the specific resistance to filtration. On the contrary, ex-
change of Ca2� by Cu2� decreased the specific resistance
to filtration and thus resulted in a more stable floc struc-
ture. This was attributed to the ability of Cu2� ions to
maintain the 3-dimensional structure of the exopolymers
(90).

Influence of Biological Factors. Bioflocculation in acti-
vated sludge also involves extracellular polymers (ECP).
Among the ECP, proteins (96,97,104,105), polysaccharides
(96,97,104), lipids (104), humic acids (105), and DNA
(96,97) were reported. Humic acids originate from waste-
water itself, whereas other compounds arise from cell me-
tabolism or from cell lysis. The influence of ECP on sludge
settling (notably on SVI) has been widely studied. How-
ever, because there is no unified method of extraction (e.g.,
centrifugation with or without heating and/or sonication),
care must be taken in comparing results from different
studies. A general trend found in the literature is that an
increasing concentration of ECP extracted from activated
sludge is related to an increasing SVI (96,97,100,105);
however, the absence of a relationship between ECP pro-
duction and SVI has also been reported (101).

ECP were isolated after thermal extraction from sludge
and their molecular mass was determined by gel filtration.
A major fraction was found between 30 and 100 kDa, and
an increase in its apparent molecular mass was correlated
with an increase of the stirred specific volume index

(SSVI). This could be due to steric interactions, allowing
greater amounts of interstitial water to be retained in the
sludge (106).

The presence of growing filamentous microorganisms is
an important feature determining floc properties. It was
suggested that they could form a backbone to which floc-
forming bacteria could attach (107). This idea is supported
by the presence of filamentous microorganisms in numer-
ous activated-sludge samples (96). However, sludges have
poorer settling characteristics when filaments grow out of
the flocs. The outgrowth was quantified by the total ex-
tended filament length, that is, the sum of the lengths of
filaments extending out of the flocs. An increase of SVI (94)
or of SSVI (108) was observed as the total extended-
filament length increased up to 10 m mg�1 of suspended
solid. When the total extended-filament length exceeded
this value, SVI increased dramatically and bulking phe-
nomena were observed (101).

Microbial Aggregates in Anaerobic Wastewater Treatment

Anaerobic processes, resulting in the production of biogas,
are used for the decomposition of organic compounds in
wastewater; the main problem encountered is to efficiently
retain the biomass in the reactor. Several reactor designs
have been considered. Bacteria may be immobilized on a
packing material or carrier particles; the ability of bacteria
to aggregate can be used to produce granules with good
settling properties. This latter is the case of the upflow
anaerobic sludge blanket reactor (UASBR) (109). Bacterial
aggregation ensures the conservation of the biomass inside
the reactor, but also enhances the interactions between the
various microorganisms needed for anaerobic digestion
(110).

The formation of bacterial granules in UASBR is gov-
erned by the surface properties of the bacteria, which may
themselves depend on the operational parameters. Hydro-
phobicity is the surface property that has been the most
studied for bacteria originating from granules. Contact-
angle measurements on cells found in the reactor effluent
and on cells originating from granules led to the conclusion
that more hydrophobic bacteria remain in the reactor in
the aggregated state, whereas more hydrophilic bacteria
are isolated and leave the reactor (111). It was also re-
ported that the more hydrophobic bacteria found in
UASBR had a better ability to flocculate (112). Moreover,
the ECP produced by flocculent bacteria were more hydro-
phobic than those produced by nonflocculent bacteria. Dif-
ferent populations of bacteria found in UASBR are respon-
sible for different steps of waste digestion and are
classified as acidogens, acetogens, and methanogens. Most
acidogens found in granules are more hydrophilic than the
acetogens and methanogens; moreover, granules are
formed of layers of different hydrophobicities, each layer
being responsible for one step of the degradation process
(113).

The surface charge of the bacteria is also recognized as
a parameter governing the flocculation behavior in UASBR
(109). The negative charge is attributed to carboxyl groups
located on the ECP; it is indeed reduced when the cells are
submitted to shear (112).
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Divalent or trivalent metal ions, which can be added to
the reactor, may influence granule properties by acting on
cell–cell interactions, as described by DLVO theory, but
also by affecting the conformation of ECP or by cross-
linking the ECP to form a kind of matrix. It was shown
that the size of the granules, and thereby their settleabil-
ity, is significantly increased in the presence of Ca2� (100
mg L�1), which leads to shorter retention times in the re-
actor (111). When EDTA, a chelating agent, was added to
the medium, the aggregation decreased but was not sup-
pressed. It was thought that part of the Ca2� was involved
in irreversible bonds between the cells. The flocculation
could also be induced in an anaerobic digestor by the ad-
dition of various divalent and trivalent cations, and the
tendency to flocculate was related to a reduction in the
negative charge of the cell surface. However, divalent and
trivalent cations may also play a role through other mech-
anisms. Precipitates of calcium or iron may provide the
bacteria with nucleation sites for granule formation. An
alternative mechanism is by an increase in surface hydro-
phobicity provoked by complex formation between divalent
cations and carboxyl or phosphate groups (112).

Other operational parameters may influence granule
formation or the efficiency of the process. When the sub-
strate is rich in protein, highly hydrophilic cells are fa-
vored, which leads to the formation of fluffy flocs rather
than granules. On the contrary, a substrate rich in volatile
fatty acids produces granules with a very hydrophobic sur-
face; this may be detrimental to the process because such
granules may be eliminated from the reactor by flotation
(113). Lowering the surface tension of the medium by add-
ing alkylbenzenesulfonate was shown to favor the forma-
tion of granules with a more hydrophilic surface, thus pre-
venting their flotation (114).

CONCLUSION

Cell aggregation, which is of considerable importance in
bioprocess engineering, can be understood and controlled
to a certain extent in the light of established principles of
colloid and surface chemistry. A major key is the interplay
between electrostatic interactions and interactions involv-
ing macromolecules. In this respect, microbial cells repre-
sent a complex system that can be regarded as a solid sur-
face, a surface grafted with macromolecules, or a surface
with adsorbed macromolecules, depending on the strain
and the approach followed. Furthermore, the extracellular
polymers may constitute a matrix in which the cells are
more or less loosely entrapped. For certain microorgan-
isms, another important mechanism is provided by specific
interactions between the cells, or between the cells and
foreign substances.

In opposition with this complexity, most of the methods
used so far to examine the physicochemical properties of
microbial surfaces consider them to be, more or less im-
plicitly, homogeneous and molecularly smooth, although
key factors are clearly the spatial distribution of constit-
uents and properties. Atomic-force microscopy is undoubt-
edly a very promising tool in this respect. In the near

future, it may provide direct information, with molecular-
scale spatial resolution, as regards chemical composition,
physicochemical properties, and interactions of cell sur-
faces, in conditions relevant to practical interest. This con-
stitutes an exciting field in which a strong synergy may
develop between biotechnology and nanotechnology.
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INTRODUCTION

By definition, the bioprocessing industry uses biological
cells as little factories to make a variety of products. Once
they are presumed to have finished their product synthesis
step, the cells need to be separated from the liquid medium
containing them. During the course of research involving
biological cells or during the isolation and purification of
products derived from cells, cell separation is like the mid-
game of a chess match. Correct moves at this stage provide
an excellent chance to obtain a product of the desired char-
acteristics.

At least five general approaches are available for cell
separation: centrifugation, cyclone separation, sedimen-
tation, filtration, and microfiltration. In addition, cell floc-
culation can often be used to enhance the efficiency of these
separation techniques. Sedimentation as a tool for cell sep-
aration is the focus of this article. It is also noted how cen-
trifugation and flocculation, too, draw on sedimentation
theory.

SEDIMENTATION AS A TOOL IN PRACTICE

The starting point in selecting a cell separation strategy is
to locate the product of interest in a given suspension of
cells. Is it the cells themselves? Is it all the cells or a specific
cell type? Is the interest actually in a product inside the
cells (i.e., intracellular) or in a product outside the cells
(i.e., extracellular)? If the product is intracellular, cell re-
moval may need to be achieved without significant cell
damage. If the product is extracellular, the liquid phase
must be separated while the solid content of the liquid
phase is minimized, and the cells along with the other sol-
ids are merely the solid waste to be removed and disposed
of. If the cells are the product, they must be separated
without damage and their functionality kept intact. Sedi-
mentation may be a useful tool for any of these situations.

Sedimentation is relevant in a variety of biotechnology/
bioprocessing situations:

1. Production of therapeutic or diagnostic proteins via
mammalian cells

2. Achievement of high cell concentrations via cell re-
cycle in continuous fermentors

3. Biological waste or water treatment
4. Production of beer
5. Study of different cell types involved in immunolog-

ical response
6. Harvesting of cells in microcarrier or suspension cell

culture

Table 1 gives specific examples of research in which sedi-
mentation has been used as a cell separation tool (1–16).
Sedimentation is also utilized extensively in other fields
such as water or solids removal in mineral recovery and
processing (17).

SEDIMENTATION EQUIPMENT

In processing applications, the sedimentation step is usu-
ally carried out in a typical processing tank. Such tanks

are designed to have the capabilities of a feed line, an out-
put or an overflow line, and a line to allow the removal of
the sedimented material. However, equipment designs
other than a processing tank have been shown to be very
effective in special situations. One such design uses an in-
clined, parallel-plate sedimentation device (5,18,19) shown
in Figure 1, which can be used for cell recycle in continuous
fermentations or cell culture. The inclined sedimentor de-
sign not only allows the fermentation or the cell culture to
achieve high cell densities, it also offers an efficient means
of selective cell retention.

A CelSep apparatus meant primarily for mammalian
cell separations at the 1-L scale was commercially avail-
able (Wescor, Inc., Logan, Utah). Although the unit is no
longer on the market, the autoclavable unit worked well
and allowed gravity separations under a continuous den-
sity gradient (20).

ASPECTS OF SEDIMENTATION AS A CELL SEPARATION
TOOL

1. Sedimentation as a separation tool is a mild tech-
nique. This is important in cell biology, where the
functional capabilities of the isolated subpopulation
of cells must not be altered by the separation step.

2. Sedimentation lends itself to aseptic handling if
needed. Although other techniques may allow cell
separation without contamination, sedimentation
devices for cell separation are typically easier to as-
semble, clean, and sterilize. Hence aseptic handling
is more easily performed with sedimentation than
with other options.

3. From a practical viewpoint, “unaided” sedimentation
can be too slow a process if the sedimentation rates
are low. In industrial-scale cell separations, where
microbial growth or enzymatic degradation can be a
problem, long processing times are generally not ac-
ceptable. Such situations call for centrifugation,
which “enhances” the sedimentation rates via the
centrifugal force, because the problems of microbial
growth or enzymatic degradation are less dominant
for short processing times.

4. In its simplest form, sedimentation may be the
lowest-cost technique for cell separation.

5. Sedimentation is a simple and a highly reliable sep-
aration technique; unlike other options, such as cen-
trifugation; it does not require extensive training of
the user.

Overall, sedimentation principles have broad applicability
in cell separations and extend beyond simple gravity sed-
imentation. Sedimentation principles also apply to centri-
fugation and ultracentrifugation.

SEDIMENTATION THEORY AND APPLICATION

To consider the practical issues in cell separation prob-
lems, it is useful to understand the principles behind grav-
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Table 1. Some Examples of Sedimentation as a Cell Separation Tool in Research

Cell and cell culture type Sedimentation application Ref.

Mammalian, suspension Sedimentation chamber as a separation device in a perfusion system for hybridoma cell
culture for antibody production

1

Mammalian, microcarrier Sedimentation separator pipe as a separation device for microcarrier cell culture 2
Mammalian, suspension Gravitational sedimentation used to separate cells aggregated with the help of high-

frequency, low-energy ultrasonic resonance fields
3

Bacteria Sedimentation rates of cells of different shapes and sizes used to develop a method for
enumeration and quantitation of bacteria

4

Yeast, Saccharomyces cerevisiae Gravitation sedimentation used to recycle yeast cells for alcohol fermentation 5
Yeast, S. cerevisiae and yeast–

mouse/mouse hybridoma cells
Sedimentation chamber used to separate cells from a chemostat culture 6

Starch endosperm of barley,
Hordeum vulgare L.

Endosperm protoplast isolation method utilized gravity sedimentation to get good
preparations

7

Spleen B-lymphocytes Hybridoma-forming immune spleen B-lymphocyte cells separated based on their size and
density using gravity sedimentation

8

Yeast, Candida rugosa Sedimentation velocity measured to compare cells grown at different temperatures 9
Bacteria (E. coli) and yeast (S.

cerevisiae and baker’s)
Differences in flocculation and sedimentation properties utilized to achieve selective

separation of cells carrying a certain plasmic
10,11

Sperm cells A migration–sedimentation technique used to study whether it is a useful method to
separate sperm cells leading to improved fertilization

12,13

Mammalian cells, erythrocytes Utility of the erythrocyte sedimentation rate studied as a possible indicator of clinical
disease or health

14,15

Sulfate-reducing bacteria,
Desulfovibrio desulfuricans

Gravity sedimentation utilized for cell recycle in a system for microbial reduction of sulfur
dioxide in an anaerobic digester

16

Cell
suspension
feed line

Sedimentation device

Outflow
line

Return line for sedimented cells
When the settler is used with a bioreactor,

the return line may feed into the top of
the bioreactor or into a side inlet port.

Figure 1. Conceptualized representation of an inclined, parallel-
plate, cell sedimentation device used for cell recycle in a contin-
uous fermentation or a perfusion bioreactor. When the settler is
used with a bioreactor, the return line may feed into the top of the
bioreactor or into a side inlet port (5,18,19).

itational sedimentation. Several factors affect the sedi-
mentation of cells in a liquid medium:

• The difference between the density of a cell and that
of the surrounding liquid medium

• The density of the liquid medium
• Cell size
• Cell shape
• Cell concentration
• The viscosity of the liquid medium

As a practical rule of thumb, the particle size needs to
be greater than about 1 lm for gravitation sedimentation
to be relevant as a separation tool. Other approaches such
as centrifugation, ultracentrifugation, and membrane sep-
aration are usually needed for smaller particles.

The variables just listed are linked together by what is
known as the modified Stokes law, named after the
Ireland-born British scientist George Stokes (1819–1903),
who is credited with having developed much of the general
theory on the movement of a particle in a flowing fluid.
Stokes was a gifted mathematician (21) who also explained
the existence of fluorescence and the variation of gravity
at the surface of the Earth—all during the brief span of
1845–1854. Although Stokes’ law is not directly used in cell
separations, it helps us understand how the various pa-
rameters affect the settling operation. For a simplified case
of gravitational settling when the velocity relative to the
surrounding medium is relatively modest (often expressed
in chemical engineering literature via a dimensionless pa-
rameter called the Reynolds number being set at � 0.2),
the Stokes’ law modifications (22) suggest that

2g(q � q)Dp pV �s 18l

where Vg is sedimentation rate (ft/s or m/s); g is gravita-
tional acceleration constant (ft/s2 or m/s2), qp is density of
the particle (or cell) (s/ft3 or kg/m3), q is density of the liq-
uid (s/ft3 or kg/m3), Dp is diameter of the particle (or cell)
(ft or m), and l is viscosity of the liquid [lb/(s ft) or Pa
s&rsqb. Many of the factors in this equation may be beyond
one’s control in a given practical situation; it is not used
very much for actual numerical calculation in cell separa-
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Table 2. Effect of Spherical Particle Size on the
Sedimentation Distance after 1 h in Water at 293 K

Particle radius (nm) Distance settled

0.1 0.08 nm
1 8 nm
10 800 nm or 0.8 lm
100 80 lm
1,000 8 mm

Source: Ref. 25.

Table 3. Typical Sizes of Various Cell Types

Cell type Size range (nm)

Bacterial virus 0.08
Bacteria 0.1–2.5
Yeast cells 2–10
Human red blood cells (erythrocytes) 6–8
Human white blood cells (leukocytes) 8–12
Filamentous fungi 10–40
Human liver cells 30
Plant cells 10–100
Paramecium, didinium (protozoa) 100–200
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Figure 2. Effect of liquid density on relative sedimentation rate.
This data assumes a hypothetical, idealized case where a mixture
of two cell types, A and B (densities 1.05 and 1.10, respectively),
is sedimenting in liquids of slightly differing densities.

tions. However, we can learn how cell sedimentation is af-
fected under various conditions by examining this equa-
tion.

Effect of Density

In many large-scale industrial cell separation situations,
the cell sedimentation velocity is too slow for sedimenta-
tion to be a practical tool. The sedimentation velocity is
slow because biological cells and cell aggregates (if cell ag-
gregates are present) tend to have a low density. The
Stokes’ law equation teaches us that the greater the dif-
ference between the densities of the cells and the liquid
medium, the greater the cell sedimentation velocity. This
property can be usefully exploited by a controlled increase
of the liquid medium density. For illustration purposes, as
shown in Figure 2, let us assume we need to separate a
cell mixture containing two different cell densities in a
given liquid medium. If the liquid density is increased via
the addition of agents like Ficoll, fetal calf serum, or al-
bumin, the relative ratio of sedimentation rates of the two
cell types is increased, leading to a better separation. A
refinement of this idea is to use a density gradient in the
liquid medium through which the sedimentation is taking
place. A technique based on this idea has been called iso-
kinetic sedimentation (20,23,24).

Effect of Cell Size

Table 2 shows the distance traversed in 1 h by hypothetical
spherical particles of specific gravity 2.0 and different cell
sizes, and settling in a fluid with a specific gravity of 1.0
(25). In practice, the specific gravity of cells tends to be well
below 1.2; the example merely illustrates the effect of cell
size. Table 3 gives an idea of the typical sizes for the vari-
ous cell types encountered in practice.

The sedimentation rate is proportional to the square of
the diameter of the cell. Thus, any approach that leads to
cell aggregation will help increase sedimentation substan-
tially—albeit not as much as the “diameter square” rela-
tionship would seem to imply. The relative increase is less
than that implied by the “square” relationship if the cell
aggregate is porous and its density turns out to be less
than that of the individual cells. In one study, the settling
of larger-diameter activated sludge flocs was found to be
proportional only to (floc diameter)0.55 (26).

Bacterial cells are often difficult to separate owing to
their small size and low density, and so flocculants such as
sodium polyacrylate (27), polydimethyldiallyl ammonium
chloride (28), and carboxymethyl cellulose (28) are added
in some situations to achieve just this benefit. Ultrasound
has been used to enhance the sedimentation of monoclonal
antibody producing hybridoma cells (29) because the
acoustic treatment aggregates the cells. Addition of ferro-
magnetic particles to a bacterial cell suspension (gluconic
acid producing Acetobacter methanolicus) followed by an
exposure to a magnetic field has been shown to enhance
sedimentation (30) as a result of aggregation of cells with
the magnetic particles. Two commercially products,
Dynabeads� and DETACHaBEAD�, offer another way to
achieve the immunomagnetic separation of cells (31). In
this approach, sedimentation is enhanced by forming ro-
setted cells on the antibody-coated Dynabeads. The roset-
ted cells are washed and concentrated using a magnetic
device. The positively isolated cells may then be detached
for further study.

Because of the dramatic sensitivity of the sedimenta-
tion rate to the cell size, clinical researchers have at-
tempted to determine whether the sedimentation rate of
erythrocytes can be a useful indicator of patient health
(19,15,32,33), results have been mixed, however.
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Size differential between cells can thus also be a useful
tool when one is trying to separate a specific cell type from
a mixture of cells. If one were to take samples at a fixed
point below the liquid surface from a container in which
sedimentation of otherwise identical but differing cell sizes
is under way, the initial samples would contain the largest
cells. With time, smaller and smaller cells would be in the
sample. This principle is useful in the separation of lym-
phocytes from erythrocytes where sedimentation through
a dense medium in a centrifuge is one approach (32,33).

Effect of Viscosity

The sedimentation rate is inversely proportional to the vis-
cosity of the liquid medium. This property can also lead to
some practical options. Because the viscosity change with
dilution is often nonlinear, one may dilute the liquid me-
dium by 25–50% to achieve a greater decrease in viscosity,
and hence, better sedimentation rate. Conversely, one may
add something that increases the viscosity of the liquid
medium to slow down the sedimentation of cells. An ex-
ample of this is the use of 4% dextran (of average molecular
weight 500,000 Da) as a viscosity-increasing agent in the
study of antibody-binding rates by FACScans in immunol-
ogy (34), where suspended cells must be prevented from
settling.

Effect of Gravity

Cell separation via centrifugation (see CELL SEPARATION,
CENTRIFUGATION) seeks to increase the sedimentation
rates hundreds or thousands of times over simple sedi-
mentation, by operating at a force much greater than the
normal gravity. Because normal gravitational sedimenta-
tion is limited by the gravitational constant g, the relative
efficiency of centrifugal separations has been examined by
measuring the sedimentation velocity of disrupted yeast
cells with and without a flocculent (35).

Effect of Chemical and Environmental Factors

It was pointed out earlier that polymers and other floccu-
lating agents can aid sedimentation by increasing the ef-
fective cell size. In addition, the following factors can affect
the behavior of particles in solution, hence can influence
sedimentation rates:

pH and temperature of the solution
Presence of salts (e.g., of calcium, magnesium, manga-
nese, sodium, potassium)
Presence of sugars

Although in most cases the interaction of these parameters
is complex, the question is one of how the chemical envi-
ronment affects the surface charge of the cells and their
tendency to form cell aggregates. The idea is that the sur-
face interactions will control the degree of cell aggregation,
and hence, the sedimentation rates. Most microbial cells
usually have a negative surface charge (36,37). The system
pH or temperature can affect this charge (37,38). Divalent

cations, especially calcium, and certain pH ranges can pro-
mote cell aggregation, leading to better sedimentation
rates (39–41). Monovalent cations and sugars can reduce
the tendency of cells to aggregate, thus reducing the likely
sedimentation rates (41,42). The overall effect depends on
the specific cell type and the physiologic state of the cells
involved.
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INTRODUCTION

With the emergence and growth of animal cell bioprocesses
during the past 15 to 20 years, the need has arisen for unit
operations that gently and effectively separate animal
cells at the process scale. Centrifuge-based separation sys-
tems available today are especially well suited to this task.
By its nature, centrifuge separation is inherently robust
and delivers consistent separation performance. Centri-
fuge systems now incorporate a number of design changes,
including some that are quite novel, aimed at tailoring
their performance to the special requirements of animal
cell bioprocesses. As a result, today we have a powerful
array of options available for centrifuge-based unit opera-
tions for use in both the animal cell processes under de-
velopment and the existing processes that are being im-
proved for added efficiency and productivity.

ANIMAL CELL BIOPROCESSES

As biotechnology’s commercial success has grown, it has
created the need for highly regulated, effective, and, most
recently, efficient production processes. Such biotechnology
production processes (bioprocesses) have historically
drawn heavily from other process industries, such as the
chemical process industry for concepts, practices, and
equipment, including centrifuges. Bioprocess has therefore
become, in some cases, a hybrid field where established
process techniques are intermingled with laboratory meth-
ods that have been multiplied manyfold for the required
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Figure 1. Centrifuge system as integral unit operation for animal cell bioprocess.

process scale. Nowhere does this appear to be more the
case than for the bioprocess of animal cells.

Although bacteria or yeast has been the more common
choice for biological production to date, each can have such
drawbacks as producing improperly formulated product or
product that is unrecoverable as insoluble inclusion bodies
(1). In such cases, animal cells have often been called on
to overcome these limitations. Unfortunately, animal cells
do not share some of the more desirable attributes of these
other organisms. By comparison, animal cells are slower
growing; exhibit lower protein expression levels; are sus-
ceptible to infection by a large number of adventitious
agents such as viruses, prions, and so forth; and, because
of their lack of a cell wall, are much less tolerant of many
traditional process operations. Numerous advances in ani-
mal cell biotechnology and fermentation have enhanced
the productivity of animal cells. But the bioprocess equip-
ment has often lagged. Animal cell bioprocess has there-
fore become a “force fit” of techniques and equipment orig-
inally designed and developed for other purposes.

Nonetheless, the fact that animal cells are often the
only practical way to produce what is required has gener-
ated a strong push by many in the industry to develop pro-
cesses and equipment tailored to animal cell bioprocess.
Centrifugation is no exception.

ANIMAL CELL CENTRIFUGATION

Process Applications

Centrifugation’s role in animal cell bioprocess is primarily
as a unit operation immediately adjacent to the bioreactor,
as illustrated in Figure 1. In this role, the centrifuge is
positioned to either (1) clarify the cell mass exiting the bio-
reactor, as in the case of a batch operation, or (2) retain
the cells for further processing, as in the case of a contin-
uous operation. These two operating modes, however, dif-
fer somewhat depending on whether the product is intra-
cellular or extracellular. Intracellular processes, where the
focus is on harvesting the product-laden cells, require that
the centrifuge concentrate the intact cells from the fer-

mentation broth. Care is taken to avoid damaging the cells
during this concentration step to maximize product recov-
ery. Any ruptured or lysed cells also release agents into the
process streams that can be harmful to the desired prod-
uct, especially when that product is a protein. Occasionally,
this type of care is also needed when the cells are to be
stored or are otherwise required to remain viable for fur-
ther processing. In many of these cases, aseptic operation
is essential.

Extracellular processes, on the other hand, require a
different set of operating principles where the key focus is
on keeping the cells viable. Any cell damage that the cen-
trifuge causes in these processes will have a direct dele-
terious effect on the process productivity. Not only would
the producing cells themselves be lost, but here, too, harm-
ful intracellular agents would be released. The situation is
further aggravated by the fact that the extracellular prod-
uct is relatively vulnerable to any harmful agent because
both are present in the bulk fluid. It is clear that centri-
fugation processes that avoid cellular damage are prefer-
able in these cases, especially when operating in a contin-
uous or perfusion process mode.

A further distinction in animal cell bioprocess that
bears mentioning is that the producing cells can be either
freely suspended or immobilized. The earlier discussion re-
lates directly to suspension systems. For immobilized sys-
tems, where, for example, the cells require that they be
tethered to induce growth or production, the need for cen-
trifugation is either at the end of the process, whenever
the tethered cells are released for further processing, or for
clarification of debris released by the tethered cells, or
both. When called for in this manner, the centrifugation
considerations are similar to those for freely suspended
cells.

Fed Batch versus Perfusion

Perhaps the most prevalent bioprocess mode in use today
for freely suspended cells is a simple batch system using
carefully constituted media. But in the past decade or so,
two more involved processes, fed batch and perfusion, have
gained much of the attention. The fed-batch process tends
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Figure 2. Continuous-flow centri-
fuge system installed in a produc-
tion-scale perfusion process.

to make more efficient use of the media expense and other
operating costs, whereas the perfusion process, being con-
tinuous, tends to make more efficient use of the producing
cells and the physical plant investment.

The fed-batch process is currently the more prevalent
of these two processes, partly because it is easier to operate
in the laboratory and at the pilot and production scale.
Because a batch culture is by its nature limited in its du-
ration, process experience can be built up relatively
quickly during the course of several runs. Here the need
for processing the cells is confined to the end of the pro-
duction run. Centrifugation may be used to concentrate the
cells for intracellular product or clarify the supernatant for
extracellular product. In either case, as mentioned earlier,
avoiding cell damage would likely lead to important pro-
ductivity gains.

Perfusion processes afford the benefits of continuous
operation. To do so, however, perfusion requires an effec-
tive way to retain the cells throughout the production run
with little or no cell viability loss. Centrifugation can de-
liver the needed performance provided it is continuous in
both the liquid stream and the cell concentrate stream, can
be operated aseptically, and does not damage the cells. The
specific designs of centrifuges applicable to animal cell bio-
process are reviewed in the next section with reference to
these important aspects. A continuous-flow centrifuge sys-
tem installed in a perfusion animal cell process is shown
in Figure 2.

The considerations of such processes are directly appli-
cable to anchored cells when those cells are attached to
microcarriers. Cells attached to microcarriers are, how-
ever, particularly sensitive to fluid shear forces (2–5). For
example, cells that are not otherwise damaged by fluid
shear are lost if the shear that is present separates them
from the microcarriers and they do not reattach (6). In

these cases, the bioprocess centrifuge needs to treat the
process fluid especially gently.

The various roles of centrifugation in animal cell bio-
process are summarized in Table 1 for the cases discussed.
Although generalizations tend to be difficult, these roles as
delineated in the table are in many ways representative of
the scope of possibilities.

The emergence of insect cell bioprocess has added yet
another dimension to the need for gentle handling of the
cells. Although insect cells have several advantages over
animal cells, they tend to be even less robust than animal
cells are during rough handling in the process (7–11). Cou-
pled with the fact that insect cells typically generate intra-
cellular product (specifically so with baculovirus systems),
the centrifuge operation must generate especially low
shear forces to avoid cell rupture and the resulting pro-
ductivity loss.

Centrifuge Designs

Design Considerations. Centrifugation is a very robust
and versatile separation technique. Because it relies pri-
marily on density differences, centrifugation can readily
account for changing process conditions by simple modu-
lation of the intensity or duration of the g-field as needed
during operation (12). At lower speeds and g-forces, the
centrifuge can be used to gently remove the larger and
more dense cells from the process stream; at higher speeds
and g-forces, the centrifuge can be used to spin down ever
smaller cell debris to increasingly clarify the process
stream to the degree required.

The actual design of the centrifuge, however, depends
on the various optimization trade-offs specific to the pro-
cess application. Typical design trade-offs include high
sample throughput versus instrument size, high centrifu-
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Table 1. Centrifugation Roles in Animal Cell Bioprocess

Suspension cultures Immobilized cultures

Fed batch Perfusion Anchored Microcarriers

Extracellular product

During the process N/A Retain cells with minimal
cell damage

Remove/recover cells
released into the
process stream

Retain the microcarriers
with minimal cell loss
or damage

At the end of the
process

Collect supernatant
with minimal cell
debris

Recover the final volume
of the supernatant

Recover cells with
minimal damage for
next inoculation

Collect supernatant with
minimal cell debris

Intracellular product

During the process N/A Retain most of the cells
with minimal cell
damage

Remove/recover cells
released into the
process stream

Retain most of the
microcarriers with
minimal cell loss or
damage

At the end of the
process

Collect cells with
minimal cell
damage

Recover the final volume
of the cells

Recover cells with
minimal damage for
next inoculation

Collect supernatant with
minimal cell debris

Note: N/A, no centrifuge role directly applicable to this case.

gal speeds versus large load volumes, versatility versus
dedicated instrument specialization, batch versus contin-
uous operation, and, for continuous operation, solids-
retaining versus solids-ejecting design. Laboratory-scale
applications tend toward smaller, more versatile, batch or
continuous solids-retaining systems, whereas pilot- to
production-scale applications tend toward high through-
put, specialized, continuous solids-ejecting systems.

When applied specifically to the separation of animal
cells, centrifugation typically involves the added consid-
erations of avoiding high fluid shears and maintaining
high aseptic integrity. Additional design trade-offs are
therefore involved, including (1) increased volume
throughput versus maintaining the shear forces below
critical levels that can result in cell death or damage, and
(2) providing a totally closed aseptic system versus relying
on rotating seals, a source of potential contamination and
heat generation as well as generation of high shear
stresses.

Design Approaches. To date, the design of animal cell
centrifuges has been approached from three distinct direc-
tions. The first two directions have been through engi-
neering extensions of other centrifuge equipment. The
third is a centrifuge design specifically engineered for ani-
mal cell bioprocess.

The first direction has been to take centrifuge designs
for larger process scale or bacteria and yeast and adapt
them for animal cells. This approach has been more or less
successful depending on whether cell damage was to be
avoided or continuous operation was desired. Such centri-
fuges tend to spin the cells down into a paste or cake, which
requires some type of cell removal process such as scraping
or flushing out of the cells under high shear forces.

The second direction has been to take centrifuge designs
for blood component manufacture and adapt them for ani-
mal cells. Blood component manufacturers have been mak-

ing commercial use of continuous-flow centrifugation for
many years now. Numerous such blood separation system
designs have focused on cell concentration, supernatant
clarity, throughput, and other issues that are also impor-
tant to animal cell bioprocess. But there are several key
differences between blood component manufacture and
animal cell bioprocess. Blood cells, for example, flow much
more readily than typical suspended animal cells. Animal
cell centrifuges therefore require some type of low shear
method to nudge the animal cells out of the centrifuge in
a continuous mode. Also, formed elements of blood are
more tolerant of shear stresses than are most animal cells
in bioprocess. Flow channel designs in the centrifuge that
work for blood therefore tend to be not at all suitable for
animal cells. And the usual time frame for blood separation
(on the order of a few hours) is much less than that nec-
essary for animal cell bioprocess (on the order of days or
weeks).

The third direction was taken by Alfa-Laval Separation
AB (Tumba, Sweden) during the 1980s when a continuous-
flow centrifuge design was developed specifically for ani-
mal cell bioprocess. Combining some of the features of
larger process centrifuges and those of the smaller centri-
fuges, this unique design focused on maintaining a contin-
uous flow of both the clarified supernatant and the cell
concentrate. Key engineering issues that had to be over-
come were (1) gently coaxing the concentrated animal cells
to smoothly exit the system without significant cell dam-
age; (2) sustaining continuous operation over days and
weeks; and (3) creating a totally closed system for inher-
ently safe aseptic operation.

These three approaches have had the common goal to
overcome the limitations of laboratory-scale and even
small production–scale centrifugation. At these smaller
scales, research centrifuges have often been pressed into
service. Several companies provide floor-model centrifuges
that can process, for example, as much as 6 L at g-forces
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Table 2. Comparison of Centrifuges for Animal Cell Bioprocess

Supplier Scale AS 26-SP-System

Max
g-force
(�g)

Max
throughput

(L/h)
Solids

ejecting
Low

shear
Closed
system Comments

Alfa-Laval Small AS 26-SP 20,000 600 No No No Not suitable for
continuous processes

Alfa-Laval Pilot BTPX 205 13,000 1,200 Yes No No
Alfa-Laval Prod’n BTAX 510 15,000 4,000 Yes No No
Westfalia Pilot/Prod’n CFA-01 300 240 Yes No No
Westfalia Pilot/Prod’n CSA-1 5,000 50 Yes No No
Alfa-Laval/

Sharples
Prod’n Super-D-Canter� 10,000 15,000 Yes No No Difficult to CIP and SIP

Carr Pilot/Prod’n Powerfuge� P6 20,000 60 Yes No No
Kendro Heraeus� Small Contifuge� 17 RS 19,000 54 No No No Not suitable for

continuous processes
Baxter Small Cell Harvester� 1,000 60 No Yes Yes Not suitable for

continuous processes
Kendro Sorvall� Small Centritech� LAB 250 10 Yes Yes Yes Well suited to

continuous processes
Kendro Sorvall� Pilot/Prod’n Centritech� CELL 300 100 Yes Yes Yes Well suited to

continuous processes

Note: Prod’n, production.

more than adequate for cellular separations. Among these
companies are Beckman Instruments, Inc. (Fullerton, Ca.),
Kendro Laboratory Products L.P. (Norwalk, Conn.) (Sor-
vall� and Heraeus� brands), Hitachi Koki Co., Ltd.
(Hitachi-naka City, Japan), Jouan S.A. (St. Herelain,
France), and Hettich GmbH (Tüttlingen, Germany). Ken-
dro, through its Sorvall� brand, has recently introduced a
series of major software packages to their centrifuges to
provide automatic process documentation for easier and
more reliable process control and regulatory compliance.
Other suppliers are now providing software as well. These
centrifuges are designed for batch operation only. Some of
these companies offer continuous-flow models, but they
tend to have small throughput capacity, do not eject the
cellular material, and are typically difficult to set up and
clean.

Because one of the keys to successful animal cell cen-
trifugation is the gentle handling of the cells, there have
been over the years several research groups exploring the
various aspects of flow-induced shear stress on different
animal cell lines. Although it has been shown that cell
damage in bioreactors can be attributed to bubble breakup
and other gas–liquid interface phenomena (13–16), other
findings indicate that cell damage can also occur at shear
stress levels at lower levels of energy dissipation (17–19).
Shear stress susceptibility, moreover, varies significantly
among cell lines (8,20), thereby adding shear sensitivity to
the list of key criteria for selecting a particular cell line for
process scale-up.

Current Products. Several suppliers provide centrifuges
for animal cell bioprocess that are based on proven designs
for other applications. These designs typically provide high
throughput and g-forces, clean-in-place (CIP) and steam-
in-place (SIP) capability, and some method for removing
the cellular material that accumulates in the centrifuge.
Each design is discussed briefly in the following and then

summarized in Table 2. More complete descriptions, in-
cluding specific schematic depictions of how these systems
operate, are available through the respective suppliers.

At the small, batch end of the spectrum, Alfa-Laval’s
AS-26 SP Super� Centrifuge is capable of high throughput
rates in the range of 300 to 500 L/h. The AS-26, however,
is strictly a batch centrifuge because it retains the solids
that must later be removed by manual intervention. Also,
the animal cells are removed as cell debris, so this centri-
fuge would be unsuitable for processes where cell viability
after separation is desired.

At the pilot scale, Alfa-Laval’s BTPX 205 system uses
the classical disc-stack design to generate up to 12,800 �
g and a maximum throughput of 1,200 L/h. The 205 has a
solids-ejecting design that is tailored to produce very dry
solids. It is therefore well suited for, but limited to, batch
animal cell processes where cell viability is unimportant.
Although its solids-ejecting capability would allow the 205
to be considered for use in a continuous animal cell process,
its rough cell handling would result in unacceptable levels
of cell damage.

At the production scale, Alfa-Laval’s BTAX 510 system
delivers up to 15,000 � g and a maximum throughput of
4,000 L/h. The 510, like the 205, uses a disc-stack, solids-
ejecting design. So the 510 process applicability is, at its
larger scale, similar to that for the 205.

Westfalia Separator AG’s (Oelde, Germany) CFA-01
separator is also a continuous-flow system based on a disk-
stack solids-ejecting design. Specific investigation (21) has
demonstrated the effective use of this system for animal
cell processing. This system, however, like the systems dis-
cussed earlier and the decanter designs discussed next, re-
quires a rotating seal. To remove the frictional heat from
its seal, the CFA-01 requires a sealing liquid that must be
highly purified to maintain aseptic operation. These key
considerations combine to significantly increase the com-
plexity of the overall system. Later work with the West-
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Figure 3. Sketch of the sterile, disposable insert for the Centri-
tech� continuous-flow centrifuge system.

falia CSA-1 disc-stack centrifuge (22) came to mixed con-
clusions and reported heating issues.

Decanter centrifuges, such as Alfa-Laval’s Sharples�
Super-D-Canter� systems, use a solids-ejecting design that
differs from that of the disc-stack systems. The decanter
design displaces the solids by pushing or scraping them out
of the centrifuge using a type of helical blade arrangement.
Using this design, high animal cell viabilities may be ob-
tainable in the ejected solids. But these solids are not well
suited to continuous processes where the cells must be re-
suspended, for example, to be introduced back into the bio-
reactor.

Carr Separations, Inc. (Farmington, Mass.), as a rela-
tive newcomer (the company was founded in 1987), has
developed a different design specifically for bioprocess as
well as for other pharmaceutical and food applications. The
Powerfuge� P6 Separation System uses a new solids sep-
aration design that can generate very dry solids. This new
design also allows for easier CIP than traditional disc-
stack designs, an issue that can be a critical drawback for
the original design, especially in the larger-scale equip-
ment. The Powerfuge� is capable of generating up to
20,000 � g and throughput rates of 60 L/h. Recently, Carr
introduced a smaller, low-end bench-top version of the
Powerfuge� called the Pilot Separator�. For animal cell
process, the suitability of these systems is similar to that
for decanter centrifuges.

Kendro, through its Heraeus� brand, offers a pair of
bench-top centrifuges designed to operate with a continu-
ous-flow rotor system that can generate 24,000 � g and a
flow rate of 54 L/h. These units are compact and readily
portable. They are continuous in the liquid phase but are
not designed to eject the solids. Although popular for
laboratory-scale work, these units can provide only quali-
tative support to any planned scale-up plans during pro-
cess development.

Baxter International, Inc. (Deerfield, Ill.) has modified
the design of one of their blood component systems to focus
on animal cell bioprocess at the laboratory and smaller
production scales. Called the Cell Harvester�, this system
can be used to develop centrifuge-based cell separation
protocols and to prove out process concepts. Because man-
ual intervention is needed to remove the cells, the appli-
cability of this system to continuous processes is extremely
limited. One key advantage of the Baxter system, however,
is its totally closed system design. This design allows for
the use of a consumable to avoid the various issues that
accompany the need for providing CIP/SIP.

The third, unique design approach mentioned earlier
that was taken by Alfa-Laval in the 1980s, also uses a con-
sumable insert. These disposable inserts are provided ster-
ile so that, upon making sterile connections to the system,
the user has created a totally closed, sterile flow path and
separation zone for the process fluids (23). This design ap-
proach, called Centritech� by Alfa-Laval (see Figure 3), is
now available through and supported by Kendro under its
Sorvall� brand. Key trade-offs of the Centritech� design
are very gentle cell handling and a totally closed, inher-
ently aseptic system versus high throughput and g-force
(24).

The Centritech� technology is embodied in both a
smaller bench-top laboratory-scale system (25) and a
larger floor-model pilot- to production-scale system (26).
Depending on the application, however, the laboratory-
scale unit has been and can be used for small production
processes (27).

ALTERNATIVES TO ANIMAL CELL CENTRIFUGATION

Filtration has been the traditional choice as an alternate
bioprocess unit operation to animal cell centrifugation.The
most common form of filtration used to separate the cel-
lular material from the fermentation broth is tangential
flow filtration (TFF).

The foremost advantage of using TFF is that it is a tech-
nology that has been widely used to good effect (28,29).
TFF does, however, have the disadvantage that, as for all
filter-based systems, fouling and clogging can be a constant
and often unpredictable problem if not sized properly. Fil-
ter systems also deliver performance that degrades over
the course of the run, necessitating either that they be re-
conditioned or the run stopped to replace the filters. Even
when reconditioned, filters do not usually return to their
original performance, so operating them becomes a classic
case of diminishing returns. Recently, issues such as doc-
umenting well-characterized products and other concerns
have made the reuse of filters less desirable. In these cases,
the only viable option is to stop the run, change the filters,
resterilize the process, and start up again.

A further disadvantage of TFF is the inherent presence
of shearing at the interface caused by the membrane. Ma-
terial buildup can affect the way the system works, but a
substantial shear remains across the boundary layer. Such
shearing can run counter to the low shear requirements
for animal cell processing and also requires that a recycle
loop (with a pump) circulates the process fluid many times
greater than that necessary for continuous (perfusion)
operation.

Another alternative to animal cell centrifugation is the
use of spin filters. Spin filters have the very attractive as-
pect that as a cell retention device for perfusion processes,
they can be integral to the bioreactor. Thus, a single unit
operation is created. Cell damage is a concern (30), but
evidence suggests that with proper design and operation
this issue can be minimized or even overcome (31).
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A disadvantage of the spin-filter systems is that they
too, like TFF, are susceptible to fouling and clogging. What
can be worse, however, is that when a spin-filter system
integral to the bioreactor clogs unexpectedly, the necessary
maintenance typically requires that the bioreactor con-
tainment be breached. The risk of infection from such a
breach can be significant. Another disadvantage is that the
scaleability of spin-filter systems is limited (32). They may
not be a practical unit operations choice if larger scales are
anticipated during process development or once in full pro-
duction.

Another device that has been used for cell retention in
continuous processes is the inclined separator (33). The de-
sign of this device is mechanically simple, can be made to
be relatively easy to CIP and SIP, and, because it relies on
gravity (i.e., 1 � g), has many of the same process benefits
as centrifugation. A drawback with this technology today
appears to be its relative lack of throughput scaleability
and, of course, that its separation efficiency is limited to
that achievable at 1 � g (vs. centrifugation at 100 � g or
more).

THE FUTURE OF ANIMAL CELL CENTRIFUGATION

Going forward, centrifugation is likely to be as commonly
used for bioprocess as it is for the comparable chemical
process industry. The inherent advantages of centrifuga-
tion (such as robustness and versatility) continue to fuel
creative new concepts for harnessing these advantages for
animal cell bioprocess. Novel centrifuge designs and the
unique continuous methodologies for bioprocess will likely
combine to make the centrifuge a necessary unit operation
in a large number of the new animal cell bioprocesses being
developed in the near future. Moreover, recent changes in
the FDA regulations are conducive to the accelerated adop-
tion of new and more efficient process methodologies. Al-
though in the past there were often heavy disincentives to
consider the type of process improvements that, for ex-
ample, continuous-flow centrifugation allows, many of the
regulatory-based concerns have been reduced or elimi-
nated. As a result, we are likely to see adoption of new,
higher productivity process improvements in existing pro-
cesses as well as the development of new ones.

BIBLIOGRAPHY

1. G. MacMichael, BioPharm. 10, 38–40 (1997).

2. M.S. Croughan and D.I.C. Wang, Biotechnol. Bioeng. 33, 731–
744 (1989).

3. M.S. Croughan and J.-F.P. Hamel, Biotechnol. Bioeng. 32,
975–982 (1988).

4. E.T. Papoutsakis and R.S. Cherry, Biotechnol. Bioeng. 32,
1001–1014 (1988).

5. R.V. Venkat and J.J. Chalmers, Cytotechnology 22, 95–102
(1996).

6. M.S. Croughan, E.S. Sayre, and D.I.C. Wang, Biotechnol.
Bioeng. 33, 862–872 (1989).

7. J.J. Chalmers, in M.L. Shuler, H.A. Wood, R.R. Granados, and
D.A. Hammer eds., Baculovirus Expression Systems and Bio-
pesticides, Wiley-Liss, New York, 1995, pp. 175–204.

8. Technical Support Package, NASA Tech. Brief MSC-22336
(1993).

9. J. Tramper, J.B. Williams, and D. Joustra, Enzyme Microb.
Technol. 8, 33–36 (1986).

10. K. Trinh, M. Garcia-Briones, F. Hink, and J.J. Chalmers, Bio-
technol. Bioeng. 43, 37–45 (1994).

11. J.J. Chalmers, Cytotechnology 20, 163–171 (1996).
12. T.C. Ford and J.M. Graham, An Introduction to Centrifuga-

tion, BIOS Scientific Publishers Limited, Oxford, U.K., 1991.
13. E.T. Papoutsakis, Trends Biotechnol. 9, 427–437 (1991).
14. N. Kioukia, A.W. Nienow, A.N. Emery, and M. Al-Rubeai,

Trans. IChE 70, 143–148 (1992).
15. J.J. Chalmers, Cytotechnology 15, 311–320 (1994).
16. D. Chattopadhyay, J.F. Rathman, and J.J. Chalmers, Biotech-

nol. Bioeng. 45, 473–480 (1995).
17. M. Al-Rubeai, A.N. Emery, S. Chalder, and M.H. Goldman, J.

Biotechnol. 31, 161–177 (1993).
18. C. Born, Z. Zhang, M. Al-Rubeai, and C.R. Thomas, Biotech-

nol. Bioeng. 40, 1004–1010 (1992).
19. K.T. Kunas and E.T. Papoutsakis, Biotechnol. Bioeng. 36,

476–483 (1990).
20. Z. Zhang, M. Al-Rubeai, and C.R. Thomas, Biotechnol. Tech.

7, 177–182 (1993).
21. V. Jager, in H. Murakami ed., Proc. of the 4th JAACT Mtg.,

Kluwer, Dordrecht, The Netherlands, 1991.
22. R. Kempken, A. Preissmann, and W. Berthold, Biotechnol.

Bioeng. 46, 132–138 (1995).
23. D.D. Hanle, Int. Biotech. Lab. 12, (October 1996).
24. J. Hodgson, Biotechnology 9, 628–629 (1991).
25. N. Chatzisavido, T. Bjorling, C. Fenge, S. Boork, E. Lindner-

Olsson, and S. Apelman, in T. Kobayashi, Y. Kitagawa, and
K. Okumura eds. Animal Cell Technology: Basic and Applied
Aspects, Kluwer, Dordrecht, The Netherlands, 1993, pp. 463–
468.

26. T. Bjorling, U. Malmstrom, in R.E. Spier, J.B. Griffiths, and
B. Meignier eds., Production of Biologicals from Animal Cells
in Culture, Butterworth-Heinemann, Oxford, U.K., 1991, pp.
394–399.

27. C.W. Kemp and A. Chan, Waterside Monoclonal Antibody
Mtg., Norfolk, Vir., 1997.

28. B. Maiorella, G. Dorin, A. Carion, and D. Harano, Biotechnol.
Bioeng. 37, 121–126 (1991).

29. R. vanReis, L.C. Leonard, C.C. Hsu, and S.E. Builder, Bio-
technol. Bioeng. 38, 413–422 (1991).

30. A.J. Brennan, J. Shevitz, and J.D. MacMillan, Biotechnol.
Tech. 1, 169–174 (1987).

31. D.C-H. Jan, A.N. Emery, and M. Al-Rubeai, Biotechnol. Tech.
7, 351–356 (1993).

32. V.M. Yabannavar, V. Singh, and N.V. Connelly, Biotechnol.
Bioeng. 43, 159–164 (1994).

33. J.A. Searles, P.W. Todd, R.H. Davis, and D.S. Kompala, in R.E.
Spier, J.B. Griffiths, and W. Berthold eds., Animal Cell Tech-
nology: Products for Today, Prospects for Tomorrow,
Butterworth-Heinemann, Oxford, U.K., 1994, pp. 240–242.

See also ANTIBODY PURIFICATION; CELL SEPARATION,
CENTRIFUGATION; CELL SEPARATION, SEDIMENTATION.



560 CEPHALOSPORINS

CEPHALOSPORINS

SHU-JEN D. CHIANG

JONATHAN BASCH
Bristol-Myers Squibb Company
Syracuse, New York

KEY WORDS

7-ACA
7-ADCA
Biosynthetic genes
Biosynthetic pathways
Cephamycins
Extraction
Fermentation
b-Lactams
Semisynthetic cephalosporins
Strain improvement

OUTLINE

Introduction
Historical Background

Mode of Action of b-Lactams
Biochemistry and Genetics of Cephalosporin
Biosynthesis

Biosynthetic Pathways for Cephalosporins
Cloning of the Cephalosporin Biosynthetic Genes
Organization of the Cephalosporin Biosynthetic
Genes

Strain Improvement
Mutagenesis and Selection
Protoplast Fusion
Genetic Engineering

Cephalosporin Fermentation
Physiology of Cephalosporin C Fermentation
Large-Scale Fermentation

Extraction of Cephalosporins
Cephalosporin C
Cephamycin C

Production of the Cephalosporin Nucleus
Semisynthetic Cephalosporins
Conclusion
Bibliography

INTRODUCTION

Since the discovery of penicillins in 1928 and the discovery
of cephalosporin C in 1945 (1), b-lactams have become the
most important class of antibiotics because of their low tox-
icity and their effectiveness against bacterial infection. In
cephalosporins, the four-membered b-lactam ring is fused
to a six-membered dihydrothiazine ring rather than to the

five-membered thiazolidine ring found in penicillins (Fig.
1). The natural product, cephalosporin C, has low activity
against gram-negative bacteria, but it is resistant to pen-
icillinase hydrolysis. Many chemical derivatives of cepha-
losporin C have a higher and broader spectrum of antibac-
terial activity than cephalosporin C. After 40 years of
development, cephalosporins (i.e., chemical derivatives of
cephalosporin C or semisynthetic cephalosporins) have be-
come one of the most widely used antibiotics in the world;
in 1995, the world market for cephalosporins was valued
at $9.3 billion at the dosage form level (2). Of this total,
$6.5 billion represented products made from cephalosporin
C, with the remainder derived from penicillins. In this ar-
ticle, we discuss the development and production of ceph-
alosporins and their chemical derivatives.

Historical Background

Penicillin G (benzylpenicillin) was considered a miracle
drug, when discovered in the 1940s, for its effective treat-
ment of the systemic infections caused by gram-positive
bacteria such as Staphylococcus aureus. Unfortunately,
penicillin G was generally ineffective against gram-
negative bacteria, and within a few years of its introduc-
tion many common gram-positive bacteria had acquired
resistance to penicillin G as a result of the expression of
bacterial penicillinases. At about this time, a new antibi-
otic, cephalosporin C, was discovered from a species of
mold, Cephalosporium acremonium. The C. acremonium
strain was originally isolated from seawater near a sewage
outflow in Cagliari, Sardinia, by Brotzu in 1945. The cul-
ture filtrates of this fungus exhibited a broad spectrum of
antibacterial activity both in vitro and in preliminary clini-
cal studies (3). In 1948, Brotzu published his findings,
which failed to attract attention. At the British Medical
Research Council’s suggestion, Brotzu sent his fungal cul-
ture, C. acremonium, which was later reclassified as Acre-
monium chrysogenum in 1971 by Gams (4), to Florey at
Oxford. The work of Newton and Abraham at Oxford led
to the purification of penicillin N (Fig. 1) and cephalosporin
C in 1955 (5). Both compounds had activity against gram-
negative bacteria. Penicillin N was as susceptible to staph-
ylococcal penicillinase hydrolysis as was penicillin G.
Cephalosporin C, however, had a high degree of resistance
to hydrolysis by staphylococcal penicillinase. Further
study also indicated that cephalosporin C had low toxicity
in mice, but unfortunately, cephalosporin C had relatively
low in vivo antibacterial activity.

In 1961, the structure of cephalosporin C was proposed
by Abraham and Newton (6) and confirmed by an X-ray
crystallographic analysis by Hodgkin and Maslen (7). It
was found that a small quantity of the nucleus of cepha-
losporin C, 7-aminocephalosporanic acid (7-ACA) (Fig. 1),
could be produced by gentle acid hydrolysis of cephalospo-
rin C. Acylation of 7-ACA yielded a cephalosporin with
much higher antibacterial activity than cephalosporin C
against gram-positive bacteria. In 1962, Morin et al. (8) in
the Lilly Research Laboratories developed a chemical
method for the production of 7-ACA in kilogram quantities,
and this opened the way for the extensive exploration of
the synthesis of semisynthetic cephalosporins (discussed
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Figure 1. Chemical structure of b-lactams.

in a later section). By 1970, total synthesis of the cepha-
losporin double-ring system had been achieved by chemists
working at Roussel Laboratories and E.R. Squibb & Sons
(9).

The extensive use of semisynthetic cephalosporins re-
sulted in the selection in nature of gram-negative bacteria
containing R-plasmids that carried a gene encoding b-
lactamase. This b-lactamase can hydrolyze most penicil-
lins and all the semisynthetic cephalosporins that had
been introduced in the mid 1960s. While searching for new
b-lactam antibiotics that are stable in the presence of b-
lactamases, culture filtrates of Streptomyces species
yielded cephamycins (10) containing a methoxy group at
the C-7� position of the cephalosporin nucleus (Fig. 1).
These compounds were found to be completely resistant to
the plasmid-encoded b-lactamase. Derivatives of cepha-
mycin C will be described in “Semisynthetic Cephalospo-
rins”.

MODE OF ACTION OF b-LACTAMS

Cephalosporins and other b-lactams inhibit bacterial
growth by interfering with bacterial cell wall synthesis. All
bacterial cell walls have a protective layer of peptidoglycan
at the outer surface of the cell membrane. The peptidogly-
can layer consists of chains of alternating N-acetylglucos-
amine and N-acetylmuramic acid connected by peptides.
These peptides cross-link adjacent peptidoglycan chains to
form a net of peptidoglycan layers. In gram-positive bac-
teria, the cell walls are composed of peptidoglycan and
teichoic acids (a polymer of glycerol phosphate or ribitol
phosphate) or teichuronic acids (phosphate-free polysac-

charides). In gram-negative bacteria, in addition to the
peptidoglycan layer, there is a distinct outer membrane
layer consisting of lipoproteins and lipopolysaccharides.
During the course of bacterial cell wall synthesis, the
monomers of N-acetylglucosamine and N-acetylmuramic
acid peptide are linked to form the peptidoglycan chains,
and three enzymes (transpeptidase, DD-carboxypeptidase,
and endopeptidase) catalyze the cross-links between these
peptidoglycan chains by forming peptide bridges (11).
Binding of b-lactam antibiotics to the transpeptidase and
the DD-carboxypeptidase enzymes, members of the
penicillin-binding proteins (PBP) group, interferes with
the formation of peptide bridges between peptidoglycan
chains and thus inhibits the final stage of cell wall synthe-
sis in bacteria (12).

BIOCHEMISTRY AND GENETICS OF CEPHALOSPORIN
BIOSYNTHESIS

The biosynthetic pathways of cephalosporins have been
well characterized (13). The current view of the overall bio-
synthetic scheme for cephalosporin C and cephamycin C is
depicted in Figure 2. The nomenclature of genes encoding
the enzymes involved in each step of the biosynthesis of
cephalosporins follows the recommendation by Ingolia and
Queener (14).

Biosynthetic Pathways for Cephalosporins

The biosynthesis of cephamycin C by Streptomyces clavu-
ligerus and Nocardia lactamdurans and the biosynthesis
of cephalosporin C by A. chrysogenum all begin with the
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condensation of three amino acids, L-�-aminoadipic acid,
L-cysteine, and L-valine, to form the tripeptide d-(L-�-
aminoadipyl)-L-cysteinyl-D-valine (LLD-ACV) by the ACV
synthetase enzyme. The racemization of valine from the L-
to the D-configuration appears to take place during the
synthesis of the tripeptide. The LLD-ACV tripeptide is cy-
clized to form the penam nucleus, isopenicillin N, by iso-
penicillin N synthetase (or cyclase). Both the LLD-ACV tri-
peptide and isopenicillin N also serve as intermediates in
the biosynthesis of penicillins. The genes coding for en-
zymes involved in the biosynthesis of the common inter-
mediates LLD-ACV and isopenicillin N are designated pcb
(penicillin/cephalosporin biosynthesis). The genes coding
for the remaining enzymes involved in the biosynthesis of
cephalosporins are designated cef (14).

The isopenicillin N epimerase (IPNE) catalyzes the con-
version of the L-�-aminoadipyl side chain of isopenicillin N
into the D-�-aminoadipyl side chain of penicillin N. The
five-membered thiazolidine ring of penicillin N is then ex-
panded to give the six-membered dihydrothiazine ring of
deacetoxycephalosporin C by deacetoxycephalosporin C
synthetase (expandase). The next enzyme in the pathway,
deacetylcephalosporin synthetase (hydroxylase), catalyzes
hydroxylation of deacetoxycephalosporin C at the C-3
methyl group to yield deacetylcephalosporin C. In A. chry-
sogenum, both the ring expansion and hydroxylation activ-
ities reside on the same protein, which is coded by one
gene. Unlike fungi, the expandase and the hydroxylase are
two distinct enzymes in S. clavuligerus and N. lactamdur-
ans and encoded by two separate genes (13).

In A. chrysogenum, the last step in cephalosporin C bio-
synthesis, catalyzed by cephalosporin C synthetase (ace-
tyltransferase), involves the transfer of an acetyl group
from acetyl coenzyme A to the C-3 hydroxymethyl moiety
of deacetylcephalosporin C.

In the cephamycin C producers S. clavuligerus and N.
lactamdurans, the O-carbamoyltransferase catalyzes the
transfer of a carbamoyl group from carbamoylphosphate to
the C-3 hydroxymethyl moiety of deacetylcephalosporin C.
The O-carbamoyldeacetylcephalosporin C is then hydrox-
ylated at the C-7� position by cephamycin hydroxylase.
The final biosynthetic step to cephamycin C (7�-methoxy-
O-carbamoyldeacetylcephalosporin C) is the transfer of the
methyl group from S-adenosylmethionine (SAM) to the
C-7� hydroxyl moiety of 7�-hydroxyl-O-carbamoyldeace-
tylcephalosporin C by cephamycin methyltransferase. The
biosynthetic pathways of other cephamycins, such as ce-
phamycin A and cephamycin B, have not been fully inves-
tigated.

Cloning of the Cephalosporin Biosynthetic Genes

Because the DNA transformation system developed for A.
chrysogenum is much less efficient than the bacterial sys-
tems, cloning of the cephalosporin C biosynthetic genes by
complementation of blocked mutants is not feasible. How-
ever, the reverse genetics approach has been used success-
fully in the cloning of a number of cephalosporin C biosyn-
thetic genes (14). This approach begins with the
purification of the desired enzyme, determination of a par-
tial amino acid sequence, and synthesis of oligonucleotide

probes based on the amino acid sequence. A genomic DNA
library of A. chrysogenum is then constructed in Esche-
richia coli and screened for clones that hybridize to the
DNA probes. Sequencing of the cloned DNA will confirm
that the DNA sequence matches the known amino acid se-
quence. The reverse genetics approach has also been used
in the cloning of the cephamycin C biosynthetic genes de-
spite the existence of highly efficient transformation sys-
tems developed for S. clavuligerus and N. lactamdurans.

In 1985, the first b-lactam biosynthetic gene, pcbC (en-
coding cyclase), was cloned from A. chrysogenum (15). The
A. chrysogenum pcbC gene has no intron and encodes a
polypeptide of 338 amino acids. When the open reading
frame of the A. chrysogenum pcbC gene was expressed in
an E. coli expression vector, the purified recombinant cy-
clase protein was able to convert LLD-ACV to isopencillin
N with identical kinetics to the authentic protein, and it
also converted ACV tripeptide analog substrates to novel
b-lactam antibiotics. Recombinant cyclase is readily pro-
duced in the recombinant E. coli and can be used for in
vitro synthesis of novel b-lactam antibiotics (16). Other
pcbC genes have been cloned by reverse genetics or het-
erologous hybridization from Aspergillus nidulans, Peni-
cillium chrysogenum, S. clavuligerus, S. griseus, S. jumon-
jinensis, S. lipmanii, N. lactamdurans, Flavobacterium
sp., and Lysobacter lactamgenus (17). When these genes
were compared at the DNA sequence and the predicted
amino acid sequence levels, a high degree of similarity was
found to exist among the pcbC genes from different
sources.

The reverse genetics approach was also used to clone
the pcbAB (encoding ACV synthetase), cefD (isopenicillin
N epimerase), cefE (expandase), cefF (hydroxylase), cefEF
(A. chrysogenum expandase–hydroxylase bifunctional en-
zyme), cefG (acetyltransferase), cefH (also known as cmcH,
O-carbamoyltransferase), cefI (cmcI, cephamycin hydrox-
ylase), and cefJ (cmcJ, cephamycin methyltransferase)
genes (14,17–20). The only gene of the cephalosporin bio-
synthetic genes that has not been cloned is the cefD gene
from A. chrysogenum. Most of the cephalosporin C biosyn-
thetic genes cloned from A. chrysogenum do not have in-
trons and have a high degree of similarity with their bac-
terial counterparts, suggesting a bacterial origin for these
genes. The cefG gene is the exception with two introns. All
the fungal genes and some of the bacterial genes encoding
for the enzymes involved in cephalosporin biosynthesis
have their own promoter for transcriptional control. How-
ever, the Streptomyces cefD and cefE genes are transcribed
from the same promoter, with the cefD gene located up-
stream of the cefE gene and a 130 base pair (bp) intergenic
region separating them (18). In N. lactamdurans, a 7-bp
separation between the cefI and cefJ genes and the pres-
ence of a putative ribosome binding site upstream of the
cefI gene suggests that the two genes are cotranscribed
from the same promoter and also cotranslated (19).

Organization of the Cephalosporin Biosynthetic Genes

In 1988, Chen et al. demonstrated that a cloned 29.3-kb
DNA fragment from S. cattleya carried the entire set of
genes encoding enzymes involved in cephamycin C biosyn-
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Figure 3. Organization of the cephalosporin biosynthetic genes.
(a), Physical map of a 25-kb region of N. lactamdurans DNA car-
rying all genes related to cephamycin C biosynthesis. lat � gene
encoding lysine-6-aminotransferase; pcbAB � ACV synthetase;
pcbC � isopenicillin N synthetase (cyclase); cefD � isopenicillin
N epimerase; cefE � deacetoxycephalosporin C synthetase (ex-
pandase); cefF � deacetylcephalosporin C synthetase (hydroxyl-
ase); cefH or cmcH � O-carbamoyltransferase; cefI or cmcI � ce-
phamycin hydroxylase; cefJ or cmcJ � cephamycin
methyltransferase (17–20). (b), Physical map of the clusters of the
cephalosporin C biosynthetic genes of A. chrysogenum. cefEF �

expandase/hydroxylase bifunctional enzyme; cefG � acetyltrans-
ferase (17). The direction of arrows indicates the transcriptional
direction of a gene.

thesis (21). No further characterization of this cloned DNA
fragment was reported. Subsequent work on other bacte-
rial cephamycin C producers also indicated that the ce-
phamycin C biosynthetic genes are clustered in one region
of the bacterial chromosome (17–20) (Fig. 3a). However, in
A. chrysogenum, the two early cephalosporin C biosyn-
thetic genes, pcbAB and pcbC, reside on a different chro-
mosome from the two late biosynthetic genes, cefEF and
cefG. Eight chromosomes have been detected by pulsed-
field electrophoresis, an electrophoretic technique that al-
lows separation of chromosomes in an agrose gel system.
The pcbAB and pcbC genes are located on chromosome VI
and transcribed in opposite directions. The cefEF and cefG
genes are located on chromosome II and are also tran-
scribed in opposite directions (17) (Fig. 3b). Because the
cefD gene of A. chrysogenum has not been cloned, it is not
known whether it is linked to either of the two clusters.

STRAIN IMPROVEMENT

Mutagenesis and Selection

Most of the literature describing strain improvement re-
ports the use of the cephalosporin C producer A. chryso-

genum. However, similar strategies could be applied to the
cephamycin C producers (i.e., Streptomyces spp.). Improve-
ment in the yield of cephalosporin C has been achieved
primarily by increasing the productivity of the A. chryso-
genum culture by traditional strain mutation and selection
techniques. The first significant titer improvement was
achieved when in 1959 mutant 8650 was isolated. This
strain enabled 100 g of cephalosporin C to be purified for
structure determination and is the parent of all the indus-
trial production strains (1).

Mutagenesis, followed by high-throughput screening of
the culture, has been the traditional means of strain im-
provement. Conidia are prepared from the mycelial culture
to increase the probability of isolating mutants derived
from a single nucleus. Chemical mutagens, such as N-
methyl-N-nitro-N-nitrosoguanidine and ethyl-methane-
sulfonate, or UV light are used to induce chromosomal mu-
tations. Growth of the mutants on selective agents can be
used to increase the probability of isolating improved
clones. Toxic analogs of cysteine, valine, aminoadipate, ly-
sine, and methionine are used to select mutants that over-
produce these amino acids, providing a larger precursor
pool for b-lactam biosynthesis. The toxicity to A. chryso-
genum of heavy metallic ions, such as Cu2�, Mn2�, and
Hg2�, has also been exploited for selection purposes. Be-
cause the b-lactam antibiotics complex with these ions, one
can theorize that mutants resistant to inhibitory concen-
trations of Cu2�, Mn2�, or Hg2� can overproduce the b-
lactam nucleus to detoxify these metallic ions. Elander et
al. demonstrated the isolation of superior cephalosporin-
C-producing strains from mutants resistant to mercuric
chloride (22).

Protoplast Fusion

Protoplast fusion has been explored as a means of combin-
ing the advantageous characters of different culture line-
ages (e.g., high titer and fast growth). Mycelia are treated
with dithiothreitol (DTT), followed by Novozym� 234 (a
multienzyme preparation from the fungus Trichoderma
harzianum available from Novo Biolabs) in the presence of
an osmotic stabilizer, usually 0.7 M NaCl. Polyethylene
glycol (PEG) is then used to induce membrane fusions be-
tween protoplasts; the fusants are identified by regenera-
tion on selective media. Auxotrophic markers have been
used to select for fusants, but auxotrophic mutants often
have reduced titers and are therefore not suitable for in-
dustrial strain improvement. Strains that have been
transformed with positive selective markers such as phleo-
mycin and hygromycin resistance are better candidates for
protoplast fusion.

Genetic Engineering

In the past 10 years, the cloning of many of the genes in-
volved in the biosynthetic pathway of cephalosporins has
led to attempts to improve strains through genetic engi-
neering. Enzymes that have been identified as rate-
limiting in the biosynthesis of cephalosporins or their pre-
cursors are promising targets for strain improvement
through genetic engineering (23). Transformation of in-
dustrial strains with additional copies of the genes coding
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for these rate-limiting enzymes can result in alleviation of
a metabolic bottleneck and increase antibiotic production.
Transformation methods for A. chrysogenum have been de-
veloped using protoplasts and PEG treatment.

Based on the kinetic information available for the en-
zymes in the cephalosporin C biosynthetic pathway in A.
chrysogenum and the cephamycin C pathway in S. clavu-
ligerus, models have been developed to predict the flux of
intermediates in these pathways. The model developed for
S. clavuligerus predicted that the amino acid precursors,
in particular �-aminoadipate, were limiting. Introduction
of additional copies of the lysine �-aminotransferase gene
(lat), required for conversion of lysine to �-aminoadipate
in Streptomyces, resulted in a fivefold increase in cepha-
mycin C production (24).

Skatrud et al. have transformed industrial strains of A.
chrysogenum with a recombinant plasmid containing the
hygromycin resistance gene and the cefEF gene encoding
the expandase–hydroxylase bifunctional enzyme. At the
shake flask scale, a 39% increase in cephalosporin C titer
was observed, with a significant reduction in the levels of
penicillin N and deacetoxycephalosporin C produced. The
improvement in cephalosporin C titer at the 150-L pilot
plant scale was 15%. Enzyme assays indicated that the
expandase–hydroxylase activity in the transformant was
twofold higher than in the host strain, and Southern blot
analysis revealed a single chromosomal integration at a
heterologous position (25). Interestingly, when the cefG
gene (encoding acetyltransferase) was identified, it was
found to be adjacent to the cefEF gene and had incidentally
been included on the genomic fragment that Skatrud’s
group had used for transformation. Chiang and Basch also
reported that recombinant A. chrysogenum strains trans-
formed with a plasmid containing the cefEF gene had a
40% reduction of deacetoxycephalosporin C present in the
cephalosporin C fermentation broth as compared to the pa-
rental strain (26). This process was scaled successfully to
production tanks.

CEPHALOSPORIN FERMENTATION

Physiology of Cephalosporin C Fermentation

Cephalosporin C is produced by A. chrysogenum as a sec-
ondary metabolite, with production of the antibiotic asso-
ciated with a distinct morphological change. When no nu-
trient stress is placed on the culture, the organism grows
as branched mycelia by extension of the hyphal tips, and
little or no cephalosporin C is produced. Under glucose-
limiting conditions and in the presence of DL-methionine,
the mycelial tips swell and form arthrospores. The myce-
lial cell walls weaken and fragment, releasing the arthro-
spores into the media. Throughout the formation of the
arthrospores, cephalosporin C is produced, with the swol-
len hyphae being the most productive morphology.

DL-Methionine addition significantly increases cepha-
losporin C production. This effect is independent of the me-
thionine role as the sulfur donor for the formation of cys-
teine. The presence of DL-methionine induces small
increases in the enzyme activities of expandase and cyclase
and a large increase in the ACV synthetase activity (27).

In the presence of high concentrations of glucose or glycerol
in fermentation media, the cephalosporin C productivity
decreases dramatically. The high concentration of glucose
represses the production of expandase, but not of cyclase
or ACV synthetase (28).

Large-Scale Fermentation

Cephalosporin C is produced industrially by fed-batch fer-
mentation of A. chrysogenum. The pH is maintained be-
tween 6.0 and 7.0 in a temperature range of 24 to 28 �C.
The media must supply carbon and nitrogen for growth,
but must also induce the differentiation of the culture re-
quired for antibiotic production. The carbon source may be
supplied as separate simple and complex carbohydrates
feeds, enabling better control of growth and glucose levels.
Monosaccharides, particularly glucose, promote rapid
growth of the culture but reduce antibiotic titer. Simple
sugars may be batched into the media or fed at higher rates
earlier in the fermentation. Galactose and sucrose support
slower growth than glucose but a higher rate of specific
productivity. As the fermentation progresses, this sugar
feed is reduced and a larger proportion of carbon is sup-
plied as soybean or peanut oil. This limits the availability
of glucose and allows the formation of arthrospores and
cephalosporin C. The oil may also serve as a surfactant to
reduce potential foaming of the culture.

The organic nitrogen is usually supplied by some com-
bination of agricultural by-products, such as soybean and
cottonseed meals, and supplemented with an inorganic ni-
trogen source such as ammonium sulfate. Ammonia gas
and ammonium hydroxide can also be used to supply in-
organic nitrogen and to provide pH control. Corn steep li-
quor is commonly used in the medium as an inexpensive
source of amino acids, trace elements, and vitamins.

DL-Methionine induces the formation of arthrospores in
A. chrysogenum, which as mentioned earlier is correlated
with cephalosporin C production. Swartz et al. examined
the growth and productivity of fed-batch cultures of A.
chrysogenum. Batch addition of methionine at 3 g/L inter-
fered with sucrose utilization of these cultures but did not
affect glucose utilization. Methionine was found to be a
competitive inhibitor of the invertase enzyme required for
the metabolism of sucrose. Optimal productivity was
achieved when sucrose and DL-methionine were fed in an
exponentially ramped feed. Surprisingly, feeding of DL-
methionine increased the productivity of strains that were
considered methionine independent, meaning batched me-
thionine had no effect on titer (29).

As with all fungal fermentations, dissolved oxygen is an
important physical parameter. It is particularly important
in the fermentation of cephalosporin C, because the cyclase
and particularly the expandase enzymes in the biosyn-
thetic pathway require oxygen for effective catalysis. If the
dissolved oxygen level drops below 20%, penicillin N will
accumulate and the output of cephalosporin C will be re-
duced.

Chemical breakdown of cephalosporin C to 2-(D-4-
amino-4-carboxybutyl)-thiazole-4-carboxylic acid (com-
pound X) (Fig. 4) results in the loss of �40% of the ceph-
alosporin C produced, a significant loss of the biosynthetic
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Figure 4. Chemical degradation of cephalosporin C.
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potential of the organism (30). Deacetylcephalosporin C,
however, is far more stable in the fermentation broth in
comparison to cephalosporin C. Addition of an acetyl es-
terase produced by Rhodosporidium toruloides to the fer-
mentation results in the accumulation of deacetylcephal-
osporin C and an increase in antibiotic yield of �40% (31).

EXTRACTION OF CEPHALOSPORINS

Cephalosporin C

After the fermentation is complete, the mycelia and insol-
uble media components are usually removed by filtration
or centrifugation. In the fermentation broth, besides ceph-
alosporin C, there is also present small quantities of pen-
icillin N, deacetoxycephalosporin C, and deacetylcephal-
osporin C. Cephalosporin C must be extracted from the
fermentation broth. Under neutral and slightly acidic con-
ditions, a temperature-dependent chemical conversion of
cephalosporin C to compound X occurs in the fermentation
broth (30). At a pH less than 2, cephalosporin C lactone is
formed (32) (Fig. 4). To minimize this degradation, it is
important that the cephalosporin C broth be processed rap-
idly, avoiding extreme pH conditions and keeping the tem-
perature low.

Two main strategies are used for the purification of
cephalosporin C. One strategy uses activated carbon col-
umn or nonionic resin column to adsorb cephalosporin C
from fermentation broth. Because of the high selectivity of
activated carbon and nonionic resin, cephalosporin C is
preferentially adsorbed over penicillin N, deacetylcephal-
osporin C, and deacetoxycephalosporin C. A subsequent
anion-exchange column gives high purity cephalosporin C
product. Alternatively, a combination of anion- and cation-
exchange columns arranged in series can be used to purify
cephalosporin C directly from the fermentation broth (33).

Because cephalosporin C will be further derivatized to
semisynthetic end products, modifications to the cephalo-

sporin C molecule that do not affect the cephalosporin nu-
cleus can be used to facilitate its purification. Therefore,
an alternative strategy for the purification of cephalospo-
rin C is substitution of the amine moiety on the �-
aminoadipyl side chain of cephalosporin C. Some of the N-
substituted derivatives, such as N-2,4-dichlorobenzoyl
cephalosporin C and tetrabromocarboxybenzoyl cephalo-
sporin C, can be crystallized in acidic aqueous solutions.
Alternatively, salts can be formed between the N-substi-
tuted derivatives and organic base, such as dicyclohexyla-
mine and dimethylbenzylamine, and they are solvent ex-
tractable. Several extraction steps are required to achieve
an acceptable purity of the end product, although small
amounts of penicillin N, deacetylcephalosporin C, and de-
acetoxycephalosporin C derivatives are still present (33).
N-Substituted cephalosporin C derivatives can be con-
verted to 7-ACA as effectively as cephalosporin C can.

Cephamycin C

The clarified cephamycin C fermentation broth is usually
adjusted to pH 2.5 to inactivate most of the penicillin N
present. Then, cephamycin C can be isolated with a com-
bination of activated carbon adsorption and anion-
exchange resin adsorption. A small amount of deacetoxy-
cephalosporin C and the remaining penicillin N copurifies
with cephamycin C. These can be removed by a subsequent
silica gel column (34).

PRODUCTION OF THE CEPHALOSPORIN NUCLEUS

Cephalosporin C itself has a relatively low level of anti-
bacterial activity. The semisynthetic cephalosporins with
higher antibacterial activity, b-lactamase resistance, and
desirable pharmacological properties are derived by mod-
ifications of 7-ACA or 7-aminodeacetoxycephalosporanic
acid (7-ADCA) (Fig. 1).
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Table 1. U.S. Manufacturers’ Trade Names for
Semisynthetic Cephalosporins

Semisynthetic
cephalosporins Trade name (manufacturer)

First generation
Cefadroxil* Duricef (Bristol-Myers Squibb)
Cefazolin Ancef (SmithKline Beecham), Kefzol

(Lilly)
Cephalexin* Biocef (International Ethical),

Cephalexin (Biocraft, Lederle
Standard Products, Novopharm
USA, Warner Chilcott), Keflex
(Dista), Keftab (Dista)

Cephradine* Cephradine (Biocraft, Lederle
Standard Products, Warner
Chilcott)

Second generation
Cefaclor* Ceclor (Lilly)
Cefamandole Mandol (Lilly)
Cefmetazole Zefazone (Upjohn)
Cefonicid Monocid (SmithKline Beecham)
Cefotetan Cefotan (Zeneca)
Cefoxitin Mefoxin (Merck & Co., Inc.)
Cefprozil* Cefzil (Bristol-Myers Squibb)
Cefuroxime Kefurox (Lilly), Zinacef (Glaxo

Wellcome)
Cefuroxime axetil* Ceftin (Glaxo Wellcome)

Third generation
Cefixime* Suprax (Lederle)
Cefoperazone Cefobid (Roerig)
Cefotaxime Claforan (Hoechst-Roussel)
Cefpodoxime* Vantin (Upjohn)
Ceftazidime Ceptaz (Glaxo Wellcome), Fortaz

(Glaxo Wellcome), Tazicef
(SmithKline Beecham), Tazidime
(Lilly)

Ceftrizoxime Cefizox (Fujisawa)
Ceftriaxone Rocephin (Roche Laboratories)
Loracarbef* Lorabid (Lilly)

Four generation
Cefepime Maxipime (Bristol-Myers Squibb)

Note: Orally administered cephalosporins are marked with an asterisk. All
others are administered by intramuscular or intravenous injection.

Almost one-third of commercial cephalosporins are de-
rived from 7-ADCA. Because of the lower cost of ferment-
ing penicillins, 7-ADCA is most economically produced
from penicillin G by ring expansion of a penicillin sulfoxide
ester to yield a cephalosporin ester. The ester group is re-
moved, followed by removal of the phenylacetyl side chain
to give 7-ADCA (35). Recently, Merck and Panlabs pat-
ented a process for producing 7-ADCA. In this process, P.
chrysogenum was transformed with the S. clavuligerus
cefE (expandase) gene. When fed with disodium adipate,
this strain produced adipoyl 6-APA, which was then con-
verted by the recombinant expandase to adipoyl 7-ADCA
in vivo. The adipoyl side chain was subsequently cleaved
in vitro by a Pseudomonas adipoyl acylase to produce 7-
ADCA (36).

Two-thirds of the commercial cephalosporins are de-
rived from 7-ACA. 7-ACA is produced from cephalosporin
C by chemical or enzymatic deacylation. In the chemical
process, after protection of the amino and carboxyl groups
of cephalosporin C, reaction with PCl5 in the presence of
base yields an iminochloride derivative. Addition of alcohol
is used to form the imino ether, which can then be hydro-
lyzed to form 7-ACA (37).

Alternatively, conversion of cephalosporin C to 7-ACA
can be performed enzymatically in two steps. The first step
is reaction of the �-aminoadipyl group with D-amino acid
oxidase to produce glutaryl-7-ACA. This reaction proceeds
through a keto-7-ACA intermediate that undergoes an ox-
idative decarboxylation in the presence of H2O2. Next, a
glutaryl acylase is used to remove the glutaryl side chain
to produce 7-ACA. An 85% yield of this reaction can be
achieved using an immobilized enzyme system (38). Acai
et al. coimmobilized the D-amino acid oxidase and the glu-
taryl acylase enzymes to perform a single-step conversion
of cephalosporin C to 7-ACA (39).

SEMISYNTHETIC CEPHALOSPORINS

The outer membrane of gram-negative bacteria is imper-
meable to penicillins because of their hydrophobicity.
Cephalosporins, however, are less hydrophobic, and there-
fore can pass through the outer membrane to reach their
targets. The natural product, cephalosporin C, has low an-
tibacterial activity. Chemical modification at the C-7 po-
sition of cephalosporin C yields compounds with a much
improved antibacterial activity. Since the development of
an efficient method for preparation of 7-ACA, a large num-
ber of semisynthetic cephalosporins have been made in the
past 30 years. The development of these compounds can
be divided into four stages (40).

The first-generation semisynthetic cephalosporins in-
troduced in the mid-1960s include cephalothin, cephalori-
dine, and cefazoline (Fig. 5). These cephalosporins are
modified at the C-3 and C-7 positions. The antibacterial
activity of these compounds is still limited because indole-
positive Proteus species and opportunistic pathogens, such
as Pseudomonas aeruginosa, are resistant because of the
presence of b-lactamases. Since the late 1960s, an enor-
mous effort has been devoted to the development of ceph-
alosporins resistant to b-lactamases.

Out of this research, the second-generation cephalospo-
rins were generated. Among this group, two types of com-
pounds, cephamycins and 7-oximinoacyl cephalosporins,
were developed. In 1971, cephamycins were discovered
from actinomycetes (10). Cephamycin C has a 3-carbamoyl
and a 7�-methoxy group, which confers a remarkable re-
sistance to b-lactamases. Chemical derivation of cepha-
mycin C led to the development of cefoxitin and moxalac-
tam (41) (Fig. 5). The compound developed from
7-oximinoacyl cephalosporin is cefuroxime (41) (Fig. 5). Ce-
furoxime carries the same 3-carbamoyl-oxymethyl group
as cephamycin C does.

In the search for better cephalosporins with broader an-
tibacterial activity and resistance to different b-
lactamases, the addition of a hydrophilic aminothiazole
group to oximinocephalosporins produced the third-
generation cephalosporins, such as cefotaxime, ceftizox-
ime, and ceftazidime (41) (Fig. 6). Again, the third-gener-
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ation cephalosporins have been compromised by the rapid
emergence of resistant bacterial strains with plasmid-
encoded b-lactamases and by their ineffectiveness against
strains of Enterobacter cloacae and P. aeruginosa with con-
stitutively expressed chromosomal b-lactamase.

By the late 1980s, the fourth-generation cephalospo-
rins, cefepime and cefpirome (Fig. 6), had been developed.
The new compounds retain the aminothiazole moiety at
C-7 with an oxyimino substitution and contain a positively
charged quaternary nitrogen at the C-3 position (40). Table
1 summarizes the semisynthetic cephalosporins available
in the U.S. market (40,42).

CONCLUSION

Since the discovery of cephalosporin C 50 years ago, rapid
progress has been made in the strain improvement and
fermentation process development for the production of
cephalosporin C. Genetic manipulation of A. chrysogenum
and S. clavuligerus allows the potential for engineering of
cephalosporin biosynthetic enzymes with broader sub-
strate specificity for in vivo or in vitro production of new b-
lactams. Because of the continuous selection of resistant
bacteria carrying newly formed b-lactamases, the devel-
opment of new semisynthetic cephalosporins remains a
constant effort to find new compounds effective against
these pathogens.
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INTRODUCTION

Continuously propagatable mammalian cells, in general,
and Chinese hamster ovary (CHO) cells, in particular, have
become preferred host systems for the production of com-
plex proteins for clinical applications. Nowadays, in phar-
maoriented biotech companies, more protein species are
being produced in CHO cells than in E. coli and in Saccha-
romyces, which were production hosts of first choice during
the early years of applied DNA technology. These microbial
organisms are capable of producing large amounts of re-
combinant protein. However, the decision to employ some-
what more complex and costly in-vitro cultures of recom-
binant mammalian cells has been driven by the need to
obtain proteins with superior biological activity and more
complex biochemical structures. Biological activity and,
last but not least, the pharmacokinetic characteristics of
recombinant proteins, when administered in therapy,
frequently depend on a number of complex protein modi-
fications, that is, proper folding and disulfide bridge for-
mation, oligomerization, proteolytic processing, phos-
phorylation, and the addition of specific and complex
carbohydrate groups. Most of these and other protein pro-
cessing steps can be executed with high efficiency by mam-
malian cells.

CHO cells have become dominant in industry, and not
only for historic reasons. Of course, they were chosen as
the host substrate for the first recombinant protein from
mammalian cells, human tissue plasminogen activator
(Activase� tPA) (1), achieving market approval in the
United States and other global markets. CHO cells are
unique in many ways and exhibit a number of advantages,
ranging from ease of introduction of exogenous DNA to the
capacity for growth and production at very large scales.
This article attempts to summarize and highlight argu-
ments, issues, advantages, questions, and ongoing re-
search, in a cursory way, for the industrial production of
high-value proteins derived from CHO cells. In doing so,
the development path followed to establish a high-yield
process will be followed, from the construction and use of
appropriate plasmid vectors to the planning and design of
the cell culture manufacturing process. Issues raised and
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discussed herein are not meant to be comprehensive, yet
it is hoped that the most critical points impacting devel-
opment efforts will be addressed.

PRINCIPLE OF DNA TRANSFER AND AMPLIFICATION IN
CHO CELLS

The following gives a brief introduction into the underlying
principles for use of CHO cells as recipients of protein-
encoding DNA vectors, and the most popular way to im-
prove productivity with these cells: experimentally in-
duced gene amplification.

A mutant cell line lacking enzyme activity for dihydro-
folate reductase, developed by Urlaub and Chasin (2), can
be cultivated in the presence of glycine, hypoxanthine, and
thymidine (GHT). When these cells are transfected with a
functional expression vector for dihydrofolate reductase
(DHFR vector), cell lines that have acquired a functional
DHFR gene can be selected and expanded in media lacking
GHT. A second (or third or more) expression cassette for a
product of interest (e.g., a protein with therapeutic value)
can be included in the DHFR plasmid or cotransfected as
part of one or more additional vectors. Screening a number
of “clones,” or more correctly, cell lines derived from colo-
nies, will lead to the identification of cells coexpressing the
product of interest.

In a second and often time-consuming phase of cell cul-
ture work, expression can be augmented by exposing re-
combinant cells to the drug methotrexate (MTX), a folate
derivative that blocks DHFR activity completely and ir-
reversibly. Usually, within a period of 2–3 weeks, from a
population of cells a few colonies emerge (while the major-
ity of cells die) that are resistant to the drug due to ele-
vated expression of DHFR. It was found that these cells
frequently contain chromosomally integrated plasmid se-
quences in a higher copy number than observed in cells
prior to exposure to MTX. Treatment with stepwise ele-
vated concentrations of MTX can be repeated several times
and may result in the isolation of cells that contain dra-
matically increased copy numbers of the transferred genes.

The same principle for MTX-driven amplification ap-
plies to other immortalised cell lines as well (3); however,
DHFR-mediated DNA transfer and methotrexate-driven
amplification works best with cells that lack an endoge-
nous DHFR gene (activity) prior to transfection.

REGULATORY ISSUES: PRODUCT SAFETY, CELL
CHARACTERIZATION, IDENTITY, AND CONSISTENCY
FOR PRODUCT FORMATION

CHO cells, originally derived from the ovary of a female
Chinese hamster, emerged as a spontaneously immortal-
ized line, more than 40 years ago in the hands of Kao and
Puck (4,5). The cells have been the object of many studies
since then and are very well characterized with respect to
a variety of aspects, including karyotype, chromosome
structures, gene mapping, general culture conditions, cell
physiology, and media requirements. For the purpose of
genetic and physiological studies on the activity of dihy-
drofolate reductase and its genomic alleles, in the late

1970s, Urlaub and Chasin (2) mutagenized the original cell
line with the help of radiation and chemicals. The goal was
to create a mutant cell line lacking functional activity of
both alleles of the DHFR gene locus. The resulting cell line
was called CHO-DUX (sometimes also referred to as
CHO-DUKX-B11) and, although not initially intended for
this purpose, proved to be an ideal substrate for a number
of pioneering gene transfer experiments (6–8).

The “climate” for permission by regulatory agencies, in
particular the FDA in the United States, was not favorable
in the early 1980s for using “tumor” cell lines, such as im-
mortalized CHO cells, for the production of recombinant
proteins. Discussions about risks associated with the use
of mammalian cells were controversial, and had been ini-
tiated more than two decades earlier (8) when a first gen-
eration of “classical” biological products (i.e., vaccines and,
later, natural interferons) were developed on the basis of
primary monkey kidney cells, human diploid cells, and
later, transformed mammalian cells. Manufacturers of re-
combinant proteins for clinical applications and regulatory
agencies were in agreement that it was very important to
minimize eventual risks associated with the use of recom-
binant mammalian cell hosts. Risks were seen in tumor
principles, carried by the DNA of the host and in adven-
titious agents (viruses, mycoplasma, etc.), which could in-
fect the host cell lines. Also, consistency and quality of the
recombinant proteins were discussed in the context of risk
assessment and risk control. The result of a decade-long
discussion was that very stringent manufacturing controls
and monitoring procedures were enforced as a prerequisite
for manufacture of proteins from such cells. A balance had
to be found between the almost assured clinical benefit of
some of those first recombinant products and the perceived
(real or imaginary) risks associated with the unavoidable
necessity to produce them in “tumor” cells.

The first product, recombinant tissue plasminogen ac-
tivator (Activase� rtPA), proved to be a good candidate to
achieve such a balance because the benefit, saving lives of
heart-attack patients, outweighed by far anticipated risks,
for example, the debated risk of exposing patients to DNA
sequences that may transfer a tumor-inducing principle.
However, approval was achieved only after a huge amount
of data was provided to the regulatory agencies showing
that (1) consistently, only a very small quantity of CHO
DNA (less then 10 pg/dose recently related to less than 100
pg/dose) was present in the final product, (2) the product
itself could be produced with a very high degree of repro-
ducibility, and (3) it was produced with a purity not
achieved before in any biological derivation from mam-
malian cell culture.

Adventitious Agents: Bacterial and Fungal Contamination

Prevention of airborne and other bacterial or fungal infec-
tions of cell culture and recovery systems can be assured,
to a very high degree of confidence, by the use of a piping
and vessel system that maintains absolute containment of
the sterile medium fluids. The equipment used must be of
a nature that allows cleaning and sterilization by clean-in-
place (CIP) and sterilize-in-place (SIP) procedures (usually
using high-quality stainless steel). Most cell culture pro-



572 CHINESE HAMSTER OVARY CELLS, RECOMBINANT PROTEIN PRODUCTION

cesses require complex media containing amino acids, vi-
tamins, protein hormones, and fetal bovine serum. Some
of these components cannot be autoclaved. To exclude,
therefore, the introduction of bacterial and fungal contam-
ination through these raw materials, prior testing and, in
addition, filtration through membranes of 0.2-lm-or even
0.1-lm-pore-size into presterilized containers is employed.

Rigorous testing cell banks (Master Seed Cell Bank,
MSCB, Manufacturers Working Cell Bank, MWCB) (for re-
view see Ref. 10), done by analyzing cells of a number of
representative cryovials, which represent the bank when
frozen in liquid nitrogen, assures that the production cell
line itself is not contaminated with viruses, bacteria, my-
coplasma, and fungi. Sterility testing of the cell line must
be done in appropriate media lacking antibiotic or antifun-
gal compounds, for obvious reasons. Virus testing is done
in suitable cell systems that are validated for each of the
individual virus species.

Adventitious Agents: BSE

The use of sera or other products derived from bovine
sources represents a potential risk of transfer of the caus-
ative agent for bovine spongiformous encephalopathy
(BSE) to patients receiving recombinant proteins.

Regulatory agencies therefore request detailed infor-
mation on the origin and processing by the vendor of bo-
vine derived products. For example, sera obtained from
countries in which BSE was diagnosed, even in a small
number of animals, are considered unacceptable by regu-
latory agencies. Companies have, in most cases anticipat-
ing these regulations, assured their supply of bovine-
derived process materials from countries like New Zealand
or the United States where BSE has not yet been reported.
Recently, due to the high degree of concern raised in Eu-
rope, but also in the United States, very stringent process
regulations have been discussed. These regulations would
restrict to a very large extent, or prevent altogether, the
use of bovine-derived process additives, not taking into ac-
count the processing of the materials by the vendor or the
receiving company. The high degree of concern regarding
BSE is based on the possibility that (1) a very small pro-
teinaceous compound could be responsible for the disease,
(2) transfer to the human population as Creutzfeld–Jacob
disease has been considered possible, and (3) detection of
the causative agent is extremely difficult, even with the
most sophisticated methods available today. It appears
that the complexity of the involved issues will require fur-
ther discussion in the future and must occur at an inter-
national level.

Adventitious Agents: Viral Contaminants

Why were hamster cells chosen as a host for making hu-
man recombinant proteins? A strong argument, favoring
nonhuman cell lines over human cell lines for the produc-
tion of proteins, is the fact that certain life-threatening hu-
man viruses cannot be propagated, or grow poorly, in non-
human cell lines. CHO cells have been found to not support
the replication of pathogenic viruses such as polio, herpes,
hepatitis B, HIV, measles, adenoviruses, rubella, and in-
fluenza. Thus, the risk of a viral adventitious agent, be-

longing to this group of viruses, involuntarily carried along
with the product of interest can be considered extremely
low. Wiebe et al. tested a total of 44 human pathogenic
viruses for replication in CHO cells and found only seven
(Reo 1,2,3; mumps; and parainfluenza 1,2,3) that were able
to infect these cells (11). Exclusion of these few virus spe-
cies, as well as some other viruses that can be propagated
on CHO cells, such as the minute virus of the mouse
(MVM), can be assured to a very high degree of certainty
through testing. Tests can be performed with all materials
that enter the manufacturing process and would support
the viability of the virus in question. Tests are also oblig-
atory with fluids that contain the product of interest and
that represent, for example, toward the end of the cell cul-
ture production cycle, a manufactured product unit, de-
fined as a “batch.”

Sterility filtration of fluids containing a variety of raw
materials, some of which may have been exposed to vi-
ruses, does not prevent the introduction of viral contami-
nants into the process of cell culture–based manufacturing
of proteins. Only recently have membranes with pore sizes
small enough to exclude passage of virus particles become
available for industrial-scale operations. However, these
membranes cannot be introduced into existing processes
without complex consequences on regulatory issues. Test-
ing therefore still appears to be the most efficient method
to exclude viruses that may reside within the host cell line
itself, or that could be introduced by biologically derived
raw materials needed for the cell culture process. Special-
ized service companies have developed, in close collabora-
tion with the pharmaceutical client companies, batteries
of validated test procedures. These utilize cell culture sys-
tems in which supernatants or lysates of the production
cells are cocultivated with the corresponding virus-
sensitive substrates. Because cells in master seed banks
and in working cell banks are of the highest importance
for the cell culture production process, samples from these
are the first to be considered for the rather expensive and
time-consuming testing exercise.

Another and complementary approach to virus safety is
the design of virus kill and removal steps of the recovery
process for the protein of interest. These include physical
and chemical principles separating (theoretical) viral con-
taminants from the product or inactivating them. Again,
appropriate testing procedures and the demonstration of
inactivation and removal of model viruses, as discussed in
the important paper by Wiebe et al. (11) was considered a
major provision for the achieved safety of recombinant
products from hamster cells.

Product Consistency, Quality, and Purity: DNA, Endotoxin,
and Protein Characterization

A very rich collection of methods has become available for
the analysis of purified proteins within the last two de-
cades. In addition, most of these methods have been re-
cently optimized and fine-tuned to very high sensitivities
and resolution. When employed as routine analytical pro-
cedures during the manufacturing process, they can assure
high quality and consistency of protein products (12–17).
Still, the manufacturer of a pharmaceutical protein has
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one major concern: will a product that has demonstrated
its efficacy in extensive and expensive clinical trials re-
main the same in its essential characteristics when em-
ploying a defined manufacturing process for its production
over many years? It seems surprising, but due to the large
size and complexity of proteins under study for clinical use
today, their structural features and their functional prin-
ciples within the human body may not be fully understood
by the manufacturer when completing successful clinical
trials. This is especially true for the newer generation of
pharmaceutical proteins that are larger in size and often
contain multiple polypeptides and/or multiple specialized
domains exhibiting secondary modifications such as gly-
cosylaton, phosphorylation, and sialylation. Subtle
changes, sometimes difficult to detect due to inherent het-
erogeneities of structures of protein populations, may re-
sult in loss or modification of activity and could pose risks
to the patient. In order to reduce this possibility, batteries
of in-process controls and tests are an inherent part of the
production of clinical proteins. In the following section,
sensitive and robust techniques and methods are outlined
and discussed. The objective is to (1) prevent the occur-
rence of even small changes in the procedures employed to
produce the product of interest and (2) enable the detection
and exclusion from the final vial protein variants differing
in a major way from the one tested in clinical trials.

Adherence to GMP Protocol for Manufacturing. The first
level of protection against inadvertent changes of the prod-
uct rests in effective management of the production pro-
cess over time. The challenge is the same as that of any
mature industry: to produce large amounts of material at
competitive cost while ensuring that product consistency
and quality are maintained. Obviously, manufacturing
teams and their supervisors undertake every effort to re-
produce the manufacturing process to the utmost detail in
every production run. This is achieved by defining and de-
scribing each of the various steps in the form of detailed
protocols. Almost every aspect of the procedure is docu-
mented. These documents establish, in the form of cGMP
(current good manufacturing practice) protocols, the basis
for the overall procedure. A “sign off ” procedure by super-
visors represents an integral part, assuring that the op-
erating personnel for the manufacturing process are in fact
controlling, assessing, and executing it according to the es-
tablished protocols. At critical points in the overall process,
the signatures are prerequisites allowing the progression
of the process to the consecutive steps.

The time period of cell line and process development
leading up to the establishment of the manufacturing pro-
cess is very important for the definition of critical “check-
points.” During this period, knowledge about parameters
and steps is acquired that can result in product changes.
Once certain limits of variations of process conditions have
been identified (within which no change was observed) the
cGMP protocol is drafted and finalized. Specific events, de-
fined in precise terms as part of the manufacturing pro-
tocols, can trigger a more elaborate investigation. Super-
visors and managers can even order an interruption of the
manufacturing process. In extreme cases, crude product

batches are withheld from further processing and are dis-
carded.

Quality Control for the Detection of Variant Product
Forms. Quality control (QC) is an integral part of the
manufacturing process of recombinant products. A com-
prehensive approach, utilizing independently validated
techniques, is applied to assess the quality and identity of
the product from various angles (for review see also Ref.
18). It is the goal of QC efforts to assure that products
made over years of manufacturing will meet the stated
specifications in terms of identity, quantity, activity, and
purity.

In principle, it is no longer very difficult to produce large
quantities of highly purified recombinant proteins. How-
ever, methods to produce these proteins are still considered
part of a young technology, because its basis is the manip-
ulation of genetic material of various sources in the labo-
ratory. Those manipulations involve the creation of plas-
mid vectors, based on fragments of genetic information
that are linked together as a first step. In a second step,
the transfer of such DNA for transgene-dependent protein
synthesis to a complex organism such as E. coli, yeast, or,
as discussed here, into the chromosomes of mammalian
cells cultivated in vitro occurs. A major concern has been
the fidelity (amino acid sequence identity) of the final prod-
uct, particularly in view of the high degree of ignorance
with respect to gene transfer mechanisms in higher eu-
caryotes and its consequences. Also, it appears that trans-
fected DNA may have, possibly during the transfer to the
host cell, a somewhat elevated propensity for mutation
(19). A discussion of issues concerning structure and fate
of DNA transferred to mammalian cells will be discussed
later.

Nevertheless, based on a history of experience with this
technology for more than 10 years, it can be stated that
this young technology is in fact a very reliable one. It has
been suggested that rigorous and extensive nucleic acid
based tests, most notably a complete sequence assessment
of the genomically integrated DNA (or transcribed RNA
from recombinant cells) should be performed (20,21). It ap-
pears that such rather complex, expensive, and time-
consuming tests are not necessary. An entire session was
devoted to nucleic acid considerations during a conference
organized by the International Association of Biological
Standardization, held in Annecy, France in 1994. Berthold
specifically addressed genetic stability in CHO cells (22).
As already pointed out, following the rapid development of
techniques allowing manipulation and transfer of DNA
molecules to various hosts, powerful and reliable new
methods have emerged in analytical protein chemistry.
These have increased the capacity to characterize purified
protein preparations to an extremely high degree of sen-
sitivity and resolution. These methods represent efficient
tools to assess identity (including the amino acid se-
quence), quantity, potency, and purity of the product at the
level where it is most needed—just prior to administration
(delivery) to the patient. The results from QC assessments
from thousands of lots of approved products are, as far as
this author knows very encouraging with respect to (amino
acid sequence) identity: no lot has been called into question
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based on a QC finding that has indicated a newly emerged
mutant gene.

Still, this statement does not negate the possibility that
mutants may occasionally emerge. They will, over and over
again, within the large population of cells in bioreactors.
A 1,000-L reactor usually contains more than 1012 cells.
However, there is no reason to believe that mutations
would occur at a frequency significantly different from the
frequency of mutations occurring within the human body
(1 bp change in 109 bp for each generation) (23). Of course,
such mutations will be “scattered,” and as individual en-
tities are extremely rare. Therefore, individual and specific
variants are not likely to emerge in the population of pro-
tein molecules as a sizeable subclass of identical molecules.

A telling example of the power of in-process controls and
the associated biochemical assays to identify variants in a
population of molecules is given in an article by Sliwk-
owski and coauthors (24). It describes the detection of an
amino acid exchange mutant of a recombinant monoclonal
antibody (anti-Her2). This variant was detected early dur-
ing process-development efforts when using a methotrex-
ate-amplified clone of CHO cells. The variant represented
about 10% of the total population of antibody molecules.
The origin of this mutant remains mysterious, but it seems
it was the result of an early event during the development
of the cell line that was used in the process.

MOLECULAR BIOLOGY OF VECTOR DESIGN,
TRANSFECTION, AND IDENTIFICATION OF HIGHLY
PRODUCTIVE CELL POPULATIONS

DNA Transfer to CHO Cells Using Calcium Phosphate

Graham and van der Eb (25) showed more than 20 years
ago that the transfer of DNA into mammalian cells in cul-
ture can be achieved by exposing cells to microprecipitates
of DNA and calcium phosphate. This simple method
(termed calcium phosphate transfection) has become very
popular. Typically, a glycerol shock is part of the transfec-
tion procedure. The shock is thought to promote the trans-
port of individual DNA–calcium phosphate complexes
across the cell membrane, perhaps by inducing endocytosis
or phagocytosis. When optimized transfection conditions
are used, a high percentage of cells take up DNA. However,
in addition to the movement across the outer membrane of
the cells, the transport of DNA from the cytoplasm to the
nucleus seems to be a significant barrier. In 1982 Loyter
et al. reported that only 1–5% of transfected cells have de-
tectable calcium phosphate complexes within the nucleus
(26,27). The stable integration of transfected DNA into
chromosomes of mammalian cells was first shown by Axel
and collaborators (28,29). The number of emerging colonies
upon transfection by the calcium phosphate technique has
been reported to be low: usually, only between 0.01% and
0.5% of the cells gave rise to recombinant colonies (30).
More recent investigations and appropriate improvements
of crucial physicochemical parameters of the calcium phos-
phate transfection methodology in several laboratories
have increased transfection efficiencies for stable recom-
binant cells to about 5–10% (and those of transient trans-
fections to levels of 50% or higher) of the population of cells

exposed to exogenous DNA (31–33). Calcium phosphate
transfection still seems to be the most frequently used
method for the generation of recombinant CHO cells.

Yet, it appears that the transfer of a sufficient quantity
of DNA into the nucleus and the integration of at least a
few functional plasmid molecules into transcriptionally ac-
tive regions of the receiving genome is by no means an
efficient process. Half a million or more plasmid molecules
are usually provided per cell in a typical calcium phosphate
transfection, the result of which is stable gene transfer in
a small percentage of the exposed cells. It has been shown
that the association of the DNA with calcium phosphate
protects against nuclease attack during the transport to
the nucleus (26). Eventually these complexes become dis-
sociated and nuclear endo- and exonucleases will have ac-
cess to the “naked” DNA. Moreover, it has been shown that
supercoiled plasmid DNA molecules will be converted into
relaxed (single-stand cut), open circular, and finally linear
molecules (double-strand cut) within the nucleus after
1–2 h (34). This is, of course, an essential step for integra-
tion into the linear DNA backbone of a chromosome.

The mechanism by which the DNA is transported across
the nuclear membrane (nuclear pores are not large enough
for diffusive transport), and finally to the site of chromo-
somal integration, are not yet known. On the receiving
side, at least one strand of the chromosomal DNA must be
opened while a linear plasmid molecule is in sufficiently
close proximity. Nuclear ligases could then mediate cova-
lent linkages. Very little is known about the mechanism
and about the factors affecting site specificity for integra-
tion.

Site specificity is a very relevant factor in this context.
It is believed that it has influence on the transcription rate
of the integrated DNA, even if the DNA carries a powerful
(viral) promotor, such as the SV40 early promoter or a
CMV promoter. The current assumption is that exogenous
DNA will integrate at “random” within the genome, even
if the transfection cocktails contain DNA with homology to
sequence segments of the receiving genome. This is an ob-
servation from numerous gene-targeting experiments in
mammalian cells. It was found that only 1 in 1,000 to 1 in
10,000 events would result in targeted integration (35,36).
With respect to the actual sites of integration in CHO cells,
there is only limited and sporadic data available at pres-
ent. Only a small proportion of recombinant cell lines
should contain the transferred DNA within transcription-
ally active regions of chromosomes if integration would
truly occur at random subsequent to transfection. In re-
ality, we cannot know whether DNA will end up more fre-
quently than not in transcriptionally inactive regions of
the genome. We have no opportunity to analyze cells that
did not overcome the selection step. The selection step is,
as we know from the low transfection efficiencies in stable
transfections, a very significant barrier.

Among the emerging cell lines there is usually extensive
heterogeneity in productivity for recombinant proteins.
The expression levels from primary CHO clones for pro-
teins like rtPA, a secreted version of the CD4 receptor
(rCD4-truncated), and a chimeric TNFR-FC fusion protein
had a range of more than two orders of magnitude (37,38),
observations which this author believes can be generalized
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for all transfections in mammalian cells. As a consequence,
the identification of high-producer cell lines is a tedious
and labor-intensive exercise and requires the screening of
hundreds of individual cell lines. In the author’s experi-
ence, it is usually necessary to invest 2–4 months of labo-
ratory work into this task. Only then has one enough con-
fidence in having appropriately assessed the upper range
of sustainable expression for a novel protein in CHO cells.

Nuclear enzymes such as endo- and exonucleases, but
also ligases (39) and possibly recombinogenic enzymes
(40,41), acting on the population of plasmid molecules
within the nucleus are responsible for the modification of
transfected DNA that becomes eventually integrated into
the genome. This modification may not only degrade in
part the plasmid DNA but is also responsible for creation
of larger, that is, more extended DNA complexes. These
DNA molecules seem to be created before the integration
into the genome. They provide the physical basis for link-
ing the genetic selection marker and the gene(s) of interest
in those transfections that utilize separate vectors. It
should be noted here that DNA transfer methods, other
than the use of calcium phosphate, might deliver different
quantities of DNA to the nucleus. This may have profound
effects on the structure and copy number of integrated
DNA molecules, as will be discussed later.

In discussing the integration loci for transfected DNA
in the mammalian genome, it is interesting to note that
integration sites for amplified DNA sequences, detectable
by fluorescence in situ hybridization (FISH) after selection
in methotrexate, did not show a preference for a particular
chromosome or chromosomal region. However, in light of
recent data on gene amplification mechanisms (42), it is
not possible to draw conclusions from these findings to-
ward the identification of the initial (primary) integration
site(s).

Additional DNA Transfer Methods

In addition to calcium phosphate transfection (25,31),
more recently electroporation (43,44), cationic lipids, and
liposome mediated (45–47) transfection techniques have
been developed for transfer of DNA into mammalian cells.
Most of these techniques have been reported to mediate
higher transfection efficiencies as compared with calcium
phosphate–mediated DNA transfer. Such claims must be
regarded with some caution because all DNA transfer tech-
niques established so far suffer from high variability. Some
of the variabilities observed are probably due to technical
difficulties in producing reliable and consistently highly ef-
ficient carrier systems. The other factors that cause major
variations in transfection efficiency are the type of cells
used and the condition of the cells prior to transfection.

Because carrier principles for the transfer of DNA to
cells can vary widely, one suspects that very different con-
sequences may result within the cell, events over which
the person conducting the experiment has no or little con-
trol. Just one of the possible consequences should be men-
tioned here: The technique applied for DNA transfer may
affect the copy number average of individual clones, de-
pending on the amount of DNA transferred to the nucleus.
It has been proposed that electroporation may result in a

smaller copy number of chromosomally integrated DNA
than, for example, calcium phosphate–based transfection.
In view of the applied selection procedures for the gener-
ation of recombinant cell “clones,” very different chromo-
somal structures of integrated plasmid sequences may re-
sult.

Another factor to be taken into account for the genomic
structure of integrated plasmid sequences is the physical
form of the DNA for transfection. Because linearization of
plasmid DNA is a prerequisite for integration into any
chromosomal site, the structure of the plasmid prior to
transfection will affect the final structure when integrated.
When circular plasmids are used, as predominant in the
past, linearization is dependent on cellular enzyme activ-
ity. This will happen most likely at random, and the inte-
grated DNA structure cannot be predicted. Depending on
the overall size of the plasmid molecule and the size of the
DHFR gene cassette relative to the vector, a significant
number of molecules would be linearized within the DHFR
sequence, which jeopardizes the functionality of this plas-
mid. Obviously, molecules whose DHFR expression cas-
sette are interrupted or deleted by the linearization pro-
cess would be unable to transfer a functional marker gene
to the host cells, and such cells would be eliminated
through the selection procedure. Therefore, opening the
circular plasmid molecule by restriction enzyme digestion
with appropriate enzymes prior to transfection has been
recommended for improved transfection efficiencies in pro-
tocols that aim at integration of plasmid DNA into chro-
mosomal DNA.

We have seen in our laboratory that linearization is, in
fact, advantageous in terms of transfection efficiency with
stable transfections (32). Linear plasmid molecules are
also used routinely in gene transfer experiments that at-
tempt to transfer the desired DNA into specific (homolo-
gous) DNA sequences of the receiving genome (gene tar-
geting). In these experiments, linearization is executed in
a way that results in cutting the homologous DNA frag-
ment approximately in half. The molecules for DNA trans-
fer then carry DNA sequences that are homologous at their
ends (48–50). We have used such an approach in our lab-
oratory by employing (defective) retroviral DNA sequences
derived from the CHO genome in expression vector cock-
tails. They have quite significantly improved the frequency
of high-producer cell lines upon transfection (37,38).

CHO CELL ENGINEERING

Use of serum and other more or less undefined and com-
plex media additives for growth of mammalian cells may
result in problems of reproducibility in the process, and
thus additional costs. To avoid a negative impact on cell
growth, testing procedures have to be incorporated prior
to use of these additives to identify possible variations
from batch to batch. Therefore, the desire to replace some
or all of these variable components in cell culture media
with well-defined components having high purity and little
or no variation in quality has been a priority in the indus-
try for quite some time. Also, use of serum and animal-
tissue-derived growth factors (insulin, transferrin) bears
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the considerable risk of transmittal of undesired adventi-
tious agents to the production process because these ad-
ditives frequently cannot be heat sterilized.

Although serum-free and growth-factor-free media may
support the growth of mammalian cells, the robustness of
the cell culture process, in general, and maximally achiev-
able cell densities in particular may be reduced when using
media free of serum- and/or protein growth factors. There-
fore, efforts have been undertaken to modify production
host cell lines prior to the transfer of expression vector
DNA. The hope was to generate hosts for production that
would achieve superior growth rates, and so would be more
useful for scale-up and higher in productivity. Various on-
cogenes, cell cycle genes, and/or hormone genes (51–53)
have been transferred into the genome of cells, resulting
in novel and possibly superior production hosts. In view of
actual discussions regarding BSE and other, so far un-
known, adventitious agents, which pose the risk of enter-
ing production through process additives, the interest in
such novel hosts will be very high. It needs to be seen how
soon and how frequent these “super CHO” cell lines will
be used in the manufacturing of novel products.

METHOTREXATE-MEDIATED VECTOR AMPLIFICATION IN
DNFR-TRANSFECTED RECOMBINANT CHO CELLS

Treatment of DHFR-positive CHO cells with incremental
concentrations of methotrexate has been used to select for
populations and clones of populations of CHO cells with an
increased (i.e., amplified) copy number of the integrated
DNA within the host genome. The phenomenon of
methotrexate-mediated gene amplification had been ob-
served before the use of recombinant DNA technology,
most notably in cancer patients who had been treated for
extended periods of time with methotrexate (54).

With CHO cells, cell lines containing several hundreds,
and sometimes a few thousand, copies of transfected DNA
fragments integrated within chromosomes have been es-
tablished (55,56). Most amplified cells produce more prod-
uct than unamplified host cells. However, the improve-
ment of specific productivity is highly variable when
studying individual clones (57) and also varies from prod-
uct to product (Wurm, unpublished observation, 1994).

Cytogenetics of Amplified CHO Populations: Long-Term
Genetic Stability and Maintenance of Productivity

Subpopulations and clones of methotrexate-treated CHO
cells may contain the transfected DNA sequences at very
high copy numbers (55,56,58). Studies concerning genetic
features of these amplified DNA sequences within the
CHO genome have been ambiguous. Whether continued
presence of a selective agent (i.e., methotrexate) in long-
term cultures of recombinant CHO cells is required for pro-
duction stability is still controversial. Whereas some stud-
ies suggest MTX is required for stable production of
recombinant proteins (59), others indicate that continued
culture of clonal cell lines in MTX may not be necessary
(60). Cytogenetic studies using fluorescence in situ hybrid-
ization (FISH) (61) were done in the author’s laboratory
with clonal and nonclonal recombinant CHO cell lines.

They showed that continuous exposure to MTX at the same
concentration under which the cell populations were ini-
tially established promotes genetic instability at the chro-
mosomal level (62). Cell lines selected at micromolar con-
centrations frequently show elongated chromosomal
structures that hybridize to probes representing the trans-
fected DNA. Some of the chromosomes, containing a large
number of more or less tightly arranged bands or regions,
differ dramatically from normal CHO chromosomes. This
raised questions about cytogenetic stability of such aber-
rant chromosomes during continuous subcultivation and,
in consequence, the production of recombinant proteins
based on genes residing within these structures.

The first of our FISH analysis studies was done with
cell lines expressing the mouse c-myc gene in an inducible
manner. The advantage of this system is that the phenom-
ena observed in the genetic context can be attributed solely
to the status (expression level, chromosomal location, de-
gree of amplification) of the DHFR selector gene and the
inhibitor MTX. The c-myc gene is truly silent during reg-
ular growth conditions and could not act as a metabolic
burden nor result in any selective forces. When these cells
are cultivated at 37 �C, the inducible Drosophila melano-
gaster heat shock protein 70 promoter is in “off ” status.
Even in a cell line containing 1,000–2,000 copies (selected
at 320 lM methotrexate) of the transfected DNA, no trace
of transcribed c-myc RNA and translated c-myc protein
was observed at 37 �C. However, high-level expression of
c-myc RNA was induced upon shifting cells to a culture
temperature of 43 �C for 1 h.

The continuous exposure of the 320-lM-MTX-selected
cell line (c-myc) to the drug resulted in about a twofold
higher copy number of plasmid DNA as compared with a
population of cells that had been cultivated in the absence
of any selective pressure for at least 4 weeks. A similar
observation, based on a cell line with a constitutive pro-
moter driving tPA expression, was reported by Weidle et
al. (59). These authors reported a loss of about 50% in copy
number when cells were grown in the absence of metho-
trexate for about 50 days. This decline in gene number also
resulted in a similar drop in productivity. No further copy
number and productivity loss was found during the sub-
sequent observation period of up to 100 days.

Following our initial observation of a drop in copy num-
ber in cells containing the mouse c-myc gene, we extended
our studies with this line and also analyzed the chromo-
somal integration patterns of transfected sequences in two
additional CHO cell lines. The three cell lines studied un-
der this program expressed one of the three following pro-
teins: (1) human rtPA, (2) a truncated version of the human
CD4 receptor, and (3) the murine c-myc protein. The three
cell lines had been established by transfecting CHO-DUKX
cells using standard calcium phosphate precipitation tech-
niques. Either individual clones or pools of clones were cul-
tivated for extended periods in media containing stepwise
increasing concentrations of MTX. In each case, a single
individual clone expressing the desired level of recombi-
nant protein was expanded for long-term growth and pro-
duction. FISH was performed using biotinylated probes
complementary to the recombinant sequences. Three dif-
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ferent sets of typical integration patterns (site, degree) of
amplified sequences were found for lines under study.

FISH signals in the rtPA-expressing cell lines were lo-
calized, in the majority of cells, in one of the larger sub-
metacentric chromosomes (probably either chromosome 3
or 4, or the X chromosome). The signals (a bright band of
fluorescence) covered most of the length of the short arm
and showed weaker fluorescing spots over the center of the
chromatids in the long arm. A number of other types of
integration patterns (including an elevated percentage of
quasi-tetraploid cells) were found in these cells (about
25%) when they were grown in the presence of methotrex-
ate. When methotrexate was omitted, more than 95% of
metaphases had the integration described.

In cells expressing c-myc, continuous cultivation in me-
dia containing high concentrations of MTX was found to
be associated with rearrangement and variable amplifi-
cation of transfected sequences within almost half of the
cells (62). Several types of integration patterns were found
in these cells: (1) chromosomes with highly extended
regions of hybridizing sequences, (2) cells containing trans-
fected DNA integrated into multiple sites on an individual
chromosome, (3) cells containing DNA integrated into mul-
tiple chromosomes, (4) chromosomes joined at amplified
regions, (5) circular chromosomes, (6) cells with small de-
rivative chromosomes or fragments, and (7) cells contain-
ing a single “normal” integration, exhibiting a bright band
of hybridization in the center of the long arm of what we
assume is chromosome 2. The last type (7) was found in
about 40% of cells when grown in the presence of metho-
trexate. This integration type increased in frequency to
95% when cells were grown in the absence of methotrexate
for 3 weeks or more.

Similar results showing quite extensive heterogeneity
were observed with yet another recombinant CHO cell line
(the fourth studied), producing a chimeric CD4-immuno-
globulin protein. When grown in the presence of MTX,
CD4-IgG-producing cells showed heterogeneity in both
chromosomal location and copy number of amplified se-
quences coding for CD4-immunoglobulin (CD4IgG) (63).

For the cell line expressing the truncated CD4 molecule,
a strong signal was found over the telomeric end of a small
acrocentric chromosome (possibly a derivative of chromo-
some 5, 6, or 7), which covered about one-third of the total
length.

In summary, when cultivating these cell lines in the ab-
sence of methotrexate, unique and characteristic integra-
tions were found in 95–99% of metaphases. Subsequent to
the first analysis, we continued to cultivate these cell lines
for extended periods in the absence of methotrexate, and
we occasionally performed additional FISH analysis. We
found the chromosomal structures described here to be sta-
ble within the observation period (a minimum of 60 days
and in one case of 160 days). Cytogenetically, these obser-
vations indicate a high degree of genetic stability of chro-
mosomally amplified sequences in the absence of metho-
trexate.

Assessment by Southern Hybridization and FISH of the
Chromosomal Status of Amplified DNA Sequences.

Southern hybridization (64) of genomic DNA is a useful
tool to acquire insights into the molecular structure of in-

tegrated plasmid sequences. Using suitable restriction en-
zymes it will provide information on the integrity of the
expression fragments of interest. Estimates of copy num-
bers of the chromosomally integrated DNA can be estab-
lished when, in the same experiment, an appropriate range
of quantities of plasmid DNA, restricted with the same en-
zyme as the one used for restriction of genomic DNA, is
used. Also, Southern hybridization may indicate whether
one integration locus or more than one exists for the plas-
mid sequences. However, conclusions on multiplicity of in-
tegration must be taken with a degree of caution. Aber-
rations from the expected signals can be due to
postintegration rearrangement in a fraction of the cell
population or in the initial cointegration of a few copies of
the plasmid sequences that had been subjected to nuclease
attack, resulting in the deletion of the restriction enzyme
site used for the analysis.

All Southern hybridizations are based on DNA ex-
tracted from thousands of individual cells. Even if the cell
lines are based on a “cloning” step, one must be aware that
none of the so-called clonal cell lines are clonal in the true
sense. Mammalian cells, in particular immortalized cells,
have an intrinsic genomic fluidity that is most evident
when studying chromosome numbers in metaphase
spreads (for a review see Ref. 65).

FISH can be used to obtain insights into the extent of
chromosomal amplification (not to be confused with copy
number estimates) and the location of recombinant DNA
within the chromosomal set of cells. In order to provide
some useful information, FISH studies must be supple-
mented by a statistical analysis of identified integration
sites (and structures observed). The time point of analysis,
with respect to the total period of time (since thaw) for use
of these cells, should also be taken into consideration. A
reasonable value (from the invested work) may be gained
from a FISH study performed shortly after cells have been
thawed from a bank of cells stored in liquid nitrogen. De-
pending on the culture conditions (with or without meth-
otrexate, with or without serum, etc.) and the length of
time during which cells have been exposed to in vitro cul-
ture, results of FISH analysis may vary considerably. In
spite of variability, in the studies discussed we were able
to separate without any doubt or difficulty the identity of
one recombinant cell line from a second recombinant cell
line by using FISH. This was possible because we were
able to identify a chromosomal marker containing hybrid-
izing DNA that was present in a large fraction of the in-
dividual cells of the populations studied. The identifying
chromosomal markers containing recombinant sequences
were termed master integrations, which we found to be the
genetically stable entities in the system.

CHOOSING THE PRODUCTION SYSTEM: ADHERENT
CELLS, MICROCARRIERS, AND FREE SUSPENSION ISSUES
OF ECONOMY, EXPERTISE, AND TIME FRAME TO CLINIC
AND MARKET

Process scientists and their managers must eventually de-
cide which type of production system to choose for the prod-
uct in question. The choice of a production system is driven
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by the anticipated scale of operation for the manufacturing
process, as well as by other issues. A number of very suc-
cessful recombinant products from mammalian cells, such
as EPO and GM-CSF, have been administered worldwide
to a large number of patients. For these peptide hormones,
the applied doses for treatment of patients are relatively
small (about 100 lg/patient). Another successful protein
therapeutic, recombinant tissue plasminogen activator
(hu-rtPA, Activase�) requires a dose of 100 mg/patient, a
1,000-fold difference in dose as compared with erythro-
poeitin. The number of patients treated per annum with
the two categories of products is about the same. It is ob-
vious that such a difference in the annual product require-
ment would drive very different manufacturing decisions.

In the case of EPO and GM-CSF, a process based on
roller bottles appears to be sufficient to supply the market
with product. Using roller bottles, a “simple” and robust
process can be established with minimal initial investment
in hardware.

The Roller Bottle to Roller Bottle Process

Cells thawed from a cell bank can be expanded by subcul-
tivation into a fixed number of roller bottles. This approach
is based on cells growing attached to the inner surface of
the roller bottle. Standard 2-L roller bottles are usually
filled with 300–500 ml of medium. The remaining volume
(air) provides the necessary oxygen while the bottles are
slowly rolled (at about 1 rpm) in an incubator at 37 �C. The
caps on the bottles are closed during the period of incu-
bation. A sufficiently large number of roller bottles con-
taining a healthy cell population represents the starting
point for several production cycles. Part of the cell mass in
the roller bottles can be immediately used for reproduction
of cells in order to initiate the production cycle following
the one already initiated. In other words, the bulk of the
cell mass will serve as a seed culture to initiate the first
production cycle. The remainder will provide, within one
or two subcultivations, the basis for the subsequent pro-
duction cycle.

Media for production are usually rich in nutrient con-
tent in order to maintain viability and productivity of the
cells for a minimum of 5–7 days. Subsequently, the me-
dium with the secreted product will be harvested, leaving
the adherent cells inside the bottle. Sometimes, a refeeding
with fresh medium for a second production cycle is possi-
ble, on the condition that the product of the first and the
second harvest will be similar in composition and quality.
Since a standard 2-L roller bottle will have about 300 ml
of medium for harvest, 1,000 rollerbottles can provide
product from 300 L or 600 L of supernatant, from one or
two harvests, respectively. If such a campaign lasts all year
long, a manufacturing process based on this principle will
deliver 15,000 L (30,000 L) of cell-free culture medium con-
taining the product of interest. Product concentrations in
the 10- to 100-mg/L range are possible, resulting in 150 to
1,500 of unpurified product. Of course it must be realized
that such a process is very labor intensive, requires the
repeated use of trypsin for detachment of cells, and carries
with it a considerable risk of contamination with adventi-
tious agents through the handling personnel. However, be-

cause subcultivation in plastic cell-culture vessels repre-
sents a standard procedure in all laboratories, the scale-up
from the lab-scale procedure to the pilot or manufacturing
scale is a convenient approach for obtaining considerable
(but not large) quantities of recombinant proteins.

The Bioreactor to Roller Bottle Process

The ability to cultivate CHO cells both in suspension and,
subsequently, in an attached form allows the roller bottle
production process to be streamlined. The seed culture for
the roller bottle production phase can be generated in spin-
ners or in bioreactors. The advantage of such a process
would be that fewer interactions in terms of subcultivation
are needed to generate sufficient cell mass. Being less labor
intensive, it also reduces the risk of contamination by ad-
ventitious agents of the feed culture.

The Stirred Tank Bioreactor Process

Kilogram-scale production of recombinant proteins from
CHO cells was first achieved in stirred bioreactors at very
large scale (1,000 L and 10,000 L) with cells synthesizing
while floating in free suspension (66). While such adapta-
tion to suspension growth had been, in the early years of
CHO technology, a somewhat tedious process, today mul-
tiple factors seem to have made this easier. For one, cell
culture media have been developed that support the
growth of cells in suspension better than those based on
formulations such as DMEM and Ham’s F12. Also, a num-
ber of purposeful genetic modifications (transfection of hor-
mone genes or cell cycle genes, selection of CHO popula-
tions, or extended growth of CHO cells in media with little
or no fetal calf serum and other modifications) appear to
have generated CHO phenotypes that more readily sup-
port the transition from adherent growth to suspension
growth.

In a bioreactor-based process, the scale-up to very large
volumes can occur rather fast. It is usually executed by
subcultivations, that is, by diluting the entire volume of
one bioreactor into 5–20 volumes of fresh medium, main-
tained prewarmed in the next larger reactor. Within 10–
15 days, therefore, a suspension culture at the 50-L scale
could inoculate a 10,000-L reactor. It is major goal of pro-
cess development work to carefully optimize media for the
very last step—the production phase. Such a medium must
support good growth in order to achieve the highest cell
density possible, and it also must provide the nutritional
basis and physiological balance needed to maintain viabil-
ity and productivity for extended periods. While the ter-
mination (i.e., harvest) of such a culture is driven mainly
by issues of plant capacity and volumetric productivity, the
other important issue to consider is the quality of the de-
rived product. The continuously changing composition of
the culture medium during the production phase can affect
the quality of earlier synthesized product through degra-
dative activities, such as sialidase activity and proteolytic
activity.

BATCH, EXTENDED-BATCH, AND PERFUSION PROCESSES

The batch process is considered a very simple, robust pro-
duction process for stirred bioreactors. In the step preced-
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ing production, cells in a (somewhat smaller) bioreactor
are cultivated to maximal cell density and are then trans-
ferred, still suspended in the exhausted growth medium,
to the production reactor. After addition of fresh medium
and eventual adjustments in control of certain process pa-
rameters (O2 supply, pH, temperature, etc.) the production
process begins. It ends at a predetermined point in time
when synthesis of recombinant protein seizes or slows
down due to exhaustion of nutritional components in the
medium and/or accumulation of toxic end products of cel-
lular metabolism. For CHO cells the production phase will
usually last, depending on the proteins’ susceptibility to
degradative enzymes and a number of other process-
related factors, between 5 and 14 days. The advantage of
such a process is obvious. Providing that the inoculating
cell mass can be made reproducible and with little varia-
tion in biological quality, the resulting production process
will show a high degree of reproducibility with respect to
cell growth, viability, quantity, and quality of the product
being synthesized.

The issue of reproducibility of process parameters and
of achievable product quantity and quality is of highest
significance, of course. It provides confidence-generating
data for the long-term future. Another important point is
the obligation to present such data to regulatory agencies
that will ultimately give permission to use the process for
the generation of the product. For investigational new drug
applications (IND) and process licence applications (PLA),
rather specific requirements must be met with respect to
the minimal number of product batches analyzed. For
INDs no less than three product runs are recommended to
be presented. Shorter batch processes (5–7 days) have the
advantage of generating more data within a given time
frame. This can be a very important cost factor because the
time period necessary to acquire and evaluate necessary
data from the new process will eventually affect the overall
time necessary for entering the market.

On the other hand, there are viable arguments that
could sway process-development decisions in another di-
rection. The option to prolong the synthetic activities of
cells in the production vessel would capitalize on the pro-
cess investment that allows generation of the necessary
cell mass for the production vessel. Therefore, more and
more extended-batch or perfused-batch cultures are used.
With a longer-lasting production phase in cell culture,
feeding additional medium components becomes neces-
sary. Obviously, extending the process for a considerable
period of time, (for example, from 7 days to 13 days) makes
sense only when the return for this investment in labor
and in occupation of the production facility results in a
sufficiently high increase in product concentration within
the vessel. There are various ways in which medium and
medium components can be added to a culture that was
initiated a few days earlier in the same tank. This could
be done by feeding (batchwise) highly concentrated
mixtures of essential amino acids and other medium com-
ponents, thus not significantly affecting the volume in the
tank. Alternatively, a culture may be started in the pro-
duction vessel at half or so of the working volume, then
standard concentration medium could be pumped slowly
and continuously, or batchwise, into the tank until the final

working volume has been reached. The choice between the
modes, or combinations thereof, is in the hands of the pro-
cess development scientist, who has to carefully evaluate
advantages and disadvantages. No matter what principle
will be used for extending the production phase, the overall
result will always be a tank that contains, in one batch,
the entire protein population for subsequent recovery and
purification.

A very different philosophy for manufacturing is rep-
resented by continuously perfused production processes.
Here, the goal is to achieve the highest cell concentrations
possible within small tanks. In this process up-front in-
vestment for manufacturing equipment is reduced, and
product quantities can be quite high. The much improved
knowledge base in technology, and in physiology of CHO
cells in culture, has made this more-complicated approach
to manufacturing attractive. Perfused cultures can be
maintained for many weeks and months, with product har-
vests occurring repeatedly throughout that period. A pro-
tein of high interest to the pharmaceutical industry for de-
cades, Factor VIII, is reliably being manufactured using
perfusion technology with baby hamster kidney cells, a
“cousin” of Chinese hamster ovary cells. While the produc-
tion of Cognate� Factor VIII (67) has pioneered the use of
perfusion technology for recombinant proteins with mam-
malian cells in a non-CHO cells, other products from CHO
cells have recently been approved as well using this tech-
nology (68).

Finally, due to the fact that many monoclonal antibodies
have been produced at the laboratory scale in perfusion
systems for many years by using hollow-fiber technology,
the transfer of this technology to the production scale for
pharmaceutical manufacturing has been an obvious con-
clusion for quite a while (69,70). Recently, a diagnostic
monoclonal antibody for imaging in patients with prostate
cancer (ProstaScint�) was the first FDA-approved product
for injection into humans derived from the hollow-fiber
perfusion process (71). The application of this and other
perfusion technologies, using immobilization of CHO cells
on macroporous carriers to produce recombinant antibod-
ies or other proteins, is likely to be yet another option for
future manufacturing processes (72).

CONCLUSIONS

The technology of using mammalian cells, and in particu-
lar CHO cells, for recombinant protein production is, in
spite of significant success stories, still in its infancy. Much
has to be done to establish production processes in a more
straitforward way and to make them more productive. A
data explosion is occurring with DNA sequences from mi-
croorganisms, plants, and animals, including the human
genome. Subsequently, a tremendous need is arising for
more detailed studies and, frequently, the urge to use the
translation products of these sequences in many applica-
tions. Also, the possibility of designing new proteins, based
on concepts provided by nature, will even increase the need
for flexible and robust synthetic machinery. Mammalian
cells have been used as production hosts in some of the
first pioneering experiments for the design of novel pro-
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teins (73,74). However, to deliver significant quantities of
the desired proteins to analytical chemists, cell biologists,
clinical researchers, and so on, takes far too long and is
still a very demanding task. Some of the bottlenecks in the
knowledge base have been addressed in this article. It is
hoped that research efforts will solve some of them in the
near future, resulting in more efficient, faster, and less ex-
pensive synthesis of recombinant proteins by mammalian
cells. It appears that mammalian cells inherently have,
due to their large size, the capacity to take up large quan-
tities of foreign DNA without any negative effects, the re-
sponsiveness to perform a large number of synthetic tasks,
and the capability to meet the challenges of the future.
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33. M. Jordan, C. Köhne, and F.M. Wurm in M.J. Carrondo, B.

Griffiths and J.P. Moreira eds., Animal Cell Technology—from
Vaccines to Genetic Medicine, Kluwer Academic, Dordrecht,
1997, pp. 47–50.

34. G.K. Finn, B.W. Kurz, R.Z. Cheng, and R.J. Shmookler Mol.
Cell. Biol. 9, 4009–4017 (1989).

35. S.L. Mansour, K.R. Thomas, and M.R. Capecchi, Nature 336,
348–352 (1988).

36. H. Zheng, and J.H. Wilson, Nature 344, 170–173 (1990).
37. F.M. Wurm, A. Johnson, T. Ryll, C. Koehne, H. Scherthan, F.

Glaab, Y.S. Lie, C.J. Petropoulos, and W.R. Arathoon, Ann. of
the Acad. Sci. 782, 70–78 (1996).

38. F.M. Wurm, A. Johnson, Y.S. Lie, M.T. Etcheverry and K.P.
Anderson, in R.E. Spier, J.B. Griffiths, and C. MacDonald
eds., Animal Cell Technology: Developments, Processes and
Products, Butterworth-Heinemann, Oxford, 1992, pp. 35–41.

39. M. Perucho, D. Hanahan, and M. Wigler, Cell, 22, 309–317
(1980).

40. G.K. Finn, B.W. Kurz, R.Z. Cheng, and R.J. Shmookler Reis,
Mol. Cell. Biol. 9, 4009–4017 (1989).

41. K.R. Folger, E.A. Wong, G. Wahl, M.R. Capecchi, Mol. Cell.
Biol. 2, 1372–1387 (1982).

42. J. Ruiz, and G.M. Wahl, Mol. Cell. Biol. 10, 3056–3066 (1990).
43. G. Chu, H. Hayakawa, and P. Berg, Nucl. Acids Res. 15, 1311–

1326 (1987).
44. J. Barsoum, DNA Cell Biol. 9, 293–300 (1990).
45. P.L. Felgner, and G.M. Ringold, Nature 337, 387–388 (1989).
46. J.-P. Behr, B. Demeneix, J.-P. Loeffler, and J. Perez-Mutul,

Proc. Natl. Acad. Sci. USA 86, 6983–6986 (1989).
47. S.R. Muller, P.D. Sullivan, D.O. Clegg, and S.C. Feinstein,

DNA Cell Biol. 9, 221–229 (1990).
48. M. Jasin, and P. Berg, Genes Develop. 2, 1353–1363 (1988).
49. O. Smithies, R.G. Gregg, S.S. Boggs, M.A. Koralewski, and

R.S. Kucherlapati, Nature 317, 230–234 (1985).
50. H. Zheng, and J.H. Wilson, Nature 344, 170–173 (1990).



CHOLESTEROL OXIDASE 581

51. S. Shirahata, K. Teruya, K. Seki, T. Mori, H. Ohashi, H. Tach-
ibana, and H. Murakami, in R.E. Spier, J.B. Griffiths, and C.
MacDonald eds., Animal Cell Technology: Developments, Pro-
cesses and Products, Butterworth-Heinemann, Oxford, 1992,
pp. 54–59.

52. K.H. Lee, A. Guerini-Sburlati, W.A. Renner, and J.E. Bailey
in M.J.T. Carrondo, et al. eds., Animal Cell Technology from
Vaccines to Genetic Medicine, Kluwer Academic, Dordrecht,
1997, pp. 621–623.

53. P. Gray, S.C.O. Pak, S.M. Hunt, M.W. Bridges, N.A. Sunstrom,
C. Bailey and M.J. Sleigh, Proc. 10th Intern. Biotechnology
Symposium, Sydney, Australia, 1996.

54. J.L. Biedler and B.A. Spengler, J. Natl. Cancer Inst. 57, 683–
689 (1976).

55. R.J. Kaufman and P.A. Sharp, J. Mol. Biol. 159, 601–621
(1982).

56. F.M. Wurm, K.A. Gwinn, and R.E. Kingston, Proc. Natl. Acad.
Sci. USA 83, 5414–5418 (1986).

57. G. Zettlmeissl, M. Wirth, H.J. Hauser, and H.A. Küpper, Gene
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INTRODUCTION

Cholesterol oxidase is the enzyme that catalyzes the oxi-
dation of the 3b-hydroxy group of various kinds of steroids.
The oxidation is the important step in the catabolism of
the sterols. This catalytic property plays an important role
in various bioprocesses

The catalytic and structural properties of cholesterol ox-
idases from microbial origins are described. Further, some
applications are described, including cholesterol determi-
nation in medical diagnosis, reduction of cholesterol con-
tent in the food industry, and pest control (based on its
insecticidal activity) in the agriculture industry.
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Figure 1. Anaerobic metabolism of cholesterol.

CHOLESTEROL

Cholesterol (cholest-5-en-3b-ol) is principal sterol of higher
animals. Cholesterol is practically insoluble in water, but
it is soluble in aqueous solutions of bile salts. It is found
in all body tissues, especially the brain and spinal cord,
and in animal fats or oils.

Cholesterol is considered to be a key intermediate in the
biosyntheses of fecal sterols, bile acids, and steroid hor-
mones in animals. Turfitt first demonstrated the formation
of 4-cholesten-3-one from cholesterol by Proactiomyces er-
ythropolis (Nocardia erythropolis) and showed that this ox-
idation of the 3b-hydroxy group to the keto group of cho-
lesterol was the initial step in the aerobic catabolism of the
sterol (1). On the other hand, in the intestinal tract of hu-
mans, cholesterol can be anaerobically metabolized by bac-
terial microflora to coprostanol (65%) and coprostanone
(10%) and to a lesser extent to cholestanone and epico-
prostanol (2) (Fig. 1).

CHOLESTEROL OXIDASE

Cholesterol oxidase (EC 1.1.3.6) catalyzes the oxidation by
dioxygen of the 3b-hydroxyl group of cholesterol and of re-
lated steroids (other 3b-hydroxy steroids) to a keto group
and catalyzes the successive isomerization of the d5 double
bond to the conjugated position: d4 (Fig. 2). Thus, in many

cholesterol oxidases, both the oxidase and isomerase activ-
ities are catalyzed by the single enzyme protein, although
the two kinds of enzymes, cholesterol dehydrogenase and
d5-3-ketosteroid isomerase (EC 5.3.3.1) are present in
some microorganisms containing Pseudomonas testoster-
oni and P. putida (3).

The oxidation is estimated by the following methods.

1. Conjugated enone formation by the increase in UV
absorption

2. Monitoring oxygen uptake
3. Hydrogen peroxide production by the oxidative cou-

pling of 4-aminoantipyrine with phenol by peroxi-
dase to give a quinoneimine dye absorbing at 500 nm

Generally, the enzyme is a flavin-dependent oxidase
containing one mole of tightly bound flavin adenine dinu-
cleotide (FAD) per mole of protein (4). However, cholesterol
oxidases from Nocardia rhodochrous, Streptomyces griseo-
carneus, and Streptomyces violascens lack FAD or any
other cofactor.

The enzyme has been isolated from a number of differ-
ent soil bacteria that are capable of using cholesterol as
the sole source of carbon and energy. They include Gram-
positive bacteria such as Arthrobacter simplex, Brevi-
bacterium sterolicum, Corynebacterium sterolicum, and
Rhodococcus equi; Gram-negative bacteria such as Pseu-
domonas spp., actinomycetes such as Actinomyces laven-
dulae, N. erythropolis, N. rhodochrous, Nocardia spp.,
Streptomyces griseocarneus, and Streptomyces violascens;
and fungi such as Schizophyllum commune (5). There are
also two types of enzymes, secreted and membrane bound,
according to their localization.

Commercial preparations of cholesterol oxidase can be
obtained from the following suppliers: Streptomyces spp.
(15 units/mg) from Toyobo Co.; B. sterolicum ATCC21387
(13 units/mg) from Kyowa Hakko Kogyo Co.; Pseudomonas
spp. (3 units/mg) from Wako Pure Chemical Industries; R.
erythropolis (25 units/mg) from Boehringer Mannheim;
and Cellulomonas spp. (20–60 units/mg) and Schizophyl-
lum commune (5 units/mg) from Sigma Chemicals.

The enzymes from B. sterolicum (6), Schizophyllum
commune (7), and Arthrobacter simplex (8) are purified,
and their enzymatic properties have been examined.

This enzyme can oxidize 3b-hydroxy groups in choles-
terols, the biosynthetic precursors such as desmosterol, 17
ketosteroids such as dehydroepiandrosterone, and plant
sterols such as stigmasterol, b-sitosterol, and campesterol.
Of these, the length of the C17 side chain is especially an
important factor in determining the reaction rate. On the
other hand, 3�-hydroxysteroids, estrogens, and cholecal-
ciferol do not serve as substrates (9). Further, the relative
activities are also dependent on the origin of the enzymes.

Murooka et al. cloned the cholesterol oxidase gene from
a Streptomyces sp. SA-COO and demonstrated high pro-
ductivity of the extracellular cholesterol oxidase by using
the Streptomyces lividans host-vector system (10). Ohta et
al. cloned the cholesterol oxidase gene from B. sterolicum
(11). The gene was also overexpressed into Streptomyces
lividans (12). Both genes show identities of 64% in nucle-
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Figure 2. Scheme for the cholesterol oxidase reaction. I, oxidation step; II, isomerization step.

otide sequence level and 58% in amino acid sequence level,
respectively. The gene analysis shows that the mature en-
zyme consists of 503 or 507 amino acids and is preceded
by a 42 or 45 amino acid signal sequence for Streptomyces
sp. or B. sterolicum. There are at least six highly conserved
regions between the two enzymes, which may play struc-
turally or functionally important roles such as substrate
binding or catalysis. The FAD-binding domain in a number
of FAD-dependent enzymes contains a pattern of three gly-
cine residues, Gly-X-Gly-X-X-Gly, common to NAD and
FAD-binding proteins. This pattern of residues is also
found near the N-terminal of the sequences of cholesterol
oxidases from Streptomyces sp. and B. sterolicum.

The crystal structure of the enzyme from B. sterolicum
has been determined using the method of isomorphous re-
placement and refined to 1.8-Å resolution (13). The struc-
ture is made up of two domains: an FAD-binding domain
and a steroid-binding domain. The FAD-binding domain
consists of three noncontinuous segments of sequence, in-
cluding the N-terminal and the C-terminal. The overall to-
pology of this domain is very similar to other FAD-binding
proteins. The steroid-binding domain consists of two non-
continuous segments of sequence and contains the roof of
the active-site cavity. The active site lies at the interface
of the two domains. The FAD lies on the floor of the cavity.
The steroid substrate is buried within the internal cavity.
The hydroxyl group of the steroid is hydrogen bonded to
the flavin ring system of the FAD. The active-site cavity
contains one charged residue, Glu361. This residue is ap-
propriately positioned to act as the proton acceptor in the
proposed mechanism for the isomerization step.

FAD-dependent cholesterol oxidase shares significant
structural homology with another flavoenzyme, glucose ox-
idase, suggesting that it might also be a member of the
glucose-methanol-choline (GMC) oxidoreductase family. A
histidine residue is completely conserved in the known se-
quences of GMC oxidoreductases and may act as the gen-
eral base in the oxidation reaction.

APPLICATION OF CHOLESTEROL OXIDASE

Diagnosis

Cholesterol oxidase is used in the determination of serum
cholesterol concentration for the assessment of arterioscle-
rosis and other lipid disorders and of the risk of thrombo-
sis.

Richmond (14) and Flegg (15) first showed the possibil-
ity of using cholesterol oxidase from microorganisms as a
basis for a specific assay for serum cholesterol. In the pro-
cedure, 4-cholesten-3-one produced was assayed by its UV
absorption after solvent extraction of the reaction mixture.
However, their procedures were tedious and time consum-
ing. Allain et al. developed the excellent method in which
the hydrogen peroxide produced during the cholesterol ox-
idase reaction was oxidatively coupled with 4-aminoanti-
pyrine and phenol by peroxidase to form a quinoneimine
dye (16). Figure 3 shows the scheme for the enzymatic de-
termination of total cholesterol. First, cholesterol esters
are able to be converted to free cholesterol by the action of
cholesterol esterase. Then, the liberated cholesterol can be
determined by cholesterol oxidase and peroxidase. This en-
zymatic method is simple and specific under extremely
mild conditions. The results with serum samples agreed
very well with those obtained by chemical procedures
based on the Liebermann-Burchard reaction. This assay
system is marketed as a serum cholesterol determination
kit; worldwide annual sales amount to $100 to 200 million.

Food Industry

Dietary cholesterol has been implicated as one of the
causes of coronary artery disease. Because of this, reducing
dietary cholesterol is said to cause a gradual reduction in
serum cholesterol and regression of atherosclerotic plaque.
The National Cholesterol Education Program coordinating
board recommends a daily cholesterol intake in the Amer-
ican diet of 300 mg or less. As a result, reduction of cho-
lesterol in food items relatively rich in cholesterol (dairy
foods, eggs) has become a challenging problem.

Some organisms have been shown to degrade choles-
terol, as described earlier, but only a few do so without
accumulating any steroid intermediates. Watanabe et al.
described the degradation of cholesterol in egg yolk and
lard by crude cholesterol oxidase in R. equi no. 23 and the
bacterial cell suspension (17). R. equi no. 23 degraded cho-
lesterol with little or no accumulation of steroid interme-
diates such as 4-cholesten-3-one and 1,4-androstadiene-
3,17-dione, which are recognized as key intermediates in
a comprehensive pathway of cholesterol degradation.

A biotechnological approach to reducing the cholesterol
content of milk involves the genetic engineering of starter
culture bacteria (lactococci, lactobacilli, streptococci), lead-
ing to the expression of phenotypic traits that are related
to cholesterol metabolism. These cultures are then used in



584 CHOLESTEROL OXIDASE

2 H2O2 � � 4 H2O�

Cholesterol-ester � H2O Cholesterol � Fatty acid (1)

(2)

(3)

Cholesterol � O2 4-Cholesten-3-one � H2O2

N O

OH

NCH3

CH3 NH2

N O

O

NCH3

CH3 N

Phenol

Quinoneimine dye

4-Aminoantipyrine

Figure 3. Scheme for the enzymatic determination of total cholesterol. Reactions 1, 2, and 3 are
catalyzed by cholesterol esterase, cholesterol oxidase, and peroxidase, respectively.

the production of fermented dairy foods (yogurt and
cheeses).

Somkuti et al. have investigated the possibility of intro-
ducing the cholesterol oxidase gene from Streptomyces sp.
SA-COO into a common dairy starter culture bacteria such
as Streptococcus thermophilus (18) and Lactobacillus casai
(19). The biosynthesis of a functional cholesterol oxidase
in Streptococcus thermophilus was confirmed by TLC anal-
ysis of reaction products after incubation of sonically dis-
rupted cells with cholesterol. However, unlike Streptomy-
ces lividans, Streptococcus thermophilus did not secrete
cholesterol oxidase into the culture medium.

At present, the use of cholesterol-degrading enzymes in
the food industry remains unrealistic because of the lack
of toxicological data on enzyme extracts and the interme-
diate products of cholesterol degradation.

Agriculture

The discovery of novel insecticidal proteins is vital for pest
control strategies using transgenic crops. Filtrates from
several thousand microbial fermentations were assayed
for insecticidal activity against crop-damaging insects.
Two Streptomyces-culture filtrates killed boll weevil larvae
in feeding studies, and the bioactive component was iden-
tified as cholesterol oxidase (20). The enzyme was active
in a dose-dependent manner, and the LC50 against neo-
nate boll weevil larvae was 20.9 lg/mL after 6 days in diet-
incorporation bioassay. Bacillus thuringensis subsp. Kur-
staki protein has an LC50 of 1 lg/mL against tobacco
budworm and 37 lg/mL against European corn borer in
similar diet-incorporation bioassay. Thus, cholesterol oxi-
dase is active against the boll weevil in the same concen-
tration range that B. thuringiensis protein is active against
lepidopterans.

Morphological changes induced by ingestion of choles-
terol oxidase suggest that the enzyme has a direct effect
on the midgut tissue of boll weevil larvae. Thus, cholesterol

oxidase disrupted the midgut epithelium at low doses and
lysed the midgut cells at higher doses.

The cholesterol oxidase gene from Streptomyces spp.
was expressed in tobacco and tomato, and successful con-
trol of boll weevil was achieved by the Monsanto company
(21).
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INTRODUCTION

Currently, chromatographic purification processes are op-
timized empirically. Separation media, running conditions,
and sequence of purification steps are selected according
to the expertise of the responsible scientists.

In biotechnology, computer-aided design is less far ad-
vanced than in certain areas of chemical engineering. The
lack of expert systems is the reason for the traditional op-
timization, which is based on trial and error. Mathematical
models for description of the chromatographic separation
process have been around since the early 1940s (1–4). The
common use of computers in the separation laboratory, the
need of rapid process development, and the theoretical
knowledge accelerated the development of expert systems
and software tools. They are considered to be beneficial for
design and optimization of purification steps.

The area of computer-aided chromatography design in-
cludes the design of experiments, the appropriate inter-
pretation of experimental results (by the aid of mathemat-
ical algorithms), the prediction of separation conditions,
and the rescaling of unit operations (5).

Four levels of complexity have to be considered for op-
timization of separation steps. The first level is the general
process economics. This level will be influenced by the sec-
ond level: flow sheeting. The third level is the optimization
of particular unit operations. The fourth level is the sec-
tioning of unit operations into their thermodynamical and
molecular considerations by the aid of molecular simula-
tion.

Simulated moving bed, countercurrent chromatogra-
phy, and annular chromatography are not been considered
in this chapter, because these modes of chromatography
have not been used for bioprocessing to large extent.

BASIC CONSIDERATIONS FOR COMPUTER-AIDED
DESIGN OF CHROMATOGRAPHY

Terminology

The word model denotes a system of algebraic or differ-
ential equations, which are held to be a representation of
a physical system. From this general point of view, any
relationship between quantities is a model, and the prin-
ciples of modeling are the principles of chemical engineer-
ing science. Process models, and here particularly chro-
matography, can be counted to a chemical process. They
are established by application of the three fundamental
conservation principles: conservation of mass, momentum,
and energy. Because liquid chromatography is carried out
under isothermal conditions, the conservation of energy
can be neglected in general. The contribution of liberated
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Table 1. Important Variables for Optimization of
Preparative Chromatography

Column size/shape
Height (Z)
Diameter
Height-to-diameter ratio
Height-to-particle diameter

Flow rate (u)
Flow rate during loading, during elution
During regeneration
Residence time (Z/u)

Physical conditions of packing
Packing quality
Packing density

Mobile phase
Modifier composition
Rate of change of mobile phase
Modifier composition (gradient shape)

Loading
Volume
Concentration
Flow rate

Stationary phase
Ligand type
Ligand density
Type of support
Porosity, tortuosity
Bead diameter
Beads size distribution (monodispers)

Temperature
Scarcely a process in biotechnology, which uses temperature

gradients for elution

or consumed thermal energy during adsorption and de-
sorption is negligibly small. The conservation of mass and
momentum and the virtual breakdown of a chromatogra-
phy system to a small unit, where the adsorption process
takes place, are the fundamentals for modeling of chro-
matography (6).

In principle, there is no difference between computer
models and other models. Many models are so complex
that they can be solved only numerically. In these cases,
computers can be used for reasons of convenience, inde-
pendent of the complexity of the model applied. Further
considerations about modeling are given by Vajda and
Valkó (7).

We usually assume that the input, initial conditions,
and parameters of a model determine the response (result).
The parameters, which are the different coefficients in
mathematical equations, must be evaluated. This process
is called parameter estimation. Once a model is estab-
lished, the performance of a system can be predicted by
varying the input and initial conditions. The prediction
will yield a correct answer (response) as long as the pre-
dictions are carried out within a certain range of validity.

The words prediction and simulation describe, in this
context of modeling, a similar process. The forecast of pro-
cess conditions, using process parameters acquired at a
small scale, is called prediction. Frequently parameters
cannot be estimated because of the lack of a determination
method or accessibility. Thus, a hypothetical value is used
to solve the set of mathematical equations. This process is
called simulation.

Depending on the task, some of the operational vari-
ables may be kept constant or may not be taken into con-
sideration. The most important variables are listed in Ta-
ble 1. The residence time of a product in a column is a
critical factor, when the product undergoes a conforma-
tional change or a reaction in the column. Alteration of the
residence time in a column can completely change the re-
sult of the purification. Reversed-phase chromatography
(RPC) and hydrophobic interaction chromatography (HIC)
are more susceptible to residence time changes than ion-
exchange chromatography or affinity chromatography are.

The response values depend on the strategy and the
stage where the chromatographic purification is placed.
Frequently used response values are:

• Productivity (P) is defined as

Q • C • VR 0 FP � (1)
V • tt C

where QR is the recovery ratio, C0 is the sample con-
centration, VF is the sample volume, Vt the column
volume, and tC the cycle time, which includes all time
periods necessary to start the next cycle (process
time). The purity has to be defined before optimiza-
tion. The productivity in the aforementioned case
does not consider the lifetime of a column.

• Yield or recovery is simply the percentage of recov-
ered material and material present in the feed. Yield
is not easily accessable by mathematical models. In

most cases, product loss is caused by a very complex
event. Unspecific (irreversible) adsorption to station-
ary phases, aggregation, and denaturation together
with enzymatic degradation are responsible for in-
complete recovery. These effects are also dependent
on age and history of the column. These events are
not covered by chromatography models.

• Dynamic capacity is the capacity at a certain flow in
contrast to the capacity determined by batch experi-
ments. BTC experiments at 5% breakthrough are
usually used to determine the dynamic capacity.
Originally, the analytical solution of an idealized
model, known as the Thomas solution (8), has been
used for approximation and prediction of break-
through curve (BTC). Under conditions applied in
preparative chromatography, the BTC deviates sig-
nificantly from the ideal model. Recently, models
have been published that take effects of kinetics un-
der overloaded conditions into consideration (9).

• To minimize the number of purification steps, the
highest purity factor should be achieved at each step.
The regulations for production of pharmaceuticals by
recombinant DNA technologies require very high pu-
rity standards. The standards can only be met when
a purification power of each step is used to the opti-
mal extent. Other factors, such as design of a plant,
quality of the materials and buffers, operator train-
ing, etc., must also be obeyed. The optimization of the
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Table 2. Modes of Complexity in Chromatography
Modeling

Ideal
chromatography

Nonideal
chromatography

Linear isotherm 1 2
Nonlinear isotherm 3 4

Source: van Deetmer et al. (Ref. 16).

chromatographic process is only one piece of the puz-
zle.

• A high concentration factor leads to a smaller volume
for the next step, which has to be handled and the
product becomes more stable. Also, an upper limit in
the concentration can be of consideration, because
the solubility of the product is exceeded. The concen-
tration factor (CF) can be defined as:

C • VR RCF � (2)
C • V0 F

where C0 is the initial (feed) concentration, VF is the
feed volume, CR is the recovered concentration, and
VR is the recovered volume.

• The process time may be limited by the stability of
the product. Economical considerations also come
into play, such as shift time and batches, which have
to be produced by a certain time period. The process
time includes the optimization of the gradient, flow
rate, etc. Process time has to be optimized with re-
gard to total process time. Cleaning, regeneration,
and, if necessary, repacking have to be included.

General Criteria of Mathematical Models

Today, broadening of scientific and technological knowl-
edge is based on three cornerstones: theory, experiments,
and computer simulation. Reliable computer simulation
needs an appropriate mathematical model. Without a valid
mathematical model that reflects the real physical situa-
tion, the most sophisticated computer algorithm will fail.
A model will never be as good as the physical reality, be-
cause the complexity has to be reduced to a certain for-
malism. A fictional model of the complexity of the reality
would be as slow and laborious as the reality.

Vajada and Valkó (7) compiled a list of criteria for es-
tablishing a model in chemical engineering. These rules
also apply for the chromatography of proteins.

• First, scientific curiosity is a strong motivation for
establishing a model. A priori curious-appearing
models may be of considerable value, when they are
integrated with the appropriate objective. This re-
quires the innovative selection of parameters and de-
sign of experiments to determine those parameters.

• The second reason for using models is the reduction
information and indirect measurements. The most
common information reduction in chromatography
peak is the approximation of a peak by its first and
second moment, instead of using the information
from the entire peak curve. Using these information
reduction processes, the appropriate model (10–14)
must be selected to describe the peak area, width,
and the asymmetric shape.

• The ability to design and optimize a separation
scheme quickly and effectively is also a motivation
for developing a model. To minimize process time and
determine optimal column size and optimal gradient
shape, loading and sequence of the different process

steps (equilibration, loading, washing, elution, and
regeneration) are necessary.

• The design of optimal particle properties is also an
important goal for manufacturers of resins and for
engineers selecting a resin. Modeling of packing pro-
vides a directive on the pressure drop and perfor-
mance loss caused by irregularities (15).

• Control and simulation for validation purposes will
become an important issue in modeling of chroma-
tography. The ability to calculate acceptance criteria
for scale-up or scale-down will allow rapid, accurate
validation of tasks, such as virus clearance. The cor-
rect column dimensions, gradient shapes, limits of
operation parameters, and rapid diagnosis of sepa-
ration deficiencies are also added benefits. Scale-up
of the production of a biologic is often considered a
major change of the process, requiring additional
clinical trials that are time consuming and costly.
However, if the appropriate scale-up process can be
performed with the generation of the same product
exhibiting identical qualities, no additional clinical
trial would be required. Computer-assisted optimi-
zation evaluates the influence of the process change.
It would save significant manufacturing costs if the
altered scheme were not considered a major change.

The existing models for simulating chromatography are
based on different core assumptions. Depending on these
assumptions, different levels of complexity are handled. At
each level of complexity, different simplifications are made
in order to make the mathematical treatment accessible.

According to van Deemter et al. (16) the following as-
sumptions are made:

• The equilibrium concentrations in the two phases are
proportional (linear chromatography).

• The exchange process is thermodynamically reversi-
ble, that is, the equilibrium between particle and
fluid is immediate; the mass transfer coefficient is
infinitely high; and longitudinal diffusion and other
processes with similar effects can also be ignored.
The latter processes are considered ideal chromatog-
raphy.

From these assumptions one can categorize chromatog-
raphy into four cases (Table 2). Although the cases 1, 2,
and 3 are of great value for understanding chromatogra-
phy, only case 4 reflects the real situation in preparative
chromatography.
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Table 3. Differences between Analytical and Preparative
Chromatography Other than the Intended Use of the
Technique

Analytical Preparative

Identification by
retention or selective
detection

Separation coupled with collection
of separated proteins

High efficiency High capacity
Small particles Large particles
Small loading of columns Overloading of columns
Linear adsorption

isotherms
Nonlinear adsorption isotherms

Sample volume negligible Sample volume not negligible,
(Dirac d function not applicable)

Extracolumn space not negligible

Differences in Analytical Chromatography

Besides the size and the shape of the separation column,
the difference between analytical and preparative chro-
matography is the intended use (Table 3). In analytical
chromatography, the components are separated and iden-
tified according to their retention times. In some cases, a
component-specific detector is used for the identification.
Generally, a small volume (mass) is applied onto the col-
umn. Therefore, the separation is carried out under linear
isothermal conditions. Frequently, the chromatography
can be described as case (Table 2). Preparative chromatog-
raphy is intended for isolation of a compound. In contrast
to analytical chromatography, the separation is carried out
in the nonlinear regime. Peak-broadening effects resulting
from the nonlinearity of the isotherm must be taken into
consideration. The sample is applied as a high concen-
trated solution or in a large volume as a very dilute solu-
tion. The Dirac d function can no longer be used for de-
scribing the sample volume and concentration. The Dirac
d function is a hypothetical approximation for an infinites-
imal small volume containing one mass unit.

The whole system is designed so that extra-column ef-
fects cannot be neglected. When the performance of a chro-
matographic separation should be predicted from small
scale to large scale, those effects must not be neglected.
Special emphasis is put on this problem, because the suc-
cessful application of computer-assisted optimization is
strongly dependent on the extrapolation from small scale
to large scale. The extra-column effects can dominate a
preparative separation in small scale. In the mathematical
description of an analytical column, various mass–transfer
problems can be handled by using fine adsorbent particles
at a high flow rate. However in a large-scale column, fine
particles introduce hydrodynamical problems such as high
pressure drop, channeling, and fingering of flow. Conse-
quently, in large chromatography, larger particles are used
and mass–transfer resistencies are more pronounced.

Objectives for Computer-Assisted Optimization

The general objective for computer-assisted optimization
of chromatography is the reduction of the number of ex-
periments required to identify an optimum. The optimi-

zation is accomplished by an iterative process. Frequently,
optimal running conditions must be identified. Optimal
running conditions can be defined as best buffer for load-
ing, washing, and elution while maintaining highest res-
olution. The same can be valid for the best throughput
(productivity) under highest resolution (17). The latter re-
quire chemical parameters (i.e., buffer composition) physi-
cal and engineering parameters (i.e., flow rate, height
equivalent to theoretical plate). In other words, selectivity,
efficiency, and productivity (throughput) must be opti-
mized. Depending on the task, one must rate selectivity,
efficiency, and throughput in different ways. Selectivity is
mainly achieved by the chromatography sorbent and buf-
fer composition and to some extent by engineering param-
eters. Efficiency depends on the physical characteristics of
the sorbent, the overall setup of the chromatography sys-
tem, and the chemistry of the mobile phases used.
Throughput is influenced by the dynamic capacity of the
sorbent, which depends on the composition of the sorbent
and the buffers used. All three important characteristics
of preparative chromatography are interconnected.Chang-
ing one parameter influences the others. Traditionally, af-
ter selection of a particular sorbent, one can identify the
appropriate separation conditions by seeking the appro-
priate buffer conditions. Then the throughput is maxi-
mized by overloading and increasing the flow rate (18).

Another very important objective in preparative chro-
matography is the extrapolation from small-scale data to
the performance of large scale (scale-up) and the extrapo-
lation from a large scale to small scale (scale-down). When
a process is translated from a laboratory scale to a pilot
and industrial scale, very often the linear gradient elution
must be changed to stepwise elution, because this elution
mode is more simple (19,20).

After optimization, the single steps in the sequence of
steps have to be optimized, and thus flow sheeting comes
into play. In flow sheeting, the performance of the different
steps is interconnected, and a strong reciprocal action is
observed. However, multiple interconnected experiments
must be carried out. The more steps and performance char-
acteristics that are simulated, the fewer experiments
needed and thus the faster an optimal separation process
is identified.

What are the prerequisites for computer-assisted opti-
mization of preparative chromatography? Because exper-
iments have to be performed in order to have access to
parameters for simulation, the experiments should be car-
ried out at the smallest applicable scale. This is not only a
heuristic for computer-assisted optimization, but is also
valid for all kind of optimization. Whenever possible, the
experiments should be carried out with equipment that al-
lows a high degree of automation (21). Electronic data ac-
quisition of a chromatogram is essential for mathematical
treatment. The predicted data should be valid for a broad
range of flow rates, column sizes, and loading conditions.
The main parameters influencing the performance (includ-
ing the extra-column parameters) should be known. Once
the extra-column peak broadening can be discriminated
from the parameters of the column, the simulation is fed
with this information (22). During scale-up, the contribu-
tion of extra columns and column band broadening
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Figure 1. Schematic diagram of the distribution in a Martin and
Synge plate model. The infinitesimal small fraction of the mobile
phase volume (dv) enters stage j while the identical volume frac-
tion leaves the stage. The distribution between the mobile and
stationary phases occurs immediately and infinitely fast.

changes. Observing these facts improves the accuracy of
the prediction of chromatography from small scale to large
scale.

Objectives for Computer-Aided Design

The objective in computer-aided design is the proper selec-
tion and order of chromatography steps in a purification
process. Based on a primary knowledge on the properties
(e.g., isoelectric point, molecular weight, surface hydro-
phobicity, biospecificity) of the protein of interest and its
impurities, expert systems can assist in setting up a pro-
spective purification design.

In parallel, these systems have to consider some basic
rules for the separation sequence consisting of capture, pu-
rification, and polishing (23):

• Choose separation steps based on different proper-
ties.

• Separate the largest impurity first.
• Choose steps that use differences in the properties of

the product and the impurities best.
• Use a high-resolution step as soon as possible.
• Set the most laborious step last.

After characterizing the chosen steps experimentally,
economic considerations concerning productivity, capital,
or production costs must be evaluated. Using computer-
aided design routines, several characteristics of the prod-
uct (amount required in a calculation period, purity re-
quired, recovery), resin (cost per liter, lifetime), labor
constraints (labor costs, number of operators required),
and production constraints (column dimensions available,
costs of waste disposal, costs of overheads) can be evalu-
ated to find the optimal scale of an individual purification
step.

MATHEMATICAL DESCRIPTION OF THE SEPARATION
PROCESS

Chromatographic theories have been applied for descrip-
tion of band broadening and retention of a solute while
migrating through the column. In liquid chromatography,
the column geometry can be described by the radius (r) and
the length (z) of the column. Independently of the model
applied, some basic assumptions are made in preparative
chromatography of biomolecules:

• The column is considered to be homogeneous in ra-
dial direction. The applied protein is distributed ho-
mogeneously over the cross-sectional area of the col-
umn. As a consequence, the r dimension can be
disregarded, and the effective parameter for the col-
umn geometry is z.

• The mobile phase is incompressible, and the mobile
phase velocity is constant along the column.

• There is no influence of thermal effects. The adsorp-
tion process is considered to be isothermal, although
this is not consistent with regard to rigorous ther-
modynamic treatment. The temperature is constant

during the experiment, independent of position and
time.

• Mass exchanges between mobile and stationary
phase are infinitely fast, and the two phases are per-
manently in composition equilibrium. The need of
this assumption is circumvented by kinetic models.

• The ratio between the mobile and stationary phase
volume is constant during the experiment, indepen-
dent of position and time. It is also independent of
the mobile phase concentrations of protein and salt.

Depending on the type of chromatography and the in-
tended use, these basic assumptions can heavily deviate
from the real conditions.

Plate Models

Using these models, the column is divided into identical
theoretical plates, and for each of these plates a mass bal-
ance is established. Originally, a linear isotherm was as-
sumed, and in each plate mobile and stationary phase con-
centrations were in equilibrium. These models introduce
the concept of the height equivalent of a theoretical plate
(HETP). For a column of length (L) with N theoretical
plates, HETP is

L
HETP � (3)

N

Comparison of HETP of different columns or different con-
ditions is a well-accepted measure for the performance of
a column. HETP is not a constant value for a sorbent spe-
cies, it depends on the column length (24), packing quality,
flow rate, solute used for determination, and calculation
method (25).

Martin and Synge Plate Model. This model (2) considers
the column as a series of stages, and an infinitesimal frac-
tion of the mobile phase volume passes from one stage to
the next (Fig. 1). Because an infinitesimal small fraction
of volume is transferred from one stage to the next, this
model is denominated a continuous plate model. The ratios
between mobile and stationary phase volume in each ves-
sel are identical and constant. The mass balance for the
jth vessel can be written as
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Figure 2. Schematic diagram of a Craig machine for N stages
and a constant distribution coefficient. (a) A sample segment is
arriving at the first stage. (b) The segment arrives in the mobile
phase of the first stage. (c) The sample is distributed between
mobile and stationary phases according to the distribution coef-
ficient. (d) The mobile phase volumes are moving one stage fur-
ther. (e) Mobile and stationary phases are distributed again.

C • dv � C • dv � v • dC � v • dC (4)m,j�1 m,j m m,j s s, j

when dv denotes the movement of the mobile phase vol-
ume, vm and vs are the mobile and stationary phase volume
of a stage and C is the concentration of the species under
consideration. Martin and Synge introduced one mass unit
into the first stage. Solving equation 4 with respect to a
linear isotherm and sample only in the first stage gives a
Poisson distribution.

N�1v� �v � K • vv m s0C � C • exp � • (5)N 1 � �v � K • v (N � 1)!m s

which can be approximated by a Gaussian distribution for
high plate numbers. In equation 5, CN is the concentration
of the Nth stage, is the initial concentration of the first0C1

stage, and v is the volume of mobile phase that has left
stage N from the start.

Craig Plate Model. Analogously to the Martin and Synge
model, this model (26) divides the column into a series of
discrete stages (plates), and each stage contains the same
volume of stationary and mobile phase. But in contrast to
the previous model, the flow is not continuous. It is as-
sumed that the whole amount of mobile phase moves to
the next stage after equilibrium is attained (Fig. 2). Then
again, the distribution between stationary and mobile
phase takes place immediately. Hence, the Craig model is
a discontinuous plate model. The mass balance for the jth
plate can be written as

v • C � v • C � v • C � v • C (6)m m, j,t s s, j,t m m, j�1,t�1 s s, j�1

The indexes t and t � 1 denote for the actual and the pre-
vious time increment. For a linear isotherm and sample
only in the first plate, this model gives a binomial distri-
bution that also can be approximated by a Gaussian dis-
tribution for large plate numbers.

In the Craig model, peak dispersion is smaller than in
the Martin and Synge model (27). This difference can be
related by

k�0N � N • (7)C M,S 1 � k�0

when NC is the number of plates of the Craig model, NM,S

is the number of plates of the Martin and Synge model,
and is the retention factork�0

t � tR 0k� � (8)0 t0

at infinite dilution. Here, tR is the retention time at the
conditions of interest and t0 is the void time, that is, the
retention time assuming nonbinding conditions.

Other Plate Models. The plate models described in this
section are extended to kinetic models by introduction of
mixing in the stages. Hence, the equilibrium in the stages
is no longer instantaneous. The finite time for adsorption
and transport kinetics between the phases are compen-
sated by mixing kinetics within the stages. The sectional
model is an extension of the Craig model (28). At the end
of each time, increment the whole content of the liquid
phase of each stage is transferred to the next stage. There-
fore, the flow of the mobile phase is discontinuous.

The tanks-in-series model is an extension of the Martin
and Synge model (29). The flow of the mobile phase is con-
tinuous, and the column is considered as an array of well-
mixed cells.

Rate Theory

Although the plate theory was originally developed for lin-
ear chromatography with the intention to describe the non-
ideal effects, this theory was, in the early works, focused
on ideal nonlinear chromatography.

The Ideal Model. The mass balance equation was de-
rived independently by Wicke (30) and Wilson (1). In their
mass balance equations, axial dispersion was disregarded.
DeVault (4) introduced the influence of the pore volume,
and Weiss (3) discussed Wilson’s approach for several types
of adsorption isotherms. The mass balance equation of this
ideal model is

�C �C �Cm,i s,i m,i
� H • � u • � 0 (9)

�t �t �z

Here, Cm and Cs denote for the protein concentration of
species i in the mobile and stationary phase, respectively.
H is the phase ratio, t is time, z is column length and u is
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the mobile phase velocity. This model is of interest only for
nonlinear isotherms. In the case of a linear isotherm and
a column of infinite efficiency, the sample pulse travels
through the column without any change (31).

Equilibrium-Dispersive Model. According to Van Deem-
ter et al. (16), Giddings (13), and Haarhoff and van der
Linde (32), equation 9 can be replaced by

2�C �Cs, �C � Cm,i i m,i m,i
� H • � u • � D • (10)a,i 2�t t �z �z�

when the mass transfer is not infinitely fast. Here, Da,t is
the apparent dispersion coefficient that lumps together ax-
ial dispersion and nonequilibrium from adsorption and de-
sorption.

HETP • u
D � (11)a,i 2

It is assumed that the mobile and stationary phases are
instantaneously in equilibrium. Assuming a column of in-
finite length, a Dirac d(z) pulse as an injection profile, and
a linear isotherm, the solution of this equation is a Gaus-
sian distribution (33).

Lumped Kinetic Model. In this model, the dispersion co-
efficient DL accounts only for the axial dispersion and is
not lumped to the influence of nonequilibrium effects.

2�C �Cs, �C � Cm,i i m,i m,i
� H • � u • � D • (12)L,i 2�t t �z �z�

Depending on the assumptions, different models can be
distinguished. If the influence of the mass transfer resis-
tance is negligible and only the kinetics of adsorption and
desorption are taken into account, the model is called
reaction-dispersive. For a linear isotherm, the kinetic
equation is

�Cs
� k • C � k • C (13)a m d s�t

when ka and kd are the rate constants of adsorption and
desorption, respectively. When a Langmuir-type isotherm
is assumed, the Langmuir kinetic model is obtained (8).

�Cs
� k • (C � C )C � k • C (14)a s,max s m d s�t

If we assume the adsorption-desorption kinetics as infi-
nitely fast but not the mass transfer kinetics, the model is
called transport-dispersive. Then, the kinetic equation for
Cs is

�Cs
� k • (C � C ) (15)m m s�t

when km is the apparent mass transfer coefficient.

Assuming a Dirac d(z) pulse as an injection profile, a
linear isotherm, and that mass transfer kinetics in the
transport-dispersive model and adsorption-desorption ki-
netics in the reaction-dispersive model are fast, the solu-
tion of these equations is a Gaussian distribution (16). The
general rate model consists of two partial differential equa-
tions for each component, one for the mobile phase in the
interparticle area of the column and one for the fluid in the
intraparticle area. It was used by Kucera (34) for linear
isotherms and by Lee et al. (35) and Yu and Wang (36) for
nonlinear isotherms.

For numerical solutions of these equations several dif-
ferent approaches can be used. The techniques generally
applied are finite-difference and finite-element methods.
The direct calculation of numerical solutions of the mass
balance equations by finite-difference models leads to sta-
bility problems of the calculations (37). A method applied
extensively replaces the axial dispersion by introducing a
numerical dispersion. In this case, a solution for the ideal
model is looked for that gives a first-order error equivalent
to the axial dispersion. The numerical dispersion can be
adjusted by changing the space increment (z) or time in-
crement (s) of the iteration. The basis for all calculations
is a modified form of equation 10

1
� • (C � H • C )m s� � 2u�C D � Cm a m

� � • (16)2�z �t u �z

which is identical with

2�C �G(C ) D � Cm m a m
� � • (17)2�z �t u �z

For the ideal model this equation simplifies to

�C �G(C )m m
� � 0 (18)

�z �t

Replacing the first term by the backward finite difference
and the second by the forward finite difference (backward-
forward differences), this equation for the j � 1 at the po-
sition n is

j j�1�1 jjC � C G � Gm,n m, n n
� � 0 (19)

h s

This calculation scheme is identical to the Craig model if
the ratio of the calculation intervals h/s equals u. This
Craig model was widely used by several authors (38–42).
In contrast to a forward-backward scheme (43), which is
put to use for isocratic conditions (44,45), it can be applied
to calculate gradient elution chromatography (Fig. 3).

More exact calculations with respect to the estimation
of the axial dispersion effects are possible using finite-
element methods. In chromatography, the method of or-
thogonal collocation on fixed elements is preferred to the
method of moving elements (36,46,47). Arve and Liapis
(48–50) call this approach the finite bath method instead
of finite element. All these methods are limited to isocratic
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Figure 3. Dependence of HETP on Im measured by BSA pulses
applied to an anion exchanger (Q-HyperD). The column was equil-
ibrated with elution buffers containing various amounts of NaCl.
u � 3,006 cm/h; i.d. � h � 5 mm � 5.2 cm. The dashed line is a
calculation of HETP values according to a Craig model. The dotted
line occurs when using forward-backward calculation of finite dif-
ferences.

conditions by means of numerical stability of the calcula-
tions (31).

Recently, a fast algorithm based on the assumption of
elution as a collocation of point masses migrating with a
velocity dependent on the local concentration and the flow
rate was presented (51). This model gives comparable re-
sults to a Craig model, but the computation time is two
orders of magnitude smaller.

Stochastic Theory

A statistical approach developed by Giddings and Eyring
(52) has been used for a stochastic model to describe mi-
gration and broadening of a sample in a chromatographic
column. They considered the migration of a solute in a col-
umn as a Poisson distribution process and ignored the ax-
ial dispersion. They obtained following probability distri-
bution:

k • k • ta d 0 2P � • exp[�( k • (t � t ) � k • t ) ]� �d 0 a 00.752 • p • (t � t )� 0

(20)

This model was extended to more complex situations ac-
counting for axial dispersion and mass transfer resistances
(53). For an increasing number of entries of a molecule into
the stationary phase and a linear adsorption isotherm, this
probability distribution tends to a Gaussian distribution.

Extra-Column Broadening

To be able to describe the behavior of a protein sample in
different scales of chromatographic systems, the influence
of the extra-column space on the band broadening must be
distinguished from the broadening occurring in the col-
umn. A comprehensive description of the extra-column ef-
fects on gas chromatography is given by Sternberg (54).

Most of the explanations are also valid for liquid chroma-
tography (55).

Contributions to Extra-Column Broadening. The extra-
column effects can be subdivided into dispersion in tubes,
contributions of dead volumes, finite detector volume, and
dynamic behavior of transducers and electronics. Accord-
ing to Taylor (56), tubes introduce a symmetrical
Gaussian-type broadening ( ) to the sample. The band2rt

spreads under the combined action of molecular diffusion
and the parabolic axial flow velocity profile. This broad-
ening can be described by

2t • rR2r � (21)t 24 • DM

where tR is the retention time, r is the radius of the tube,
and DM is the molecular diffusion coefficient. Dead vol-
umes create a type of washout kinetic (57). Therefore, they
introduce an exponential contribution to the band broad-
ening. This exponential contribution (sdead) is a function of
the dead volume (Vdead) and the flow rate (F)

Vdead
s � (22)dead F

It was also shown by Sternberg (54) that the finite sensing
volume of a detector introduces an additional symmetrical,
rectangular broadening. This broadening (rd) depends on
the sensitive detector volume (Vd) and the flow rate. Ac-
cording to Cram and Glenn (57) it can be described by

2Vd2r � (23)d 212 • F

An exponential contribution to the band broadening is in-
troduced by the finite response rate of the electronical am-
plifier and recorder. This contribution (sel) is independent
of the flow rate (57,58).

Mathematical Treatment. Assuming additivity of the
variances, the total extra-column broadening can be writ-
ten as

2 2 2 2 2 2r � r � r � r � s � s (24)ex s t d dead el

where is the lumped extra column dispersion and is2 2r rex s

the variance of the initial theoretical injection profile. As-
suming that in liquid chromatography the variances intro-
duced by the electronics and the detector volume are neg-
ligibly small compared to the other variances, equation 24
simplifies to

2 2 2 2r � r � r � s (25)ex s t dead

Lumping together the F-independent variances ( ) and2rA

the F-dependent variances ( ), the extra-column broad-2rB

ening ( ) is (59)2rex

2r2 B2r � r � (26)ex A 2F
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Figure 4. Contribution of extra-column band broadening to total
broadening as a function of total column volume (Vt) (22). Original
data from experiments using a 0.5-cm i.d. column.

An equation for the prediction of the extra-column contri-
bution to the total broadening can be derived based on the
definition of the plate number N of a system

2VPN � (27)2rc.i.

If the total broadening ( ) is considered as the sum of2rtotal

the column internal broadening ( ) and the extra-column2rc.i.

broadening ( )2rex

2 2 2r � r � r (28)total c.i. ex

and N is replaced according to equation 3, the following
relationship can be obtained

HETP2 2 2r � • V � r (29)total R exL

This equation was derived for analytical chromatography
by Huber and Rizzi (60) and has also been applied for pre-
parative chromatography (22). Using this relationship it is
possible to exhibit a quantitative picture of the contribu-
tion of extra-column broadening on the total broadening
(Fig. 4).

ACADEMIC AND COMMERCIAL AVAILABLE COMPUTER
PROGRAMS

Computer-aided tools have been developed to different lev-
els of complexity. Programs have been written for predic-
tion of peak profiles, breakthrough curves, gradient
shapes, and optimization of resolution (61). On the other
hand, expert systems have been created for development
of chromatographic separations (62), by using the predic-
tion of peak profiles as tools for optimization.

Expert Systems

An expert system applies heuristic rules for the solution of
a problem by using a knowledge base and an interference
engine. The knowledge base is a collection of rules and

facts gathered from practical experience. The interference
engine applies domain knowledge to draw conclusions for
the problem under consideration (Fig. 5).

Although the usefulness of expert systems was shown
in the late 1960s for chemical applications with the expert
system DENDRAL (64), expert systems for chromatogra-
phy were not introduced until the early 1980s. The expert
system ECAT (Expert Chromatographic Assistance Team)
(65) provides information for column packing and geome-
try, and known analyte properties determine the type of
chromatographic mode (reversed phase, ion exchange,
etc.). Optimizations based on the linear solvent strength
model (LSS), assuming a linear relationship between the
log k� and the mobile phase modifier concentration, U, (66)
are offered. A linear relationship between the log k� and
the solvent strength of the mobile phase modifier is as-
sumed

log k� � log k� � SU (30)0

where k� is the capacity factor (normalized retention time
in respect to the dead time) defined as

t � tR 0k� � (31)
t0

and u is the volume fraction of the mobile phase modifier.
S reflects the dependency of k� on u, and is the capacityk�O
factor without the mobile phase modifier.

The expert system expert system for chromatography
(ESC) (67) was generated for method development in gas
chromatography and HPLC. A set of about 500 chromato-
grams from the literature constitutes the basis for opti-
mization. Peaks can be simulated, and mobile and station-
ary phases can be selected. For the peak identification, a
curve-fitting tool based on the exponential modified Gaus-
sian function is implemented. Fell et al. (68) developed an
expert system to optimize the mobile phase composition in
RPC. Therefore, they applied simplex optimization and it-
erative regression techniques based on experimentally de-
termined retention times.

The European project ESCA (Expert Systems for Chem-
ical Analysis) provided three complex expert systems for
method development in chromatography. The first deals
with method ruggedness (69); the second, with method
(70), and the third, with method development from initial
method selection to optimization (71).

The expert system HPLC Doctor (72) and a similar sys-
tem developed by Tsuji and Jenkins (73) promise help
when specific problems with HPLC arise.

Numerous expert systems were developed for RPC
(74–76).

A comprehensive description of expert systems in chro-
matography is given by Hamoir and Massart (62). Pres-
ently, for preparative chromatography expert systems are
not available. The starting material is very complex, and
the purification is generally not completed in one cycle.
Expert systems on downstream processing of fermentation
products have been developed by Leser and Asenjo (63).
These systems comprise optimal flow sheeting of the pos-
sible unit operation suited for recovery of bioproducts.
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1. Parameters: proteins,
      protein concentration,
      stationary phase, pH,
      eluting salt
2. Constraints: solubility,
      separation gap

Enlarge feed
volume

Reduce feed
volume

3. Select inital values:
    Feed volume: small initial value
    Salt concentrations: based on linear retention

4. First step salt concentration:
    lteration: select the highest salt
    concentration that satisfies first
    separation gap and solubility constraints

Constraints not satisfied
Constraints satisfied

Constraints satisfied

Constraints satisfied

5. Calculate correct time for second salt step

6a. Second step salt concentration:
      lteration: select the highest salt
      concentration that satisfies
      solubility and gap constraints
      (with second step greater than first step)

6b. Use single step:
      lteration: select the highest salt
      concentration that satisfies
      solubility and gap constraints

Constraints not satisfied

Constraints not satisfied

7. Did production rate increase compared to the
    value obtained for the previous feed volume?

Finished

Yes No

Figure 5. Architecture of the expert system and the links with external databases and algorithms.
Source: Leser and Asenjo (63).

Leser et al. built an expert system for selecting the se-
quence of processes for downstream processes, using a
commercially available shell (77). The knowledge base con-
tains around 600 logical rules, methods, and structures
that emulate the expert’s reasoning in selecting down-
stream processes. The creation of the rationale for the se-
lection of a sequence of high-resolution purification steps
must be based on heuristic rules because the existing mod-
els for chromatographic separations are not adequate for
solving questions of selecting processes, they relate more
to the mechanisms of interaction between proteins and
matrixes. The heuristic rules are similar to those used to
guide the selection of processes for multicomponent
mixtures in chemical engineering (Table 4). The rationale
for selection of high-resolution purification operations uses
the theoretical concept of separation coefficients (23,80).

Simulation Programs

Since the early 1980s, several computer programs for sim-
ulating chromatographic behavior have been developed.

Most of the programs are only of academic applicability
because the experimental accessibility of model parame-
ters is very cumbersome.

Smit et al. (81,82) describe a discrete mathematical
model for nonlinear, nonideal chromatography. The nonlin-
earity can be represented by several different isotherms
(linear, Langmuir, Freundlich, sigmoidal). The nonideality
is represented by a lumped parameter reflecting axial mo-
lecular diffusion, Eddy diffusion, and different sample
shapes. No dispersion occurs in the stationary phase. The
conservation of mass is used to set up a mass balance. The
resulting differential equations are solved by a fourth or-
der Runge-Kutta method.

Phillips et al. (83) use a probabilistic approach for the
simulation of a chromatographic separation process, called
discrete event simulation. All molecules are executed with
the same adsorption–desorption mechanism. Each mole-
cule undergoes a certain number of events (adsorption and
desorption). The program can only simulate isocratic con-
ditions and was originally developed for gas chromatog-
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Table 4. Classification of Heuristics

Type Applications and examples

Method heuristics Specify choice between different
unit operations.

Describe conditions for preference of
microfiltration over
centrifugation.

Design heuristics Specify order or sequence of process
steps.

Perform low-resolution step before
high-resolution step.

Use large particles at the beginning
of a purification sequences.

Species heuristics Specify based on the properties of
the components.

Choose separation method based on
the greatest difference in
properties of product and
impurities.

This rule tells us to use always
affinity chromatography.

There are certain other limitations.
Composition heuristics Specify feed composition based on

separation costs.
This rule tells us that affinity

chromatography may be too
expensive.

Source: Wheelright (78), Nadgir and Liu (79).

raphy. Nonlinear isotherms are also taken into account by
applying a molecular density map. The probability of ad-
sorption is related to the accessible (free) binding sites.

Whitley et al. (84) established a very advanced com-
puter program for simulation of peak profiles named
VERSEC-LC. The calculation is based on an highly evolved
rate model, where the column is virtually divided into dif-
ferent stages (vessels). This model treats the column as a
series of N equal volume stages (equivalent to plates or
series of vessels or transfer units). The mobile phase flows
through these stages at a given rate. Each stage is divided
into three fractions: the bulk solution, pore solution, and
the solid phase. A gradient between the bulk solute con-
centration and pore solute concentration results from the
combined effects of film and pore diffusion mass transfer
resistances. Equilibrium assumed between the solute in
the pore solution and the solute on the solid phase is de-
scribed by nonlinear isotherms. The program can simulate
gradients, different loading concentrations, and volumes
using different pore structures and diffusion coefficients.

Several computer programs (e.g. Dry-Lab�) use the lin-
ear solvent strength theory (LSS) for the calculation of
peak positions (27,85). A column is calibrated by two runs,
and the optimal gradient shape can be calculated by using
a resolution map. The program is mainly suited for RPC,
because ion-exchange chromatography (IEC) does not fol-
low the LSS theory (86). The program is intended for op-
timization of analytical chromatography.

Gallant et al. developed a computer model based on the
stochastic mass action (SMA) formalism. SMA is a further
improvement of the stoichiometric displacement model

(87). The SMA formalism represents the chromatographic
adsorption process as a stoichiometric exchange of mobile
phase protein and bound counterions. Furthermore, a frac-
tion of counterions is shielded by the adsorbed protein. The
accessible sites are corrected by a so-called shielding factor,
which is proportional to the stationary phase concentra-
tion of protein. For acquisition of the parameters, describ-
ing the protein adsorption at different salt concentrations,
the LSS formalism is applied, although this formalism is
not completely valid for IEC (86). Prediction of protein zone
migration and broadening is carried out by a single lumped
dispersion model (which is described by equation 10). Gal-
lant et al. (88) propose an optimization routine using simu-
lation of chromatography by the aforementioned models.
The optimization runs through different stages. Initially,
modeling parameters have to be acquired, and protein con-
straints (e.g., solubility, resolution) have to be defined.
These constraints meet actual requirements of large-scale
protein production (Fig. 6).

The program Simulus uses a similar approach as de-
scribed by Whitley et al. (84), and diffusional resistances
and a surface reaction resistance were included. The fun-
damentals for this program were published by Cowan et
al. (29). Furthermore, they have integrated moving grids
for calculation of the peak profiles of Wiblin et al. (89). The
program is marketed by BIOSEP, AEA Technology (Har-
well, U.K.).

ProSys� Simulation, distributed by BioSepra Inc.
(Marlborough, Mass.) is a computer package using the sim-
ple Craig simulation (5,90). The computer package is con-
nected to hardware that allows automated determination
of the parameters required for optimization of preparative
chromatography (ProSys� Workstation). Currently, it is
the only commercially available integrated package of pa-
rameter acquisition and simulation software. For IEC, dis-
tribution coefficient values as functions of salt concentra-
tions are predicted by linear gradient experiments as
proposed by Yamamoto et al. (19). The calculation of simu-
lation parameters can be carried out semiautomatically,
assisted by the software. Validation of the simulated peak
profiles can easily be accomplished because the software
does not discriminate between experimental and simu-
lated runs. So, comparison and superposition are simple.
The software package implemented in the ProSys� Work-
station also contains a tool for economical evaluation of
chromatographic unit operations (ProSys� Scale-Up).

All the aforementioned computer programs do not take
into account the extra-column band spreading. This mech-
anism may become very important when it comes to scale-
down and parameter acquisition at very small scale (22).

The authors of this chapter have developed a computer
program that is an extended version of the simulation pro-
gram used in the commercial system ProSys. This ex-
tended version allows the prediction of peak profiles using
a big variety of different adsorption isotherms (90). Fur-
thermore, the influence of extra-column inlet and outlet
can be simulated. The modifications of gradient profiles by
the mixing device is also part of the simulation (91). Re-
scaling and influence of the setup can be virtually studied.
The simulation program can also be used for validation of
chromatographic conditions.
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Figure 6. Iterative optimization scheme for
step-gradient chromatography, according to Gal-
lant et al. (20). Source: Reproduced by kind per-
mission of the authors.
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Artificial Neural Networks

Artificial neural networks have been recently applied for
chromatographic peak classification (92). Neural networks
are specialized computer systems having processing ca-
pabilities similar to the human brain. They are distinct
from conventional computer systems, because they process
entire patterns, rather than successive individual items of
data. They are trained by example to carry out their tasks,
instead of being explicitly programmed. The processing
patterns and learning capabilities displayed by human
brains are difficult to mirror using conventional computer
programming. Nevertheless, a neural network is, ulti-
mately, a particular kind of computer program, far re-
moved in its theory or implementation from any biological
system.

Modern digital computers built with traditional designs
have a fundamental limitation, the so-called von Neumann
bottleneck. Traditional computation requires a problem to
be broken down to a set of operations that are performed
in serial fashion, that is, one instruction at a time. Typi-
cally, each instruction must be completed before the next
instruction is executed. Artificial neural networks repre-
sent a fundamentally different approach to computation.
They are explicitly designed to mimic the basic organiza-
tional features of biological nervous systems: parallel, dis-
tributed processing. Artificial neural networks consist of a
large number of simple interconnected processing ele-
ments, where the processing elements are simplified mod-
els of neurons and the interconnections between the pro-
cessing elements are simplified models of the synapses.
The processing of information in such networks therefore
occurs in parallel and is distributed throughout each unit
composing the network.

Neural networks are particularly appropriate for a de-
fined class of tasks, which may be characterized as follows:

• Pattern recognition, rather than sequential data pro-
cessing

• tasks demanding nonlinear capabilities in producing
their classification, which can be a problem for other
techniques

• technically ill-defined tasks, even though the decision
may be obvious

• tasks with sufficient examples of the target data
available to allow a learning system to be considered

Peak-shape classification is a pattern recognition task
that is pertinent to chromatography. The automated de-
termination of the peak profiles in a chromatogram gives
an objective answer when two chromatograms are identi-
cal or different. It may be a valuable contribution to vali-
dation for a purification sequence or validation of scale-up.

APPLICATIONS AND LIMITATIONS OF MODELING

For a conventional software, exact definition of the condi-
tions leading to the optimum is necessary. Mathematical
algorithms (explicit equations or differential equations)
must be available to calculate the optimum. The major ob-
stacle in preparative chromatography is the complexity of
the variables, the problem to estimate the parameters, and
the response value. It may be also possible that an opti-
mum is not found within the investigated range of vari-
ables.

In Figure 7a and b, a system with a distinct optimum
is described. Independently from the starting point (initial
pair of variables 1 and 2), an optimum will be found. Sys-
tems, where the variable and the response value are re-
lated by a peak function or where the variable consists of
several variables lumped together, produce a surface with
a unique maximum of the response value. The lumped
variables or reciprocal action with other variables should
be carefully investigated. Minor changes in the experimen-
tal conditions may cause a big variation in the optimal re-
sponse value.

The optimum obtained in a system shown in Figure 7c
and d depends on the starting point. Several optima and
even local minima are present. Such a system can be char-
acterized by carrying out an optimization strategy with
starting points over the whole area in small increments of
the considered variables and comparing the reached min-
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Figure 7. (a to d) Evaluation of optimum with
two variables and one response value. (e and f)
An optimal response value is not found in the con-
sidered range. In chromatography, the variable
can be, for example, flow rate or loading, and the
response value can be, for example, resolution,
productivity, or purity.

ima and maxima. Figure 7e and f shows a system where
the optimum cannot be reached within the allowed range
of variables. This situation is often observed, when the pro-
ductivity of a chromatographic separation is optimized in
respect to flow rate and loading. When the separation is
not sensitive to resolution, the system is hypothetically
only constrained by the range of the variables. The perfor-
mance of chromatography is influenced by far more vari-
ables than two, but it is very complicated to plot a function
with more than two variables in a nonconfusing manner.
One way is the overlay of contour plots, as shown in Figure
7b, d, and f and in Figure 8.

Let us assume that a chromatographic separation de-
pends on two variables, such as flow rate and loading. The
hypothetical task is to find the optimal response value,
such as productivity. Using experimental and simulated
results, the optimal response values are searched. A cer-

tain purity is presumed. Then the productivity and the pu-
rity are plotted versus flow rate and loading. Both contour
plots are superimposed. The area, where the presumed pu-
rity is reached, indicates the optimal range of operational
variables. This approach was used by Mao et al. (93).

Sometimes the conditions are constrained by pragmatic
issues, such as availability of equipment (commercially
available columns with a certain diameter, costs of a buf-
fer) or by the physicochemical characteristics of the prod-
uct. Many proteins have limited stability and solubility.
There are conditions where the protein may be inactivated.
These conditions are not easily transferred into mathe-
matical equations. Sadana (94) summarized possible
causes for inactivation of biological macromolecules during
separation. During the adsorption and desorption process,
proteins may undergo a conformational change. Proteins
can associate or they can precipitate on the surface (95–
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97). Self-association was modeled by Lemque et al. (98).
They could derive quantitative information on cooperativ-
ity effects from the adsorption isotherms. From their
model, they showed that protein–protein interaction exists
in the adsorbed state and led to an increase in protein self-
adsorption. Considering a crude protein sample from a
clarified fermentation broth, many proteins and other bio-
logical macromolecules are present in this solution. Chang-
ing the concentration or pH will affect the self-association.
On the other hand, one can also expect the formation of
hetero di- and oligomeric protein complexes. Protein-DNA
complexes can also occur. The capacity and the lifetime of
a column are affected by the aforementioned aggregation
phenomenon. This short discussion of protein interaction
shows a very important aspect in optimization of chroma-
tography, and complications arise when they have to be
translated into a mathematical formulation. One possible
way to circumvent these obstacles is the standardization
of the sample as far as possible.

Conventional Optimization Methods

Conventionally, resolution has been optimized, because the
major activities in computer-assisted optimizations have
been carried out in analytical applications. Though some
rules may also be applied for optimization of preparative
chromatography, in analytical chromatography resolution
(RS) is defined as:

2 • (t � t )2 2R � (32)S w � w1 2

where t2 and t1 are the retention time of the separated

substance, and w1 and w2 are the peak width at the base.
A resolution map is the response value of the optimization.
A resolution higher than 1 should be achieved throughout
the whole chromatogram. A high resolution is not desired,
because it increases the analysis time. The optimization of
the running conditions (mobile-phase modifier composi-
tion, gradient shape, flow rate, etc.) can be carried out by
factorial design, simplex optimization, and others.

Simplex Optimization. Although there are many vari-
ants of the simplex procedure (99), they are all based on
the basic procedure of Spendley et al. (100). A simplex is
defined as a geometric figure having one more point (ver-
tex) than the number of variables being optimized. Thus,
for two variables, a simplex is a triangle and for three vari-
ables the simplex is a tetrahedron. Although it is difficult
to visualize a simplex for more than three variables, the
mathematics does not become significantly more complex
and the procedure is easily handled by manual or digital
computation. Figure 9 shows a two-variable (dimension)
simplex as it moves, with constant step sizes, across a re-
sponse surface. The optimization proceeds by rejection of
the vertex, which has the worst experimental response,
and by reflecting its coordinates through the midpoint of
the hyperplane.

Unfortunately, this original, fixed-step size procedure
suffers from several severe limitations. In particular, pro-
gress across the response surface is made at a constant
rate because the step size is fixed; this fixed size also
means that the optimum may not be precisely located be-
cause the simplex will be forced (in two dimensions at
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Figure 10. Variable-step simplex. Source: Reproduced by kind
permission from Berridge (101).

least) to circle around it. Additionally, the fixed-step size
simplex is prone to failure on a surface ridge, in that it will
become stranded and not make progress toward the opti-
mum. These limitations have been largely overcome in the
modified procedure of Nelder and Mead (102). They intro-
duced two new operations to the fixed-step size procedure,
expansion and contraction. The latter operations allow the
simplexes to expand and thus accelerate toward the opti-
mum region. When they have approximately located the
optimum region, the simplexes contract and reduce the
search region until the optimum is precisely located. Fig-
ure 10 shows a variable-step size simplex on the same re-
sponse surface as in Figure 9.

Berridge (101) reviewed the chromatography response
functions (CRF) used in analytical chromatography. These
functions can be also applied to preparative chromatogra-
phy (103). The functions successfully used to date for sim-
plex optimization are in general based on sums of terms,
usually reflecting resolution and analysis time. The CRF
are derived for the separation of a small number of com-
ponents from a complex sample. A few response functions
will be discussed as examples. A comprehensive treatment
of the CRF used in analytical chromatography would ex-
ceed the scope of this chapter.

For isocratic separations, Berridge (104) developed a
function to provide greater flexibility in meeting the needs
of fully automated optimization:

aCRF � R � n � |t � t | � c(t � t ) (33)� i m n 0 1

where Ri is the actual resolution, n is the number of de-
tected peaks, tm is the desired retention time, tn is the re-

tention time of the last peak, t0 is the dead time, t1 is the
retention time of the first elute peak, and a is a selectable
weighting parameter.

To overcome some of the anomalies generated by using
a multicriterion CRF in simplex optimization, Wright et
al. (105) simplified the CRF (equation 33) to

CFR � R � n � (t � t ) (34)� i m n

with tm � tn � 1. The time constraint for the first eluted
peak is deleted and that for the last peak is considered only
if the difference between the retention time and the target
retention time is greater than 1 min. The term for the num-
ber of peaks (n) is not raised to a power to ensure that when
the term is included, it has a significant influence on the
CRF value.

Isocronal Analysis. Atamna and Grushka (106) describe
the concept of optimization by isochronal analysis, for-
merly known as the time normalization for HPLC. Briefly,
in this mode of optimization, two experimental conditions
are changed simultaneously. One is altered to improve res-
olution, whereas the other is changed to maintain the anal-
ysis time constant. The constant analysis time means:

t � t (35)R1 R2

where the subscripts 1 and 2 indicate two different exper-
imental conditions. From equation 36, the following con-
ditions can be derived:

Z (1 � k�) Z (1 � k�)1 1 2 2
� (36)

u u1 2

where Z is the column length, u is the linear velocity, and
k� is the capacity factor. The need to change two experi-
mental conditions simultaneously is clearly seen from
equation 36. The most practical pairs of experimental con-
ditions that can be exploited in isochronal analysis are mo-
bile phase velocity and composition, mobile phase velocity
and column temperature, or mobile phase composition and
column temperature. When the residence time of a product
is of concern, this type of optimization may have some
value also for preparative chromatography.

Flow Sheeting

Flow sheeting in bioprocessing is a very complex task. A
process for purification of a protein consists of several
steps. Usually there is a link between the performance of
each step and the performances of the previous step and
the subsequent steps. The complexity of the problem is ob-
vious when considering a tree structure, assuming a three-
step purification with only two possibilities at each step
(Fig. 11). Even in this simplified case we end up with eight
different purification schemes. Additionally, an economical
evaluation of the individual arrangement is hard because
the steps of one sequence are influencing each other.

The use of expert systems is suggested for the rational
selection of purification processes starting from different
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Figure 11. Tree structure of an idealized three-step purification.
Each step offers only two possibilities.

microbial sources, such as harvesting, preconditioning,
concentrating, purification, and polishing (77,107).

Artificial neural networks are suited to improve the
quality of expert systems for flow sheeting. The numerical
certainty for defined steps can be fine tuned by feedback
with existing results. A successful application has not yet
been shown today. However, the large number of software
tools for artificial neural networks will promote this appli-
cation.

The Biopro Designer is a computer program allowing
the economical evaluation of each separation step. As in
real life, chromatography is limited to other separation
steps, such as ultrafiltration, precipitation, etc.
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INTRODUCTION

Hydrophobic interaction chromatography (HIC) is an im-
portant chromatography technique used for the separation

of biomolecules. The interaction is based on physicochem-
ical characteristics of the molecules other than the charge,
as in ion-exchange chromatography (IEC), or the size, as
in gel filtration. Although its importance is increasing in
industrial applications, the start has been slow. The tech-
nique is certainly very powerful when the optimal condi-
tions for a certain separation are determined, but to
achieve this has often been far from easy. One reason is
that the mechanism of the interaction is complex, depend-
ing on several properties of the separation medium as well
as of the separated substances, and not yet fully under-
stood. There are a number of hypotheses that approach the
phenomenon of hydrophobic interaction from different
points of view, but the practitioner will still find that there
is no simple theory that will always facilitate the optimi-
zation of a separation, as is the case when using other chro-
matography techniques. Hydrophobic interaction is fa-
vored by high salt concentration and is thus a logical
purification step after salt precipitation or IEC, where the
environment has a high ionic strength.

HIC has been used as a group separation method, rap-
idly separating what retards on the column from what is
not interacting, and as a powerful high resolution tech-
nique with gradients of descending salt concentration.

In addition to what is usually designated as HIC, there
are several related chromatography techniques based en-
tirely or partly on hydrophobic interaction. Reversed-
phase chromatography (RPC) is the most important, work-
ing with strong hydrophobic interaction that is often
achieved by high substitution with long aliphatic chains.
The principal difference between HIC and RPC is meth-
odological in nature. In HIC, the interaction is increased
by salt in order to retard the sample on the column and,
basically, a return to native conditions will elute the com-
pounds, whereas in RPC the sample is retarded on the col-
umn and eluted by addition of organic solvents. The meth-
ods based on what are described as salt-mediated and
thiophilic interactions gain in importance, whether they
should be considered as HIC techniques is perhaps a mat-
ter of semantics. Moreover, the binding in affinity chro-
matography and to dye–ligand matrixes often have signifi-
cant elements of hydrophobic interaction.

HYDROPHOBIC INTERACTION

Basic Theory

There are several approaches to theoretically elucidate the
nature of hydrophobic interaction, ranging from thermo-
dynamics over surface tension to van der Waals forces
(1,2). From different angles they all try to explain the ob-
served influence on hydrophobic interaction by ions with
salting-out effect, chaotropic ions, type of salt, tempera-
ture, pH, and additives. No single theory, however, man-
ages to fully cover the mechanisms of interaction. In HIC
the added complexity, contributed by matrixes, spacers, li-
gands, and the effects of buffer environment on different
species of biomolecules, implicates that, apart from very
general recommendations, the design of a HIC procedure
still has to be founded on careful practical and empirical
studies.
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(a)

Anions: Increasing “salting-out” effect

PO4
3�; SO4

2�; CH3 COOH�; CI�; Br�; NO3
�; CIO4

�; I�; SCN�

(b)

Cations: Increasing chaotropic effect

NH4; Rb�; K�; Na�; Cs�; Li�; Mg2�; Ca2�; Ba2�

(c)

Salts promoting the molal surface tension of water:

Na2SO4 � K2SO4 � (NH4)2SO4 � Na2HPO4 � LiCI � KSCN

Figure 1. The Hofmeister series of anions (a) and cations
(b). The arrows indicate increasing salting-out effect and
chaotropic effect, respectively. Salts with high ability to pro-
mote hydrophobic interaction are combinations of ions
found to the left in the series. The same salts are found
early in the series of salts listed in order of decreasing abil-
ity to promote the surface tension of water (c). This indi-
cates the relationship between hydrophobic interaction and
surface tension. Which salt to chose depends on the solu-
bility and the production cost of the salt as well as the cost
of preventing pollution of the environment by waste buffers.

Salting Out and Hydrophobic Interaction

There is definitely a relationship between the salting out
process used for the precipitation of proteins and hydro-
phobic interaction as used in chromatography. The Hof-
meister series list anions and cations according to decreas-
ing ability to precipitate and increasing ability to dissolve
proteins, and the combinations (salts) from the beginning
of the list are well known to promote hydrophobic inter-
action (3–6) (Fig. 1). Probably precipitation by salting-out
and HIC are based on the same phenomenon, the principal
difference being that in precipitation the hydrophobic in-
teraction has to take place between molecules of the same
kind or others that happen to be present in the solution,
whereas in chromatography a well-defined counterpart is
hydrophobic enough to bind some of the passing com-
pounds, preferably at lower salt concentration than is
needed for precipitation.

Thermodynamic Theory

The main and very elegant theory of hydrophobic interac-
tion (7) refers directly to the Gibbs free energy equation
(equation 1), which describes the change in energy when a
chemical system is transferred from one state to another:

DG � DH � TDS (1)

where DG is the change in Gibbs free energy, DH is the
change in enthalpy or heat content, T is the temperature
in Kelvin, and DS is the change in entropy or disorder of
the system. If DG is negative, the second state has a lower
energy and the system will adapt to it, provided that there
are no energy barriers. In hydrophobic interaction, the en-
tropy change is of greatest importance (8). If hydrophobic
molecules such as aliphatic carbon chains are immersed in
water, the monolayer of water molecules in contact with a
carbon chain will be in higher order than those in the bulk
of the water. If two or more hydrophobic structures come
together, the surface that has to be covered by ordered wa-
ter molecules decreases, some water molecules join the
less-ordered bulk water, and the entire system gains in

entropy and thus, according to equation 1, decreases its
free energy (Fig. 2). This state will be favorable for ener-
getic reasons and thus promoted. If some of the hydropho-
bic molecules are attached to a chromatographic matrix as
ligands, the setup for HIC is obvious (Fig. 3).

The phenomenon of increased interaction in the pres-
ence of salting out ions is explained by a higher gain in
entropy when water is transferred from the surface of a
nonpolar molecule to the bulk of water. Whether this is
achieved because the surface water in the presence of salt
is initially more ordered or the bulk water less ordered or
both is not quite clear.

Equation 1 reveals that at a higher temperature an in-
crease in entropy will give a higher energy gain because
the entropy factor of the equation will be multiplied by a
higher number. Consequently, if the binding to a medium
has been shown to increase with the temperature, this has
been taken as an indication that the interaction is really
hydrophobic.

Surface Tension, van der Waals Forces

Another theory (3) suggests that the surface tension of the
water surrounding a nonpolar structure and the tendency
to minimize it are responsible for the interaction. If salt is
added to the water, it has been shown that the surface
tension increases. As a consequence, the energy gain in
minimizing the surface exposed to the hydrophobic mole-
cules is larger and thus the interaction is stronger. Some
salts that influence the surface tension are listed in order
of decreasing effect in Fig. 1. Although the salts that in-
crease the surface tension most are among those that
should promote hydrophobic interaction according to the
Hofmeister series, the order is not quite the same.

A third theory suggests that van der Waals forces (4)
are responsible for the hydrophobic interaction in HIC.
This is supported by the fact that these forces should be
increased as the order of water increases in the presence
of salt. Probably the theories mentioned here all describe
one part of the complicated interaction, and a combination
of them is more relevant to describe the phenomenon of
hydrophobic interaction.
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Figure 2. Hydrophobic interaction. Two aliphatic carbon chains
(black circles) are immersed in water. Only the water molecules
(white circles) with high order in the monolayer adjacent to the
nonpolar molecules are indicated. When two chains are in contact,
the surface area that is covered with ordered water molecules is
decreased and some water is in a state of less order in the bulk of
the water. The free energy of the system decreases, and thus the
binding together of the two molecules is favored.
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Figure 3. Hydrophobic interaction used for chromatography. Two
octyl chains are coupled to a chromatographic medium. An energy
gain, equivalent to that described in Figure 1, is achieved by the
interaction of the octyl chains with nonpolar moieties on a protein.
The carbon atoms of the hydrophobic parts of the protein are in-
dicated with black circles, the oxygen atoms of the water with
white circles, and charged atoms or groups of the protein with
white circles containing plus or minus signs. The hatched area
indicates the interior part of the protein.

HYDROPHOBIC INTERACTION CHROMATOGRAPHY

Development of the Technique

As early as 1948 Tiselius presented what he called Ad-
sorption separation by salting out (9), but not until the
beginning of the 1970s were reports on the synthesis of
media published. Some researchers were working with a
mixed mode because of their medias’ content of charges
(10–13), but charge-free hydrophobic media were also syn-
thesized (5,14,15), and the first commercially available
products were presented some years later (16). At present,
a wide range of products, including HIC-media for HPLC,
are available but phenyl, octyl, butyl, and alkyl ligands are
still by far the most common (17,18).

Factors Influencing HIC

In addition to the environmental parameters, including
ionic strength, temperature, and pH that influence the hy-
drophobic interaction as such, there are several factors
that have to be controlled to use the hydrophobic interac-
tion for chromatographic purposes. The chromatographic
medium is constructed by coupling hydrophobic ligands to
a chromatographic matrix, often by use of a short spacer
to enhance the sterical possibilities of interaction with
large molecules. The type of ligand and the ligand density
affect the characteristics of the medium. The choice of buf-
fer ions has been found to change the interaction pattern
more profoundly than generally anticipated. The optional
use of organic solvents and detergents have to be taken
into consideration. The molecules themselves have certain
characteristics and will often change chromatographic in-
teraction behavior with the buffer salts in an individual
manner (19). Finally, the choice of dimensions of the chro-
matographic column and the mode of elution will depend
on the size range of biomolecules that are subject to pro-
cessing and the desired throughput of the separation step.
One approach, to describe the complex interaction of HIC
from a practical point of view, has been to characterize a
HIC medium by the interaction pattern of a significant set
of protein molecules and to evaluate the result by the use
of principal component analysis (20). As described in later
sections, the media can be classified by this approach, and
the importance of different characteristics of the proteins
can be correlated to the interaction of different media.

The Matrix

Agarose-based matrixes with varying degrees of cross-
linking are most commonly used for HIC, but organic res-
ins and silica-based media are also used, especially in
HPLC applications. All common chromatographic ma-
trixes, such as cross-linked agarose (21,22), organic poly-
mers (23), and silica (24), can be derivatized with hydro-
phobic groups to give HIC media. Normally, the influence
of the by-design hydrophilic chromatographic matrix will
just add slightly, if at all, to the performance of the me-
dium, but it is a well-known fact that unsubstituted aga-
roses intended for gel filtration will expose what can only
be characterized as hydrophobic interaction at extremely
high salt concentrations (25–27). This allows for using HIC
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Figure 4. Common hydrophobic ligands. Alkyl (a), butyl
(b) phenyl (c), and octyl (d) ligands coupled to a chromato-
graphic matrix by glycidyl ether.

even for rather hydrophobic proteins that would stick ir-
reversibly to conventional hydrophobic gels. It has to be
noted, though, that under normal salt concentrations (e.g.,
those used in gel filtration) no hydrophobic interaction will
be taking place because the gels were successfullydesigned
to be as hydrophilic as possible.

The Ligands

Alkyl, butyl, phenyl, and octyl groups are the most com-
mon ligands in commercially available HIC media (Fig. 4).
They are listed in what is commonly considered as in order
of increasing hydrophobicity, but as mentioned earlier
there is no linear or single dimension relationship between
their interaction with different species or sets of molecules.
It is obvious that the aromatic part of the phenyl group can
bind with p-to-p binding as well thus adding to the com-
plexity of the interaction. Other ligands of interest include
mercapto derivates, which have yet another spectrum of
interaction. They have been claimed to work partly with a
special thiophilic interaction, but there is some doubt
whether their content of sulfur is really responsible for
their interaction pattern or whether they are just another
type of hydrophobic medium among the others and work-
ing by a combination of the same mechanisms as other
hydrophobic media.

The Coupling Reactions

Glycidyl ether is the coupling agent used most often to im-
mobilize hydrophobic ligands (18), but in principle all the
common coupling procedures can be used to attach the li-
gands to the chromatographic matrix. An extensive review
of coupling methods is presented in the work by Carlsson
et al. (28). The coupling procedure will almost inevitably
result in the ligands being attached via an often very short
spacer, which is an advantage because conformational re-

strictions when large protein molecules bind are de-
creased. On the other hand, the choice of coupling chem-
istry will always influence the performance of the
chromatographic medium by introducing hydrophobic or
charged moieties, and the selectivity and the capacity may
be very different even if the coupled ligand happens to be
the same.

Binding Capacity

The binding capacity of an HIC medium depends partly on
the ligand density (11,21,29,30), but it is important to re-
member that any figures given will always be related to
the specific protein that was used to determine the capac-
ity and to the conditions under which the determination
was performed. The capacity can be determined as total
capacity, with the protein exposed to the medium without
flow, or as dynamic capacity, where the linear flow and the
residence time of the molecules in the column will influ-
ence the result. There may well be a difference of magni-
tude of 10 to 20 between the capacities for different pro-
teins, a fact that has to be considered when choosing a
medium from a catalog where the dynamic capacity is of-
ten determined using serum proteins like albumin.

The capacity that can be used is dependent on the con-
tamination picture as well and whether the main part of
the impurities are more or less hydrophobic than the de-
sired substance, so in practice it is necessary to determine
the dynamic capacity in every specific application; this
should be seen as a normal part of an optimization process.

Much work is being done to optimize the dynamic ca-
pacity of media, both by suppliers and by users at research
sites, but the question is whether the most convenient and
uncostly way of increasing the capacity of a column is to
increase the amount of gel!
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HIC and RPC and Column Design

HIC and RPC are both based on hydrophobic interaction,
and the borderline between the techniques is more defined
by difference in methodology and the type of sample than
by the interaction as such.

In RPC the hydrophobicity of the media is higher be-
cause the ligands are more hydrophobic and the ligand
density is higher. When the sample is run through an RPC
column at conditions in the range of physiological pH and
salt concentrations, most compounds are retarded on the
column. Elution has to be achieved by using increasing
gradients of organic solvents. Commonly used solvents are,
in order of increasing elution ability, methanol, isopropyl
alcohol, and acetonitrile.

In contrast, in HIC very little of the sample is retarded
at physiological conditions. The ionic strength of the sam-
ple has to be increased to promote attraction, and the elu-
tion is normally done by decreasing salt gradients. If some
components are still attached to the matrix in weak buffer,
a mild organic solvent such as ethylene glycol will be used
to wash them out.

As a consequence, HIC is more often used for protein
separation where the task often is to retain the tertiary
conformation and the biological activity of the separated
molecules, whereas RPC is often used for smaller mole-
cules, such as peptides, which lack tertiary structure and
subsequently will withstand the elution conditions without
denaturation.

Historically, RPC was developed as an HPLC technique
to separate small molecules using mainly silica and or-
ganic polymer-based matrixes, and HIC was developed as
a technique for the separation of proteins, as an alternative
to IEC and gel filtration and using the common agarose
matrixes as carriers of the hydrophobic ligands. The dif-
ference in molecular size range of the molecules to be sepa-
rated leads to several important differences in the meth-
odologies of the two techniques (31). The differences in
behavior between small and large molecules are important
in all attraction techniques, such as IEC, HIC, and RPC.
But because of the restrictions to expose large molecules
to organic solvents, the borderline between separation of
small and large molecules happens to coincide more or less
with the borderline between the two hydrophobic tech-
niques. But there are other technical reasons behind the
difference of methodology based on molecular size (31).

Small molecules interact with the matrix by single point
attachment. A molecule is bound to the gel for a certain
fraction of the time and is free to move with the buffer the
rest of the time. Another way to express the same fact is
that at a certain time one fraction of the molecules attach
to the column while the rest are moving with the flow. Even
if the equilibrium is shifted far toward binding, the mac-
roscopic effect will be that small substances move down the
column at some rate in a broad range of salt concentra-
tions, although the speed may be rather low. In a mixture
of substances, the rates of movement down the column will
be different, as described by the individual equilibrium
constants, and a separation will take place. To allow for
the molecules to separate, a long path length is needed,
and thus long columns and keeping the separating zones

sharp are essential for high effectivity. This fact has led to
a hunt for high plate numbers, a feature that can be
achieved by using small matrix particles. This in turn will
cause a high backpressure and the need to work under
HPLC conditions. The full utilization of the selectivity of
the column will be achieved by elution under isocratic con-
ditions or by shallow gradients. The resulting extremely
resolving techniques have been very successful and im-
pressive and have been used for peptide fingerprinting and
other types of qualified analysis of small organic molecules.

Proteins, on the other hand, interact with the matrix by
multipoint attachment. Even if at some salt concentration,
some of the interacting parts of the large molecules may
be unbound, there are often several points of interaction
left that keep the protein attached to the column. Not until
a certain elution condition is reached, such as higher ionic
strength in IEC or lower salt concentration in HIC, where
all binding sites of the protein are simultaneously un-
bound, will the protein move down the column. The range
between when the protein is not moving at all and moving
at full speed is very narrow compared to when small mol-
ecules are separated. Isocratic elution is not possible be-
cause at constant buffer concentration some proteins will
move without retardation and some will hardly move at
all. A gradient is needed to elute the proteins in order. Be-
cause the resolution is not very dependent on the effectiv-
ity of the column, an HIC step where proteins are sepa-
rated should be performed in short columns, and the linear
flow should be kept low by increasing the diameter of the
column. In large scale, the use of short and wide columns
in protein separation based on IEC and HIC opens up the
possibility to run with a high total flow and throughput
and still keep the linear flow low enough to allow for the
adsorption and desorption to take place without being too
far from equilibrium.

CLASSIFYING HIC MEDIA BY MULTIVARIATE ANALYSIS

The performance of HIC media can be monitored by mul-
tivariate analysis, using a set or probe of protein molecules
with different hydrophobic properties. The interactions of
the molecule set with the HIC media could be correlated
to molecular weight, isoelectric point, fraction of hydro-
phobic amino acids, surface charge, and several hydropho-
bicity indexes (20) without the need for detailed knowledge
about the parameters or the mechanisms involved. In-
stead, the different combinations of media and chromatog-
raphy conditions can be fingerprinted by their performance
in practice and easily compared. As well as artificial
mixtures of proteins, serums with 15 to 20 of the proteins
identified have been used as probes to determine adsorp-
tion patterns (32).

Inversely, biomolecules can be classified by their hydro-
phobic characteristics as measured by their interactions
with a standard set of different hydrophobic media. Mole-
cules with similar adsorption patterns over the media
should have similarities on a molecular level.

The results hint that in the tested buffer system, there
are at least two main mechanisms that have an impact on
HIC (20,33). One mode of interaction was typical on highly
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hydrophobic media, for example, with an octyl chain as
ligand, where the binding seems to be entirely correlated
to the fraction of hydrophobic amino acids and to the hy-
drophobicity index of the protein molecule. An explanation
may be that a higher content of hydrophobic amino acids
automatically leads to more hydrophobic amino acids be-
ing exposed on the surface of the protein. But because the
fraction of exposed hydrophobic areas of proteins is always
in the vicinity of 40 to 50% (34,35), another possible expla-
nation takes into consideration that proteins are not rigid
bodies with rigid surfaces but that the conformation should
be considered as a statistical mean around which the mol-
ecule must have the property to breath or change the mi-
croconformation, thus allowing a long hydrophobic chain
to come in contact with hydrophobic structures that sta-
tistically are not always exposed at the surface.

An interesting finding is that the binding to the octyl
medium is highly correlated with the molecular weight as
well. This phenomenon is logical, though, taking into con-
sideration that larger protein molecules generally have to
have a higher fraction of hydrophobic amino acids to keep
the tertiary structure.

The other mode of action does not correlate with the
content of hydrophobic amino acids of the proteins at all,
but instead correlates inversely with the surface charge of
the molecules as found in biochemical handbooks. This in-
teraction was displayed on weakly hydrophobic matrixes
with short alkyl chains but also with some thiophilic me-
dia. An explanation is that charged groups will mask the
type of hydrophobic interaction taking place on these gels
under the tested conditions. Probably this interaction will
be influenced significantly by altering pH.

Very commonly used HIC media, based on phenyl
groups and butyl groups as ligands, were shown to work
with a mixed mode, that is, combination of the two pure
mechanisms. This fact adds to the explanation of the dif-
ficulty, especially using these HIC media, to find simple
rules after which the separation should be optimized.

It should also be noted that the performance of a HIC
medium will always be the result of the combination of
ligand, spacer, and matrix. Phenyl gels from different man-
ufacturers have quite different patterns of interaction if
tested by a set of proteins as described earlier. This has to
be remembered when, after the optimization in laboratory
scale, alternative media are tested before scaling-up of a
HIC procedure. This optimization is only valid for the me-
dium used. There is thus a risk that competing media,
which might be advantageous, will be tested under non-
optimal conditions and rejected under false premises.

THE CHROMATOGRAPHY CONDITIONS

Ionic Strength

A high ionic strength is needed by definition to attach
biomolecules to the column. Very often, 1.5 to 1.7 M am-
monium sulphate is used as initial buffer concentration
without further trials to optimize. Another common ap-
proach is to equilibrate the column in weak tris-buffer to
preserve the pH and increase the ionic strength by the ad-
dition of sodium chloride to a concentration of up to 3 M.

It has to be noted, though, that ammonium sulphate, at a
certain concentration, is between three and four times as
effective in promoting the hydrophobic interaction com-
pared to sodium chloride, so if the substances in question
need a stronger interaction to be retarded on the column
than can be achieved by almost saturated sodium chloride,
ammonium sulphate is a natural choice. Using ammonium
sulphate extends the range of HIC to be used for the sep-
aration of less hydrophobic molecules.

In production-scale operations, the use of ammonium
sulphate has been questioned because of the effect the ni-
trogen of used buffers may have on the environment by
increasing the overnutrition. The choice between overnu-
trition and possible toxic effects of substitute buffers such
as sodium sulphate may not be easy, and all the factors,
from the conveniency of the separation procedure to the
cost of purifying the sewage, will have to be considered.

Buffer Ions

Recently, it has been shown that the choice of buffer ions
greatly influences the function of an HIC medium (32,36).
The overall behavior of a buffer-ligand-spacer-matrix sys-
tem could be switched in a wide range, such as from typical
phenyl-like to typical butyl-like or vice versa, by just
changing the buffer ions. Optimization work by testing dif-
ferent buffers might then be more beneficial than usually
anticipated but, as with pH, the task still includes much
work based on trial and error.

pH

It has been shown that hydrophobic interaction between
proteins and an octyl gel generally increases with lowered
pH and most often decreases with high pH, but the pH
dependence in this case is not very profound from pH 6 to
pH 8.5. For some proteins, though, the interaction in-
creases with an increase in pH (21). One reason for the
different results might be that sodium sulphate was used
above pH 8.5 and ammonium sulphate buffer was used
below pH 8.5. According to Oscarsson and Kårsnäs (32),
the adsorption behavior of serum proteins on octyl gel is
quite different in the two environments. The reason for
this complexity again has certainly to do with the multi-
mechanism nature of HIC, with irregularities implied by
different kinds of interactions between buffer ions and pro-
tein surfaces (18) and thus, secondarily, interaction with
the HIC matrix.

In practice, changes in pH to get a desired separation
can be very powerful because it may alter the entire ad-
sorption spectrum, but, because of the trial-and-error na-
ture of the task, pH is not the primary parameter to use
for an optimization.

Temperature

High temperature promotes the binding, and HIC is pref-
erably run at room temperature if the compounds to be
separated can withstand this condition without losing ac-
tivity (4,7,37,38). In room temperature, slightly lower buf-
fer concentrations can be used than if the separation is
made in a cold room. Elution of hardly bound substances



608 CHROMATOGRAPHY, HYDROPHOBIC INTERACTION

may also be facilitated by performing the elution step at
cold room temperature. In practice, however, the increase
of temperature at the reequilibration of the column in room
temperature inevitably produces air bubbles that will de-
stroy the packing of the column, so if a two-temperature
scheme is chosen, repacking of the column will most cer-
tainly have to be included in the separation cycle.

Flow, Residence Time

Hydrophobic interaction shows signs of being a slower pro-
cess compared to other interactive chromatography tech-
niques. The desorption of compounds from the column is
often run under nonequilibrium conditions, resulting in
long tailing peaks that seriously damage the resolution.

It is also generally found that the adsorption of mole-
cules sometimes seems to be a two-step reaction, where the
initial binding is weaker and more readily broken under
the elution conditions. After some time the bound mole-
cules seem to adapt themselves to the column, possibly in-
volving conformational changes (39). More harsh condi-
tions may have to be introduced for the elution, and there
is a risk that the recovery will decrease. On the other hand,
there are reports showing that an elution pattern can be
quite reproducible even when the bound substances have
been immobilized on the column for a long time (21), and
HIC is generally considered a high-recovery technique
(40).

Elution

Generally, elution of substances bound to an HIC column
can be achieved by altering one of the parameters that pro-
mote binding. It is possible to elute by increasing pH, if the
adsorption was performed at low pH, or by lowering the
temperature, although the effect of this may be too small.
But most commonly, elution is performed by a descending
salt gradient or, in large scale, by stepwise lowering of the
salt concentration (5,14).

If substances remain on the column at very low buffer
concentration, an organic additive such as ethylene glycol
or a detergent can be used for the elution. The ethylene
glycol will alter the water structure and weaken the hy-
drophobic interaction, and the detergent will act by com-
peting with and displacing the protein on the chromato-
graphic medium.

REGENERATION AND CLEANING-IN-PLACE

For process economy, the regeneration of the HIC column
is essential. Fouling of the column and irreversible binding
of contaminants to the column are common obstacles in
HIC. There are three degrees of regeneration: removal of
strongly bound or precipitated proteins, removal of hydro-
phobic substances like lipids and lipoproteins, and sani-
tation, which means removal or deactivation of microor-
ganisms. Preferably, the regeneration is performed as a
cleaning-in-place (CIP) procedure without costly and cum-
bersome repacking of the column. All washing steps should
be performed with reversed flow to give the contaminants
the shortest distance out of the column and avoid second-

ary interaction with the rest of the column. First, all con-
ditions that will decrease possible hydrophobic interaction
can be used for the regeneration. Detergents that will com-
pete with the attached substances and ethanol and isopro-
pyl alcohol, buffers normally used in RPC, are obvious
choices NaOH, 0.5 to 1 M, has been shown to almost uni-
versally sanitize the column and has a good cleaning abil-
ity as well. It is important to note that washing with nar-
row zones of the washing solution is often more effective
in removing the column contaminants than exposing the
medium for a constant concentration of the washing agent
for an extended time. It is not unusual when cleaning HIC
media that material will be washed out both in the begin-
ning and at the end of a washing zone where the concen-
tration is increasing and decreasing, respectively. Proba-
bly, a lot of equilibria are present, including hydrophobic
interaction and interactions involving charges, and if one
type of binding is minimized another may be enhanced and
keep the contaminants on the column. By wobbling the
concentration, the differences of reaction velocities are
probably utilized, with elution as the result.

OPTIMIZATION PROCEDURES

Although all the parameters mentioned above can be used
to optimize a hydrophobic interaction chromatography
step, for many of them the effect of a change is not easy to
predict because it will also be dependent on the individual
properties of the proteins subject to separation. Thus, a pH
change may alter the entire elution pattern or just influ-
ence the binding of a single component. Other parameters
that may change the entire interaction picture are the buf-
fer ions and the chosen chromatography medium.

Choice of Medium

Ideally, it is preferable that the desired components attach
to the medium under moderate salt concentrations (e.g.,
up to 1 M ammonium sulphate), and a screening of the
most common commercially available media is always ad-
visable. This screening is easily performed in small scale
and should include a test of whether elution with a high
recovery is possible with water or weak buffer. If a lower
salt concentration is sufficient on a certain gel, this is a
preferable choice for economical and environmental rea-
sons provided that the resolution obtained is still accept-
able.

Determination of the Starting Buffer Concentration

An HIC run is normally performed by equilibrating the
column in a starting buffer, applying the sample, and elut-
ing with a stepwise descending ionic strength or a descend-
ing continuous gradient.

Optimizing the starting concentration, or the concen-
tration at which the proteins are adsorbed to the column,
is important to really utilize the HIC step (Fig. 5). In lab-
oratory scale and analytical experiments, where the reso-
lution can be achieved by gradient elution, the ionic
strength should be high enough to retard the desired com-
ponent and to let it elute somewhere in the middle of the
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Figure 5. The effect of starting concentration. 100 lL anti-CEA MAB (�IgG1) from mouse ascites
fluid, in 0.8 M (NH4)2SO4 (AS), applied to an Alkyl Superose HR 5/5 column with a flow rate of 2.5
cm/min. The different concentrations of AS in the initial buffer were mixed in 0.1 M sodium phos-
phate, pH 7. (a) The sample is applied in 2 M AS. Both albumin and IgG are accumulated on the
column. (b) The sample is applied in 1.5 M AS. Less albumin is bound, which indicates a weaker
interaction and less binding capacity. (c) In 1 M AS only IgG is binding, and (d) in 0.8 M AS the
IgG is still retarded but eluted in a broad peak. Source: Figure reprinted from ref. 17 by kind
permission of Pharmacia Biotech, Uppsala, Sweden.
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Figure 6. The effect of the suggested method of injecting the sample in diluted aliquots intermis-
sioned by zones of concentrated buffer. In (a) 500 lL anti-CEA MAB (�IgG1) from mouse ascites
fluid, in 0.9 M (NH4)2SO4 (AS), was injected on a column equilibrated in 2 M AS in 0.1 M sodium
phosphate, pH 7. In (b) the same sample was injected in 100 lL aliquots. 1.3 mL of 2 M AS were
injected between every injection of sample. The capacity of the column was fully utilized without
the risk of precipitating the sample in tubings and adapters. Source: Figure reprinted from ref. 17
by kind permission of Pharmacia Biotech, Uppsala, Sweden.

descending gradient. In this way, the combination of the
capacity for the component of interest and the resolution
will be favorable. In large-scale runs, well-defined and re-
producible gradients are more difficult to achieve, so the
elution is preferably done by stepwise decrease of the ionic
strength. In some cases, it will work beautifully to chose
an ionic strength that is just enough to retard the sub-
stance of interest, but in other cases, the peak containing
the desired substance will broaden unacceptably at this
condition, and the salt concentration will have to be in-
creased (Fig. 5).

Gradient Volume

A gradient volume between 5- and 10-column volumes will
give enough resolution in most cases. By increasing the
gradient volume, the resolution will increase, but the com-
ponents will be eluted in a larger volume.

Selectivity of the On and Off Reactions

It is often found that the reaction of binding to the column
is rather rapid and selective, whereas the elution of a com-
pound from the column is slower. As a result of this, tailing
of zones at elution is very often experienced and the reso-
lution of substances is jeopardized. A way of optimizing a
method fully, utilizing the selectivity of the adsorption, is
to use the following scheme:

1. Equilibrate the column with a starting buffer that
has a lower concentration than is needed to retard

the desired substance, adjust the sample accord-
ingly, and run it through the column.

2. Elute everything that was retarded on the column
with water or low salt. Check for activity.

3. Add some salt to the buffer and the sample and re-
peat steps 1 to 3 the desired substance is eluted from
the column. To speed up the procedure, a prerun with
a gradient starting at high salt concentration will
hint at a proper initial concentration when step 1 is
run the first time.

An optimized separation scheme includes as its first
step running the column in a salt concentration just below
the one where the desired substance was found to be re-
tarded. All impurities that bind harder than the desired
substance attach to the column and should be eluted. The
next step is to bind the desired substance using a slightly
higher salt concentration. If this is done carefully, very few
contaminants will bind, and subsequently the desired sub-
stance can be eluted in high yield by a steep descending
gradient, if any contaminating substances were retarded
as well, or by a step of very diluted buffer. The described
method is advantageous not only because the selectivity of
the interaction is fully utilized but also because of the sim-
plicity to recondition sample and buffers by just adding
salt. Moreover, the capacity of the column is utilized to
bind mostly the compound of interest and very little con-
taminants. A drawback may be that the capacity of the
column for the substance of interest might be lower be-
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cause the binding is taking place near the elution concen-
tration.

Equilibration of the Column and Sample Application

There is always a risk that the high salt concentration
needed to attach the sample to the column will cause
precipitation in tubings, pumps, columns, and detectors.
This may be prevented by the following scheme: The col-
umn should be equilibrated with the proper buffer concen-
tration but the sample with slightly lower salt concentra-
tion. This is easily accomplished by dilution of the sample.
Instead of injecting the whole sample volume at one time,
the injection should be done in aliquots divided by zones
of the equilibration buffer. If the volume of the aliquots is
kept less than 10% of the column volume and the volume
of the intermediate zones with full buffer concentration ex-
ceeds 10% of the column volume, the sample condition will
adapt to that of the equilibrated column. In this way, the
precipitation in wrong places is avoided and the interac-
tion with the column is still taking place in the correct
environment (Fig. 6).

Scaling-Up

To get a similar result in large scale as in laboratory scale,
it is important to keep some parameters constant. The col-
umn length, the linear flow, and the ratio between gradient
and column volumes belong to this category. A constant
column length leads to the fact that the desired capacity
will be proportional to the cross-sectional area of the col-
umn and actually decide it, because the same proportion
of the column length should be occupied by the sample in
both scales.

Because of the relationship between the volumetric
flow, the linear flow, and the cross-sectional area of the
column on one side and the gradient-to-column-volume ra-
tio on the other side, the gradient volume will be decided
when the diameter of the column is set. In principle, a gra-
dient elution in process scale will then take the same time
as in laboratory scale. In practice, a decrease in resolution
caused by a more ineffective solvent distribution system at
the inlet of a process scale column will sometimes have to
be compensated for by a lower flow.

APPLICATIONS

HIC has been used for the purification of serum pro-
teins (41,42), nuclear proteins (43), membrane-bound
proteins (44), and viruses and cells (45), and recombinant
proteins (46) and insulin receptors (47) have been success-
fully prepared. Interesting applications include the use of
HIC media as biochemical reactors by coupling enzymes
by hydrophobic interaction (48) and a method for the ex-
change of detergents bound to membrane proteins (18).

For further applications and more discussion about
large-scale processing using HIC, the works by Pharmacia
Biotech and Eriksson (17,18) are recommended.
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INTRODUCTION

Preparative ion exchange chromatography is a technique
for separating biomolecules based primarily on their elec-
trostatic interactions with charged stationary phase ma-
terials. This technique is the most widely employed chro-
matographic separation technique in the biotechnology
industry today. It is used for both capture and high-
resolution separations. The last decade has seen dramatic
advances in the state of the art of chromatographic biopro-
cessing with ion exchange materials. This article presents
recent advances in resin materials, modes of operation,
and modeling.

BACKGROUND

Ion exchange chromatography (IEC) is the most widely em-
ployed chromatographic separation technique in the bio-
technology industry today. It is based on the principle of
electrostatic interactions between charged surfaces. In
IEC, one employs a charged stationary phase material to
separate oppositely charged solutes. Cation exchange em-
ploys a negatively charged surface to separate positively
charged solutes, and anion exchange employs a positively
charged surface to separate negatively charged solutes.
The binding of solutes to ion exchangers may be viewed as
an exchange process in which the solutes compete for bind-
ing with salt counterions and other charged components in
the mobile phase.

This article focus on preparative protein separations in
ion exchange systems, beginning with a brief discussion of
various factors that affect protein retention (e.g., pH, ionic
strength, mobile phase modifiers). A detailed treatment of
the state of the art of stationary phase materials is then
presented. A description of different modes of preparative
IEC is given, along with separation examples from the lit-
erature. Finally, the modeling of preparative ion exchange
is addressed.

Factors Affecting the Ion Exchange of Proteins

pH of the Mobile Phase. Proteins are ampholytes, pos-
sessing both negative and positive surface charges. In fact,
the zwitterionic nature of proteins is what makes ion ex-
change such a powerful tool for these separations. The
charges on the proteins arise because of the presence of
acidic and basic amino acid residues on the protein surface
as well as the amino and carboxyl termini of the protein.
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Thus, the net charge on a protein is a strong function of
the pH of the solution. Under acidic conditions, the basic
side chains are charged, under basic conditions, the acidic
residues will be charged. At the isoelectric point (pI), the
net charge on the protein will be zero. In general, when
the pH of the mobile phase is greater than the pI of the
protein, the protein will have a net negative charge and
will be retained on an anion exchanger. On the other hand,
when the pH of the mobile phase is less than the pI of the
protein, the protein will have a net positive charge and will
be retained on a cation exchanger. It turns out that the net
charge of the protein is not the sole determinant of its re-
tention (1). The distribution of charges on the surface of
the protein is also important. The protein may have
patches of positively or negatively charged residues that
may interact with the stationary phase even when its net
charge is zero. Furthermore, the microenvironment pH of-
ten can differ slightly in the resin and bulk solutions. Thus,
a protein may be retained even at its pI. In addition, it is
important to consider protein solubility constraints in the
development of an ion exchange separation, since proteins
are sparingly soluble near their isoelectric point. In prac-
tice, to prevent protein denaturation, the operating pH in
IEC is limited to the range 2–9.

The choice of buffer to establish the operating pH is of
paramount interest in ion-exchange chromatography. It is
desirable to employ a buffering agent that has the same
charge as the stationary phase material or is neutral. This
precludes the binding of these ions onto the stationary
phase and thus prevents pH shifts within the column.
Hence, it is desirable to use cationic buffers (e.g., alkyl-
amines, Tris, aminoethyl alcohol) in anion exchange chro-
matography and anionic buffers (e.g., phosphate, acetate,
citrate, barbiturate) in cation exchange chromatography.

Ionic Strength. The chromatographic retention of pro-
teins is modulated by the ionic strength of the mobile
phase. In cation exchange systems, the relative strength
of cations is as follows (2): Ba2� � Pb2� � Sr2� � Ca2� �
Ni2� � Cd2� � Cu2� � Co2� � Zn2� � Mg2� � Ti2� �
Ag� � Cs� � Rb� � K� � � Na� � H� � Li�. In�NH4

anion exchange, the relative strength of anions is citrate
� sulfate � oxalate � I� � nitrate � � Br� �2�CrO4

SCN� � Cl� � formate � acetate � OH�.
Thus, Br� will bind stronger than Cl� in an anion ex-

change column. In cation exchange, an equivalent solution
of KCl would elute a protein faster than NaCl. Continuous
and step gradients of ionic strength are often employed to
effect protein separations. While protein retention is gen-
erally reduced as the ionic strength is increased, at very
high ionic strength (�1 M), hydrophobic interactions can
become pronounced.

Mobile Phase Modifiers. Addition of modifiers to the mo-
bile phase can often influence the selectivity of a given sep-
aration. Recently, Gagnon et al. (3) reported an enhance-
ment of the selectivity of proteins on the addition of
poly(ethylene glycol) to the mobile phase. Other additives
include chelating agents such as EDTA (to protect enzymes
against metal impurities), reducing agents (e.g., dithio-
threitol) to retard oxidation, and surfactants and chao-

tropic agents (e.g., urea) to solubilize membrane proteins
(4).

Temperature. There are conflicting reports in the liter-
ature on the effect of temperature on resolution and band
broadening. Increasing the temperature may reduce the
viscosity of the mobile phase and increase the kinetics of
the adsorption process. This may result in more efficient
separations. However, changes in the temperature may
also induce conformational changes in the protein. This
may denature the protein or expose more hydrophobic
patches to the stationary phase, enhancing nonspecific in-
teractions and causing dramatic increases in protein re-
tention (5). In general, the practice in industry is to employ
either room temperature or low temperatures (4 �C) to
minimize protease activity and to ensure protein stability.

STATIONARY-PHASE MATERIALS

The stationary phase is of paramount importance in IEC.
Ideally, the stationary phase should be rigid enough to
withstand high flow rates, provide sufficient selectivity
and capacity for the problem at hand, and not denature
the protein of interest. Furthermore, it should be stable
over a wide range of operating conditions (pH, solvents,
etc.) and amenable to rigorous cleaning-in-place with acid
or alkali. The choice of the manufacturer is also important
(6). The manufacturer should be able to ensure a regular
supply with little lot-to-lot variation. Finally, the resin
should not leach materials into the process stream.

Selectivity in ion exchange materials is affected by the
ligand density, spacer arm chemistry, and the backbone
resin material. Unfortunately, state-of-the-art chromato-
graphic modeling cannot a priori predict the selectivity of
different resin materials for various classes of separation
problem. Thus, selection of an ion exchange resin is prob-
lem specific and requires the screening of a large variety
of materials for a given separation. In bioprocessing appli-
cations, IEC is used for both capture and high-resolution
separations. Capture applications demand that the resin
possess sufficient dynamic capacity and be rigid enough to
allow operations at high flow rates. On the other hand,
selectivity is paramount for high-resolution separations.

Particle Size

While reversed-phase chromatography often employs ma-
terials of relatively small particle diameter for preparative
applications, stationary-phase materials of 30- to 200-lm
diameter are typically employed for preparative IEC.
Higher resolutions can be achieved with smaller particles
at the cost of increased backpressure. Finally, the size of
the particle can also influence the mode of packing (7).

Ion Exchange Functional Groups

The stationary phase of an ion exchanger consists of a base
matrix that is functionalized with basic (anion exchange)
or acidic (cation exchange) groups. The charge on the sta-
tionary phase is pH dependent. This pH dependency allows
one to categorize ion exchange stationary phases into
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Table 1. Functional Groups Used in IEC

Name Abbreviation PKa

Anion exchangers

Diethyl aminoethyl DEAE 9–9.5
Quaternary aminoethyl Q 9.5
Dimethyl aminoethyl DMAE 9
Trimethyl aminoethyl TMAE �13

Cation exchangers

Carboxymethyl CM 3.5–4
Phosphate Phospho �2 & 6
Sulfonate S 2
Sulfoethyl SE 2
Sulfopropyl SP, �SO3 �1

Source: Compiled from Refs. 8 and 9 and from manufacturers’ data.

strong and weak exchangers. Strong ion exchangers retain
their charge over a very wide range of pH, whereas weak
ones do so over a narrower range of pH. Thus, the capacity
of weak ion exchangers is a function of the pH. Typically,
strong exchangers have functional groups with very low
pKa (sulfopropyl in cation exchange) or very high pKa (qua-
ternary amino–type anion exchangers). Table 1 lists some
of the functional groups commonly employed in ion ex-
change stationary phases and their corresponding pKa val-
ues (8,9).

Capacity and Porosity

The capacity of the ion exchanger can be measured as both
the total number of charges per unit stationary-phase vol-
ume or the mass of protein adsorbed per unit volume.
When one is determining protein-binding capacity, it is im-
portant to ensure that the activity of the adsorbed protein
is not compromised. The capacity expressed in terms of
adsorbed protein is the effective capacity of the column. It
is dependent on both the specific protein and the operating
conditions (pH, ionic strength). It is also dependent on the
pore size and the porosity of the particles. If the particle is
pellicular (i.e., not porous), the surface area is relatively
low, resulting in reduced capacity. On the other hand, if
the particle is highly porous, the capacity increases, but
the resistance to mass transfer also increases. Pores that
are too small may be inaccessible to the proteins. The pore
size distribution is usually unavailable, and a nominal
pore size is supplied by the manufacturer.

Conventional ion exchange media have nominal pore
sizes between 100 and 1,500 Å. At times, the pore size is
also specified as the molecular weight of the largest glob-
ular protein that can be accommodated in the material.

Novel and Traditional Matrices

Table 2 lists representative resins available in the market
today along with their manufacturers and trade names. As
seen in the table, the resins can be roughly divided into
five categories. Polysaccharide gels have been in existence
since the 1950s (10). These matrices are inert toward pro-

teins, can be easily derivatized, have very high capacities,
and are stable over a wide range of pH values. Polysaccha-
ride gels based on weakly cross-linked agarose, dextran, or
cellulose have weak mechanical properties and are limited
to low-pressure regimes. In contrast, Sepharose� Fast
Flow ion exchangers (Pharmacia) are composed of a higher
degree of cross-linked agarose, which increases their me-
chanical stability. High-performance polysaccharide ma-
terials (Pharmacia) are also available in relatively small
particle diameter (34 lm) and have been shown to be par-
ticularly useful for difficult high resolution separations.
These polysaccharide-based resins are currently the most
widely employed chromatographic materials in the bio-
pharmaceutical industry.

Although silica-based ion exchangers have good me-
chanical properties, they are not as widely used for biopro-
cessing because their instability under alkaline conditions
precludes alkaline cleaning. Furthermore, surface silanol
and siloxane groups can have adverse effects on proteins
(11). To overcome this problem, silica supports have been
coated with a polymeric layer (12).

Resins based on porous particles of zirconium oxide
have been synthesized and characterized for biochroma-
tography (13). Zirconia possesses all the mechanical ad-
vantages offered by silica. In addition, it has good thermal
and chemical stability. Unfortunately, this backbone ma-
terial tends to bind proteins, which necessitates coating
with a biocompatible layer. Clausen and Carr (14) recently
employed a phosphonate analog of EDTA for the modifi-
cation of zirconia supports to provide a biocompatible sta-
tionary phase. As described shortly (see “Dynamic Capac-
ity”), a potential advantage of zirconium is its relatively
high density, which has been shown to have potential for
expanded-bed applications (15).

The polymer-based matrices (16) have good mechanical
properties and are stable over a wide pH range. Further-
more, they have a relatively high loading capacity because
of their macroporous structure. The hydrophobic polymer
matrices are typically coated with a hydrophilic polymer
to reduce nonspecific interactions. Polymeric supports are
being used increasingly in the preparation of ion exchang-
ers for bioprocessing (17). In addition, many of the novel
materials described below are based on polymeric sup-
ports.

The penultimate category of particulate ion exchangers
in Table 2 is entitled “Novel” media. Each of the stationary
phases in this category possesses unique features that dis-
tinguish it from more traditional materials. The POROS�

supports are synthesized by a suspension polymerization
process. These chromatographic materials consist of a
rigid polystyrene–divinylbenzene base matrix covered
with a polyhydroxyl layer that can be further derivatized
to produce various functional groups (18). This type of
resin belongs to the class of particles termed “perfusive”
(19,20). Such particles have a bimodal pore distribution
containing macropores (6,000–8,000 Å) that transect the
particle and interconnecting “diffusive” micropores (500–
1,500 Å). The macropores facilitate mass transport, while
the diffusive pores increase the available surface area.
Their permeability has been shown to be independent of
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Table 2. Representative Commercial Ion Exchange Media

Trade name Manufacturer Function groups
Particle sizes

(lm) Matrix

Polysaccharide gels

Bio-Gel A Bio-Rad DEAE, CM 80–150 Cross-linked agarose
Sepharose CL-6B Pharmacia LKB DEAE, CM 45–165 Agarose
Sephacel Pharmacia LKB DEAE 40–160 Cross-linked cellulose
Express-Ion Whatman DEAE, Q, CM, SE 60–130 Microgranular cellulose
Sephadex Pharmacia LKB DEAE, Q CM, SP 40–125 Cross-linked dextran
Sepharose Fast Flow Pharmacia LKB Q, DEAE, CM, SP 45–165 Cross-linked agarose
Sepharose High

Performance
Pharmacia LKB Q, SP

24–44
Cross-linked agarose

Ultrogel BioSepra Hydroxy-apatite 60–180 Cross-linked agarose

Inorganic matrix

Accell Waters CM, QMA 40 Polymer-coated silica
TSKgel 3SW TosoHaas CM, DEAE 5, 10 Silica
Spherodex BioSepra DEAE, SP, CM 40–300 Silica–dextran
Spherosil BioSepra DEAE, QMA 40–300 Polymer-grafted silica
Zephyr Sepracore DEAE, S 20 Silica–dextran

Synthetic polymers

TSKgel 5PW TosoHaas SP, DEAE 30 Methacrylate copolymer
Mono Q/S Pharmacia LKB Q, S 10 Cross-linked polystyrene–divinylbenzene
Macro-Prep Bio-Rad S, Q, CM, DEAE 50 Methacrylate copolymer
Protein-Pak Waters DEAE, Q, SP, CM 8, 15, 40 Rigid polymeric gel
Trisacryl BioSepra Q, DEAE, CM, SP 40–160 Macroporous synthetic polymer
Trisacryl Plus BioSepra DEAE, SP 40–160 Base-resistant polymer
Toyopearl TosoHaas DEAE, CM, SP 35, 65, 100 Methacrylate
Super Q TosoHaas Q 35, 65, 100 Synthetic polymer

Novel media

POROS Perseptive Q, S 10, 20 Coated polystyerene
SOURCE Pharmacia LKB Q, S 15, 30 Cross-linked polystyrene–divinylbenzene
Hyper D BioSepra Q, S 10, 20, 35, 60 Polystyrene shell and hydrogel
Fractogel EMD

(tentacle resins)
Merck TMAE, DEAE, DMAE, SP, CM

20–40
Vinylic grafted polymer

STREAMLINE Pharmacia SP, DEAE
200

Macroporous cross-linked agarose with a
quartz core

Membrane ion exchangers

MemSep Millipore DEAE, Q, CM Cellulose
QuickDisk Knauer DEAE, Q Poly(glycidylmethacrylate)
Sartobind Sartorius Q, S Synthetic copolymer

the particle size (21). The solute breakthrough curves for
the POROS media have been shown to be relatively unaf-
fected by the flow rate in contrast to conventional ion ex-
changers (20). Gerstner et al. (22) have demonstrated that
displacement chromatography of proteins can be carried
out on these particles at very high linear velocities. The
SOURCE� materials have also been shown to exhibit
chromatographic behavior that is independent of flow rate.
In addition, the SOURCE� resins have relatively high ef-
ficiency owing to their monodisperse particle size distri-
bution. Recently, the development of agarose-based per-
fusive materials has also been reported (23).

Hyper-D� materials are composite stationary phases
composed of a rigid macroporous support filled with a
weakly cross-linked ion exchange gel. The rigid particle

provides the necessary mechanical strength for high flow
rate operations, while the soft gel provides high binding
capacity. The equilibrium uptake of model proteins and the
mass transfer rates in Q-Hyper-D� has been studied by
Fernandez and Carta (24,25). These materials have a very
high binding capacity even at elevated flow rates. In fact,
it has recently been shown (26) that large-particle-diame-
ter Hyper-D� materials (200 lm) also exhibit high binding
capacities even at elevated linear velocities. It has been
proposed that the mass transport mechanism in these ma-
terials is surface diffusion due to the high concentrations
obtained in the gel (25).

The “tentacular” stationary phases comprise another
novel sorbent (27). These chromatographic materials have
polyelectrolyte chains (typically 5–50 monomers long)
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Figure 2. Variation of dynamic binding capacity (DBC) as a func-
tion of the flow rate (U) for Q anion exchangers. Determination of
DBC were performed using breakthrough curves (10%) with a col-
umn of 1 cm i.d. containing 4 mL of sorbent. Protein solution was
bovine serum albumin at 5 mg/mL in 50 mM Tris–HCl buffer (pH
8.6): A, Q HyperD F; B, Super Q; C, Q Sepharose Fast Flow; D, Q
Fractogel EMD; E, Q POROS. Source: Reproduced with permis-
sion from Ref. 8.

Table 3. Ionic Capacities of Commonly Used Anion
Exchangers

Ion exchanger
BSA sorption capacity

(mg/mL)a

QMA Accell 111
DEAE Bio Gel A 38
DEAE Fractogel 650 32
DEAE Sephacel 131
DEAE Sepharose CL 6B 164
DEAE Sepharose Fast Flow 88
DEAE Spherodex 98
DEAE Trisacryl 86
DEAE Fractogel EMD 100b

Q Fractogel EMD 55
Q POROS II 40
Q Sepharose Fast Flow 115
Q Super 127
Q Hyper D 125
Express-Ion Q 55

Source: From Ref. 8 and manufacturers’ data.
aDetermined for BSA in 50 mM Tris–HCl buffer (pH 8.6) except as noted.
bDetermined for BSA in 50 mM Tris–HCl buffer (pH 8.3).
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Figure 1. (a) Strong cation exchange chromatography on a sul-
fopropyl column (TSK SP 5PW, 75 mm � 7.5 mm i.d.) of three
samples: A, rhDNAse; B, its deamidated variant; and C, a mixture
of the two variants. (b) Cation exchange chromatography of three
samples: A, rhDNAse; B, its deamidated variant; and C, a mixture
of the two variants on a tentacle ion exchanger (LiChrosphere

50 mm � 4.6 mm i.d.). The two sets of chromatograms were�SO3

obtained under the same chromatographic conditions. (Source:
Reproduced with permission from Ref. 28.)

grafted onto porous matrices. In contradistinction to the
supports mentioned thus far, the charge moieties in ten-
tacular phases are attached to the matrix via relatively
long, flexible spacer arms. This results in reduced nonspe-
cific interactions between the proteins and the base ma-
trix. Furthermore, since the ligands are able to move rela-
tively freely in space, they can explore the steric
distribution of charges on a protein in a more efficient man-
ner. This can potentially result in higher-resolution sepa-
rations. Tentacular ion exchangers have been employed to
differentiate between native and deamidated recombinant
human DNAse which differ in a single surface charge (Fig.
1) (28).

Dynamic Capacity

The dynamic capacity of the column is the effective capac-
ity determined from the breakthrough curve (i.e., when the

effluent concentration reaches 10–50% of the inlet protein
concentration). Table 3 lists the dynamic capacities of sev-
eral anion exchange media obtained at low linear veloci-
ties; these capacities are seen to range from 30 to 165 mg/
mL. The cellulosic anion exchangers such as Sepharose�
Fast Flow have high dynamic capacities under these con-
ditions. Importantly, dynamic capacities can be strongly
affected by the flow rate. In Figure 2, which compares the
flow rate dependence of the dynamic capacities of five Q
exchangers, the dynamic capacities of the tentacular (Frac-
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Figure 3. Principles of expanded-bed operation: 1, sedimentation
of adsorbent, 2, upward flow of equilibration buffer resulting in a
stable expanded bed, 3 application of unclarified feed by upward
flow, and 4, downward flow of the eluent to elute the bound protein
of interest. Source: Adapted from Pharmacia catalog.

togel EMD) and perfusive (POROS�) resins are relatively
low at low flow rates, but their dependence on the flow rate
is rather weak. On the other hand, the dynamic capacity
of the Sepharose� FF resin exhibits a stronger dependence
on the flow rate. The Hyper D� and the Super materials
exhibit a moderate flow rate dependence. However, the Hy-
per D� material has a capacity substantially higher than
those of the other materials at elevated flow rates. An im-
portant caveat to this discussion on dynamic capacity is
that it is often desirable to use low operating pressures in
a bioprocessing environment. This practice may affect the
linear velocities that can be employed under actual oper-
ating conditions and may make performance at elevated
velocities less important.

An important recent advance in the state of the art of
chromatographic bioprocessing is the development of
expanded-bed systems, in which the bed expands during
the loading phase, enabling it to directly process unclari-
fied feedstock. This can potentially obviate the need for
membrane or centrifugal processing prior to the ion ex-
change capture step. A schematic of the basic principles of
expanded bed adsorption is shown in Figure 3. The
Streamline adsorbent, which has a mean particle size of
approximately 200 lm, is a specially designed stationary
phase for expanded-bed chromatography. It is stable over
a wide pH range but unstable in solutions containing oxi-
dizing agents. Accordingly, in situ sterilization may be a
problem with these sorbents. Streamline forms a stable
expanded bed without the need for external magnetic
fields. Its capacities are lower than those of typical com-
mercial adsorbents such as Sepharose FF and Spherodex
(29,30). This may be due to the presence of the quartz core,
which provides the necessary particle density but reduces
the available surface area. The performance of this sorbent
has been shown to be similar in packed-bed and expanded-
bed modes (29), indicating that the expanded-bed mode be-
haves like a packed bed with increased voidage.

In addition to the commercially available Streamline
material, several other expanded-bed supports are in de-

velopment. Flickinger and Carr (15) are exploring the po-
tential of zirconia stationary phases for expanded-bed ap-
plications. These materials have the desirable property of
having sufficient density without further modification.
Gilchrist et al. (30) synthesized a polysaccharide–ceramic
composite sorbent for use in expanded-bed chromatogra-
phy. Thommes et al. (31) derivatized Bioran (controlled
pore glass) with sulfonic acid residues. These particles
compared well with Streamline media in initial evalua-
tions.

Membrane Adsorbers

In contrast to all the chromatographic supports discussed
thus far, an alternative approach to ion exchange is the
use of charged membrane systems. Mass transfer in mem-
brane exchangers is typically dominated by convection,
which enables these systems to be operated at relatively
fast linear velocities resulting in high throughputs. The
typical configuration of membrane ion exchangers is the
“pancake” configuration, which has a large width-to-length
aspect ratio that provides higher surface areas and lower
backpressures. The principal disadvantage of these config-
urations is the difficulty of achieving a uniform inlet flow
distribution and collection of the eluate with minimal
backmixing.

Monoclonal antibodies and human recombinant anti-
thrombin III were subjected to preparative purification on
Sepharose� FF columns and Sartobind units (32). The
membrane exchanger yielded higher throughputs (�13-
fold in the case of monoclonal antibodies) and comparable
or higher recoveries. However, higher concentration fac-
tors were achieved on the Sepharose columns. An exten-
sive review of the state of the art of membrane chromatog-
raphy can be found in Ref. 33.

Regeneration, Cleaning-in-Place, and Sanitization

A critical issue in ion exchange bioprocessing is the ability
to clean the column. This includes column regeneration
(between each separation cycle), cleaning-in-place opera-
tions (after every 1–10 cycles), and sanitization (between
batches). Any commercial ion exchange material must be
stable enough to withstand high pH as well as oxidizing
conditions.

Column regeneration and cleaning-in-place operations
are important for establishing long-term use of ion ex-
change columns. The conditions are usually determined
empirically and are strongly affected by the feed compo-
sition. Typical conditions include high salt (1 M NaCl) and/
or 1 M NaOH. A complete list of regeneration protocols can
be found in Ref. 34. The monograph by Sofer and Nystrom
(35) offers a more detailed discussion of column mainte-
nance procedures.

In situ sanitization of the column is necessary to pre-
vent microbial contamination between batches. Formalin,
peracetic acid, and sodium hypochlorite are effective chem-
ical disinfectants. Alkaline solutions of ethanol are effec-
tive for spore destruction. Clearly, the stability of the resin
must be kept in mind when the sanitization conditions are
chosen. A recommended validation protocol for the in situ
sanitization of an ion exchanger is outlined in Ref. 34.
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Relative Efficacy of Resin Materials

In process chromatography, it is important to distinguish
between initial capture (recovery) and high-resolution or
polishing steps. For product recovery, the capacity and pro-
duction rate are paramount. In addition, it is often neces-
sary to process large volumes of relatively dilute feedstock,
which often contain particulates. It is precisely this chal-
lenge that has catalyzed the development of many of the
“novel” materials described above. The advantage of
perfusive-type materials (e.g., POROS�) and membrane
chromatography is that they can be operated at high linear
velocities. However, these materials often have relatively
low capacities. While the problem can be overcome by car-
rying out many column cycles for a given batch, this ap-
proach has not been widely adopted by the industry. Com-
posite stationary phases (e.g., Hyper-D�) possess high
binding capacities and can be operated at reasonably high
flow rates without a drastic loss of dynamic capacity or
increased backpressure. This makes their use for capture
operations potentially very attractive. Expanded-bed sor-
bents are particularly attractive for capture operations be-
cause they combine clarification, concentration, and cap-
ture into a single step. It turns out that the stability of
expanded beds is quite sensitive to such factors as the sol-
ids content, pH, ionic strength, and viscosity of the feed
(36). Since the effect of these factors has not been fully
elucidated, the choice of the mobile phase conditions in
expanded-bed applications will be highly problem specific.
Nevertheless, expanded-bed chromatography has gener-
ated tremendous interest from the industry.

As mentioned in the beginning of this section, the effect
of stationary phase chemistry on selectivity is still unpre-
dictable, and the selection of an ion exchange resin is prob-
lem specific. Recently, Levison et al. (37) evaluated the
functional and physical performance of a range of ion ex-
change media based on polysaccharide and polymeric or
composite materials. Although the data suggest significant
differences in the performance of various media for a com-
mon set of criteria, the selection of an ion exchanger re-
mains problem specific. Thus, until the state of the art of
chromatographic modeling is further improved, the bio-
chromatographic engineer is left with the daunting task of
screening a large variety of materials for a given separa-
tion. Fortunately, there are several automated chromato-
graphic workstations that can readily screen a large num-
ber of resins in a relatively short period of time. Once the
resin with the optimal selectivity has been identified, the
task remains to develop an efficient, high-throughputchro-
matographic process. This requires the selection of the ap-
propriate mode of operation.

MODES OF COLUMN OPERATION

Preparative ion exchange can be carried out by means of
a variety of resin materials, column configurations, and
modes of operation. While the selection and development
of resin materials often receives significant attention, the
choice of the proper mode of operation is often given less
attention. In fact, the selection of the optimal mode of
operation for a given bioseparation problem can have a

profound effect on the production rate, yield, and purity for
that separation. To date, linear gradient or step gradient
modes have been used to carry out most industrial chro-
matographic bioprocessing. This section briefly describes
these gradient modes and presents examples from the re-
cent literature. In addition, the displacement and chro-
matofocusing modes of operation are discussed.

Step Gradient

Step gradient is often employed for initial capture or re-
covery operations where the primary objective is to recover
and to concentrate the bioproduct of interest. This opera-
tion is usually carried out in short, large-diameter columns
packed with relatively large-particle diameter stationary-
phase materials (�90 lm). This mode of chromatography
consists of first loading the column with a large volume of
low ionic strength feed solution, followed by a wash step,
and finally an elution step based on an elevated salt and/
or modified pH eluent. This type of chromatography can be
characterized as essentially an on/off operation. The most
important stationary-phase characteristic in preparative
step gradient chromatography is the dynamic capacity of
the resin. Thus, these separations do not require very ef-
ficient columns and can be readily carried out in short
“pancake”-type columns. These capture steps can be car-
ried out by means of conventional packed-bed columns or
with “expanded-bed”-type configurations. As described
earlier, it is important to screen a wide variety of ion ex-
change resins to identify a material that has sufficient se-
lectivity and capacity for a given separation. Several ex-
amples of step gradient ion exchange chromatography are
now presented.

The use of an expanded bed in the pilot-scale recovery
of the anticoagulant recombinant Annexin V from unclar-
ified E. coli homogenate has been reported (36). The opti-
mal binding and elution conditions for Annexin V were de-
termined in a 1.6 cm � 20 cm packed bed of Streamline
DEAE adsorbent using clarified homogenate. Then 1.7 L
of unclarified homogenate was applied to the laboratory-
scale Streamline 50 column (5 cm � 100 cm, Streamline
DEAE adsorbent) under the mobile phase conditions es-
tablished with the small packed bed. The protein was
eluted using a 250-mM step gradient of NaCl. The elution
was carried out in the sedimented mode at a mobile phase
velocity of 100 cm/h. The results were very similar to those
obtained with the small packed bed. The presence of cell
debris did not seem to affect the process. The biomass dry
weight and the viscosity of the homogenate were 3.6% and
10 mPa/s, respectively.

Finally, the process was scaled up to a pilot-scale ex-
panded bed: Streamline 200 (20 cm � 95 cm, Streamline
DEAE adsorbent). The adsorbent volume, feed volume,
and flow rate were scaled up by a factor of 16 to account
for the increased diameter of the column, resulting in a
feed load of 26.5 L. The rest of the conditions were kept
the same. Figure 4 shows the chromatogram from the
pilot-scale recovery of the protein. Yields greater than 95%
were obtained with both the Streamline 50 and Streamline
200 columns. The expanded bed was cleaned after each run
using 0.5 M NaOH with 1 M NaCl followed by distilled
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Figure 4. Chromatogram from pilot-scale, expanded-bed recov-
ery of recombinant Annexin V from unclarified E. coli homoge-
nate: feed, 26.5 L of unclarified E. coli homogenate in 30 mM am-
monium acetate (pH 5.5); column, Streamline 200 with
Streamline DEAE adsorbent; elution with 30 mM ammonium ac-
etate (pH 5.5) containing 250 mM NaCl; flow rate: upward flow at
300 cm/h during application and wash and downward flow at 100
cm/h during elution. Source: Reproduced with permission from
Ref. 36.
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Figure 5. Purification of Pseudomonas aeruginosa exotoxin A on
Q Sepharose HP (10 cm � 10 cm i.d.): buffer, 20-mM Tris, 1-mM
EDTA (pH 7.4). Gradient program, first step salt concentration,
0.15 M NaCl (5 column volumes); second step salt concentration,
0.25 M NaCl (5 column volumes); final step salt concentration, 0.5
M NaCl (5 column volumes). Source: Reproduced with permission
from Ref. 38.

water, 30% isopropanol, and 25% acetic acid. This example
illustrates the potential of expanded-bed chromatography
for ion exchange step gradient chromatography.

The use of step gradient in the production and purifi-
cation of Pseudomonas aeruginosa exotoxin A (PE) from E.
coli has been reported (38). The initial recovery of this pro-
tein from the fermentation broth involved cell lysis and
centrifugation. Purification was achieved in three steps:
weak anion exchange followed by hydrophobic interaction
and a strong anion exchange step. The weak anion ex-
change step was carried out by means of a DEAE Sephar-
ose� Fast Flow column in the flowthrough mode to remove
DNA and pyrogens. In flowthrough column operations the
impurities are retained on the column, but the product is
not. Thus, this type of operation is quite simple to operate
and can result in a rapid reduction of impurities from the
feedstock. This flowthrough step resulted in a 10-fold re-
duction in DNA and a protein purity of approximately 25%.
In fact, it is quite common to add a flowthrough anion ex-
change step in a process for DNA clearance.

The final anion exchange operation was carried out on
a Q Sepharose high-performance (10 cm � 10 cm) column
using multiple step gradients (Fig. 5). The protein of in-
terest was eluted with the second step, resulting in the
purification of 0.3 g of protein at a purity of greater than
99%. Since the column loading was relatively low, multiple
cycles were necessary to produce sufficient amount of ma-
terial. The ion exchange columns were cleaned and regen-
erated between runs with 1 M NaOH and 3 M NaCl. This
example illustrates how step gradient chromatography can
sometimes be employed for high-resolution separations for
systems exhibiting sufficient separation factors. However,

as shown in this example, these operations are often lim-
ited by relatively low column loading.

Step gradient has many advantages, namely, ease of
operation, no need for complicated gradient pumping ap-
paratus, and concentration of the bioproduct. When the
separation problem is more difficult, however, a higher-
resolution mode of operation is often required.

Linear Gradient

For high-resolution separations, linear gradient chroma-
tography is often employed. This operation is usually car-
ried out in large-diameter columns using a range of column
lengths and particle diameters. It turns out that depending
on the difficulty of the separation, it may be necessary to
employ longer columns and/or materials of smaller particle
diameter for these separations. This mode of chromatog-
raphy is typically carried out by first loading the column
with a relatively large volume of low-ionic-strength feed
solution, followed by a continuous linear gradient of in-
creasing ionic strength. This type of chromatography can-
not be characterized as an on/off operation and is thus de-
pendent on the length of the column and the column
efficiency. The most important stationary-phase attribute
in preparative linear gradient chromatography is the se-
lectivity of the resin for the given separation. Accordingly,
it is again essential that a wide variety of resin materials
be screened to identify the material with the highest se-
lectivity. In addition to the selectivity, the dynamic capac-
ity of the stationary phase is also important for prepara-
tive linear gradient separations and must be considered
when selecting a resin. The major advantage of linear gra-
dient is its ability to resolve difficult separation problems.
Several examples of linear gradient ion exchange chro-
matography are now presented.
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Figure 6. Cation exchange of L-asparaginase on a
CM-Sepharose column (24 cm � 11.3 cm i.d.): buffer,
5 mM succinic acid–NaOH (pH 6); feed, dilute solu-
tion of cell extract with a conductivity of less than 2
mS; flow rate, 24 cm/h; gradient, 0–300 mM NaCl in
16 L of buffer. Curves: solid, NaCl; dotted, enzyme,
dashed, protein. Source: Reproduced with permis-
sion from Ref. 39.
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Figure 7. Dissociation and separation of FVIII and vWF from
their complex in the presence of 50 mM calcium: buffer, 20 mM
Tris–HCl (pH 7.4): feed, 300 units of FVIII in buffer; column, Frac-
togel� EMD TMAE (20–40 lm, 120 mm � 16 mm i.d.); flow rate,
3 mL/min; gradient, 0–200 mM NaCl. Curves: short dashes, vWF
activity; dots, FVIII activity; long dashes, % B (IM NaCl) Source:
Reproduced with permission from Ref. 40.

The use of linear gradients in the purification of L-
asparaginase from Vibrio (Wolinella) succinogenes has
been reported (39). The purification of this enzyme was
achieved through a cation exchange step followed by an
anion exchange polishing step. Approximately 13 g of pro-
tein (184,000 units) was loaded onto a 11.3 cm � 24 cm
CM Sepharose cation exchanger at a mobile phase velocity
of 24 cm/h. Upon elution of the enzyme by means of a linear
gradient of 0–300 mM NaCl, the chromatogram shown in
Figure 6 was obtained. This gradient resulted in the re-
covery of 91% of the enzyme and a 28-fold purification. An
anion exchange polishing step followed. Approximately 0.4
g of protein (167,000 units) was loaded onto a 5 cm � 10.2
cm Q Sepharose� FF column at a mobile phase velocity of
15 cm/h. A linear gradient of 0–200 mM NaCl was used to
elute the enzyme. This separation scheme resulted in an
87% recovery and a 47-fold purification of the enzyme.
These separations required quite low mobile-phase veloc-
ities. In addition, the high-resolution step was limited to a
column loading of 2g/L, which is typical of high-resolution
linear gradient separations.

Often, the purification scheme for a protein involves
both step and linear gradient operations. The purification
of factor VIII (FVIII) and von Willebrand factor (vWF) from
human plasma (40) illustrates the use of both step and
linear gradients in the purification protocol. The FVIII–
vWF complex is a complicated system in which the two
proteins are highly glycosylated, have low pIs, and exhibit
strong binding even under conditions of relatively high
ionic strength. Furthermore, FVIII is prone to proteolytic
degradation without its carrier protein vWF. The naturally
adhesive vWF exhibits strong nonspecific interactionswith
organic, hydrophobic supports.

A wide variety of stationary-phase materials were eval-
uated for this separation. Silica-based supports could not
be used in the purification scheme because they tended
to activate FVIII. Supports such as cellulose and
poly(styrene–divinylbenzene) were unable to effect the
separation owing to the strong nonspecific interactions of
vWF. Columns packed with traditional media such as
Toyopearl� DEAE, MonoQ, MonoP, and TSK� DEAE 5PW
were subject to fouling. On the other hand, tentacular sup-
ports gave good results for this separation, possibly be-

cause their extended tentacular arms prevent the protein
from interacting with the base matrix.

The purification scheme for this complex involved three
anion exchange steps and two virus inactivation steps. All
the anion exchange steps involved the use of tentacular
supports. Weak Fractogel� EMD-DEAE supports were
used in the step gradient mode for the first two steps, and
strong Fractogel� TMAE in the linear gradient mode was
employed for the final purification. The FVIII–vWF com-
plex was strongly retained on the DEAE support, enabling
the use of step gradient chromatography to remove a va-
riety of contaminating proteins, solvents, detergents, and
stabilizers (employed during viral inactivation steps).

The FVIII–vWF complex was dissociated and separated
in the final step by means of a linear gradient. Calcium
ions were added to the buffer to cause the dissociation of
the complex. Figure 7, which illustrates the separation
achieved with the strong tentacular exchanger, indicates
that this difficult separation was complicated by the het-
erogeneity of the protein glycosylation and incomplete dis-
sociation. This example illustrates how linear gradient ion
exchange with highly selective resins can be employed for
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very difficult separations. This process resulted in a puri-
fication factor of 8,000 with an overall yield of approxi-
mately 20%.

According to the conventional wisdom, the more diffi-
cult the separation, the lower the column loading that can
generally be processed by linear gradient. Thus, linear gra-
dient is often limited to lower column loadings. In addition,
linear gradient requires more complicated gradient pump-
ing apparatus. In contrast, displacement chromatography
is able to carry out high-resolution separations at very high
column loadings, using the simple pumping systems em-
ployed for step gradient chromatography.

Displacement

The displacement mode of chromatography, first identified
in the 1940s by Tiselius (41), combines the high through-
put and concentrating power of step gradient chromatog-
raphy with the high resolving power of linear gradient
chromatography. Although displacement chromatography
has been shown to hold significant promise for high-
resolution preparative separations, a major impediment to
the implementation of displacement chromatography has
been the lack of suitable displacer compounds. Recent ad-
vances in this field have generated significant interest in
displacement technology.

Operationally, displacement chromatography is per-
formed in a manner similar to step gradient chromatog-
raphy, where the column is subjected to sequential step
changes in the inlet conditions. The column is initially
equilibrated with a carrier buffer of relatively low ionic
strength. The feed mixture is then introduced into the col-
umn, followed by a constant infusion of the displacer so-
lution. The displacer is selected such that it has a higher
affinity for the stationary phase than any of the feed com-
ponents. Under appropriate conditions, the displacer in-
duces the feed components to develop into adjacent
“square-wave” zones of highly concentrated pure material.
After the breakthrough of the displacer from the column
effluent, the column is regenerated and reequilibrated
with the carrier buffer.

The separation of oligonucleotides from their failure se-
quences presents a significant challenge to chromato-
graphic engineers. The failure sequences are typically very
closely related to the main product. Furthermore, there is
considerable conformational heterogeneity of both the
product and the failure sequences. Displacement chroma-
tography has been successfully employed for resolving oli-
gonucleotide mixtures characterized by low separation fac-
tors. For example, 1.2 g of a 24-mer phosphorothioate
oligonucleotide was purified on a POROS� HQ/M column
using dextran sulfate as the displacer (42) (Fig. 8). The
separation yielded 70% of the product at a purity of about
96%. Methanol was added to the mobile phase to eliminate
hydrophobic interactions between the oligonucleotide and
the stationary phase and to improve the recovery. The col-
umn was regenerated with 3 M NaCl in 0.5 M NaOH. On
a semipreparative scale, the entire separation (equilibra-
tion � loading � displacement � regeneration) could be
accomplished in approximately 32 mins.

An important recent advance in the state of the art of
displacement chromatography has been the discovery that

low molecular weight displacers can be successfully em-
ployed for protein purification in ion exchange systems
(43). Pentaerythritol-based dendritic polyelectrolytes
ranging in molecular weight from 480 to 5,100 Da have
been shown to be effective displacers for protein purifica-
tion (44). In addition, protected amino acids (45), antibi-
otics (46), and a variety of anionic displacers have been
developed (47–49). Low molecular weight displacers have
been successfully employed for very difficult protein sepa-
rations (50). These novel displacers have significant oper-
ational advantages over large polyelectrolyte displacers.
First and foremost, if there is any overlap between the dis-
placer and the protein of interest, the low molecular weight
materials can be readily separated from the purified pro-
tein during postdisplacement downstream processing in-
volving size-based purification methods (e.g., size exclu-
sion chromatography, ultrafiltration).

The relatively low cost of synthesizing low molecular
weight displacers can be expected to significantly improve
the economics of displacement chromatography. Further-
more, the salt-dependent adsorption behavior of these low
molecular weight displacers greatly facilitates column re-
generation. In addition, these displacers can be employed
in “selective” displacement chromatography, where the
product(s) of interest can be selectively displaced while the
low-affinity impurities can be desorbed in the induced salt
gradient ahead of the displacement train and the high-
affinity impurities either retained or desorbed in the dis-
placer zone (51).

Figure 9 shows an example of a selective displacement
separation: a displacement experiment was carried out us-
ing a feed mixture of ribonuclease B, bovine heart cyto-
chrome c, horse heart cytochrome c, and lysozyme with N-
�-benzoylarginine ethyl ester (BAEE) as the displacer. As
seen in the figure, the low-affinity protein ribonuclease B
eluted ahead of the displacement train in the induced salt
gradient, whereas the two cytochrome c’s were well re-
solved in the displacement train. Thus, in spite of the ex-
treme closeness in their adsorption behavior, displacement
chromatography resulted in excellent separation of the two
cytochrome-c proteins with both high yields and high pu-
rity. The highest-affinity protein, lysozyme, remained on
the column under the conditions of this experiment. This
experiment demonstrates that selective displacement
chromatography can result in baseline separation of the
product of interest from the low- and the high-affinity im-
purities, while resolving the target bioproduct from very
similar affinity impurities in an isotachic displacement
train. Recent results have indicated that displacement
chromatography may have significant utility for extremely
difficult bioseparations such as protein variants (52) and
glycoforms.

Chromatofocusing

In chromatofocusing retained, internal pH gradients are
employed to effect the separation of protein mixtures.
These pH gradients are produced internally by running a
buffer of a particular pH through an ion exchanger equil-
ibrated at a different pH. The focusing effects produced by
these pH gradients were originally studied by Sluyterman
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Figure 8. Preparative-scale purifica-
tion of a 24-mer phosphorothioate oli-
gonucleotide: feed, 1.2 g in 100 mM
NaCl, 10 mM NaOH, 5% methanol;
displacer, 800 mL of 7 mg/mL dextran
sulfate; column, POROS HQ/M (20 lm,
100 mm � 50 mm i.d.); flow rate, 50
mL/min; fraction size, 14 mL. Source:
Reproduced with permission from Ref.
42.
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Figure 9. Displacement separation
of a four-component protein mixture
using BAEE as a displacer-column,
100 mm � 5 mm i.d. strong cation
exchanger (8 lm); buffer, 50 mM so-
dium phosphate (pH 6.0); feed, 1.6
mL of 0.38 mM ribonuclease B, 0.45
mM horse heart cytochrome c, 0.37
mM bovine heart cytochrome c, and
0.34 mM lysozyme in buffer; dis-
placer concentration, 45 mM; flow
rate, 0.2 mL/min; fraction size, 200
lL. Source: Reproduced with per-
mission from Ref. 51.
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and coworkers (53,54). Typically, polyampholyte buffers
are employed in this mode of chromatography. These buf-
fers are not only expensive but also contain components
that can associate with proteins (55). However, Hearn and
Lyttle (56) and Frey et al. (57) demonstrated the efficacy
of employing multicomponent mixtures of common buffer
systems to produce internal pH gradients in ion exchange
columns. Recently, Strong and Frey (58) demonstrated the
chromatofocusing of model proteins under trace- and
volume-overloaded feed conditions using mixtures of com-
mon buffers. The ability to carry out chromatofocusing
with inexpensive, commonly employed buffers offers new
opportunities for this high-resolution technology.

MODELS

Methods development for chromatographic bioprocessing
typically involves an evaluation of the linear chromato-
graphic behavior followed by empirical scale-up. Mathe-
matical models are not widely employed for methods de-
velopment and optimization of chromatography in the
biopharmaceutical industry. Thus a significant amount of
time is needed for methods development, as well as for the
implementation of nonoptimal processes. As a result, there
is increasing interest in the use of mathematical models
for the development of efficient preparative ion exchange
processes.

The classical view of protein retention in ion exchange
columns involves the stoichiometric exchange of proteins
and mobile-phase counterions (1,59–61). This is referred
to as the stoichiometric displacement model (SDM). In this
model, the retention of proteins on ion exchange stationary
phases is described as follows (for a 1:1 salt, e.g., NaCl)

C � mQ ⇔ Q � mC � mC (1)pb m p m b

where p is the protein molecule, m is the ratio of the char-
acteristic charge of the protein to the valence of the coun-
terion, b is the co-ion (the ion with the same charge as the
stationary phase) associated with the protein, m is the
mobile-phase counterion (ion with the opposite charge of
the stationary phase), C denotes the concentrations in the
mobile phase, and Q denotes the concentrations on the sta-
tionary phase. The characteristic charge of the protein is
a statistical average of the electrostatic interactions of the
protein with the stationary phase as it travels down the
column.

Some of the counterions remain bound to the protein on
adsorption, while the rest make way for the interaction of
the protein with the stationary phase. Drager and Regnier
(60) argued that the equilibrium between the protein and
the co-ion can be neglected. This results in the simplified
equilibrium reaction
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C � mQ ⇔ mC � Q (2)p m m b

The SDM predicts that the retention of the protein un-
der isocratic, linear conditions (low solute concentrations)
is related to the counterion concentration as follows:

log(k) � �mlog(C ) � const (3)m

where k is the retention factor under isocratic linear con-
ditions, and Cm is the concentration of the counterion in
the mobile phase. This relationship has been experimen-
tally demonstrated (60,62,63) under conditions usually
employed in the IEC of proteins. Equation 3 forms the ba-
sis for the quantification of the effect of the ionic strength
on the selectivity of linear separations.

Linear Chromatography

In linear chromatography, the various solutes migrate
down the column independent of each other. The retention
is characterized by a linear isotherm and an absence of
intersolute competition for the adsorption sites. The plate
model (64) is used extensively to characterize the efficien-
cies and resolutions obtained in these systems. In the plate
model, all the nonidealities of the column are lumped into
one parameter: N, the number of plates [or, alternatively,
in height equivalent to one theoretical plate, HETP �
(length of column)/N]. The HETP is widely used for the
comparison of different sorbents and the validation of
packing procedures. It is usually determined from the ef-
fluent profiles of isocratic pulse injections of a tracer. For
a gaussian effluent peak, the HETP can be determined
from the following equation

2w LhHETP � (4)� �t 5.545r

where wh is the peak width at half-height, tr is the reten-
tion time of the peak, and L is the length of the column. In
ion exchange systems, the HETP measurement is affected
by the salt in the background. It is recommended that
pulse injections be made in a relatively high salt back-
ground to reduce Donnan exclusion (65).

The HETP is also a function of the flow rate. For con-
ventional, macroporous sorbents, the plot of HETP versus
flow rate (termed a Van Deemter or Knox plot) exhibits a
minimum, indicating the presence of an optimum flow rate
for operation. The HETP can be viewed as a sum of all the
mass transfer, kinetic, and diffusional resistances in the
column (66,67).

Yamamoto and coworkers have employed a continuous-
flow plate model to characterize and scale up linear gra-
dient and step gradient operations (68). Graphical tech-
niques have been developed for scaling up linear gradient
elution in linear chromatography. In this approach, the
ionic strength at which the peak will elute in a large col-
umn is obtained directly from a plot of GH (gradient slope
times the stationary phase volume) versus Ir (ionic
strength at the elution time of the peak), which is estab-
lished with the use of a relatively small column (69). The
dimensionless retention time and the peak width in the

large column can then be determined from analytical ex-
pressions (68). These methods have been applied to the
scale-up of b-galactosidase purification in a 30-L column
based on linear gradient data obtained with a 23-mL col-
umn (69).

Although the foregoing approach appears to work well
for linear gradient scale-up of single solutes and multicom-
ponent separations with baseline resolution, an alterna-
tive method (70) is required for general multicomponent
linear separations. The resolution Rs is related to the op-
erating conditions and the column dimensions as follows
(70):

1/2 1/2L D I Lm aR � � (5)s � � � 2�G HETP GHudp

where Dm is the molecular diffusivity, u is the mobile-phase
velocity, dp is the particle size, L is the length of the col-
umn, G is the gradient slope times the column dead vol-
ume, and Ia is a constant, introduced to dedimensionalize
the right-hand side.

The HETP in equation 5 is the HETP in linear gradient
elution. An algorithm to estimate the HETP from a set of
linear gradient experiments at various flow rates has been
developed (71). Thus, for scale-up,

L L
� (6)� � � �G HETP G HETPsmall column large column

While these approaches have proved useful for the
scale-up of linear chromatography, the production rate in
these ion exchange systems can be dramatically enhanced
by operating these columns under nonlinear conditions. To
model various modes of operation under nonlinear (high
loading) conditions, an alternative approach must be em-
ployed.

Nonlinear Chromatography

To study the effects of nonlinear chromatography, one
needs a suitable isotherm that accurately describes non-
linear protein adsorption. Guiochon et al. (72) have em-
ployed the Langmuir isotherm extensively to study the
nonlinear chromatographic behavior of both small mole-
cules and macromolecules. Berninger et al. (73) have de-
veloped the VERSE-LC model, which solves the complete
mass transfer equations in conjunction with the Langmuir
or modulator-modified Langmuir isotherms to describe
nonlinear chromatography. While the Langmuir isotherm
has many advantages, it is inadequate for describing pro-
tein adsorption in ion exchange systems. Protein adsorp-
tion is multipointed in nature (74) and is affected by the
presence of mobile-phase modifiers (75–77). The Langmuir
isotherm is unable to accurately describe these features.

The multivalent ion exchange model (75,78) incorpo-
rates both the multipointedness of the adsorption process
and the effect of the mobile phase modifier on the process.
It is derived from the SDM in conjunction with the law of
mass action. Thus the multivalent ion exchange formalism
predicts an isotherm of the form
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Figure 10. Comparison of step gradient chromatograms: (a) ex-
perimental, (b) simulated (using SMA), and (c) simulated (using
SMA with fraction collection. Feed 2.8 column dead volumes of
0.19 mM �-chymotrypsinogen A, 0.19 mM cytochrome c, and 0.21
mM lysozyme in 30 mM sodium phosphate (pH 6). Gradient pro-
gram: first step salt concentration, 112 mM, second step salt con-
centration, 213 mM; delay of 5.1 column dead volumes; flow rate,
0.4 mL/min; column, Waters SP (8 lm, 50 mm � 5 mm i.d.); frac-
tion size, 147 lL (before 11 column dead volumes) and 413 lL
(after 11 column dead volumes). Source: Reproduced with permis-
sion from Ref. 84.

mpQ̄1Q � K C (7)p eq p� �C1

where Q̄1 is the number of sites available for the adsorption
of proteins, C1 is the mobile-phase concentration of the
counterions, Keq is the equilibrium constant for the ex-
change process, and the subscript p denotes the protein.

The effect of the size of the protein molecules and lateral
interactions on the adsorption process can be considerable
(76,79–81). Furthermore, the adsorption of a protein mol-
ecule will result in the steric shielding of a number of sta-
tionary phase sites underneath the molecule. Brooks and
Cramer (76) have defined a steric factor, r, to account for
such steric hindrance and have used the postulate that the
steric hindrance will be proportional to the concentration
of proteins on the surface (79). A steric mass action (SMA)
model was developed that essentially employs equation 7
in concert with the following electroneutrality condition for
single component equilibrium (76):

¯K � Q � (m � r )Q (8)1 p p p

The parameters for the SMA model (Keq, m, and r) can
be readily obtained using standard chromatographic tech-
niques. The equilibrium constant Keq and the character-
istic charge (for a monovalent counterion) m are obtained
from either isocratic or linear gradient elution chromatog-
raphy (62). The steric factor can be obtained from nonlin-
ear frontal chromatography. Knowledge of the bed capacity
and the protein parameters allows the generation of non-
linear isotherms at any salt concentration.

The SMA formalism can be extended to multicompo-
nent mixtures. In this case, the electroneutrality condition
becomes

N miQ̄1¯K � Q � (m � r )K C (9)1 � i i eq,i i� �Ci�2 1

where N is the total number of components (including the
mobile phase counterion) in the system. Equations 7 and
9 then describe multicomponent nonlinear protein equilib-
ria at various salt concentrations.

The SMA model accurately predicts a variety of nonlin-
ear ion exchange behavior in different modes of chroma-
tography. Two distinct approaches have been employed to
date. The first involves the development of graphical tech-
niques based on the method of characteristics for the pre-
diction of single solute peaks in nonlinear isocratic and
gradient chromatography (77,82). The second approach
has employed the SMA formalism in concert with appro-
priate mass transport equations to describe multicompo-
nent separations. As seen in Figures 10 and 11, the SMA
model can accurately predict separations in multistep gra-
dient and linear gradient separations, respectively. In ad-
dition, the model can predict sample displacement effects,
which can have a profound effect on linear gradient sepa-
rations under high loading conditions (Fig. 11). This model
has also been shown to accurately predict the behavior of
complex displacement systems (83). Furthermore, the
SMA formalism has been used along with iterative opti-

mization techniques to develop optimal step (84) and linear
gradient (85) separations. Finally, the SMA model has
been employed to describe the dynamic affinity of low mo-
lecular weight displacers in displacement systems, result-
ing in a simple approach to methods development in dis-
placement chromatography (86).
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Figure 11. Comparison of linear gradient chromatograms: (a) ex-
perimental, (b) simulated (using SMA), and (c) simulated (using
SMA with fraction collection). Feed, 6 column dead volumes of 0.2
mM �-chymotrypsinogen A, 0.2 mM cytochrome c and 0.2 mM
lysozyme in 30 mM sodium phosphate (pH 6); gradient slope, 25
mM Na� per column dead volume; flow rate, 0.5 mL/min; column:
strong cation exchanger (15 lm, 54 mm � 5 mm i.d.); fraction
size, 200 lL. Source: Reproduced with permission from Ref. 85.

Nonstoichiometric Models

Though the SMA model is capable of accurately describing
the behavior of nonlinear ion exchange chromatographic
systems, it assumes that the individual charges on the pro-
tein molecule interact with the discrete charges on the ion
exchange surface. In reality, the retention in ion exchange
is more complex and is primarily due to the interaction of
the electrostatic fields of the protein molecules and the
chromatographic surface. Haggerty and Lenhoff (87) dem-
onstrated a correlation between the retention of various
proteins with their surface potential. Stahlberg and co-

workers have developed the electrostatic interaction model
(EIM), which treats the retention process as a coulombic
interaction between two charged flat plates (88,89). Roth
and Lenhoff (90) employ van der Waals forces in concert
with electrostatic interactions to quantify the adsorption
of proteins onto charged stationary phases. Recently, a
mechanistic model has been developed that incorporates
stationary-phase properties such as the surface charge
density and short-range interaction energies to predict re-
tention on various stationary phases (91). The drawback
with the nonstoichiometric approaches reported thus far
is that they are limited to describing retention in the linear
mode of chromatography.

CONCLUSIONS

The last decade has seen dramatic advances in the state
of the art of chromatographic bioprocessing with ion ex-
change materials. This article has presented recent ad-
vances in resin materials, modes of operation, and math-
ematical modeling. The need to process large volumes of
relatively dilute feedstock has catalyzed the development
of an array of “novel” chromatographic materials. While
many novel materials have been developed, the effect of
stationary-phase chemistry on selectivity is still essen-
tially unknown, and thus the selection of an ion exchange
resin requires significant column screening. Once a resin
with sufficient selectivity has been identified, the task re-
mains to develop an efficient, high-throughput chromato-
graphic process. This requires the selection of an appro-
priate mode of operation. In fact, the selection of the
optimal mode of operation for a given bioseparation prob-
lem can have a profound effect on the production rate,
yield, and purity for that ion exchange step. Finally, the
development of mathematical models capable of predicting
scale-up and nonlinear protein chromatography now make
it possible to employ modeling for bioprocess methods de-
velopment.

NOMENCLATURE

C mobile phase concentration (mM)
dp Particle size (cm)
Dm Molecular diffusivity (cm2/s)
G Gradient slope times column dead volume (mM)
H Column phase ratio (dimensionless)
Ir Ionic strength at peak elution
k Retention factor (dimensionless)
Keq Equilibrium constant (dimensionless)
L Length of column (cm)
Q Stationary phase concentration (mM)
Q̄1 Concentration of sites available for protein

adsorption (mM)
Rs Resolution (dimensionless)
tr Retention time (min)
u linear velocity (cm/min)
wh Peak width at half-height (min)
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Subscripts

i solute index (i � 1 for salt counterion)
p Protein
m mobile-phase counterion

Greek

b Phase ratio (dimensionless)
m Characteristic charge (dimensionless)
r Steric factor (dimensionless)
K Bed capacity (mM)
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INTRODUCTION

The production of a modern biotechnology product, typi-
cally a recombinant protein, requires a multistage down-
stream process. Such a process usually centers on two or
more liquid chromatography steps. As production scales
escalate, the columns used become larger and more expen-
sive. It is not uncommon to have bed volumes reaching
hundreds of liters at industrial scales.

Radial flow columns were first used for gas–solid cata-
lytic reactions in large packed beds. They were designed
to increase gas flow rate and reduce pressure by increasing
the cross-sectional flow area. Radial flow chromatography
(RFC) columns first entered the commercial biotechnology
market in the mid-1980s (1). RFC was intended as an al-
ternative to the conventional axial flow chromatography
(AFC) for preparative- and large-scale applications. In a
radial flow chromatography column (Fig. 1), the mobile
phase flows in the radial direction, not in the axial direc-
tion. The mobile enters from the outside tube and merges
into the center tube (Fig. 2). In comparison to a slim AFC
column, an RFC column provides a relatively larger flow
area and a shorter flow path. It allows a higher volumetric
flow rate with a lower bed pressure. The effect is equiva- lent to using a short pancakelike AFC column (Fig. 3). Pan-

cakelike AFC columns are quite common in industrial ap-
plications. They are available from most major commercial
column vendors. In scale-up to accommodate large feed
loads, it is impractical to increase the column height of
AFC columns by too much because excessive bed pressure
drop will result. This is especially troublesome when soft
gels are used. Thus, pancakelike AFC columns are used.

This article is devoted to the discussion of the applica-
tions of RFC columns in bioseparations and RFC modeling
and scale-up issues. Applications examples will be pro-
vided based on existing literature. A general rate model
will be presented for the modeling of RFC. Experimental
and theoretical comparisons between AFC and RFC will
be discussed.

RADIAL FLOW COLUMN CONFIGURATIONS

In 1947, Hopf (2) described a radial chromatography de-
vice. The device had a feed pipe in the center. The outward
liquid flow in the radial direction was forced by the cen-
trifugal force when the device was rotated. He called this
device a chromatofuge. Such a device was obviously too
complex and expensive for large-scale industrial applica-
tion, and thus it was not adopted in biotechnology.
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Figure 3. A large-scale pancakelike axial flow column. Courtesy
of Pharmacia Biotech, Inc.
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Figure 4. Structure of a Zetaffinity� cartridge.

To date, two commercial companies have marketed RFC
columns. The first one is CUNO, Inc., in Connecticut. They
marketed the Zetaffinity series of preparative-scale radial
flow cartridges, which looked like a spiral-wound filtration
cartridge (Fig. 4). Such a design obviously was rooted in
the fact the CUNO is a major manufacturer of industrial
filtration systems. The packing for CUNO’s RFC cartridges

was based on modified cellulose (3). These cartridges were
used for affinity chromatography, hence the trade name
Zetaffinity. CUNO discontinued its Zetaffinity product line
in 1991.

The second vendor and manufacturer of RFC columns
is Sepragen Corporation in Hayward, California. Their
RFC product line carries the trade name Superflo�. Sepra-
gen markets unpacked RFC columns ranging from 50 mL
to 200 L. Figure 5 shows several Superflo columns with a
similar diameter but different column heights. Superflo
columns come in stainless steel, acrylic, polycarbonate,
and polyethylene. They can sustain a pH range of 2 to 12
and a maximum pressure of 50 psi. They are used by major
biopharmaceutical companies at production scales. Sepra-
gen’s president owns a U.S. patent (4) on the design of un-
packed RFC columns. Figure 1 shows an acrylic RFC col-
umn with inward radial flow. The feedstream enters from
a center input port at the top. It is then distributed through
several flow channels to the outer shell and subsequently
enters the packing media in the radial direction toward a
center collection tube. The effluent exits the tube through
an outlet port at the bottom. The two ports next to the
center input port at the top in Figure 1 are packing ports
used during media packing. A bubble trap with a pressure
gauge sits on the edge of the column’s top lid. Figure 2 is
an anatomical view of a Superflo column. Superflo columns
usually use inward flow instead of outward flow because it
is more difficult to distribute outward flow without increas-
ing flow distortion caused by gravity. The other reason for
not using outward flow is because inward flow provides
slightly sharper peaks than outward flow based on com-
puter simulation (5). Outward flow is usually used for the
packing or regeneration of a RFC column.

PACKING PROCEDURES FOR RFC COLUMNS

Because of their structure, CUNO’s Zetaffinity cartridges
do not require special packing procedures. Sepragen’s Su-
perflo columns are packed by first displacing air using out-
ward flow with a buffer solution. Packing slurry is then
pumped into the column through the two packing ports on
the column top surface (Fig. 1). Excess buffer is squeezed
out of the column through the input port on the column
top surface. After that, the column is ready for use.

PRESSURE DROPS OF RFC COLUMNS

Because of a short flow path and a low pressure drop, both
CUNO’s and Sepragen’s RFC devices exhibit a highly lin-
ear relationship between bed pressure drop versus flow
rate. Figure 6 shows a linear relationship between bed
pressure and flow rate for an 800-mL Zetaffinity cartridge
studied by Huang et al. (3).

Figure 7 shows the pressure drops for a Superflo 20 L
column and a Superflo 50 L column packed with several
different soft-gel chromatographic media (6). It indicates
that the pressure drops are quite low at relatively high flow
rates. At lower flow rates, the pressure drop curve is linear.
This behavior is similar to that of short pancakelike AFC
columns.
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Figure 5. Superflo columns. Source:
Courtesy of Sepragen Corp.
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columns. Source: Courtesy of Sepragen Corp.COMPARISON OF RADIAL FLOW AND AXIAL FLOW
COLUMNS

Saxena and Weil (7) did an experimental case study of the
comparison of RFC and AFC. They used a 100-mL axial
flow glass column (Econocolumn�) with 2.5-cm i.d. from
BioRad Laboratories (Richmond, Calif.) and a Superflo-100
RFC column from Sepragen with a bed volume of 100 mL.
Both columns were packed with QAE cellulose with the
following procedures. The Superflo column was packed us-
ing a 25% slurry (with 0.5 M NaCl) that was pumped in
through the two packing ports at a flow rate of 30 mL/min.
The final QAE cellulose density after packing was 6 mL
per dry gram. The Superflo column was packed in about

20 min. The AFC column was packed using 50% slurry
added from the top of the column. After the liquid was
drained and the bed was settled, additional slurry was
added. This process was repeated until the same amount
of QAE cellulose was packed into the AFC column. The two
columns were used to separate two 10-mL ascites fluid
samples. The samples were pretreated by dialyzing the as-
cites fluid with 10 mM phosphate buffer of pH 8.0 for 2
days with three changes. Precipitates and debris were then
removed by centrifugation. Stepwise salt gradients were
used. Figure 8 shows the comparison between the 100-mL
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AFC column and the 100-mL Superflo-100 RFC column.
From Figure 8, it can seen that the RFC column achieved
similar separation results with much less time. In this
case, the two columns were equivalent only in bed volume.
A stricter comparison should use a pancakelike, short AFC
column with its bed height about the same as the packing’s
thickness in radial direction for the RFC column, and both
columns should have equal bed volume. The case study
discussed next is close to satisfying these conditions.

Tharakan and Belizaire (8,9) used a 50-mL RFC column
with a bed height of 0.95 cm and packing thickness of 3.0
cm in the radial direction and a 50-mL AFC column with
a bed height of 2.8 cm. Both columns were packed with
Sepharose CL2B resin-containing monoclonal antibody
from Pharmacia (Piscataway, N.J.). They studied the pu-
rification of a protein called factor IX. Their experimental
results indicated that the two columns gave similar puri-
fication results. This was expected because the AFC
column was pancakelike. Tharakan and Belizaire (8) also
packed the same column with S-200 Sephacryl size-
exclusion gel from Sigma Chemical Co. (St. Louis). The
protein band was more diffused using RFC than AFC.

Lane et al. (10) compared the performance of a Superflo-
100 RFC column and a 6.6 � 4.4 cm i.d. AFC column for
the separation of egg-white proteins. Both columns had a
nominal bed volume of 100 mL. They were packed with the
same media for comparison. Two anion-exchange cellulose
media were tested, Whatman DE52 and QA52 from What-
man Specialty Products Division (Maidstone, U.K.). Egg
whites were first separated from fresh hen eggs and then

treated with a buffer. After treatment with a cell debris
remover, egg-white suspensions were filtered using filter
paper. The samples for chromatography had a protein con-
centration of 14 mg/mL. Sample load volume was 40 mL.
After sample loading, the column was washed with a buf-
fer. Elution was carried out using a linear gradient of 0 to
0.5 M NaCl in 0.025 M tris/HCl buffer at pH 7.5. Various
flow rates were tested, ranging from 5 to 50 mL/min for
the AFC column and 5 to 150 mL/min for the RFC column.
Figures 9 and 10 represent typical results obtained by
Lane et al. (10). They indicate that the AFC column gave
slightly sharper peaks and faster elution times for both
DE52 and QA52 media at a flow rate of 25 mL/min.

PROS AND CONS OF RADIAL FLOW COLUMNS

RFC columns provide a short flow path and a large cross-
sectional area. This has the same effect as short pancake-
like AFC columns. However, RFC columns occupy consid-
erably less floor space. Both RFC and pancakelike AFC
columns face flow distribution problems. According to Se-
pragen, its Superflo columns have better flow distribution
than typical large pancakelike columns.

Compared to long AFC columns, RFC columns produce
smaller pressure drops, thus enabling larger volumetric
flow rates. If soft gels are used as separation media, the
low pressure drop of RFC columns helps prevent bed com-
pression (11,12). RFC is especially suitable for affinity
chromatography using soft gels. In affinity chromato-
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Figure 9. Comparison between a 100-mL AFC column (a) and a
100-mL RFC column (b) packed with DE52 in the separation of
egg-white proteins.
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Figure 10. Same as Figure 9, but the columns were packed with
QA52.

graphic operations, dilute feeds are typically used. Because
of the extremely high affinity between the product and the
gel matrix, very high flow rates are permitted without sac-
rificing column resolution. RFC is also a good choice for
strong reversed phase, hydrophobic interaction and ion-
exchange media.

Scale-up of RFC columns are relatively more straight-
forward because it is usually done by increasing the col-
umn height. To a certain extent, this does not seems to
increase flow distortion problems in practice. If an AFC
column is scaled up by increasing diameter, the flow dis-
tribution behaves quite differently from a small AFC col-
umn for which plug flow is easy to achieve. Thus, predict-
ing actual performance of a large pancakelike AFC column
from a small one is difficult.

The disadvantage of the RFC column is primarily its
limited resolution caused by a short flow path. If the flow
path is increased to a large extent, there will be flow dis-
tribution problems in the radial direction because of grav-
ity. High resolution for more demanding separations can
only come from using AFC columns with sufficiently large
column length. This is precisely the reason why RFC has
no use in analytical HPLC. RFC is not suitable for sepa-
rations in which solute-stationary interactions are weak.
For example, RFC is not a suitable choice for size-exclusion

chromatography (SEC), because SEC depends strongly on
the length of flow path for its resolution. RFC’s short flow
length cannot meet the demand. It is also expected that
RFC is not suitable for other chromatography with weak
solute-stationary phase interactions.

If mechanically strong packing materials, such as silica-
based particles, are used, a longer column flow path can
be used because the bed can sustain a much higher pres-
sure. If a relatively high resolution is desired, RFC would
be at a disadvantage compared to AFC since RFC is limited
by its short flow path.

APPLICATION EXAMPLES

Applications Using Zetaffinity Cartridges

Huang et al. (3) studied several Zetaffinity cartridges from
CUNO that contained modified cellulose-based affinity me-
dia. Table 1 lists the dimensions of three Zetaffinity car-
tridges tested by Huang et al. Figure 11 shows a chro-
matogram for the removal of proteases from human
plasma using an 800-mL Zetaffinity cartridge with a flow
rate of 100 mL/min (3). The cartridge contained modified
cellulose with para-aminobenzamidine (PAB) as ligand. A
70% efficiency of protease removal was achieved in a single
pass. The treated plasma was expected to have a three-
fold increase in stability. The same type of 800-mL Zetaf-
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Table 1. Dimensions of CUNO Radial Flow Cartridges
Tested by Huang et al. (3)

Parameter Small Medium Large

Nominal size 250 mL 800 mL 3200 mL
Bed volume 210 mL 810 mL 3020 mL
Outer diameter 7.0 cm 12.7 cm 12.7 cm
Inner diameter 0.6 cm 0.9 cm 0.9 cm
Height 6.4 cm 6.4 cm 23.8 cm

A
2

8
0

Effluent volume (L)
0 2.0 4.0 6.0 8.0

0 0

2.0

E
nz

ym
e 

ac
ti

vi
ty

 (
a.

u.
/m

L)

4.0

6.0

20

40

60
Optical density
Kallikrein activity
Thrombin activity

Elution

Figure 12. Trypsin purification using a Zetaffinity� cartridge.
a.u., affinity unit.

A
2

8
0

Dimensionless time (T)
0 6.0 12.0 18.0 21.0

0 0

40

80

120

140

2

6

10 Loading Washing

Elution

Optical density

Trypsin activity

Tr
yp

si
n 

ac
ti

vi
ty

 (
a.

u.
/m

L)

Figure 11. Protease removal from human plasma using a Ze-
taffinity� cartridge. a.u., affinity unit.

finity cartridge loaded with 1,260 mg PAB ligand was also
used to purify crude trypsin purchased from Sigma Chem-
ical. The data in Figure 12 were obtained by Huang et al.
(3) using a flow rate of 295 mL/min.

Planques et al. (13) used a 250-mL Zetaffinity cartridge
from CUNO packed with modified cellulose as chromatog-
raphy media. They first chemically treated the cartridge
to couple the media with L-lysine. This affinity chromatog-
raphy media was able to bind with a human plasminogen
protein. After centrifugation and microfiltration, human
plasma was diluted with a buffer and then applied to the
cartridge at a flow rate of 20 mL/min. After washing and

elution, a 85% recovery yield and an increase of 110-fold
in specific activity were achieved.

Applications Examples Using Sepragen’s Superflo Columns

Akoum et al. (14) used a Superflo-400 RFC column packed
with histidyl-Sepharose gel for the purification of myxalin,
a glycopeptide with anticoagulant property. The feed for
the column was obtained from a fermentation broth with
the microorganism Myxococcus xanthus. Before the feed
was applied to the column, it was clarified and concen-
trated using centrifugation, microfiltration, and reverse
osmosis. A relative short processing time was achieved.

Strætkvern et al. (15) used a 60-mL, 2.2-cm i.d. AFC
column, a Superflo-250 column (250 mL in bed volume),
and a 2,500-mL AFC column for the separation of DNase
from the extracts of cod pyloric cacca. The packing medium
was Q-Sepharose Fast Flow anion exchange gel from Phar-
macia. Column dimensions and operating conditions are
listed in Table 2. Table 3 is a summary of their experimen-
tal results. Their results indicate that the RFC column re-
quired much less time and achieved higher productivity.
The superior performance in this case should not be inter-
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Table 2. Columns Used by Strætkvern et al. (15)

Parameter Small column Medium column Large column

Column type Axial flow Radial flow Axial flow
Column volume (mL) 60 250 2,500
Cross-sectional flow area (cm2) 3.8 120 (outer) 154
Volumetric flow rate (L/h) 0.6 17.4 20.9
Sample volume (L) 0.033 0.135 1.32
Protein concentration (mg/mL) 2.6 2.6 2.4
Scale-up factor 1 4 40

Table 3. Purification Results Obtained by Strætkvern et al. (15)

Parameter Small column Medium column Large column

Elution volume (L) 0.20 0.87 3.57
Protein (mg) 10 44 350
Total activity (units � 10�6) 20 78 783
Specific activity (units � 10�6 mg�1) 2.00 1.77 1.35
Yield (%) 100 107 76
Purification (fold) 20 17 13
Cycle time (h) 1.3 0.25 1.4
Productivity (units � 10�6 h�1 • mL�1 gel) 0.256 1.25 0.135
Productivity (mg • h�1 • mL�1 gel) 0.13 0.70 0.1

preted as a fixed rule here because the AFC columns they
used were not equivalent pancakelike columns.

Weaver et al. (16) used a 10-L Superflo RFC column
packed with Q-Sepharose Fast Flow medium from Phar-
macia for the separation of uridine phosphorylase from to-
tal crude extracts of Escherichia coli. After fermentation,
375 L of broth was concentrated to 10 L. It was then
washed with 50 L of 20 mM K3PO4 buffer containing 1 mM
MgCl2. After adding 20 lg lysozyme per milliliter of broth,
100 mg of DNase, and 100 mg of RNase, the cells were
homogenized using a bead mill. The supernatant was di-
luted to 30 L and then applied to the 10-L RFC column.
The feed was recirculated back to the column at a flow rate
of 1.3 L/min for 3 h and then discharged. The column was
washed with three different buffer solutions to remove
bound lipid and hydrophobic proteins. Elution was then
carried out using a buffer containing 0.225 mM NaCl. The
collected effluent was 50 L. The final product after dialysis
had a purity of 85% and a recovery yield of 82%.

McCartney (17) used two Superflo-100 RFC columns
packed with S-Sepharose FF (Pharmacia) ion-exchange
media in tandem for the purification of an undisclosed re-
combinant protein from E. coli. The system was able to
process 4 L feed in less than 2 h with a concentration factor
of 64 times.

Saxena et al. (12) applied a Superflo-1500 column (1,500
mL in bed volume) packed with immobilized Protein-A Se-
pharose in the purification of an antimelanoma IgG2A an-
tibody from ascites fluids. Sample was loaded with a flow
rate of 104 mL/min. After loading, the column was washed
with a buffer using a flow rate of 170 mL/min. Elution was
carried out with a flow rate of 92 mL/min. An actual re-
covery of 3.1 g of the antibody with a product purity greater
than 97% was achieved in 3.5 h. A Superflo-1500 packed
with riboflavin immobilized on a Sepharose-4B matrix via

an epoxy linkage was used by the same researchers to ob-
tain a crude preparation of a riboflavin-binding protein
(12). The entire run was carried out using a flow rate of
350 mL/min. They also used a Superflo-200 column packed
with antiricin B-chain antibody immobilized on cross-link
agarose (12). The flow rate used was 45 mL/min. A 100%
yield was achieved with a product amount of 2.1 g and a
purity of 100%.

MATHEMATICAL MODELING OF RADIAL FLOW
CHROMATOGRAPHY

In 1950, Lapidus and Amundson (18) proposed a simplified
theoretical model for RFC. Their model ignores radial dif-
fusion in the bulk-fluid phase and intraparticle diffusion.
It is similar to that used by Rachinskii (19). Inchin and
Rachinskii (20) subsequently included molecular diffusion
in the bulk-fluid phase. Lee et al. (21) proposed several
single component rate models for the comparison of statis-
tical moments for RFC and AFC. They included radial dis-
persion, intraparticle diffusion, and external mass transfer
effects. Kalinichev and Zolotarev (22) performed an ana-
lytical study on moments for single component RFC in
which they treated the radial dispersion coefficient as a
variable.

A rate model for nonlinear single component RFC was
solved numerically by Lee (23) by using the finite differ-
ence and orthogonal collocation methods. His model con-
sidered radial dispersion, intraparticle diffusion, external
mass transfer, and nonlinear isotherms. It used averaged
radial dispersion and mass transfer coefficients instead of
treating them as variables. A nonlinear model of this kind
of complexity has no analytical solution and must be solved
numerically.
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Figure 13. Anatomy of an inward-flow RFC column.

Realistic modeling of RFC should treat the radial dis-
persion and external mass transfer coefficients as vari-
ables rather than constants because the linear flow veloc-
ity (v) in the RFC column changes continuously along the
radial coordinate of the column. Without this distinctive
important feature the curvature in the flow path is lost,
and thus the column can be imaginatively cut and spread
out to become exactly like a pancakelike AFC column.

General Rate Model for Multicomponent RFC

Gu et al. (24,25) presented a general rate model for RFC
in which radial dispersion and external mass transfer co-
efficients are treated as variables rather than constants.
The model was solved numerically using finite element
and the collocation methods for discretizations of the bulk-
fluid phase and the particle phase governing partial dif-
ferential equations (PDEs), respectively. Figure 13 is an
anatomy of a RFC column for the purpose of modeling. The
following basic assumptions are made in order to formu-
late a general rate model for RFC.

1. The column is isothermal.
2. The porous particles in the bed can be treated as

spherical and uniform in diameter.
3. The concentration gradients in the axial direction

are negligible. This means that the maldistribution
of radial flow is ignored.

4. The fluid inside particle macropores is stagnant, that
is, there is no convective flow inside macropores.

5. An instantaneous local equilibrium exists between
the macropore surfaces and the stagnant fluid in the
macropores.

6. The film mass transfer theory can be used to describe
the interfacial mass transfer between the bulk-fluid
and particle phases.

7. The diffusional and mass transfer coefficients are
constant and independent of the mixing effects of the
components involved.

Based on these basic assumptions, equations 1 and 2
are formulated from the differential mass balance for each
component in the bulk-fluid and particle phases. In equa-
tion 1, the plus sign represents outward flow, and �v is
inward flow.

� �C �C �Cbi bi bi
� D X � v �bi� ��X �X �X �t

3k (1 � � )i b
� (C � C ) � 0 (1)bi pi,R�Rp� Rb p

�C* �C 1 � �Cpi pi pi2(1 � � ) � � � � D R � 0p p p pi � 2 � ���t �t R �R �R
(2)

in which is related to Cpi via isotherm (24).C*pi

The initial conditions for the PDE system are at

t � 0, C � C (0, X) (3)bi bi

and

C � C � C (0, R, X) (4)pi pi pi

The boundary conditions are at the inlet X position

�C /�X � (v/D )[C � C (t)] (5)bi bi bi fi

and at the outlet X position

�C /�X � 0 (6)bi

Equations 1 and 2 can be written in dimensionless forms
as follows.

� � �c �c �cbi bi bi
� � � � v (c � c ) � 0i bi pi,r�1� ��V Pe �V �V �si

(7)

� 1 � �cbi2[(1 � � ) c* � � c ] � g r � 0 (8)p pi p pi i� 2 � ���s r �r �r

In equations 1 to 7, the dimensionless variable, V � (X2 �
� � [0, 1], is based on the local volume aver-2 2 2X )/(X X )0 1 0

aging method [24]. � � � is a2 V � V ( 1 � V V )� � �0 0 0

function of V.
The dimensionless initial conditions are at

s � 0, c � c (0, V) (9)bi bi

and

c � c (0, r, V) (10)pi pi

The dimensionless boundary conditions are

�c /�V � Pe [c � C (s)/C ] (11)bi i bi fi 0i

At the inlet V position, for frontal adsorption, Cfi(s)/C0i �
1. For elution,
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1 0 � s � simpC (s)/C �fi 0i �0 otherwise

After the introduction of a sample in the form of a rectan-
gular pulse, it component I is displaced, Cfi(s)/C0i � 0. If
component I is a displacer, Cfi(s)/C0i � 1. At the outlet V
position, �cbi/�V � 0. For the particle phase governing
equation, the boundary conditions are at r � 0

�c /�r � 0 (12)pi

and at r � 1

�c /�r � Bi (c � c ) (13)pi i bi pi,r�1

Note that all the dimensionless concentrations are based
on C0i, that is, the maximum of the feed profile Cfi(s) for
each component.

The radial dispersion coefficient (Dbi) depends on the
linear velocity (v). In liquid chromatography, it can be as-
sumed (5,22,25) that Dbi � v. Thus, Pei � v (X1 � X0)/Dbi

can be considered constant in liquid RFC. The variation of
Bii values observes the following relationship:

1/3 1/3 �1/6Bi � k � v � (1/X) � (V � V ) (14)i i 0

If Bii,V�1 values are known, Bii values anywhere else can
be obtained from equation 15.

1/6Bi � [(1 � V )/(V � V )] Bi (15)i,V 0 0 i,V�1

vi can be calculated from Bii using its definition vi �
3Biigi(1 � �b)/�b.

Numerical Solution

The PDE system of the governing equations is first discre-
tized. The finite element and orthogonal collocation meth-
ods are used to discretize the bulk-fluid phase and the par-
ticle phase governing equations, respectively. The
resulting ordinary differential equation (ODE) system is
then solved using the public domain ODE solver called
DVODE written by Brown et al. (26). The compiled Fortran
program is free to academic researchers. Both DOS and
Windows 95 versions are available. Information on the
software is available at http://www.ent.ohiou.edu/
�guting/CHROM/.

A study of the effects of treating Dbi and ki as variables
compared to treating them as constants was carried out by
Gu et al. (5,25). The comparison between RFC and AFC
was also studied through computer simulation. Figure 14
shows that outward flow gives slightly sharper concentra-
tion profile (5). The figure also shows that RFC gives simi-
lar concentration profiles as AFC with equivalent physical
parameters. These theoretical results support the experi-
mental results obtained by Tharakan and Belizaire (8).

SCALE-UP OF RFC COLUMNS

One of the advantages of RFC columns is the relative ease
for scale-up. In Sepragen’s Superflo column series, increas-

ing the column height is a rather safe way to accommodate
an increase of sample size to a certain degree. However,
one must keep in mind that maldistribution in radial flow
may deteriorate slightly. If the bed thickness in the radial
direction is increased, bed pressure usually increases pro-
portionally. The performance prediction will be less reli-
able if the column diameter is increased. Figure 15 shows
that a 15-fold increase of sample load and bed column pro-
duced very similar performances when DEAE cellulose is
used to separate an ascites fluid (27,28). Figure 16 is an
example with a 50-fold increase of sample load and bed
column (27). These two examples are very successful ex-
amples.

The mathematical model introduced above can be used
to help the scale-up process. Before a column is bought, its
performance can be predicted using computer simulation.
Isotherm data must be obtained experimentally or be sup-
plied by the vendor of the packing material. Mass transfer
parameters can be estimated by using existing correlations
(24).

CONCLUSIONS

RFC columns have a short flow path and a large flow area,
resulting in a small bed pressure. They are especially suit-
able when soft-gels are used. Because of its limited
resolution, RFC should be used in chromatographic sepa-
rations involving strong solute–stationary phase inter-
actions, such as affinity chromatography, strong anion
or cation exchange, strong reversed phase, and strong
hydrophobic interaction chromatography. RFC is not suit-
able for SEC and other chromatography with weak solute–
stationary phase interactions. RFC is an attractive alter-
native to AFC in preparative- and large-scale separations.
Both experimental and theoretical modeling indicate that
to a large extent an RFC column behaves much like a
pancake-style AFC column with the same packing volume
and with its bed height about the same as the packing’s
radial thickness in RFC column. However, RFC has a much
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Packing:
Load:
Flow rate:
Start buffer:
Step gradient:

DEAE cellulose
10 mL ascites fluid
10 mL/min
10 mM phosphate, pH 8.5
60 mM, 500 mM NaCl
    in start buffer
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10 mM phosphate, pH 8.5
60 mM, 500 mM NaCl
    in start buffer
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Flowrate:
Start buffer:
Step gradient:

Superflo®-
100 column

Superflo®-
1500 column

Figure 15. A 15-fold scale-up example using Superflo� columns.
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Packing:
Load:
Flow rate:
Start buffer:
Step gradient:

DEAE cellulose
10 mL cell culture fluid (murine IgG)
10 mL/min
10 mM phosphate, pH 8.5
60 mM, 250 mM, 700 mM NaCl
    in start buffer

DEAE cellulose
500 mL cell culture fluid (murine IgG)
500 mL/min
10 mM phosphate, pH 8.5
60 mM, 250 mM, 700 mM NaCl
    in start buffer
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Load:
Flow rate:
Start buffer:
Step gradient:

Superflo®-100 column Superflo®-5000 column

IgG

Figure 16. A 15-fold scale-up example using Superflo� columns.
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smaller footprint, and it seems to handle flow distribution
better than very wide pancakelike columns.

NOMENCLATURE

Bii Biot number of mass transfer for component i,
kiRp(�pDpi)

C0i Concentration used for nondimensionalization,
max{Cfi(t)}

Cbi Bulk-fluid phase concentration of component i
Cfi Feed concentration profile of component i, a time-

dependent variable
Cpi Concentration of component i in the stagnant fluid

phase inside particle macropores
C*pi Concentration of component i in the solid phase of

particle (based on unit volume of particle skeleton)
cbi � Cbi/C0i

cpi � Cpi/C0i

c*pi � /COiC*pi

Dbi Axial or radial dispersion coefficient of
component i

Dpi Effective diffusivity of component i, porosity not
included

ki Film mass transfer coefficient of component i
Pei Peclet number of radial dispersion for component i,

v(X1 � X0)/Dbi

R Radial coordinate for particle
Rp Particle radius
r � R/Rp

t Dimensional time (t � 0 is the moment a sample
enters a column)

v Interstitial velocity
V0 Dimensionless constant corresponding to X0

V Dimensionless volumetric coordinate
X Coordinate in the radial direction for a RFC

column.

Greek Letters

� � 2 ( � ) for RFCV � V 1 � V V� � �0 0 0

�b Bed void volume fraction
�p Particle porosity
gi Dimensionless constant, �pDpiL/( v)2Rp

vi Dimensionless constant for component i, 3Biigi(1
� �b)/�b

s Dimensionless time, vt/L
simp Dimensionless time duration for a rectangular

pulse of the sample
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INTRODUCTION

Size-exclusion chromatography (SEC) is a widely used
means for separation of macromolecules of different sizes.
Porath and Flodin in 1959 first demonstrated the use of
SEC, or gel filtration chromatography, for separations by
resolving glucose from two size fractions of dextrans (1). In
addition, they applied the technique to desalting of serum
proteins. Remarkably, these two applications—crude sep-
arations and desalting—remain the primary uses of SEC
today. A wide range of materials, including sugars, pro-
teins, and nucleic acids, have been analyzed or separated
using this technique. In addition, SEC is used extensively
in the characterization of polymers. However, in this arti-
cle, the emphases are on analysis and on separations in-
volving biological macromolecules.

Basic Principle

The essential principle of size exclusion chromatography
is partitioning of species on the basis of preferential sieving
into the pores of support particles. Sample is applied to the
top of a bed packed with porous stationary phase particles.
Elution results from flow of a fixed composition buffer
through the bed (isocratic elution), in contrast with other
modes of chromatography in which the buffer composition
is varied (gradient elution). Molecules that are larger than
the pores of the support access only the interstitial space
between particles and therefore pass through the column
quickly, whereas smaller particles access the volume
within the pores and are retained for a longer time by the
column (Fig. 1). Therefore, a support must be selected with
a pore size distribution so that there exists a differential
partitioning of the molecules to be separated.

Lexicon

In any chromatographic process, sample is injected into
the column and eluted by continuous flow of a buffer
through the column. The time between injection and the
peak of any eluted solute is termed its retention time (tR).
An equivalent measure of retention is the retention volume
(VR), which, for the usual case of constant flow rate, is
merely the product of the flow rate and retention time. The
terms elution time and elution volume are used inter-
changeably with retention time and retention volume. For
solute molecules larger than the size of the pores, the elu-
tion volume represents the volume of the column between
the support particles plus that of extracolumn tubing be-
tween the injection loop and the column and from the col-
umn to the detector. This is known as the void volume (V0),
and it is frequently estimated using large, inert tracer sol-
utes. The pore volume (Vp) is the volume within the par-
ticles occupied by fluid and, in principle, accessed entirely
by very small particles, for which the retention volume is
maximized:

V � V � V (1)R,max 0 p

In general, the elution volume is intermediate between the
void volume and the sum of the void and pore volumes and
thus defines a distribution coefficient (Kd) through the re-
lation

V � V � K V (2)R 0 d p

By definition, the distribution coefficient assumes values
only between zero and unity. The other relevant volume is
that of the support particles or chromatographic matrix
(Vm). In principle, one can calculate the pore volume based
on the amount and density of the support through the re-
lation

W qr gelV � (V � V ) (3)p t 01 � W qr H O2

where Vt is the total volume (sum of void, pore, and matrix
volumes, the first corrected for the volume of extracolumn
tubing), q represents mass density, and Wr is the water
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Figure 1. Principle of SEC. (a) A mixture of large and small par-
ticles is introduced together into the top of the column. (b) As the
particles move down the column, the small particles are able to
access the volume within the pores of the particles. Therefore, the
larger particles are eluted from the column before the smaller
ones. (c) Schematic chromatogram showing the elution profiles of
the large and small particles.

regain of gel (grams of water per gram of dry gel divided
by the density of water). Experimentally, Vp can be mea-
sured as the retention volume of a small molecule that does
not interact with the support. With determination of V0

and Vp, the distribution coefficient of any solute can be de-
termined from its retention and equation 2; conversely, the
retention time of a solute could be predicted from a model
for its distribution coefficient (see “Process Variables”) and
from the column parameters.

The typical chromatographic peak is Gaussian in shape.
The quality of separation of two (or more) species in SEC
is characterized by differences in their retention times and
by certain measures of the distribution of material in each
peak about the mean. The resolution (Rs) is a measure of
separation of two bands, defined by

t � tR2 R1R � (4)s 1
(w � w )2 12

where wi is the baseline width of peak i, related to the
standard deviation of the Gaussian peak through wi � 4ri,
and tRi is the retention time of the ith peak. Another mea-
sure of separation is the selectivity, �, between two bands.
It is defined by

k�2� � (5)
k�1

where k� of species i is its retention factor (or capacity fac-
tor). The retention factor is a relative retention time de-
fined as

t � t V � VR 0 R 0k� � � (6)
t V0 0

For non-Gaussian bands, tR and r can be determined via
statistical analysis of the chromatogram from the first and
second moments, respectively, of a trace.

MATERIALS

Equipment

A typical laboratory setup for SEC is depicted in Figure 2.
The equipment required includes solvent and reservoir,
valves and tubing, pump, packed column, detector, fraction
collector, and recording device. For the most part, this
equipment is universal to the various modes of chromatog-
raphy. The precolumn setup for SEC, especially at low
pressure, is relatively straightforward. Solvent delivery is
simpler in SEC than for other modes of chromatography
because there is no need for gradient formation and the
only pump requirement is for stable flow. Peristaltic
pumps are adequate for low-pressure work, whereas piston
or diaphragm pumps are used for high pressures (2).

The most important aspect of the equipment is the col-
umn packing. The gel must be packed uniformly through-
out the column to avoid channeling or other heterogeneous
effects that act to blur separation of the solutes. Fre-
quently, the gel is supplied as a powder or as a suspension
in a storage solvent. In the latter case, this solvent is fil-
tered off, and in both cases the gel is then suspended in a
packing solvent, which is usually an aqueous buffer with
some NaCl added. A stable, uniform packing is attained
by degassing the gel slurry before packing, pouring it at
once, and then packing at a flow rate greater than used in
normal operation.

Detection of proteins and nucleic acids is most com-
monly accomplished with UV absorbance detectors, al-
though more sensitive techniques such as light-scattering
and mass spectrometry are also possible (3). The detection
limit (C*) is dictated by the absorbance sensitivity (A*) of
the instrument, the extinction coefficient (�) of the solute,
and the path length (L) of the detector, according to
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Figure 2. Laboratory SEC setup. Solvent (1) is pumped
through a three-way valve (2) by a peristaltic pump (3).
The desired volume of sample is introduced by syringe
(4) through one port of the valve while the solvent flow
is temporarily blocked. The valve is repositioned to al-
low elution of the sample though the packed column (5).
The eluting solution is monitored by a detector (6) and
collected in a fraction collector (7). A permanent record
of the chromatogram is obtained from a recorder (8) or
computer.

A*
C* � (7)

�l

The sensitivity of absorbance detectors is usually about 5
� 10�4, and their path lengths can be up to 1 cm. Typical
proteins have extinction coefficients on the order of 1 cm2/
mg; therefore, the detection limit is on the order of 1 lg/
mL. Nucleic acids exhibit strong absorbance, peaking
around 260 nm, with extinction coefficients on the order of
25 to 50 cm2/mg; consequently, lower concentrations down
to 20 ng/mL may be detected. Carbohydrates, on the other
hand, exhibit no significant absorbance in UV or visible
light; refractive index detectors are often used for their
quantitation.

Packing Materials

A wide variety of packing materials are available for use
in SEC. The choice of gel for a particular application de-
pends on a number of factors, including materials compat-
ibility, operating conditions, and particularly the sizes of
the molecules to be separated. Manufacturers typically
provide a good deal of information about their packing ma-
terials, including fractionation range, maximum flow rate
or pressure drop, and stable operating ranges of pH and
temperature.

Properties. The key feature of the packing material with
respect to a particular separation is the pore size distri-
bution, because this determines the range of particles that
may be fractionated. Very small pores are required for de-
salting applications, so that all macromolecules are ex-
cluded and low molecular weight species are retained. Ma-
terials possessing much larger pores are used for analysis
and purification of biological macromolecules. Because the
pore sizes are normally inferred from the sieving of test
solutes, the useful molecular weight fractionation range,
rather than the actual pore size, is generally reported. It
is important to note that different types of molecules ex-
hibit different fractionation ranges; therefore, a fraction-
ation range reported using protein standards will not be
identical to that of, for example, nucleic acids. Some man-
ufacturers report two fractionation ranges: one using pro-
tein standards and another using nucleic acids or dex-
trans.

Usually, these two values will be sufficient to at least select
an appropriate gel for the application of interest.

Once a fractionation range is determined, a material
appropriate for the solutes of interest must be identified.
Although the gel materials used in SEC have been devel-
oped to exhibit minimal adsorption, biological macromol-
ecules inevitably interact to some extent with these ma-
terials. Proteins in particular will adsorb to a variety of
surface functionalities. A general rule is that the gel ma-
terial should be hydrophilic and uncharged. However, most
hydrophilic materials exhibit at least a weak charge. Un-
desirable electrostatic interactions caused by this charge
can be minimized by eluting with a buffer of moderate ionic
strength, 0.3 to 0.5 M. In addition, the column must be
operated under conditions at which the material is stable.
Packing materials can deteriorate when subjected to ex-
tremes of pH, ionic strength, flow rate, and temperature.
For some materials, enzymatic degradation is also possible
in the event of bacterial contamination.

The size of the particles and their degree of compressi-
bility determine the pressure drop across a bed and limit
the flow rate that may be used. Particles ranging from 5
to 600 lm are available (4,5). Some SEC media, particu-
larly cross-linked materials, are rigid over their normal
operating range (Table 1). For these rigid materials, the
pressure drop (Dp) across a gel of length (L) is inversely
proportional to the square of the particle diameter (dp) and
proportional to velocity (v0) (flow rate divided by cross-
sectional column area), in accordance with Darcy’s law:

lv L0
Dp � (8)2kdp

where k is a constant and l is the fluid viscosity. However,
as the particles compress, the pressure drop increases dra-
matically, effectively setting an upper limit on the maxi-
mum attainable velocity. From the standpoint of materials
selection, manufacturers supply information regarding
particle size, fraction range, and maximum allowable flow.

Available Materials. Materials comprised of dextran,
agarose, acrylamide, or combinations have traditionally
been the workhorses of SEC. However, novel polymeric
materials and polymer-coated silica media have been de-
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Table 1. Packing Materials for SEC

Name Manufacturer Composition

MW
fraction
range

(proteins)

DNA
exclusion

limit
(bp)

Bead
size
(lm)

pH
range

Maximum
back

pressure
(MPa)

Maximum
flow
rate

(cm/h)

Superose 12 prep grade Pharmacia Highly cross-linked
agarose

1 � 103–3 � 105 150 20–40 3–12 0.7 30

Superose 6 prep grade Pharmacia Highly cross-linked
agarose

5 � 103–5 � 106 450 20–40 3–12 0.4 30

Sephacryl S-100 HR Pharmacia Dextran/bisacrylamide 1 � 103–1 � 105 — 25–75 3–11 0.2 20–39
Sephacryl S-200 HR Pharmacia Dextran/bisacrylamide 5 � 103–2.5 � 105 118 25–75 3–11 0.2 20–39
Sephacryl S-300 HR Pharmacia Dextran/bisacrylamide 1 � 104–1.5 � 106 118 25–75 3–11 0.2 24–48
Sephacryl S-400 HR Pharmacia Dextran/bisacrylamide 2 � 104–8 � 106 271 25–75 3–11 0.2 33–63
Sephacryl S-500 HR Pharmacia Dextran/bisacrylamide 4 � 104–2 � 107c 1,078 25–75 3–11 0.2 24–48
Sephacryl S-1000 SF Pharmacia Dextran/bisacrylamide 5 � 105–1 � 108e 20,000 40–105 3–11 — 40
Sepharose 6B Pharmacia Agarose 1 � 104–1 � 106 194 45–165 4–9 2.8 14a

Sepharose CL-6B Pharmacia Cross-linked agarose 1 � 104–1 � 106 194 45–165 3–13 2.8 30a

Sepharose 4B Pharmacia Agarose 6 � 104–2 � 107 872 45–165 4–9 0.9 11.5a

Sepharose CL-4B Pharmacia Cross-linked agarose 6 � 104–2 � 107 872 45–165 3–13 1.7 26a

Sepharose 2B Pharmacia Agarose 7 � 104–4 � 107 1,353 60–200 4–9 0.6 10a

Sepharose CL-2B Pharmacia Cross-linked agarose 7 � 104–4 � 107 1,353 60–200 3–13 0.9 15a

Sephadex G-10 Pharmacia Cross-linked dextran �700 — 40–120 2–13 DL 2–5
Sephadex G-25 Pharmacia Cross-linked Dextran 1 � 103–5 � 103 — 20–150 2–13 DL 2–5
Sephadex G-50 Pharmacia Cross-linked dextran 1 � 103–3 � 104 — 20–80 2–10 DL 2–5
Sephadex G-75 Pharmacia Cross-linked dextran 3 � 103–7 � 104 — 10–120 2–10 0.016b 18
Sephadex G-100 Pharmacia Cross-linked dextran 4 � 103–1.5 � 105 — 10–120 2–10 0.0096b 12–50
Sephadex G-150 Pharmacia Cross-linked dextran 5 � 103–3 � 105 — 10–120 2–10 0.0036b 6–23
Sephadex G-200 Pharmacia Cross-linked dextran 5 � 103–6 � 105 — 10–120 2–10 0.0016b 3–12
Superdex 75 HR 10/30 Pharmacia Dextran/Cross-linked

agarose
3 � 103–7 � 104 13–15 3–12 1.8 110

Superdex 200 HR 10/30 Pharmacia Dextran/cross-linked
agarose

1 � 104–6 � 105 200 13–15 3–12 1.5 76

Bio-Gel P-2 Bio-Rad Polyacrylamide 1 � 102–1.8 � 103 — 45–90 2–10 — 5–10d

Bio-Gel P-4 Bio-Rad Polyacrylamide 8 � 102–4 � 103 — 45–180 2–10 — 10–20d

Bio-Gel P-6 Bio-Rad Polyacrylamide 1 � 103–6 � 103 5 45–180 2–10 — 10–20d

Bio-Gel P-10 Bio-Rad Polyacrylamide 1.5 � 103–2 � 104 — 45–180 2–10 — 10–20d

Bio-Gel P-30 Bio-Rad Polyacrylamide 2.5 � 103–4 � 104 20 45–180 2–10 — 6–13d

Bio-Gel-P-60 Bio-Rad Polyacrylamide 3 � 103–6 � 104 55 45–180 2–10 — 3–6d

Bio-Gel P-100 Bio-Rad Polyacrylamide 5 � 103–1 � 105 — 45–180 2–10 — 3–6d

BioGel A 0.5m Bio-Rad Agarose �1 � 104–5 � 105 — 38–300 4–13 — 7–20e

BioGel A 1.5m Bio-Rad Agarose �1 � 104–1.5106 — 38–300 4–13 — 7–20e

BioGel A 5m Bio-Rad Agarose 1 � 104–5 � 106 — 38–300 4–13 — 7–20e

BioGel A 15m Bio-Rad Agarose 4 � 104–1.5 � 107 — 38–300 4–13 — 7–20e

BioGel A 50 m Bio-Rad Agarose 1 � 105–5 � 107 350 75–300 4–13 — 5–25e

Macro-Prep SE 100/40 Bio-Rad Cross-linked Agarose 5 � 103–1 � 105 — 40 1–14 4 240
Macro-Prep SE 1000/40 Bio-Rad Cross-linked Agarose 1 � 104–1 � 106 — 40 1–14 3 240
Hydropore-5-SEC Varian/Rainin Polymer-coated silica 5 � 103–1 � 106 — 5 — — —
Toyopearl HW-40 TosoHaas Poly(ethylene glycol/

methacrylate)
1 � 102–1 � 104 — 20–60 2–12 0.3 DL

Toyopearl HW-50 TosoHaas Poly(ethylene glycol/
methacrylate)

5 � 102–8 � 104 — 20–60 2–12 0.3 DL

Toyopearl HW-55 TosoHaas Poly(ethylene glycol/
methacrylate)

1 � 103–2 � 105 — 20–60 2–12 0.3 DL

Toyopearl HW-65 TosoHaas Poly(ethylene glycol/
methacrylate)

4 � 104–5 � 106 — 20–60 2–12 0.3 DL

Toyopearl HW-75 TosoHaas Poly(ethylene glycol/
methacrylate)

5 � 105 � 107 — 30–60 2–12 0.3 DL

TSK-GEL G2000SW TosoHaas Bonded silica 5 � 103–1.5 � 105 55 4–13 2.5–7.5 1–12 DL
TSK-GEL G3000SW TosoHaas Bonded silica 1 � 104–5 � 105 110 4–10 2.5–7.5 1–12 DL
TSK-GEL G4000SW TosoHaas Bonded silica 2 � 104–1 � 107 375 8–17 2.5–7.5 1–3.5 DL
TSK-GEL G1000PW TosoHaas Poly(ethylene glycol/

methacrylate)
�2 � 103 — 10 2–12 2 DL

TSK-GEL G2000PW TosoHaas Poly(ethylene glycol
methacrylate)

�5 � 103 — 10–20 2–12 2–4 DL

TSK-GEL G2500PW TosoHaas Poly(ethylene glycol/
methacrylate)

�8 � 103 — 6–20 2–12 2–4 DL
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Table 1. Packing Materials for SEC (continued)

Name Manufacturer Composition

MW
fraction
range

(proteins)

DNA
exclusion

limit
(bp)

Bead
size
(lm)

pH
range

Maximum
back

pressure
(MPa)

Maximum
flow
rate

(cm/h)

TSK-GEL G3000PW TosoHaas Poly(ethylene glycol/
methacrylate)

5 � 102–8 � 105 — 6–20 2–12 2–4 DL

TSK-GEL G4000PW TosoHaas Poly(ethylene glycol/
methacrylate)

1 � 104–1.5 � 106 — 10–22 2–12 1–2 DL

TSK-GEL G5000PW TosoHaas Poly(ethylene glycol/
methacrylate)

�1 � 107 1,500 10–22 2–12 1–2 DL

TSK-GEL G6000PW TosoHaas Poly(ethylene glycol/
methacrylate)

�2 � 108 — 13–25 2–12 1–2 DL

TSK-GEL GMPW TosoHaas Poly(ethylene glycol/
methacrylate)

�2 � 108 — 13–17 2–12 1–2 DL

TSK-GEL G-Oligo-PW TosoHaas Poly(ethylene glycol/
methacrylate)

�3 � 103 — 6 2–12 4 DL

TSK-GEL G-DNA-PW TosoHaas Poly(ethylene glycol/
methacrylate)

�2 � 108 7,000 10 2–12 2 DL

Note: Properties described are as stated by the manufacturers. In many cases, several sizes of particles are available for a given material; these are indicated
as a range. DL indicates that the material obeys Darcy’s law (i.e., flow rate proportional to pressure drop per bed length) over the normal operating range.
aDetermined using distilled water at room temperature on a 2.5- by 30-cm column.
bDetermined using distilled water at room temperature on a 2.6- by 30-cm column.
cThe indicated fractionation range was determined for dextrans rather than proteins.
dTypical flow rates determined using a 1.5- by 70-cm column.
eTypical flow rates determined using a 1.5- by 20-cm column.

veloped. Silica possesses excellent mechanical strength,
but it is prone to adsorption of biomolecules. Materials are
available from a number of manufacturers, and many are
summarized in Table 1. Although this list is not exhaus-
tive, it represents many of the commonly used materials,
and it is notable that these have not changed significantly
over the past 15 years (5–7).

Dextrans are used in a wide variety of protein and nu-
cleic acid separations. They are polysaccharides that are
made into a porous gel by cross-linking with epichlorohy-
drin (8). These materials are quite stable for pH � 2 and
for temperatures up to at least 120 �C and can be used with
either aqueous or organic solvents. Dextran gels with
small pore sizes exhibit low compressibility, but versions
with larger pore sizes are quite compressible (9). As a re-
sult, some dextran gels are limited to flow rates that can
be less than 1 mL/min. Because dextrans are polysaccha-
rides, they are susceptible to bacterial degradation; how-
ever, because of their thermal stability, they can be auto-
claved. A variation of the traditional dextran gel is
provided by cross-linking dextran with N,N�-methylene-
bisacrylamide. This provides a material that is substan-
tially more rigid but has a smaller stable pH range and is
more susceptible to adsorption of proteins. The latter ob-
stacle can often be overcome by eluting with a higher ionic
strength solvent.

Acrylamide gels are formed by cross-linking acrylamide
monomer with N,N�-methylenebisacrylamide. The result-
ing matrix is quite stable over the pH range from 2 to 10
and to high temperatures and is not prone to bacterial deg-
radation. It is less adsorptive than the corresponding dex-
tran material. Consequently, polyacrylamide gels are com-
monly used for protein separations. Their main
disadvantage is that they are incompatible with organic
solvents.

A copolymer of D-galactose and 3,6-anhydro-L-galactose
is used to form an agarose gel. The composition and degree
of cross-linking have a profound effect on the properties of
agarose-based media. With less cross-linking, the gels are
typically stable only in the pH range of 4 to 9, are com-
pressible at flow rates as low as 1 mL/min, and must be
sterilized chemically, but they exhibit little adsorption of
macromolecules and broad fractionation ranges that make
them much more suitable than acrylamide or dextran for
the separation of large proteins and nucleic acids. With a
higher degree of cross-linking, the material is stable over
a wider range of pH and flow rate, and it can be autoclaved;
however hydrophobic interactions may occur between pro-
teins and the support, and the available fractionation
range is reduced.

A number of variations on traditional materials have
been established. Generally, these are produced to combine
the desirable sieving properties of one material with the
mechanical or chemical stability of another. The three
most commonly used materials—dextran, acrylamide, and
agarose—have been combined in all possible pairs. The
dextran–bisacrylamide material (Sephacryl) mentioned
earlier is one such example. Another is a composite of dex-
tran and cross-linked agarose, covalently bound together
to form a material (Superdex, [9]) that has the fractiona-
tion range of a dextran support with the rigidity of agarose.
The resulting material is autoclavable and stable in the
range 3 � pH � 12 and to a variety of strong solvents.
Acrylamide has also been entrapped in an agarose gel to
form the commercial Ultrogel matrix (7).

Other supports, based on materials such as silica and
hydrophilic polymers, have been produced for SEC (5). Al-
though porous silica is inherently rigid and can be manu-
factured in a variety of pore sizes, it exhibits marked ad-



644 CHROMATOGRAPHY, SIZE EXCLUSION

R
et

en
ti

on
 t

im
e 

(m
in

)

MW (Da)
104 105
6

7

8

10

9

11

Cytochrome c

Carbonic anhydrase

Albumin Alcohol
dehydrogenase

Amylase

Figure 3. Calibration curve of an analytical SEC column. The
elution volumes of several globular proteins were determined on
a TSK-GEL G3000SWXL column, 7.8 mm i.d. and 30 cm length.
Twenty microliter aliquots (concentration approx. 1 mg/mL) were
injected and elution was performed in a buffer of 0.1 M KH2PO4

� 0.1 M Na2SO4, pH 7. The eluate was monitored by UV absorb-
ance detection at 280 nm.

Table 2. Examples of SEC Applications

Analysis

Molecular weight estimation
Identification and analysis of protein dimers
Analysis of reversible protein–small molecule interactions
Studies of protein unfolding
Identification of products in molecular conjugates
Evaluation of the stability of macromolecular complexes

Separations

Desalting
Crude protein separations
Purification of molecular conjugates
Removal of endotoxins and viruses from pharmaceutical

formulations

sorption of proteins and is unstable at basic pH. Other
polymer gels exist commercially, such as Toyopearl and
Spheron, which are based on polyethers and poly(2-
hydroxyethylmethacrylate), respectively. The latter is a
material approved by the Food and Drug Administration
and can thus be used to produce biocompatible supports.

APPLICATIONS

A number of applications exist for SEC in the research lab-
oratory and in industrial processes. These can be divided
into the two categories of sample analysis and purification.
The former is most often performed on small columns with
high resolution, and the latter is a bulk operation in which
the separations are usually fairly crude. A summary of
some examples of SEC applications is provided in Table 2.

Analysis

At the analytical level, SEC is used as a tool in character-
izing the size, shape, and interactions of biological mac-
romolecules. For example, SEC has been used to study the
kinetics and equilibrium dimerization of proteins (10,11).
Likewise, it can be used to study the hybridization of nu-
cleic acids (12). Similar applications have been made to
reversible interactions between macromolecules and low
molecular weight species (13,14). It has also been used to
identify and characterize molten globule states in studies
of protein unfolding (15). In addition, it is an excellent tool
for identification and separation of small molecules that
are conjugated to biomolecules, such as probes attached to
antibodies or drugs conjugated to targeting molecules (16–
18).

SEC is often used for molecular weight determination,
although this is an approximate method. Molecules that
are similar to the solute of interest but with known molec-
ular weight are used to create a calibration curve of reten-
tion time versus molecular weight. The unknown molecu-
lar weight of the solute is then estimated from its retention
time. The degree of success of this approach is highly de-
pendent on how similar the unknown solute is to the mo-
lecular weight standards. That is, a calibration curve pre-
pared with globular proteins will give an inaccurate

molecular weight for an oligonucleotide or even for a gly-
coprotein. Nonetheless, for similar molecules, molecular
weights can be successfully estimated. For example, the
retention times of a number of globular proteins correlate
well with log(MW), as shown in Figure 3. Under the con-
ditions of Figure 3, the retention time of �1-acid glycopro-
tein is 8.70, from which an apparent molecular weight of
57 kDa is calculated, significantly greater than its actual
molecular weight of 40 kDa.

For molecules of similar chemistry, such as globular
proteins, the deviation of the observed elution volume from
the calibration curve can be an indication of molecular
shape. Deviation from spherical to ellipsoidal shape re-
sults in increased molecular friction, and thus the molecule
sieves as if its apparent molecular weight is greater than
its actual value. Although exact molecular weight deter-
mination is complicated by the shape and chemical nature
of different protein molecules, changes in a particular
structure can be discerned with high resolution. For in-
stance, the extent of modification of a protein by a dye or
other ligand can be monitored by the relatively small de-
crease in retention time if the same column, buffer, and
operating conditions are used (16).

Separations

By design, SEC separates molecules based on their size, so
it is not possible to achieve well-resolved separations of
biomolecules from a mixture of similar species using this
technique. Although fair discrimination of molecules ac-
cording to molecular weight was seen in the previous sec-
tion, small differences in retention time are insufficient for
resolution in purification (see “Dependence of Separation
Parameters on Operating Variables”). Nonetheless, crude
fractionation of a particular size range is possible with
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Figure 4. (a) Plate theory. The progression of solute through the
column can be viewed as passing through a number of stages. In
each stage, fluid in the mobile phase is mixed and partitioning
occurs between the stationary and mobile phases. (b) Residence
time distribution from N successive plates. The residence time
distribution E, which is the output from a pulse input, in terms of
the dimensionless variable h � t/s, is shown as a function of h for
various numbers of plates (N). It can be seen that as the number
of plates exceeds approximately 10, the residence time distribu-
tion begins to assume a Gaussian shape, which is enhanced as N
increases further.

SEC. Thus, it is best suited either for purification of one
molecule of interest from a small set of dissimilar contam-
inants in the laboratory or as an early or late step in con-
junction with other steps in an industrial process.

SEC finds many laboratory applications in manipula-
tions of biological molecules. For example, unreacted spe-
cies in molecular conjugates are often removed via SEC
(18). Cleanup of materials involved in the synthesis of pep-
tides and oligonucleotides is also performed frequently via
SEC (19). It is also used for removal of aggregates resulting
from a variety of biochemical preparations. For example,
an intermediate or final step in purification of a monoclo-
nal antibody is often removal of dimers and aggregates
that have been generated as a result of prior processing.
In the production of recombinant proteins, a certain frac-
tion may be clipped by proteolysis; these smaller molecules
can be separated by SEC (20).

The most common application of SEC at both laboratory
and process scales is desalting or buffer exchange. Many
processing steps (e.g., extraction, crystallization, other
modes of chromatography) involve the use of a solvent that
is undesired for future processing or formulation steps.
Very small pore SEC columns are used to replace the un-
desired buffer by the desired one. Usually, a wide disparity
in molecular sizes exists between the biological solute and
the buffer salts, so short columns can be used, limiting the
dilution to twofold or less (21).

PROCESS VARIABLES

Selection of a support material for an application of inter-
est is only the first step in performing an analysis or sep-
aration. The amount of sample to be analyzed or purified
must be considered. The column length and total amount
of material to be injected into the column must be deter-
mined. Finally, a flow rate must be found that will provide
adequate throughput and resolution. In the process of de-
signing a configuration, convective dispersion, transport of
the solutes to and within the particles, and partitioning of
the solutes between the mobile and gel phases must all be
considered. For these reasons, a substantial body of liter-
ature has been devoted to the engineering issues associ-
ated with SEC. The most general and applicable models
are discussed in this section.

Plate Theory

An operational description of chromatography can be ob-
tained from plate theory, which is a phenomenological de-
scription of zone spreading in chromatography, first pro-
posed by Martin and Synge in 1941 (22). The essential
concept is that as the solute traverses the column, it un-
dergoes repeated equilibration with the stationary phase,
so that each equilibration defines one stage, or plate. The
column length over which equilibration occurs is known as
the height of an equivalent theoretical plate (HETP), or
simply plate height. The development of a solute peak zone
is shown schematically in Figure 4. In each stage, fluid in
the mobile phase is mixed, and partitioning occurs be-
tween the stationary and mobile phases. A mass balance
on a particular stage takes the form

¯dC dCj p,jQ(C � C ) � v � v , (9)j�1 j m pdt dt

where Q is the flow rate, Cj is the concentration of solute
in the jth stage, vm is the mobile phase volume per stage,
vp is the pore volume per stage, and C̄p,j is the average pore
concentration in the jth stage. For linear chromatography,
the average pore concentration is proportional to the bulk
concentration, and equation 9 becomes directly analogous
to the mass balance on stirred tanks in series (23).

The input to a chromatography column is essentially a
pulse; consequently, the output from a series of N stages
is analogous to the residence time distribution (E) from N
tanks in series. The output from a single stage is an ex-
ponential distribution, but, as the number of plates in-
creases, the residence time distribution takes on a Gaus-
sian shape, as shown in Figure 4. It can be shown that the
variance r2 of the output peak is dependent only on the
retention time and number of stages through

2 2r � t /N (10)R

Therefore, the number of plates (N) in chromatography is
defined as
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Figure 5. Volume exclusion of solutes in pores. Solutes assume
concentrations within pores of varying sizes according to the vol-
umes accessible by the centers of its molecules.

2 2N � t /r (11)R

and the plate height (H) as the length of the column (L)
divided by the number of plates

2 2H � L/N � Lr /t (12)R

Relation of Size to Sieving

Because the purpose of SEC is to separate molecules on
the basis of their size, interest developed from the time of
its introduction to understand quantitatively the relation-
ship between the size of a solute molecule and its retention
volume. This is of importance in the use of SEC for molec-
ular weight determination, in its interpretation for appli-
cations involving monitoring changes in molecular struc-
ture, and in the selection of SEC media and operating
conditions to perform a separation.

Volume Exclusion. The primary mechanism of sieving is
based on the excluded volume of particles in the pores. At
equilibrium, the solute molecules will attain a concentra-
tion within the pore based on the volume accessible to the
center of the molecule. When the pore size is of the same
order as the solute molecular size, the accessible volume
becomes significantly less than the pore volume (Fig. 5).
As a result of the excluded volume effect, even a monodis-
perse pore size distribution will produce a continuum of
distribution coefficients with increasing molecular size.

To develop this concept into a quantitative model, a ge-
ometry is usually assumed. An early result was that of
Laurent and Killander (24), who used the expression of
Ogston (25) for the available volume in a network of rigid
rods to develop an expression for the distribution coeffi-
cient:

2K � exp[�pL(r � r ) ] (13)d s r

where L is the total length of rods per volume, rs is the
radius of the (assumed) spherical particles, and rr is the
radius of the rods. The parameters L and rr are generally
not known and must be fit to experimental data. Other
expressions were derived for cylindrical, conical, and slit-
like pores (26). The problem of ascribing a particular pore

geometry was circumvented by Ackers (27), who repre-
sented a pore by the maximum characteristic radius par-
ticle that could pass through it and postulated that the
distribution of pore sizes is distributed normally. For this
model, the distribution coefficient takes the form

a � a0K � erfc (14)d � �b0

where a is the radius of the solute particle, a0 is effectively
an average pore radius, and b0 is a measure of the variance
of the distribution. These parameters must still be deter-
mined for each gel from sieving experiments on at least
two (preferably more) solutes.

Rates of Pore Diffusion. The models based on volume
exclusion (see previous section) are entirely thermody-
namic; that is, they do not include any transport limita-
tions and do not predict a dependence of distribution co-
efficient on flow rate. In practice, a slight dependence is
observed, which led to the development of theories that
account for transport of solute molecules into the pores. An
approach to accounting for diffusion is to model the distri-
bution of molecules between the mobile and gel phases us-
ing the one-dimensional (1-D) unsteady-state diffusion
equation (28), which has the solution

x 1/2C � C erfc (15)g m � �2(Dt )d

where Cg and Cm are concentrations in the gel and mobile
phases, respectively, x is distance into the 1-D gel phase,
td is the diffusion time, and D is the diffusion coefficient of
the solute. With td inversely proportional to the mobile
phase velocity (v0) and b representing the power to which
diffusion coefficient is inversely proportional to molecular
weight (M), the distribution coefficient can be determined
to be (28)

b 1/2k (v M )b 2 0�v M /k0K � (1 � e ) � erfc (16)d b 1/2 � �(pv M ) k0

where k is a grouping of constants fit to experimental data.

Purely Empirical Correlations. The equations initially
used to correlate SEC data were essentially empirical. The
most commonly used forms are

V � A � B log(M) (17)R

and

log(V ) � A� � B� log(M) (18)R

where M is the molecular weight of the solute and A, B,
A�, and B� are empirical constants for the particular col-
umn configuration. As shown in Figure 3 and discussed in
“Analysis”, very good correlations of data for similar spe-
cies are possible, but a priori prediction or extrapolation
beyond the measured range of molecular weights or to mol-
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ecules of different chemistry is problematic. Note that the
more sophisticated theoretical models discussed earlier
also make use of essentially empirical constants that re-
quire calibration of the column using proteins (or other
molecules) of known molecular weight. Calibration of the
column must be repeated if the pH, ionic strength, or tem-
perature is changed significantly or if the column is re-
packed. Furthermore, the calibration standards must be
well characterized and of a similar nature to the solutes of
interest. Nonetheless, the use of theoretical models at-
taches a physical significance to the parameter’s fit from
experimental data and provides some insight into the rela-
tive contributions of the volume-exclusion versus pore-
diffusion mechanisms (28).

Transport Issues

The previous section dealt with the retention time, which
mostly results from the equilibrium partitioning of species
into the gel support. For separations, it is necessary to con-
sider that chromatography is conducted in a packed bed,
under flow, sometimes at high pressures. The configura-
tional aspects of the chromatography column lead to band
broadening, or spreading of the eluted solute band. The
main contributions to band broadening are eddy diffusion,
axial dispersion, and mass transfer resistance at the sur-
face of the particles and within the pores. Eddy diffusion
results from the tortuosity of extraparticle paths that sol-
ute particles take from the top to the bottom of the column.
Axial dispersion is essentially molecular diffusion along
the length of the column. The mass transfer resistance at
the surface arises from the boundary layer, or film, through
which solute must pass to reach the gel particle, and the
mass transfer resistance of the pores is due to diffusion of
solute into them and is enhanced by their nonuniformity.

A chromatography column is a packed bed of gel parti-
cles and is subject to the same types of scaling analysis as
for packed beds in other chemical processes. Most of the
resistance to mass transfer is at the level of the particle;
consequently, the particle diameter is the characteristic
length for scaling. Hence, a reduced velocity or Péclet num-
ber, (Pe) can be defined in terms of the particle diameter
as

d upPe � (19)
D0

where u is the interstitial velocity of the fluid and D0 is the
bulk solute diffusion coefficient. Likewise, the reduced
plate height (h) is

H
h � (20)

dp

where H is the plate height defined in equation 12.
The relation of interest is that between plate height and

flow rate (or velocity) or, equivalently, between reduced
plate height and Péclet number. This is obtained from so-
lution to the governing differential mass balance equations
in lesser or greater complexity (29–31).

Dependence of Separation Parameters on Operating
Variables

Analysis of mass transport in chromatography columns
has made it possible to make quantitative predictions re-
garding plate heights as a function of flow rate in SEC (32).
The original analysis of mass transport was conducted by
van Deemter (29). His equation has served as the basis for
all subsequent analyses:

2c
h � 2k � � CPe (21)

Pe

where k, c, and C are constants accounting for eddy dis-
persion, axial diffusion, and mass transfer resistance at
the particle surface, respectively. This equation predicts a
minimum plate height with respect to increasing fluid ve-
locity. More detailed accounting of the mass transfer con-
tributions, including that caused by intraparticle diffusion,
have produced alternative expressions for the plate height,
for example, the expanded form of Horváth and Lin (33):

22c 2k jk0 2/3h � � � Pe�1/3 2Pe 1 � xPe (1 � k )0

hk0
� Pe (22)230(1 � k )0

where h is a geometric factor for a given particle, k, c, x,
and j are parameters dependent on the details of the par-
ticular column packing, and k0 is the ratio of intraparticle
to interstitial volumes available to the solute of interest.
The third and fourth terms represent mass transfer resis-
tances at the particle surface and within the pores, re-
spectively.

For liquid chromatography involving macromolecules,
the contributions from axial dispersion and resistance at
the particle surface are small, and the largest contribution
is from pore diffusion. Consequently, the minimum ob-
served by van Deemter for GLC (29) is typically not ob-
served in SEC of biomolecules, and the plate height is
roughly proportional to velocity (32,34,35). Plate height
also depends on particle size:

2udPH � (23)
D0

From this approximate equation, two practical points can
be inferred. First, because plate height is a measure of zone
spreading and should generally be minimized, smaller par-
ticles are preferred because of the strong dependence of
plate height on diameter. However, pressure drop is in-
versely proportional to the square of particle diameter, so
the mechanical properties of the material limit the extent
to which particle size can be reduced. Second, lower veloc-
ities, that is, slower flow rates, will result in less zone
spreading. This advantage may be offset where the speed
of a separation is important. Furthermore, the flow rate
cannot be reduced too drastically or the effects of axial dif-
fusion will become limiting.

An important measure of the separation is the resolu-
tion between two or more solutes to be separated. The de-
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pendence of the resolution on column variables can be de-
termined from the equations already developed.
Combining equations 4, 6, and 12 gives an expression for
resolution in terms of capacity factors and plate heights
(36):

1/2L k� � k�2 1R � (24)s 1/2 1/22 H (1 � k ) � H (1 � k�)2 2 1 1

Employing the approximation that the plate heights of the
two solutes are equal, an expression for resolution as a
function of retention, selectivity, and column efficiency can
be derived by combining the definition of selectivity (equa-
tion 5) with equation 24:

1/2¯1 � � 1 k� L
R � (25)s � � 1/2¯2 � � 1 1 � k� H

where � � is the average retention time of thek̄� (k� k�)/21 2

solutes.
Equation 25 expresses resolution as a function of three

terms representing selectivity, retention, and zone spread-
ing, respectively. Selectivity is the most important deter-
minant of resolution, up to a point. An increase in � from
1.1 to 1.2 results in an 83% increase in resolution, all other
factors being equal; however, an increase from 2.1 to 2.2
results in only a 6% further increase in resolution. Selec-
tion of a column best suited to fractionate the species of
interest is thus critical to obtaining high resolution. Be-
cause the capacity factor is greater than or equal to unity,
the middle term takes values only between 0.5 and 1; none-
theless, some improvement in resolution is seen to be pos-
sible by increasing the retention time. Because of the weak
dependence of resolution on length, significant increases
in column length are often required to effect a modest im-
provement in resolution. The inverse relationship between
resolution and plate height suggests that minimizing zone
spreading by the methods discussed earlier—reducing par-
ticle diameter or flow rate—will concomitantly improve
resolution. This is true, subject to the same limitations on
flow rate and pressure drop. Furthermore, if speed of sep-
aration is important, a trade-off exists.

In addition to the particle size and composition, column
length, and operating flow rate, the SEC practitioner must
choose column diameter, sample volume, and buffer com-
position. Column diameter does not appear explicitly in the
equations describing resolution, but they are derived with
the assumption of a uniform packing, which is increasingly
difficult to achieve as the diameter-to-length ratio in-
creases. Therefore, columns used for fractionation are pre-
pared with a length-to-diameter ratio of about 10:1. But in
industrial scale desalting applications, where the selectiv-
ity is great and resolution not an issue, much wider col-
umns can be used. Sample volumes are usually chosen to
be less than 5% of the total column volume, because values
greater than a couple of percent tend to produce significant
increases in zone spreading. In principle, the solute mole-
cules should not interact with the stationary phase in SEC,
but in practice biological molecules exhibit some interac-
tion with a variety of materials, including gels used for

SEC (37). Variation of buffer composition can be used to
modulate adsorptive interactions. For example, adsorption
is often mediated by charge interactions between solute
and sorbent and can be reduced by increasing the ionic
strength of the buffer, which provides double-layer screen-
ing of the electrostatic interactions.

CONSIDERATIONS FOR LARGE SCALE

SEC is used in large-scale industrial processes for the pro-
duction of proteins for agricultural and pharmaceutical
use. At this scale, economic considerations become imper-
ative, and in particular it is important for the chromato-
graphic operation to achieve a high level of productivity
and throughput while maintaining high resolution.

General Strategies

For large-scale operation, the throughput required neces-
sitates reuse of chromatography columns in a repeated-
batch operation. Usually, the primary goal is to maximize
productivity, which is defined as the amount of purified
material per column area per time. This can be achieved
by maximizing flow rate and minimizing the amount of
time during which the column is not actively performing a
separation. From a productivity standpoint, the time be-
tween elution of the valuable solute and all others is
wasted time. One route to improving productivity is to re-
duce the resolution of the solutes to the minimum neces-
sary (Fig. 6). Likewise, the time after elution of all solutes
before the next injection can be used more efficiently by
applying the next sample before the column volume of the
present run is finished (21). These general guidelines gov-
ern both desalting and fractionation; further optimization
depends on the particular application.

Another strategy to maximize throughput is to maxi-
mize the sample size. However, dispersion effects are en-
hanced for large sample volumes. Consequently, for frac-
tionation applications, it is advisable to use sample sizes
less than 3% of the total column volume (38). Although it
is often desirable to have highly concentrated samples,
higher concentrations result in higher viscosities, which
result in slower diffusion into and equilibration with the
gel. The requirement of sample equilibration with the gel
also limits the flow rate that may be applied.

For desalting, on the other hand, larger sample volumes
can be applied, because the sample elutes in the void vol-
ume and the salts are retained in the pore. Because of this
large discrepancy in elution volumes, the increased dis-
persion resulting from large sample sizes is not much of an
issue, and sample sizes as great as 25 to 30% of the column
volume may be used. Furthermore, small molecules (e.g.,
ions) equilibrate quickly with the pores because of their
small excluded volume and high diffusion coefficients, and
macromolecules are completely excluded, so high flow
rates may be used without compromising the separation.

Scale-Up Guidelines

The principle of scale-up is to determine the values of new
process variables that will allow a desired change in one
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Figure 6. Optimization of resolution for large-scale SEC. (a) A
small injection of solutes at low flow rate results in well-resolved
bands. (b) The productivity is increased by increasing flow rate,
increasing sample size, or decreasing column length to the point
where the solutes are just resolved.

process variable while keeping others constant. Generally,
it is desired to increase the throughput while maintaining
the same resolution, but sometimes it is necessary to
change resolution while keeping throughput constant. In
any case, the key is to have a description of the relationship
among process variables. It is here that the analysis of the
preceding section is most useful.

Scaling rules for isocratic elution chromatography,
which includes both SEC and adsorption chromatography,
have been described by Wankat and Koo (36). The starting
point is the definition of scaling parameters describing the
ratios of process variables in the new and old designs, that
is,

dp,new
d �

dp,old

Lnew
k �

Lold

Dnew
q �

Dold

Dpnew
p �

Dpold

Qnew
h � (26)

Qold

where D is the column diameter and Q is the buffer flow

rate. The capacity factor in SEC is a thermodynamic quan-
tity representing the partitioning of solutes in the pores of
the support particles and therefore should not vary with
column configuration or process variables. Therefore, the
description of column resolution in equation 24 can be used
for both the new and old designs to define a ratio of design
resolutions, W (36):

1/2 1/2 1/2R L [H (1 � k�) � H (1 � k�)]s,new new 2 2 1 1 old
W � � � � 1/2 1/2R L [H (1 � k�) � H (1 � k�)]s,old old 2 2 1 1 new

(27)

The difference between plate heights of the different sol-
utes is usually ignored (see equation 25) and equation 27
is greatly simplified, that is,

1/2Hold1/2W � k (28)� �Hnew

As discussed in “Dependence of Separation Parameters
on Operating Variables”, transport resistances at the par-
ticle surface and within the pores usually dominate, with
the result that the plate height can be represented by a
scaling of the form equation 21. Substituting in equation
28 gives a simple design equation:

1/2
k q

W � (29)� �h d

Note that more complete plate height expressions (derived
from either theoretical or empirical correlations) may be
substituted into equation 28 to develop more sophisticated
design equations.

Equations such as equation 29 can be used to derive
new sizes and operating conditions for a given change in
any of the others. As a simple example, suppose that a
design involving a reduction in particle size is desired,
while maintaining constant column dimensions and
throughput. In this case, k, q, and h are equal to unity, and
the resolution is inversely proportional to the particle size

1
W � (30)

d

Alternatively, the objective of reducing particle size may
be to allow a greater flow rate while maintaining constant
resolution. In this case, W, q, and k are equal to unity, and
the flow rate scales as the inverse square of particle di-
ameter

1
h � (31)2d

However, this is only valid in the regime where the parti-
cles are rigid, and it may not be feasible because of the
large increase in pressure drop that would result.

The application of scaling rules to the interrelationship
of process variables in equation 24 is an idealization that
is subject to a number of constraints. Arbitrary column di-
ameters and lengths are not possible, and certain length-
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to-diameter ratios (on the order of 10:1) are desirable to
achieve a uniform packing. Also, only certain particle sizes
are available, and the range in which they are manufac-
tured is dependent to a large degree on their resistance to
flow (i.e., pressure drop). As discussed in “Packing Mate-
rials”, many packings are rigid only within a certain range
of pressure drops. If a new column design takes the pres-
sure drop out of this range, the performance may be dras-
tically altered. For rigid particles, the pressure drop is de-
scribed by equation 8; therefore, its scaling is

hk
p � (32)2 2q d

For compressible particles, the same procedure may be
used with a correlation that describes the relationship be-
tween pressure drop and flow rate (39).

SUMMARY

SEC has been applied extensively to biological macromol-
ecules in the laboratory and has found utility as a step in
the production of proteins at large scale as well. Further
growth of the biotechnology industry and the ease and ap-
plicability of the technique ensure that SEC will be used
widely in the future as well. Many packing materials have
been developed to enable the chromatographer to perform
an analysis or separation quickly, efficiently, and unam-
biguously through improvements in the inertness and me-
chanical stability of the support. Engineering analysis has
enabled quantitative descriptions to be made regarding
the influence of mass transfer resistances to the efficiency
(plate height) of the column. These can be incorporated
into simple design equations for the development and op-
timization of column configurations and operating condi-
tions for a number of industrially important separations.

BIBLIOGRAPHY

1. J. Porath and F. Flodin, Nature 183, 1657–1659 (1959).
2. H. Colin, in G. Ganetsos and P.S. Barker eds., Preparative and

Production Scale Chromatography, Dekker, New York, 1993,
pp. 11–45.

3. H.G. Barth, B.E. Boyes, and C. Jackson, Anal. Chem. 68,
445R–466R (1996).

4. C.V. Uglea, Liquid Chromatography of Oligomers, Dekker,
New York, 1996, pp. 269–274.

5. R. Eksteen, in E.D. Katz ed., High Performance Liquid Chro-
matography: Principles and Methods in Biotechnology, Wiley,
New York, 1996, pp. 144–145.

6. M.L. Yarmush, K. Antonsen, and D.M. Yarmush, in C.L. Coo-
ney, A.E. Humphrey eds. The Principles of Biotechnology: En-
gineering Considerations, Pergamon Press, Oxford, UK, 1985,
pp. 489–505.

7. J.-C. Janson, in G. Subramanian, ed., Process Scale Liquid
Chromatography, VCH, Weinheim, Germany, 1995, pp. 81–
98.

8. H. Determann, Gel Chromatography, Springer-Verlag, New
York, 1969.

9. Pharmacia Biotech catalog, 1995, pp. 308–322.

10. C. De Felice, K. Hayakawa, T. Watanabe, and T. Tanaka, J.
Chromatogr. 645, 101–105 (1993).

11. T.W. Patapoff, R.J. Mrsny, and W.A. Lee, Anal. Biochem. 212,
71–78 (1993).

12. M.K. Dewanjee, A.K. Ghafouripour, M. Kapadvanjwala, and
A.T. Samy, Biotechniques 16, 844–850 (1994).

13. J.P. Hummel and W.J. Dreyer, Biochim. Biophys. Acta 63,
532–534 (1962).

14. S. Kadokura, T. Miyamoto, and H. Inagaki, Biopolymers 20,
1113–1122 (1981).

15. V.N. Uversky, Biochemistry 32, 13288–13298 (1993).
16. X.-M. Lu, A.J. Fischman, S.L. Jyawook, K. Hendricks, R.G.

Tompkins, and M.L. Yarmush, J. Nucl. Med. 35, 269–275
(1994).

17. M.S. Wadhwa, D.L. Knoell, A.P. Young, and K.G. Rice, Bio-
conjugate Chem. 6, 283–291 (1995).

18. S.S. Wong, Chemistry of Protein Conjugation and Cross-
Linking, CRC Press, Boca Raton, Fla., 1991, p. 213.

19. R.K. Mishra, C. Moreau, C. Ramazeilles, S. Moreau, J. Bon-
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Table 1. Citric Acid Contents of Various Fruits and
Vegetables

Fruit/vegetable Citric acid (wt %)

Lemon 4.0–8.0
Grape 1.2–2.1
Tangerine 0.9–1.2
Orange 0.6–1.0
Currant

Black 1.5–3.0
Red 0.7–1.3

Raspberry 1.0–1.3
Strawberry 0.6–0.8
Apple 0.008
Tomato 0.25
Potato 0.35–0.5
Asparagus 0.08–0.2
Turnip 0.05–1.1
Pea 0.05
Corn 0.02
Lettuce 0.16
Eggplant 0.01
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INTRODUCTION

Citric acid (C6H8O7) is a white or translucent solid with a
molecular weight of 192.12. It occurs as a natural constit-
uent in citron, lemon, lime, pineapple, pear, peach, and
similar fruits (Table 1). It is also found in animal tissues.
The popular forms of citric acid are the anhydrous forms,
the monohydrate and sodium salts of the acid.

Citric acid was first isolated by Scheele in 1784 when
he crystallized it from lemon juice. It was later synthesized
(via symmetrical dicholoroacetone) from glycerol by Gri-
mocex and Adam in 1880. It was first made in crystallized
form from lemon juice. Calcium citrate was precipitated
through the reaction of hot lemon juice with calcium car-
bonate, followed by decomposition of the product with sul-
phuric acid. Two hundred years later, this process is still
being used. However, raw material is the principal limiting
factor for production on a large scale. Thirty tons of lemon
are needed to produce 1 ton of citric acid. The first com-
mercial citric acid was prepared in 1860 in England from
calcium citrate imported from Italy and Sicily. By 1880,
France, Germany, and the United States had begun manu-
facturing citric acid using similar methods. In 1913, recov-
ery of citric acid from calcium citrate began in Italy, and
by 1922, Italy produced 90% of the world’s supply.

MICROBIAL PRODUCTION

In 1893, Wehmer recognized citric acid as a microbial me-
tabolite (1) (Table 2). Although his attempt to develop a
commercial fermentation process with a species of Penicil-
lium was unsuccessful, he established the basis for the
subsequent complete reorganization of the citric acid in-
dustry. It was later confirmed that the use of Aspergillus
niger (Fig. 1) favors sucrose fermentation to citric acid.

In 1923, a plant was started in New York to make citric
acid by a fungal fermentation technique developed by Cur-
rie (2). This production effectively broke the power of the
Italian cartel. In this process, A. niger was grown on the
surface of a shallow pan of sugar medium. This surface
fermentation process was subsequently used in England,
The Netherlands, Belgium, Germany, Switzerland, Argen-
tina, and the former Soviet Union.

A new fungal fermentation process was introduced suc-
cessfully in the United States in 1952. In this process,
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Table 2. Chronology of Events in Citric Acid Production

Authors (ref.) Investigation/remarks

Wehmer 1893 (cited in 1) Demonstrated citric acid to be a metabolic product of certain molds.
Currie 1917 (2) First chose Aspergillus niger for deriving citric acid.
Doelger & Prescott 1934 (3) Fermentation above 30 �C decreased citric acid yield and increased accumulation of oxalic

acid.
Cahn 1935 (4) First to describe solid-state fermentation for production of citric acid.
Mazzadroli 1938 (5) Potassium ferrocyanide could be added to eliminate excess Fe2�.
Szucs 1944 (6) Citric acid synthesis took place only after total assimilation of phosphates.
Moyer 1953 (7) Suggested use of methanol as stimulant for increasing acid yield.
Usami & Takatomi 1958 (1) Spores produced under submerged fermentation were poor, and spores from surface

culture were better acid formers.
Usami et al. 1960 (9) Increase in aeration resulted in higher yields and reduction in cycle time.
Kovats 1960 (10) Demonstrated lower concentration of sugar leads to lower yields of citric acid and

accumulation of oxalic acid.
Schweiger 1961 (11) Iron concentration above 0.2 ppm affected yield of acid. However, addition of copper 0.1 to

500 ppm at the time of inoculation or during the first 50 h of fermentation countered
the deleterious effect of iron.

Naguchi & Bando 1960 (12) Concentration of ammonium nitrate greater than 0.25% lead to accumulation of oxalic
acid.

Sanchez-Marroquin et al. 1963 (13) Higher yields of citric acid occurred in a simple medium rather than a complex medium.
Clark 1962 (14) Ferrocyanide addition on the acid yield 10–200 lg/mL was tolerated during growth. But

less than 20 lg/mL helped acid production.
Millis et al. 1963 (15) Addition of vegetable oils, fatty acids, etc., increased acid yield.
Czech. Acad. Sci. 1964 (16) Mycelial digests from A. terreus or A. Niger stimulated acid production by 60–70% when

added to the medium.
Leopold 1965 (17) Addition of pressed baker’s yeasts to culture medium increased acid yield from 61.5 to

72.1%.
Bruchmann 1966 (18) Addition of mild oxidizing agents stimulated acid production.
Sussman & Halvorson 1966 (19) Spore viability varies with age.
Wendel 1967 (20) In the initial stages, citric acid diffused into the medium, which leads to a stratification

on the mycelium. This stratification inhibited fungal metabolism, leading to decreased
acid yields. This stratification can be eliminated by stirring.

Tabuchi et al. 1969 (21) Production of citric acid from n-paraffin using yeast, (Candida) medium composition.
Hydrocarbon, 40–60 gs; NH4Cl2, 2 gs; KH2PO4, 0.5 g; MgSO4, 0.5 g; cornsteep liquor,
1 g; CaCo3, 30 g/L.

Khan et al. 1970 (22) Phosphates promoted more growth at less acid yields.
Fedoseev et al. 1970 (23) Copper sulfate at 4.7 mg/100 g molasses resulted in better conversion of sugar to citric

acid.
Kyowa Fermentation Industry 1970 (24) Citric acid production from dodecane (or) C12–C14. Using arthrobacterium in aqueous

medium, inoculum 5% air at 3 vvma at 28 �C, yielded 28 mg/mL.
Sanchez-Marroquin et al. 1970 (25) The use of ion-exchange resin for reduction of metal content was better than chemical

treatment.
Fukuda et al. 1970 (26) Use of Corynebacterium on n-paraffins; yield 41.4 mg/mL; culture period 64 h, 32 �C.
Leopold 1971 (17) Glycerol addition increased acid yield by 30%.
Dhankar et al. 1972 (27) Acid yield improved by addition of peanut oil to molasses medium.
Kumamoto & Okamura 1972 (28) Mn2�, Ba2�, Al3� had an effect on fungal morphology.
Sardinas 1972 (29) Patented a process for citric acid production involving B. licheniformis.
Chaudhary et al. 1972 (30) A low pH in molasses medium was inhibitory to growth.
Ohmori & Ikeno 1973 (31) Bacterial production of citric acid from media containing isocitric acid.
Dhankar et al. 1974 (32) Sodium nitrate at a concentration of 0.4% was superior to ammonium nitrate.
Zhuravskii, 1974 (33) Patented continuous multistage process for citric acid production.
Halama 1974 (34) Chemicals such as pentachloralphenolate, semicarbozone, tetracycline, etc., used for

control of bacterial growth.
Ohtsuka et al. 1975 (35) Addition of malic hydrazide increased yield from 30 to 70%.
Wold & Suzuki 1973 (36) The rate of acid production increased when AMP was added to the culture medium.
Wold & Suzuki 1976 (37) Zn2� regulated growth and production.
Brezhnoi et al. 1976 (38) Continuous production of citric acid from molasses.
Choudhary 1978 (39) A 3-day-old slant culture was as good as 7- to 8-day-old spore.
Krishnan & Natarajan 1987 (40) Liquid–liquid extraction of citric acid.
Krishnan & Annadurai 1992 (41) Precipitation of citric acid.
Krishnan et al. 1996 (42) Reduction in cycle time for citric acid production.

a vvm, volume air per volume medium per minute.
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Figure 1. Aspergillus niger.

Table 4. World Consumption Pattern of Citric Acid

Uses Consumption (%)

Food and beverages 60
Pharmaceuticals 12
Detergents 12
Metal cleaning 6
Textile dyes 5
Cosmetics 3
Others 2

Table 3. Global Production Pattern of Citric Acid

Place Production (%)

Western Europe 41
North America 28
South and Central America 11
Far East, Australia, and New Zealand 11
Other 9

A. niger was allowed to grow in the entire volume of the
culture solution in large deep tanks. This process was in-
troduced in Mexico in 1959 and in Israel in 1961.

The earliest attempt to produce citric acid by the sub-
merged growth technique was that by Amelung, who aer-
ated the culture by bubbling air through the solution. Nu-
merous studies, subsequent to the work of Amelung,
resulted in the development of two approaches to the con-
trol of citric acid production in submerged cultures. In the
first approach, Perquin produced citric acid by inducing the
establishment of a deficiency of one of the major nutrients,
such as phosphate. In another approach, Johnson et al.
studied the effect of manganese and iron and related the
concentration of these to the amount of inhibition of citric
acid accumulation.

Further development of methods for the control of iron
and manganese levels in the culture solution led to the
popularity of the submerged fermentation process, now
used in the United States, Mexico, and Israel. Excess iron
may be precipitated by ferrocyanide. The removal of iron
and the presence of specific enzyme inhibitors that control
the destruction of citric acid form the basis for the suc-
cessful submerged fermentation process. Other mineral
nutrients required for the submerged fermentation are the
same as those for surface fermentation.

The most interesting change in citric acid manufacture
was done by Miles Laboratories. They changed the raw
materials from molasses to glucose, doubling the produc-
tion. The company patented a process in which starchy ma-
terial is first converted to sugar by enzymatic action and
then used as the raw material for citric acid production.
They also claim that with the addition of various phenols
and other compounds to check the growth of A. niger, it is
possible to use less highly purified starting material. This
is similar to the use of the lower alcohols, which has been
known for many years and is being investigated now as an
additive to blackstrap molasses.

STORAGE OF CITRIC ACID

The popular forms of citric acid are the anhydrous forms,
the monohydrate form and sodium salts of the acid. Both
citric acid and citric monohydrate are available in variety
of sieve sizes. They are conventionally available as gran-
ular, fine granular, and powder forms.

Crystalline anhydrous citric acid can be stored in dry
form without difficulty, although highly humid conditions
and elevated temperatures should be avoided to prevent
caking. The product should be stored in tight containers to
prevent exposure to moist air. Several granulations are
commercially available with larger particle sizes having
less tendency toward caking. Materials packed with des-
iccants are also available. Solutions of citric acid are cor-
rosive to normal concrete, aluminium, carbon steel, copper
alloys and should not be used with nylon, polycarbonates,
polyamides, polyimides, or acrylics. Recommended mate-
rials of construction for pipes, tanks, and pumps handling
citric acid solutions are 316 stainless steel, fiberglass-
reinforced polyester, polyethylene, polypropylene, and
polyvinyl chloride. Sodium and potassium citrates are not

as corrosive as citric acid but they should be handled in
the same type of equipment as citric acid.

PRODUCT APPLICATIONS

The food and pharmaceutical industries use citric acid ex-
tensively because of its high solubility, pleasant sour taste,
very low toxicity, and ready assimilability (Table 3). Citric
acid also finds application in some cosmetic preparations,
metal cleaning, electropickling, copper plating, secondary
oil recovery, and other industrial uses (Table 4).

Foods and Beverages

Citric acid is widely used in foods, beverages, and jams and
jellies owing to its ability
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Table 5. Some Leading Manufacturers and Suppliers of
Citric Acid

Manufacturers

Miles Laboratories Inc., Elkhart, Indiana
Joh. A. Benckshiser Gmbh, Ludwingshafen/Rhein, Germany
Rhone-Poulenc S.A., France
John & E. Sturge Ltd., Birmingham, England
Cargill Inc., Minneapolis, Minnesota
San Fu Chemical Co., Ltd., China
Boehringer Ingelheim KG, Rhein, Germany
Pfizer Inc., New Jersey
Fermenta Products, Quimicos, SA, Brazil
Showa Chemical Co., Pvt Ltd., Osaka, Japan

Suppliers

Lurgi AG. Frankfurt am Main, Germany
Snamprogetty SPA, San Donato, Milan, Italy
Mannesman Anlagenbau, Dusseldorf, Germany
Boehringer Ingelheim KG, Burgerstrasse, Germany
Vogelbusch GmbH, Austria

1. To maintain desired pH levels
2. To impart refreshing and tingling taste
3. To act as a flavor-enhancing agent
4. To act as a color stabilizer

In candy manufacture, citric acid helps to enhance the
flavor and taste of berries and other ingredients. As a very
dependable agent for maintenance of pH, citric acid finds
wide application in the production of jams, jellies, pre-
serves, soft drinks, syrup, and soft drink tablets. For pH
control and color stabilization, citric acid is used in fruit
and vegetable juices. The pH prevents juice spoilage, and
natural taste and flavor are greatly enhanced. Lowering of
pH inactivates certain oxidative enzymes, thus improving
the keeping qualities of frozen fruits, peaches, apricots,
plums, pears, and cherries against flavor or color spoilage.
Citric acid also combines with trace metals, helping avoid
the undesirable oxidation changes.

Pharmaceuticals

Citric acid’s wide application in the manufacture of drugs
and pharmaceuticals is for enhancing the taste and flavor.
It is used as an anticoagulant for blood. Powders and tab-
lets owe their effervescent property to citric acid. The free
acid and its sodium and potassium salts are used as mild
acidulants in astringent preparations. Several salts of cit-
ric acid are used in the manufacture of antianemic tonics,
vitamins, liver tonics, antipyretic agents, cough syrups,
antidysentery, and antidiarrheal agents. It is also used in
inducing fertility.

Cosmetics

Hair rinses and hair setting agents derive benefit from cit-
ric acid. It is also used in astringent lotions, bleaching lo-
tions, and others.

Metallurgy

Citric acid finds extensive use in metallurgical application
and as a sequestering agent for such metals as iron, copper,
zinc, nickel, cobalt, chromium, and manganese. The acid
and ammonium salts are added for scale removal in boil-
ers; cleaning of reactors could be done very well using the
acid. Citric acid is widely used in electropickling of copper
and its alloys and in copper coating. Any iron plugging in
the oil-flow line could be removed by the acid. Tanning li-
quors, bottle washing compounds, and diazo printing pa-
per all contain citric acid.

Industrial Uses

It is used in the manufacture of several esters, linoleum,
inks, silvering compounds, and fabric dyes (Table 5). Citric
acid enjoys a superior status above phosphates in the
manufacturing of detergents.

Other Applications

Some of the algicides, pesticides, fish preservation, chem-
icals, and insecticides are based on citric acid. Preservation

of latex from certain natural plants involves the use of cit-
ric acid.

THE TECHNOLOGY OF CITRIC ACID PRODUCTION

Citric acid production centers around one strain, Aspergil-
lus niger, which is still extensively used. In the late 1970s,
processes involving Candida yeast became commercial.
Candida guillermondi has unique benefits over A. niger in
that trace metal removal is not essential. It can also tol-
erate higher pHs (3.5 to 5) and sugar concentrations for
acid production. The rate of acid production is also faster.
As in the case of A. niger, nitrogen limitation triggers acid
production. Certain bacteria also produce citric acid on a
variety of substrates.

Citric acid can be manufactured commercially by three
methods:

1. Surface culture technique

2. Submerged culture technique

3. Solid substrate technique

Commercially used substrates are citrus fruits (not
adapted presently because the fruits are costly and sea-
sonal), sucrose, glucose, molasses cane juice, and certain
petroleum fractions.

Shallow pan reactors, stirred tank fermenters, and air-
lift fermenters are commonly used depending on the pro-
cess requirements. Fermenters work in a semibatch mode
or a continuous mode. It will be of interest to state here
that yields of product vary with the pretreatment to which
the media are subjected. For example, yields for pretreat-
ment with suitable exchange resins is 98% in the case of
sucrose and 75% for molasses; ferrocyanide-treated molas-
ses yields 68% as contrasted to the untreated molasses, for
which the yield is 62%.
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Table 6. Analyses of Cane and Sugar Beet Molasses

Component Beet (%) Cane (%)

Water 20.0 16.5
Sugar 62.0 53.0
Nonsugars 10.0 19.0
Ash 8.0 11.5

Citrus Fruits and Pineapples

Lemon peels and the white layer are removed and sepa-
rated for the recovery of oil and pectin, respectively. The
remaining portion is pulped and filtered. The filtrate is
likely to contain pectin and albumin, which are removed
by spontaneous fermentation. In the case of pineapples,
the waste and low quality fruits are crushed and filtered.
The lemon juice and the pineapple juice, recovered sepa-
rately, could contain 4% and 0.75% citric acid, respectively.
Calcium carbonate or hydroxide is added to the individual
juice to the required amount, and the temperature is main-
tained between 55 and 95 �C. Any oxalate present is fil-
tered preferentially before citric acid. The calcium citrate
cake obtained is washed and reacted with a small amount
of sulfuric acid. The resultant slurry is filtered to recover
citric acid solution from the precipitated calcium sulfate.
The clear filtrate is subjected to decolorization before re-
covering the citric acid crystals by evaporation. This pro-
cess is on the decline, as stated earlier.

Cane Molasses and Beet Molasses

Blackstrap molasses, about 40 �Bé with a sugar content of
52 to 57% sugar, or beet molasses, 41 �Bé containing 48 to
52% sugar, could be used for citric acid production (Table
6). However, cane molasses should be purified before sub-
jecting it to fermentation. Alternate methods for molasses
purification are discussed below:

1. Sulfuric acid treatment. The pH of the molasses (10%
total reducing sugar) is adjusted to 3.0 by adding 0.1
N sulphuric acid. This is allowed to stand for 1.5 h
and then centrifuged at 3,000 rpm for 15 min. The
supernatant is collected and used.

2. Potassium ferrocyanide treatment. The molasses
(10% TRS) is heated to 85 �C for 30 minutes and cen-
trifuged at 3,000 rpm for 15 min; 100 mL of the su-
pernatant is collected, and 0.5 mL of K4 Fe(CN)6

(10% solution) is added. The pH is adjusted to 6.5.
3. Tricalcium phosphate treatment. The pH of the mo-

lasses (10% TRS) was adjusted to 7.0 by the addition
of 0.1 N NaOH and treated with 2% (w/v) tricalcium
phosphate followed by heating at 105 �C for 5 min-
utes. The mixture was cooled and centrifuged at
3,000 rpm for 15 minutes. The supernatant was
used.

4. Tricalcium phosphate with hydrochloric acid treat-
ment. The TCP-treated liquor was adjusted to pH 2.0
by the addition of 0.1 N Hcl followed by vigorous
shaking. The mixture was allowed to stand for 6 h.

The supernatant was used after centrifugation at
3,000 rpm for 20 min.

5. Bentonite treatment. The pH of molasses (10% TRS)
was adjusted to 7.0. Bentonite 2% (w/v) was added
and kept in a boiling water bath for 30 min. The so-
lution was then centrifuged at 3,000 rpm for 15 min.
The supernatant was collected and used.

Molasses Medium

Beet molasses is the most widely used raw material in the
United States and Europe. Latin American and Caribbean
plants use sugar as raw material (3 tons of sucrose per ton
of citric acid). Smaller plants in the Caribbean use citric
wastes from citrus fruits. The production rates are Argen-
tina, 2,000 tons per annum, Mexico, 1,000 tons per annum;
and Uruguay, 500 tons per annum.

The beet molasses or pretreated cane molasses is taken
in a mixing vessel where dilute sulphuric acid is added to
register a pH of 5.5 of 6.5. Phosphorous, potassium, and
nitrogen are added as nutrients to the required amount for
growth and citric acid production. This mixture is steril-
ized with live steam. After this, a requisite amount of ster-
ile water is added to give a sugar percentage of 15 to 20%.
The feed is admitted into shallow aluminium pans ar-
ranged in convenient stacks in a sterile room. Each tray is
shallow (about 75-mm deep) but big enough to hold solu-
tions up to 500 L. The temperature (28 to 32 �C) and hu-
midity (40 to 60%) are controlled for maximum yield. This
sugar medium is inoculated with the spores of a selected
strain of A. niger. In about 8 to 10 days, the fermentation
process is over (pH being about 2). The acid might be con-
taminated with oxalic acid and gluconic acid. The tray con-
tents are sent out for recovery of the acid, and the trays
and the chamber are sterilized with steam. Dilute formic
acid or sulfur dioxide could also be used for positive ster-
ilization.

The recovery consists of adding hydrated lime (1 part of
lime to every 2 parts of liquor) to the fermenter broth kept
at 95 �C. The precipitated calcium citrate could be reacted
with enough dilute sulfuric acid when citric acid remains
in solution, leaving behind calcium sulfate. Based on the
sugar content of the raw materials, the yield could be 35
to 65% by weight of sugar. In this process, pH maintenance
is difficult.

Submerged Fermentation

The majority of industries have adopted this process. Con-
ventionally, the growth phase and the production phase
are two distinct regions. Two different media are used, one
for growth and the other for production (Table 7). After 3
to 4 days of lush growth, the mycelia are separated from
the growth medium and added to the production fermenter
under stirred conditions. In the production fermenter, the
pH and temperature are maintained around 3 and 30 �C,
respectively. Air is sparged without interruption into the
solution at about 1 to 1.2 volume air per volume medium
per minute (vvm). In about 4 to 5 days, the production be-
comes nearly complete with about 65 to 70% of sugar being
converted to the final product.

The submerged process is admirably suited for a flexible
operation. It is possible to introduce certain process accel-
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Table 7. Medium for Citric Acid

Component
Sporulation

(g/L)
Production

(g/L)

Sucrose 140 140
Bactoagar 20 0.0
Ammonium nitrate 2.5 2.5
Potassium hydrogen phosphate 1.0 2.5
Magnesium sulphate heptahydrate 0.25 0.25
Copper ion 0.0048 0.00006
Zinc ion 0.0038 0.00025
Ferrous ion 0.0022 0.0013
Manganous ion 0.001 0.001

HS–CH2–CH2–N–C–CH2–CH2–N–C–CH–C–CH2–O–P–O–P–O–CH2

OH
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N N
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Pantothenic acidThio-ethyl amine

Figure 2. Enzyme CoA.

erators or nutrients at desired and convenient time inter-
vals; activated carbon or ascorbic acid could be used as the
accelerator. The flexibility of such a fermenter is so good
that sugar concentration and pH could be maintained at
desired values. The acid recovery is through the calcium
citrate process. For every ton of citric acid produced, one
needs about 3,650 kg of molasses, 5 to 14 kgs of nutrient,
650 kg of sulfuric acid, and 450 kg of lime. Although one
might use several organisms (A. niger is still the most
sought after), the yield depends mainly on the nutrient
used, presence of trace metals, and above all, the pH and
air supply.

In the new process by Miles Laboratories mentioned
previously, sucrose has been replaced with glucose for acid
production. Starch is converted to sugar through enzy-
matic reaction, and the resulting sugar is the raw material
for acid production. Specific chemicals control the growth

of the mold at the expense of citrate production. An inter-
esting point is that their starting material is not of high
purity. They use very large fermentation vats into which
sucrose solution is pumped, and fungal spores are added
to help the growth and production cycles. After the cycle is
over, the vats are charged with fresh medium.

Solid-Substrate Fermentation

In the solid-substrate fermentation process, the mold A.
niger ferments molasses or sucrose adsorbed on beet or
cane pulp. Carriers such as beet or cane pulp offer large
areas for microbial contact with the medium and ensure
good aeration. Bagasse is preferred over beet pulp because
of its larger surface area and lower cost. In addition, ba-
gasse can be used several times over. Bagasse is broken
down into fine pieces, 1 to 2 mm long, sterilized, and
soaked in molasses or sucrose solution before being inoc-
ulated with the selected strain. The citric acid yields are
about 45% of the sugar content of molasses and 55% of
sucrose. This process is labor intensive and needs more
floor space, plus there is the likelihood of contamination.
It is difficult to maintain pH. The process requires good
aeration with controlled humidities.

Relative Merits between Submerged and Surface
Fermentation

The starting sugar cane concentration and the yield per-
centage are more or less the same for submerged and sur-
face fermentation. However, the surface process is highly
labor intensive and not easily amenable for pH or tem-
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Figure 3. Tricarboxylic acid-cycle.

perature control. Flexibility of operation is higher in the
submerged process because addition or removal of chemi-
cals is easier. The risk of contamination is less in the sub-
merged process. The surface process needs a larger work-
ing area, and the chance of pollution (caused by spores) is
also high. Oxalic acid formation is higher in surface fer-
mentation.

One advantage of the surface process is that it is less
energy intensive. Although automation of the submerged

process may be easier, in the event of contamination, the
losses suffered will be enormous.

BIOCHEMISTRY OF CITRIC ACID PRODUCTION

Successful production of citric acid depends on several fac-
tors. External factors can be controlled directly, and bio-
chemical factors, the various biological reactions that go
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on inside the cell, can be controlled indirectly by controlling
the external factors.

External Factors

• The type of sugar used and sugar levels
• The pH in the milieu
• The temperature of production
• The presence or absence of trace metals such as Fe,

Cu, Zn, Mn
• The presence or absence of phosphates and nitrates

in the medium
• The oxygen concentration in the environment

Biochemical Factors

• Breakdown of sugars to pyruvic acid and acetyl CoA
(Fig. 2)

• Formation of oxalacetic acid from pyruvic acid and
carbon dioxide

• Promotion of the enzymatic reaction necessary for
citric acid accumulation

• Suppression of the enzymatic reaction that represses
citric acid production

• Oxygen concentration in the medium and cell (citric
acid production needs a copious supply of oxygen)

• Favoring citric acid accumulation at the expense of
cell growth

Based on the external and biochemical factors, one
could draw the following conclusions:

1. Glycolytic and pyruvate enzymes should be activated
for the citrate synthesis by maintenance of high
sugar levels.

2. Repression of enzymes in the tricarboxylic acid
(TCA) cycle would inhibit citrate production.

3. Manganese deficiency should be ensured for 2�NH4

generation, which would counter the inhibition of
phosphofructokinase by citrate.

4. A copious oxygen supply will overcome possible cell
starvation, even under emergent conditions.

5. Ideal pH maintenance encourages citrate production
rather than oxalic or gluconic acid formation.
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In most cells, catabolism of simple sugar is the major
source of energy. It starts with the glycolytic pathway. Glu-
cose is broken down into two molecules of three-carbon
compounds called pyruvic acid. The cell gains two ATP
molecules for each molecule of glucose entering the glyco-
lytic pathway. The ATP molecules are storehouses of en-
ergy, releasing energy necessary for cell work. The cata-
bolic reaction also gives rise to NADH, which is useful for
several anabolic reactions.

Depending on the type of cell and availability of oxygen,
the pyruvic acid produced earlier can undergo two different
types of reactions. When anaerobic conditions prevail, py-
ruvic acid is converted to lactic acid or ethyl alcohol. Under
aerobic conditions, the pyruvic acid is converted to carbon
dioxide and acetyl CoA (Fig. 2). This acetyl CoA is further
degraded in the (Fig. 3) TCA cycle or election transport
system to produce energy for cell work. Several other sub-
strates exist that can give rise to acetyl CoA. For example,
proteins and lipids can be degraded to provide acetyl CoA.
Thus, cells can degrade several chemical compounds to
acetyl CoA and subject them to the TCA cycle and electron
transport chain for obtaining energy.

The TCA cycle together with the electron transport sys-
tem constitutes the cells’ primary metabolic furnace. These
two combine to burn acetyl CoA in oxygen to liberate car-
bon dioxide, water, and useful energy. This energy from the
TCA cycle and electron transport chain is captured and
taken up in ATP for storage of energy.

During oxidation of one molecule of acetyl CoA (by 0the
TCA cycle occurring in the mitochondrial matrix), one mol-
ecule of flavoprotein (FP or FAB) and three molecules of
nicotinamide adenine dinucleotide (NAD) are reduced.
These reduced coenzymes are oxidized by molecular oxy-
gen by way of a system of enzymes and coenzymes called
the respiratory chain or electron transport system, occur-
ring in the inner mitochondrial membrane. During this ox-
idation process, enormous amounts of energy are released,
some of which is utilized by the inner membrane subunits.

The TCA cycle occurs in the following ways:

• The pyruvic acid is decarboxylated; the acetyl group
combines with CoA to give acetyl CoA. The H and
NAD combine to give NADH. Energy transfer occurs,
yielding ATP.

• Active acetyl combines with oxalacetic acid to form
citric acid. The released SCoA can now combine with
more CH3CO.

• Citric acid looses water to give rise to aconitic acid.
• Isocitric acid results as cis-aconitic acid gets rehy-

drated.
• Isocitric acid loses hydrogen to yield oxalosuccinic

acid. The H combines with NADP to form NADPH.
Energy transport takes place, yielding ATP. Loss of
CO2 also occurs.

• Decarboxylation of oxalosuccinic acid takes place to
yield �-ketoglutaric acid. Hydrogen reacts with NAD
to form NADH2. Energy is released to convert ADP
to ATP.

• SCoA combines with the succinyl group of �-ketoglu-
taric acid and gets converted to succinic acid, yielding
SCoA and ATP.

• Dehydrogenation of succinic acid leads to fumaric
acid. Hydrogen joins FAD to form FADH2 and energy.
This leads to formation of ATP.

• Malic acid is formed as fumaric acid gets hydrated.
• Malic acid is dehydrogenated to form oxalacetic acid.

Oxalacetic acid combines with active acetyl to form
citric acid and the cycle continues. The released hy-
drogen forms NADH2 from NAD and energy released
gives rise to ATP.

Several yeasts and bacteria can produce citric acid from
specific substrates:

Citric Acid Production by Yeasts
Candida lipolytica
Candida tropicalis
Candida zylenoides
Candida fibrae
Candida intermedia
Candida parpsilosis
Candida petrophylum
Candida subtropicalis
Candida oleophila
Candida hitachinica
Candida citra
Candida guillermondi
Candida sucrosa

A variety of substrates can be utilized by the Candida
species. They could utilize glucose, acetic acid, calcium ac-
etate, hydrocarbons, molasses, alcohols, fatty acids, and
natural oils (such as coconut oil). For example, Candida
can utilize glucose or molasses as indicated in the list. C.
lipolytica can use n-paraffins, n-alkanes, and alkenes.

From Glucose From Molasses
Glucose, 10–18%
NH4Cl
KH2PO4

MgSO4•7H2O
22–30 �C, 3–6

days

Sugar cane/beet molasses, 5–250 g/L
(NH4)2 SO4, NH4Cl, NH4NO3

0.3–1.5 VVM, 6 days
5.5–6.50 pH for growth
2.8–4 pH for production
3,154 kg sugar r 1,119 kg

monocitrate

Citric Acid Production by Bacteria

Certain bacteria are preferred for producing citric acid be-
cause of their low doubling time. Examples include:

Bacillus licheniformis
Bacillus subtilis
Brevibacterium flavum }

Arthrobacter
paraffinens can utilize
dodecane (C12–C14) at
28 �C over a period of
72 h; yield 28 mg/mL

They utilize glucose or
isocitric acid or
hydrocarbons

Bacillus licheniformis can
utilize glucose medium:
30–37 �C 36–120 h; pH 7;
nitrogen salts act as
nutrients; yield 42 g/L
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Figure 4. Citric acid production and separation flowsheet.

Recovery of Citric Acid

Two important routes are followed. One is the precipitation
as calcium citrate (Fig. 4). The second is the liquid–liquid
extraction technique as discussed by Krishnan and Nata-
rajan (40). Solvents such as esters, ketones, amines, and
alcohols have been successfully used for the recovery, as
outlined by Rieger and Kioustelidis (43).

CONCLUSIONS

Citric acid enjoys a unique place in several important ev-
eryday applications. The capabilities of A. niger have been
almost totally exploited by using several strains of its cul-
ture and their mutants. The application of A. niger for cit-
ric acid production has been stretched nearly to the limit.
It is the wishful thinking of the author that some more
work could be undertaken in producing such stains that
could utilize unclarified raw materials in shorter periods.
No effort should be spared in developing newer and
cheaper chemicals (promoters) that could accelerate the
production rate.

Care has been taken to cover the entire world literature
on citric acid production. However, some references might
have been missed more because of specific constraints

rather than because of oversight or willful omissions. I
should like to end by saying that some more work on the
application of bacterial culture would be rewarding. It may
not be right to say that the last word has been spoken on
citric acid production.

Dissolve away difficulties,
Filter out gloom
And from the mother liquor of life
Gather crystals of (citric acid) joy.

Adapted from Krishnan.
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Table 1. Unit Operations in a Typical Biotechnology
Process

Cell culture or fermentation
Isolation
Clarification
Purification
Formulation or final filling

INTRODUCTION

The importance of adequate cleaning in a biological process
cannot be overemphasized. The required stringency of
cleaning and cleaning validation is best evaluated by per-
forming a risk analysis. The risks associated with the use
of improperly cleaned equipment and materials (such as
filters and chromatography media) vary with the product
source, intended use of end product, the position of the
equipment and materials in the processing train, the
phase of development of the process, and the type of unit
operation. A further consideration is whether the equip-
ment or facility is used for more than one product. Robust
cleaning methods, suitable cleaning agents, and cleaning
validation ensure that a product with the desired proper-
ties is manufactured without contamination from process-
ing additives, well-defined impurities, unexpected contam-
inants, and previously run product.

PRODUCT SOURCES

For certain complex product sources such as plasma, the
potential safety risk from inadequate cleaning is clearly
very high. The impurities in the source material are not
fully characterized, making evaluation of cleaning effi-
ciency more difficult. For other products, such as secreted
products from a mammalian cell culture such as chinese
hamster ovary (CHO) cells, the impurities are clearly de-
fined, cleaning efficacy is more readily assessed, and the
risks are fewer than with products derived from multiple
sources such as blood donors. Robust cleaning procedures
are also required for synthetic processes such as those used
to produce oligonucleotides used for antisense therapy and
synthetic peptides, but the cleaning methods and assess-
ment of their efficacy may be even simpler.

INTENDED USE OF PRODUCT

If the end product is intended for use as a therapeutic
agent delivered in a large dose for an extended time in a
healthy individual, the criticality of cleaning is obvious.
For a product intended for in vitro diagnostic use, the po-
tential contamination that can arise from inadequate
cleaning can result in an incorrect diagnosis and even re-
sult in a dangerous treatment for a patient. For industrial
enzymes, contamination from previously run product may
or may not have a detrimental effect on product perfor-
mance, but even in this case the limits of cleanliness
should be defined.

POSITION IN PROCESSING TRAIN

A typical processing scheme will consist of several unit
operations (Table 1). The closer one gets to final product,
the more critical the cleaning becomes. For example, it has
been suggested by some regulators during oral presenta-
tions that firms using contract manufacturers for formu-
lation and filling consider supplying their own dedicated
equipment to ensure no risk of contamination from other
products caused by insufficient cleaning. But even up-

stream in fermentation or synthetic processes, the lack of
adequate cleaning can lead to contamination of the next
batch with unknown impurities that adulterate the prod-
uct in such a way that its safety, potency, and efficacy are
compromised.

PHASE OF PRODUCT DEVELOPMENT

From research to full-scale manufacturing, proper clean-
ing is essential for reproducible processes. Not surpris-
ingly, there is a great rush to get a product into the clinic
to demonstrate efficacy. In this rush, cleaning is sometimes
overlooked, resulting in laboratory data that are unreli-
able. For example, when a researcher uses a chromatog-
raphy column for developing a purification process and
fails to adequately clean precipitated impurities, the pu-
rification process in the next run is likely to yield a product
that does not represent what is intended. Good manufac-
turing practices (GMP) are required for all clinical trials
(1). This requirement is also applied in many nations other
than the United States. Although cleaning validation
might not be complete at this stage, routine cleaning is
essential, and it is advantageous to have a cleaning vali-
dation plan.

Cleaning and cleaning validation are essential in the
manufacture of marketed products and are part of good
manufacturing practices. For therapeutics, the legal re-
quirements are given in the U.S. Code of Federal Regula-
tions in the form of general guidance (21 CFR 211.67 and
21 CFR 600.11).

MULTIPRODUCT VERSUS DEDICATED EQUIPMENT
AND FACILITIES

In the past, most facilities used for manufacturing thera-
peutics were dedicated to one product or a family of prod-
ucts from the same source. For complex biologicals, such
as plasma products and traditional vaccines, this is still
the case. For these biologics, starting materials, and even
the final products, may not be sufficiently well defined to
evaluate the effectiveness of the cleaning regimes in re-
moving all traces of previously run product and processing
materials. Advances in analytical technologies, however,
are allowing firms to better assess cleaning effectiveness,
especially for well-characterized products. Products that
are considered well characterized include therapeutic
DNA plasmids, therapeutic synthetic peptides of 40 or
fewer amino acids, monoclonal antibodies for in vivo use,
and therapeutic recombinant DNA-derived products (2).

Today, there is a trend to reduce processing costs by em-
ploying contract manufacturers to produce clinical trial
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Table 2. Common Cleaning Mechanisms and Cleaning
Agents

Mechanism Agent

Dissolve Water, alkali, acid
Saponify Alkali
Degradation of proteins Alkali, acid
Wetting Surfactants
Emulsification, suspension Phosphates, surfactants
Sequester Chelating agents

materials, thereby avoiding the construction of costly fa-
cilities for products that may not ultimately obtain regu-
latory approval. There are also many firms that campaign
products (produce one at a time) to fully utilize space,
equipment, and personnel. Regulators carefully scrutinize
cleaning and cleaning validation in such facilities to ensure
that there is no cross-contamination of products. Cleaning
validation using sensitive, specific, and nonspecific analyt-
ical methods is essential for such operations (see “Methods
for Evaluating Cleanliness”).

UNIT OPERATIONS

General Considerations

Each unit operation has somewhat different cleaning re-
quirements, which as previously stated are dependent on
the nature of the product source and its intended use, its
position in the process train, and whether it is used for
more than one product. Cleaning is not an issue to be ad-
dressed after a process is finalized; it should be designed
into the process. In fact, the selection of the most suitable
equipment and materials may be dependent on their abil-
ity to be cleaned. Records kept during research and devel-
opment may be valuable in the design of a cleaning pro-
cess. For example, a researcher may find that a standard
cleaning procedure recommended by an equipment vendor
is not sufficiently harsh for a particular product feed-
stream.

Although each feedstream and each unit operation have
unique features that must be considered before the most
efficient cleaning protocol can be designed, there are many
commonalities that can used to minimize development
time. References such as regulatory guidelines and PDA’s
book on cleaning should be consulted (3). Keeping up with
the latest technical and regulatory publications and com-
ments at meetings and workshops is essential.

In the design of the cleaning regime for each unit opera-
tion, critical factors to consider include the type of cleaning
method, compatibility, and detection methods. Cleaning
may be automated or manual. Automated cleaning can
provide more consistent results. Manual cleaning, on the
other hand, is clearly much more difficult to validate, and
operators must be certified to perform the task. Cleaning-
in-place (CIP) is preferred, but for some components,
cleaning-out-of-place (COP) is necessary. Cleaning may be
accomplished by chemical or physical methods, or, most
likely, by a combination of both.

Chemical Methods

When chemical methods are used, the contact time, tem-
perature, and cleaning agent concentration must be spec-
ified. The order of adding cleaning agents and rinsing
agents may be critical. Additionally, if the chemical agent
is flowing through the equipment, then flow must be spec-
ified. It is essential to ensure that the cleaning agent is
compatible not only with the specified equipment, but also
with any ancillary components that might be exposed to
the agent. The nature of the soil must also be considered.
Whereas hot alkali and detergents might work for one unit
operation, for another they may actually exacerbate the

cleaning problem by causing deterioration of the equip-
ment or aggregation of impurities. Organic solvents used
for removal of lipids may extract potentially harmful chem-
icals from some equipment components in a given unit
operation. If a packed chromatography column containing
a soluble hydrophobic protein is cleaned by treatment with
a salt solution, the protein is likely to precipitate and ac-
tually leave behind a larger residue. For filters and chro-
matography media, compatibility with the cleaning agent
is of particular concern. For example, when incompatible
cleaning conditions are used, an immunoadsorbent might
leach significant amounts of antibody, leading to reduced
capacity and hence inconsistent results in the next batch.
Table 2 shows some common cleaning agents and their
mechanisms.

Physical Methods

Physical methods include high velocity flow, jet sprays, and
agitation. If physical methods are used, it is essential to
ensure compatibility with the equipment. Physical meth-
ods commonly used for cleaning tanks and fermentation
vessels (e.g., spray balls) are clearly not suitable for any
packed chromatography columns or thin piping.

Combining Methods

A combination of physical and chemical methods is usually
used. Mechanical forces remove gross soils and deliver
cleaning solutions to large areas, but chemicals (such as
alkali, acid, and detergents) are generally required as well.
According to Rohsner and Serve, cleaning processes re-
quire energy as well as chemical and physical reactions (4).
Cleaning mechanisms are further addressed by LeBlanc et
al. (5).

Some development work is necessary to put into place
the most efficient and cost-effective cleaning methods for
each unit operation. It is important to recognize that the
nature of the soil may change somewhat upon scale-up of
a process, necessitating a modification of the cleaning pro-
cedure. This is most common in the earlier processing
steps such as fermentation. Ranges of acceptable condi-
tions should be established and validated to accommodate
the worst-case soil.

Fermentation and Cell Culture. At this early step in the
process, the nature of the soil to be cleaned is not well
defined, but it may contain substances such as lipids;
soluble and precipitated proteins; endotoxins (if Gram-
negative bacterial fermentation is used); small, soluble
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highly charged molecules; large DNA; particulate cell de-
bris; and even whole cells. The amount of each substance
to be removed depends on the fermentation or cell culture
process. Filamentous fungi generally require harsh clean-
ing, vessels used for yeasts and bacteria are more easily
cleaned, and animal cell cultures in which the products are
secreted require even less stringent conditions. Assessing
the cleanliness at this early stage requires the use of non-
specific assays such as total organic carbon, and in some
cases specific assays are also used (see “Methods for Eval-
uating Cleanliness”).

If the product is secreted and very few cells die during
the process, the substances to be removed from the bio-
reactor may be limited, and relatively mild cleaning pro-
cedures might be very effective. However, if the cells die
and lyse at unknown rates in a process that is not well
controlled, there will be more debris and released cellular
components to remove. The heat used to kill cells may also
cause aggregation and precipitation, making the cleaning
more difficult. The type of cell culture media (i.e., serum,
serum-free, defined) must also be considered.

In addition to designing the cleaning procedure to ac-
commodate the type of cells or microorganisms, it is nec-
essary to evaluate the bioreactor design and ensure that
the CIP mechanisms are suitable. CIP system design and
operation for bioreactors have been addressed by Chisti
and Moo-Young (6).

Cell Removal and Clarification. Cell removal and clari-
fication most commonly use filtration and centrifugation
operations. Techniques such as expanded bed absorption,
two-phase separations, and precipitation are also used.
Each one of these methods may require its own unique
cleaning procedures. Cleaning must ensure removal of
cells, cell membranes, cell walls, nucleic acids, proteins,
lipids, etc.

Filtration. In filtration operations, one must consider
the membranes as well as the hardware. Chemical clean-
ing is most common, and the cleaning agents must be com-
patible with both the membrane and the wetted compo-
nents of the hardware. Filter housing designs that should
be considered for ease of cleaning are discussed in Ref. 3.
In addition to the piping and membranes, wetted compo-
nents may include spacers, gaskets, valves, and seals. Ad-
hesives may also be present. The cleaning agent should not
damage any of these over time. Some membranes are in-
compatible with cleaning agents such as sodium hydrox-
ide; some may be cleaned with mild detergents and then
sanitized with bleach. Furthermore, some filter materials
have pressure and temperature requirements that must
be considered when designing the cleaning protocol. And
as with other unit operations, the number of uses of wetted
components may need to be defined to ensure that with
extended exposure to cleaning agents extractables are not
released and that the membrane performance is not
changed.

The stringency of cleaning required is dependent on the
level of gel polarization and membrane fouling. Brose and
Waibel have addressed the adsorption of proteins to mi-
crofiltration capsules (7).

The cleanliness of tangential flow membranes is often

determined by measuring the flux of clean water through
the system at a standard transmembrane pressure. Guid-
ance and cautions for performing this measurement have
been described by Michaels (8). Other methods of assessing
cleanliness include total organic carbon, physical inspec-
tion, and comparing the specifications of a water-for-
injection (WFI) rinse.

Centrifugation. Because centrifuges represent a signifi-
cant capital cost, they are frequently used for more than
one product. Cleaning validation is essential to prevent
cross-contamination. Although continuous desludging disk
centrifuges can be designed so that they can be cleaned in
place, those that do not desludge continuously cannot. The
bowl in tubular bowl centrifuges must usually be cleaned
out of place after disassembly (3). Aerosols generated dur-
ing centrifugation may require further evaluation of the
equipment area to be cleaned. For low-volume products,
cleaning can be minimized by using disposable self-
contained tubes. This approach may be preferable, for ex-
ample, when centrifugation is used to prepare multiple
products over a relatively short period of time, such as for
monoclonal antibodies used for in vitro diagnostics.

Phase Partitioning and Precipitation. With the exception
of aerosol generation, phase partitioning and precipitation
present the same general cleaning issues as found in tanks
and centrifuges. Equipment design plays a major role in
determining how well these pieces of equipment can be
cleaned.

Expanded Bed Adsorption and Big Beads. Expanded bed
adsorption and the use of large (on the order of 300 lm)
beads are two techniques in which product isolation is
achieved by binding to chromatographic media. Unlike
standard chromatography (see next section), particulates
and even whole cells are applied to the chromatography
media. Cleaning is essential to ensure that the equipment
does not retain soils from previous runs and that media
can be reused. Chromatography media, whether used for
isolation or purification, have a high degree of surface area
that allows for adsorption and even entrapment of impu-
rities. Even though chromatography media are dedicated
to one product, cleaning must address the specific feed-
stream—both impurities and product—and its interaction
with the media. Furthermore, the equipment must be de-
signed to ensure that cleaning procedures will remove all
traces of previously run product and that no residual live
organisms remain.

In a study to evaluate the effectiveness of a cleaning
and sanitizing method, a challenge test was performed by
adding an Escherichia coli homogenate containing approx-
imately 109 colony forming units (cfu) per milliliter to two
STREAMLINE expanded bed columns. One column con-
tained 250 mL of STREAMLINE SP and the other 250 mL
of STREAMLINE DEAE. Sodium chloride cleaning solu-
tions of increasing concentrations from 0.1 to 0.5 M were
added, and the reduction of living microorganisms mea-
sured. As seen in Figure 1, the relative reduction in living
cells is approximately 105. The increase in the number of
cells in the eluate from the DEAE illustrates the necessity
to understand the nature of the impurity to be removed
and its interaction with the component being cleaned. In
this case, the increase occurs when the increased sodium
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Figure 1. Relative reduction of living E. coli cells for STREAM-
LINE DEAE (�) and SP (�) in relation to the volume of the wash-
ing solution. Source: With kind permission from Kluwer; Ref. 9.

Table 3. Mass Balance of Calf Thymus DNA Clearance
from Q-Sepharose� Fast Flow

Fraction tested lg DNA % of total DNA

Starting material 699.75 100
Buffer A wash 0.79 0.11
100% B eluate 253.80 36.27
Acid wash 0.64 0.09
1 M NaOH/1 M NaCl 449.60 64.25
Water wash 3.92 0.56

Total DNA eluted 708.75 101.2

chloride concentration releases negatively charged E. coli
cells from the positively charged DEAE (9).

Chromatography. A robust chromatographic process
provides the purity required for proteins, peptides, oligo-
nucleotides, plasmids, viral vectors, etc. But it is essential
to select equipment and media that can be cleaned in place.

Most of today’s chromatographic media can tolerate
rather harsh conditions, such as exposure to sodium hy-
droxide. In affinity chromatography, the ligand usually de-
termines the cleaning solutions that can be used. Protein
A, for example, has been shown to withstand even sodium
hydroxide (10). On the other hand, with immobilized
monoclonal antibodies, it is often necessary to protect the
column by using only clarified, partially purified feed. The
cost of preparing a monoclonal antibody for use as an im-
munoadsorbent used in the purification of a therapeutic
product is extraordinarily high, because the immobilized
antibody must have the same purity as the therapeutic
itself (11). One example of the highly successful use of such
a column is described by Feldman et al. for the purification
of factor VIII from human plasma (12).

As with other unit operations, specific impurities must
be addressed in designing the cleaning regimes to ensure
that there is no residue carried over from batch to batch of
product. Clearly, efficient cleaning is even more important
the closer one gets to final product purity. All cleaning pro-
cedures, contact time, and temperature must be specified.
To maintain column lifetime, the least harsh method that
provides a safety window should be implemented.

From a typical bacterial fermentation, one might have
to remove soluble and precipitated proteins, hydrophobic
proteins and lipids, nucleic acids, viruses, and endotoxins.

Proteins and lipids. Soluble proteins are the easiest to

remove. For ion exchange, gel filtration, and most affinity
chromatography media, a high salt wash (e.g., 1 to 2 M
NaCl) is most common. For hydrophobic interaction chro-
matography (HIC), low-ionic-strength buffers or water are
usually sufficient. In some cases, a detergent must be used,
but this approach is more costly and requires validation of
detergent removal.

Precipitated proteins frequently require up to 1 M so-
dium hydroxide or 1 M acetic acid. This is often followed
by a water rinse and then a salt wash (except for HIC).
Like precipitated proteins, hydrophobic proteins usually
require sodium hydroxide. Other approaches include the
use of ethanol, detergents, and a combination of cleaning
agents. For example, ethanol (20%) in 1 M sodium hydrox-
ide has been used at 40 �C for 30 to 60 minutes to remove
host cell proteins from an ion exchanger.

For lipids, very little information is available. Com-
monly used solubilizing agents may destroy some chro-
matography media. Detergents and organic solvents (i.e.,
ethanol and acetonitrile) have been used with some suc-
cess, but it is necessary to be aware that explosion-proof
areas may be required for organic solvents. For those al-
ready working in such an area, this does not present a
problem, but for firms used to working only in aqueous
conditions, this may increase costs significantly. Further-
more, solvent disposal or recycling must be implemented.
Removal of lipids before chromatography is strongly rec-
ommended to alleviate these concerns and added expenses.

Nucleic Acids. Nucleic acids bind tightly to anion ex-
changers. Some earlier work to evaluate their removal was
performed by loading radiolabeled calf thymus DNA onto
a DEAE Sepharose� Fast Flow column. Combinations of
sodium chloride and sodium hydroxide were insufficient to
totally remove all of the DNA. More recently, the ability of
different cleaning agents to remove nucleic acids from a
quaternary amine anion exchanger was tested using three
different samples (13). The data from two of the samples
are shown in Table 3 and 4. It is interesting to observe that
for the monoclonal antibody (Table 4), DNase was required
to thoroughly remove all traces of nucleic acids.

Viruses. Regulatory agencies have expressed concern
about the retention of viruses on columns. As stated at the
International Conference on Harmonization Guideline on
Viral Safety, “Assurance should be provided that any virus
potentially retained by the production system would be ad-
equately destroyed or removed prior to reuse of the system.
For example, such evidence may be provided by demon-
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Table 4. Mass Balance of Total DNA Clearance from a
Monoclonal Antibody on Q-Sepharose Fast Flow

Fraction tested lg DNA % of total DNA

Total DNa in MAb 481.50 100
Flow through 0.31 0.06
Wash 0.12 0.02
Peak 1 10.00 2.08
Peak 2 270.68 56.21
100% B wash 6.08 1.26
Acid wash 4.00 0.83
1 M NaOH/1 M NaCl 64.00 13.29
2 M NaOH 3.21 0.67
3 M NaCl 0.65 0.13
Water wash 0.29 0.06

Subtotal 359.34 74.61
Dnase 1 treatment 125.00 25.96
Total DNA eluted 485.9 100.6

E
nd

ot
ox

in
 (

ng
/m

L)

h
0 6 10 14 18 22 50

10

50

100

0.1 M NaOH

0.5 M NaOH

1.0 M NaOH

Figure 2. Inactivation of E. coli endotoxin by sodium hydroxide.

Table 5. Virus Titles and Inactivation values (log10)

HIV BVD CPV BHV POL SV-40 MLV ADV

0.1M NaOH Spike 2.0 � 108 9.5 � 105 2.0 � 109 6.9 � 109 7.1 � 108 1.7 � 108 2.6 � 105 2.2 � 108

t � 0 min (b)5.9 � 102 2.7 � 107 1.9 � 103 1.2 � 102 3.5 � 104 1.5 � 105 3.7 � 101 1.7 � 102

t � 10 min 5.7 � 102 2.7 � 105 2.4 � 103 1.5 � 101 2.7 � 103 3.6 � 105 3.8 � 101 6.0 � 101

t � 20 min 5.8 � 102 1.5 � 104 9.6 � 102 4.5 � 101 2.0 � 104 4.7 � 104 4.0 � 101 6.3 � 101

t � 60 min 5.8 � 102 2.7 � 104 5.0 � 103 4.5 � 101 2.1 � 103 2.0 � 104 4.3 � 101 2.9 � 101

Inactivation (log10) �3.5 2.5 5.6 8.2 5.5 3.9 �3.8 �6.9
0.5M NaOH Spike 2.0 � 106 9.5 � 106 2.0 � 109 6.9 � 109 7.1 � 108 1.7 � 108 2.6 � 105 2.2 � 108

t � 0 min 5.7 � 102 1.9 � 104 9.4 � 102 5.9 � 101 1.1 � 105 1.5 � 105 6.3 � 101 9.4 � 101

t � 10 min 5.6 � 102 1.3 � 102 1.2 � 103 5.9 � 101 1.1 � 105 1.7 � 103 4.7 � 101 7.5 � 101

t � 20 min 5.6 � 102 1.7 � 102 1.5 � 103 5.9 � 101 2.0 � 104 8.4 � 103 4.7 � 101 2.0 � 101

t � 60 min 6.7 � 102 1.7 � 102 1.5 � 103 5.9 � 101 6.2 � 103 1.0 � 102 5.5 � 101 2.2 � 101

Inactivation (log10) �3.5 �4.7 6.1 �8.1 5.1 6.2 �3.7 �7.0

Notes: Virus titers expressed in TCID50 units for all viruses except BHV and MLV (expressed in pfu). Italicized titers: No virus was detected in these samples
and values listed are theoretical minimum detectable titers.
HIV � human immunodeficiency virus; BVDA � bovine viral diarrhea virus; CPV � canine parvovirus; BHV � bovine herpes virus; POL � poliovirus;
SV-40 � simian virus-40; MLV � murine leukemia virus; ADV � adenovirus.

strating that the cleaning and regeneration procedures do
inactivate or remove virus” (14). Table 5 shows work from
Q-One Biotech summarizing the inactivation of eight dif-
ferent viruses by 0.1 M and 0.5 M NaOH. The kinetics of
inactivation, which must be taken into account for speci-
fying contact time, are also shown.

Endotoxins. Like nucleic acids, endotoxins are highly
negatively charged and may bind tenaciously to anion ex-
changers. Sodium hydroxide has been shown to be very
effective in inactivating endotoxins. Figure 2 shows the in-
activation of E. coli endotoxin in solution at room tem-
perature. Although a contact time of up to 5 hours with 1
M NaOH is indicated here to inactivate endotoxin, the
added action of flow may enhance removal. In a study on
a chromatography system challenged with a solution con-
taining 1,200 endotoxin units (EU) per milliliter, it was
found that circulating 1 M NaOH for 60 minutes was suf-
ficient to inactivate endotoxin in the both the system and
the packed column of a quaternary amine anion exchanger
that was placed in line. In addition to the Limulus ame-
bocyte lysate (LAL) test for endotoxin, a total organic car-

bon assay was used to analyze the rinse fluids for any
carbon-containing residues remaining from the endotoxin.
No residue was detected (15).

Combining Cleaning and Sanitization Methods. The abil-
ity to remove microorganisms from chromatography media
is an issue that should be addressed in development. De-
pending on the microorganisms, they may produce endo-
toxins, enterotoxins, spores, and proteases—all of which
could adulterate a product. Sanitization of chromatogra-
phy columns is readily accomplished with sodium hydrox-
ide (16). Combining cleaning and sanitization is the most
cost-effective approach. In many cases, addition of sodium
chloride to a sodium hydroxide solution provides an effi-
cient, simple method that is easy to validate for removal
of bioburden (tested by routine monitoring) and impurities
from the feedstream. The importance of compatibility of
the wetted materials with such combinations should be
considered at the design phase.

Formulation and Final Filling. Cleaning issues in for-
mulation and filling operations are addressed in depth
elsewhere. Some relevant texts include those by Olson and
Groves (17) and Cole (18). A recent publication that ad-
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dresses reducing pyrogens in cleanroom wiping materials
provides valuable information on cleaning (19).

METHODS FOR EVALUATING CLEANLINESS

Several methods for evaluating cleanliness were discussed
previously in conjunction with the different unit opera-
tions. There are three basic methods to evaluate cleanli-
ness: visual inspection, assaying rinse water, and assaying
surfaces by swabbing. The nature of the unit operation and
equipment design frequently determine which method will
be most appropriate. A combination of methods is usually
necessary for validation. Visual inspection may be quite
useful as a qualitative assessment of cleanliness for equip-
ment such as tanks. As noted by several regulators, “you
can always see the ring around the bathtub.” However,
more sensitive, quantitative methods are also required.
For multiproduct facilities, it is absolutely necessary to use
product-specific assays. Product-specific assays are also
used for dedicated facilities.

Rinse water can be collected after cleaning and exam-
ined for residues. In many cases, the quality of the rinse
water is compared to WFI that has not been run through
the component being tested. Other tests commonly run on
rinse water (3) include LAL for endotoxin, total organic
carbon (TOC) (20,21), protein assays, sodium dodecylsul-
fate–polyacrylamide gel electrophoresis (SDS-PAGE),
spectrophotometric analysis, and product-specific assays
such as ELISAs.

Swabbing is performed by using non-carbon-containing
materials that do not interfere with subsequent testing but
from which swabbed soils can be extracted. The swabs
themselves should not generate particles, background car-
bon, or nonvolatile residues. Swabbing of surfaces allows
evaluation of the cleanliness of areas in which non-water-
soluble residues might remain. However, there may be
components or areas of systems that are hard to reach by
swabbing. In this case, a soil can be applied to pieces of the
equipment, called coupons, that are cut out or provided by
a vendor. The soil is allowed to dry, and then the coupon is
swabbed after cleaning. Coupons can be useful in design-
ing the cleaning protocol. The coupon can be placed inside
equipment and cleaned during a normal cleaning cycle.
Sometimes, the coupon and the soil are heated to simulate
a difficult cleaning problem. Cleaning methods can be
tested on the baked-on soil. After the swabbing is per-
formed, the swab is extracted, and the extract is analyzed
by assays such as TOC, HPLC, and ELISA.

A survey of five U.S. biotechnology companies revealed
which assays are commonly performed and how they are
used at different stages of manufacturing (22). The report
presents the purpose of each test, detection limits, accep-
tance criteria, and methodology in a concise tabular form.

SETTING LIMITS

How clean is clean? As analytical methods become more
sensitive, the likelihood of finding something is increased.
Attempts to define acceptance limits of cleanliness have
been made by Fourman and Mullen (23) and Zeller (24)

and discussed in Reference 3. Fourman and Mullen sug-
gested that “No more than 10 ppm of any product should
appear in another product” and “No more than 0.001 dose
of any product will appear in the maximum daily dose of
another product.” But clearly, a risk analysis should be per-
formed to assess the potential hazard for each product.

Whereas for some therapeutics these low levels sug-
gested by Fourman and Mullen may be accepted by regu-
latory authorities, for many multiproduct facilities, “not
detectable” may be required. On the other hand, for diag-
nostic products, the real issue should be whether the prod-
uct is consistent and whether the carryover affects its ac-
curacy.

The acceptance criteria for upstream unit operations
such as fermentation may not be as stringent as those for
final purification and processing steps. Typical acceptance
criteria for CIP of fermenters has been discussed by Na-
glak et al. (25).

In addition to setting specifications for residual impu-
rities derived from the product feedstream and final prod-
uct, it is necessary to consider the removal of cleaning
agents. Analytical strategies for organic cleaning agent
residues have been addressed by Gavlick et al. (26). The
questions: “What is the level of detergent residue that
would be acceptable to the Food and Drug Administration
(FDA)? What is the basis for arriving at this level, if any?”
were answered by the FDA’s Office of Compliance as fol-
lows: “FDA has repeatedly stated that it is the firm’s re-
sponsibility to establish acceptance limits and be prepared
to provide the basis for those limits to FDA. Thus, there is
no fixed standard for levels of detergent residue. Any res-
idues must not adversely alter drug product safety, efficacy,
quality, or stability” (27).

CLEANING VALIDATION

Although it is not a regulatory requirement, a master plan
for cleaning validation can be quite valuable. The master
plan will provide a time frame for performing the work,
prioritizing tasks, designating responsibilities, describing
protocols, and listing all facility, equipment, and process
validation requirements. Although the time frame will
most likely change, the plan will ultimately save time and
may prevent regulatory delays by ensuring that no critical
items are overlooked. A final validation report should be
signed by management.

Agalloco described a series of questions that provide in-
sight into cleaning validation (28): What items are being
removed? How are samples taken? What analytical tests
are utilized? When shall cleaning validation be performed?
Which physical parameters shall be evaluated? How much
residual will be permitted? These questions should be ad-
dressed during the preparation of the master plan.

Two cleaning validation guides written by the U.S. FDA
are very useful (29,30). Although the intent of these guides
is to provide FDA investigators with information that re-
sults in consistency in inspections, there are many rele-
vant points that should be considered by any firm that has
to perform cleaning validation. For example, in the mid-
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Atlantic version, it is stated that operators performing
cleaning operations should be aware of problems and have
special training, and the length of time between the end of
processing and each cleaning step should be controlled.
The documents further address issues such as equipment
design, documentation, analytical methods, sampling, and
establishment of limits. Although no one approach is re-
quired, the guidance provided in these documents should
be followed or a reason why it was not adhered to provided.

One of the more difficult techniques to validate is swab-
bing. Some of the variables include operator swabbing
technique, extraction efficiency from the swab, and recov-
ery of residue from different wetted materials. In spite of
its difficulties, this technique provides valuable informa-
tion that cannot be obtained from visual inspection and
rinse water analysis. Total protein analysis and total car-
bon analysis of swab samples for the cleaning validation of
bioprocess equipment have been addressed by Strege et al.
(31,32). Use of this technique for validating detergent res-
idues has also been presented (33).

Most cleaning validation is performed at pilot or full
scale, but for certain unit operations such as chromatog-
raphy, the parameters that are to be validated can often
be established with scaled-down models using production
feedstream. Seely et al. scaled down a chromatography
system and used cleaning conditions that were harsher
than those used in normal production to determine if res-
idues remained on the packed column (34). At the same
time, production columns were also evaluated for cleaning
efficacy by collecting relevant product fractions from blank
runs and assaying them for UV280 absorbing material and
endotoxin. In addition, reversed-phase HPLC, ELISA, and
silver-stained SDS-PAGE assays were performed. No en-
dotoxin or UV280 absorbing material was found. A trace
amount of the product was found, but the level (about 0.3%
of the amount normally collected) was thought not to rep-
resent a significant cycle-to-cycle carryover risk to the final
product. Furthermore, the eluate after storage was eval-
uated by TOC for evidence of further cleaning effects of the
storage solution.

Once cleaning is validated, it is much more convenient
to monitor key process conditions such as cleaning agent
concentration, pH, conductivity, temperature, contact
time, and flow if applicable. Revalidation of cleaning may
have to be performed when there is a change in a process
or equipment, after maintenance or shutdown periods, or
after area contamination. Each firm should establish the
frequency of cleaning revalidation.

CASE STUDIES

Some case studies further illustrate the critical issues in
cleaning and cleaning validation.

Validation of CIP of a Bioreactor

In a 1994 paper, Geigert et al. presented a case study on
the CIP of a bioreactor (35). They addressed five key ques-
tions: What components need to be cleaned from the bio-
reactor? What is a scientifically sound and appropriate
sampling plan? How will the test samples be handled prior

to analysis? Are the test methods chosen scientifically
sound and appropriate for the intended purpose? What is
clean?

The components to be cleaned included active protein,
host cell components, media ingredients, and cleaning
agents. The sampling plan included swabbing of a few se-
lect surface sites, performing a worst-case cleaning chal-
lenge using artificial soil or reducing cleaning parameters,
and evaluating liquid from the rinse. Both final rinse and
earlier rinse samples were taken to show that the cleaning
process was effective. Samples were evaluated for their
stability during storage and handling. As an example, it
was noted that hydrophobic proteins may adhere to certain
plastic storage containers.

Several assays, both specific and nonspecific, were eval-
uated. Three assays were selected: SDS-PAGE, a bioassay,
and pH. TOC was not yet set up at the facility; SDS-PAGE
and the bioassay had already been validated by quality
control and only needed to be further validated for the limit
of detection for the cleaning studies. The absence of clean-
ing agent was determined by pH, and the absence of final
product by the bioassay. Four protein products were ana-
lyzed by SDS-PAGE with silver staining. The limit of de-
tection varied from 1 ppm to 10 ppm. The bioassay was
performed for the three products that might be cam-
paigned in a single bioreactor. Two products were from
yeast; one was from E. coli. The two yeast products could
be detected at levels as low as 4 ppb, but the E. coli product,
which was very hydrophobic, aggregated. This study illus-
trates that the test procedures to evaluate cleanliness are
critical in supporting the validation work. By using vali-
dated test methods, the firm was able to provide a high
degree of assurance that a 1,600-L bioreactor could be
cleaned sufficiently between product campaigns, thereby
avoiding the additional costs of purchasing costly dedi-
cated equipment.

Changeover of Equipment from Development
to a Dedicated Unit

In this example, a firm had used a pilot-scale chromatog-
raphy unit for development work in the purification of
monoclonal antibodies (IgA and IgM) (36). To avoid the ex-
pense of purchasing a new unit, the firm decided to use
this system for the manufacture of clinical trial material.
This required extensive cleaning validation. Because the
unit contained tubings and threaded fittings, it was de-
cided that replacing low-cost wetted components was less
expensive than validating their cleaning. After the new
components were installed, the cleaning of the system was
validated by demonstrating absence of carryover on pre-
viously exposed sites and by using new surface sites to es-
tablish a baseline for future cleaning validation. Samples
were taken by swabbing and collecting rinse water, and
samples were analyzed by both TOC and ELISAs. The IgM
ELISA has a limit of detection of 25 ng/mL, and the IgA
ELISA has a limit of 4 ng/mL. The results showed that the
16 used surfaces sampled were below the detection levels
of the ELISAs.

CIP Validation in a Multiproduct Facility

A multiproduct biopharmaceutical contract manufactur-
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ing facility must address cleaning and cleaning validation
to satisfy its own requirements as well as the requirements
of their customers and regulators. Sherwood has presented
a description of CIP experiences in such a facility (37). The
facility manufacturers monoclonal antibodies and recom-
binant proteins by mammalian cell culture. The author
points out that “Each company must determine their own
cleaning policies and acceptance criteria based upon
knowledge of the equipment and processes employed.”

Visual inspection, final rinse water, and swabbing of
surface samples were used to evaluate CIP of fermenters
and purification holding vessels. Because visual inspection
is subjective, two observers are always used. For the rinse
water samples, sample containers are single use, and sam-
ple storage temperatures and duration were validated.
The following tests were performed on rinse water: pH and
conductivity, nitrate and protein concentration, bioburden,
TOC, endotoxin, and an enzyme immunoassay (EIA). The
EIA was only performed for the purification holding ves-
sels. In general, nonspecific assays are used for screening
both product and manufacturing materials in fermenta-
tion, whereas in the purification area more specific assays
are used. For the swab samples, TOC and protein concen-
tration were performed for the fermentation, and in the
purification area, the EIA was added.

Acceptance criteria are more difficult to establish in
such a facility because the final product dose is not known.
Acceptance limits have to be based on analytical method
performance criteria, pharmacopeial requirements, and
historical data.

The usefulness of performing cleaning validation was
illustrated by the performance qualification of the CIP of
the fermenter vessel. In one run, a sight glass swab showed
a high TOC result. After investigation, a manual cleaning
of the sight glass was implemented.

For the initial performance qualification, three consec-
utive CIP runs were monitored and found to meet accep-
tance criteria. On an annual basis, one CIP run is fully
monitored. The author noted that ongoing monitoring in
such a contract manufacturing facility may also require
final rinse and swab sampling.

SUMMARY

Cleaning and cleaning validation require sound scientific
judgment. Cleaning is not just an afterthought, but should
be designed into a process. Today there is a trend to use
contract manufacturing, and most of these facilities will
manufacture more than one product. Cleaning validation
is particularly critical for such facilities. Regulatory agen-
cies are spending more time investigating cleaning and
cleaning validation. Ultimately, adequate cleaning leads to
enhanced product quality, fewer batch failures, and hence
better profitability.
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INTRODUCTION

The general biology of the genus Clostridium has been
treated recently in detail by Hippe et al. (1). More than 100
species of bacteria fall into this group, probably because
only four simple criteria need be met for membership:
(1) ability to form heat-resistant endospores, (2) obligate
requirement for anaerobic energy metabolism; (3) inability
to reduce sulfate as a final electron acceptor, and (4) a
gram-positive type of cell wall. The extreme heterogeneity
of this huge “genus” has become more and more evident
over the past 20 years. First, the GC content of the DNA
of more than 100 species of Clostridium ranges between
21 and 54 mol %. Second, the 16S rRNA gene sequences
have been determined for most of these species together
with their close relatives. A recent analysis of these data
indicates that the genus Clostridium is in fact mixed in
with some of the closely related bacteria to form several
very divergent “clusters”, providing a strong basis for a
taxonomic revision (2).

The largest rRNA homology group, which is newly des-
ignated cluster I (2), contains all the butanol-producing
species of Clostridium (Table 1) (2–7). Fifty-five strains
classified as Clostridium acetobutylicum in national collec-
tions were recently examined by means of DNA–DNA hy-
bridization (3) and a combination of DNA fingerprinting
and 16S RNA gene sequence analysis (4). The results show
that these strains fall into four taxonomic groups. These
taxa, or species, are listed in Table 1, together with three
other butanol-producing species. Also listed in Table 1 are
five ethanol-producing clostridia, which are considered im-
portant because of their potential to produce ethanol from
fermentation of specific substrates such as crystalline cel-
lulose or at a high temperature. Reclassification suggests
that these “clostridia” fall into three or four distinct phy-
logenetic clusters (2). C. thermocellum is the most thor-
oughly studied ethanol-producing cellulolytic clostridial
species. It is grouped with seven other cellulolytic species
in cluster III (2) or group E (5). C. thermohydrosulfuricum
strains have recently been divided into two groups and re-
classified as Thermoanaerobacter thermohydrosulfuricus
or T. ethanolicus (6) and placed in cluster V (2) or group A
(5). C. thermosaccharolyticum most likely belongs in the
new genus Thermoanaerobacterium (6) in cluster VII (2)
or group C (5). The phylogenetic position of C. saccharo-
lyticum has not been determined (7). Table 1 also includes
strain numbers and culture collection numbers that ap-
pear most frequently in the literature dealing with solvent
production by these clostridia.

The major role of the solvent- and acid-forming sac-
charolytic clostridia in nature is the degradation of organic
materials, namely the biopolymers starch, cellulose, hemi-
celluloses, and proteins. Utilization of these polymers re-
quires that these bacteria produce and secrete enzymes
such as amylases, cellulases, proteinases, and xylanases.
Some of these enzymes are of potential importance to com-
mercial processes (8). The anaerobic fermentation of sug-
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Table 1. Clostridial Species Important for Solventogenic Fermentations

Former name(s) Proposed (new) name Ref.

Ethanol-producing species

C. thermocellum
LQRI, ATCC 35609, DSM 2360 No change (cluster III) 2,5
C. thermohydrosulfuricum
E100-69T, ATCC 35045, DSM 567 Thermoanaerobacter thermohydrosulfuricus (cluster V) 2,5,6
C. thermohydrosulfuricum, Thermoanaerobacter ethanolicus
JW200T, 39E, ATCC 33223 Thermoanaerobacter ethanolicus (cluster V) 2,5,6
C. thermosaccharolyticum
NCA 3814, ATCC 7956

Misclassified, belongs in genus Thermoanaerobacterium
(cluster VII) 2,5,6

C. saccharolyticum
NRCC 2533, ATCC 35040 No change 7

Butanol-producing speciesa

C. acetobutylicum
ATCC 824, 4259 Weizmann strain; DSM 792, and 8 strains No change, “taxon I” 3,4
C. acetobutylicum
NRRL B643, NCP 262, and four NCP strains C (new species) “taxon II” 3,4
“C. saccharoperbutylacetonium”
NI-4, NI-504, ATCC 27021 No change, “taxon III” 3,4
C. beijerinckii, C. acetobutylicum
ATCC 25732T, NRRL B 592, NCIMB 9362T, 8052T, and 19 strains C. beijerinckii, “taxon IV” 4
C. puniceum
NCIMB 11596 No change; closely related to taxa II and III 4
C. aurantibutyricum
ATCC 17777 No change 4
C. tetanomorphum
MG-1, ATCC 49273, DSM 4474 No change 4

Note: Culture collections: ATCC, American Type Culture Collection, Rockville, Md.; DSM, Deutsche Sammlung von Mikroorganismen und Zellkulturen GmbH,
Göttingen, Germany; NCIMB, National Collection of Industrial and Marine Bacteria, Aberdeen, Scotland; NRRL, Northern Utilization and Development
Division, Peoria, Ill.; NI, Nagao Institute, Tokyo, Japan; NRCC, National Research Council, Ottawa; NCA, National Canner’s Association, Washington, D.C.;
NCP, Department of Microbiology, University of Capetown, Rondebosch, South Africa.
aAll butanol-producing species fall into cluster I(2).

ars from digestion of polymers or other sources is called a
saccharolytic fermentation. The major products that ac-
cumulate are organic acids, neutral solvents, CO2, and H2.
The solvents and acids are listed in Table 2 for typical fer-
mentations by 11 solvent-producing Clostridium species
(9–19). Production of CO2 and H2 gases is always high in
these fermentations (see Table 2 note a); however, the ex-
act amount produced is not listed for each species. In a
natural setting these clostridia occur in conjunction with
a consortium of other anaerobic bacteria, which utilize
these fermentation products as rapidly as they are formed
for their own energy and growth needs. In this way most
of the organic starting materials are mineralized. Only a
few isolated strains of Clostridium produce significant
amounts of solvents and hence are potential candidates for
industrial fermentations.

The reason for the high level of interest in basic re-
search and development of fermentation technology for sol-
vent production by the clostridia is straightforward. First,
although there is no immediate threat that the world’s pe-
troleum reserves will be used up, a severe dwindling of
these nonrenewable resources, which serve as the major
source of fuels and chemicals, will most likely occur in the
mid-twenty-first century (20). Second, it is now technolog-
ically possible to produce essentially all commodity chem-
icals from renewable biomass feedstocks such as starch

and cellulose. Third, from about 1915 until the mid-1940s,
fermentations employing Clostridium acetobutylicum
made a significant impact on the commercial solvents in-
dustry. Typically, more than 1000 kg of butanol, 500 kg of
acetone, and 175 kg of ethanol plus other utilizable by-
products were produced in 90,000-L fermentors in North
America and elsewhere (21).

From about 1925 to 1980 research on the physiology
and biochemistry of the clostridial fermentations was cen-
tered on the unraveling of the metabolic pathways essen-
tial to our current understanding of the biology of solvent
formation (8). Over the past 10 years, basic research on
clostridial solventogenesis has made great strides in the
following areas: development of genetic methods applied
to the solventogenic Clostridium species, regulation of
pathways of solvent production, degradation and use of
biopolymers, and relation of solvent production to devel-
opmental processes such as sporulation. This summary
treatment of the biology of the solventogenic clostridia will
emphasize our current understanding of the clostridial fer-
mentation strategies, physiologic control and genetic
mechanisms regulating solvent production, and future di-
rections for development of new solvent-producing strains.
The advantages and problems inherent in the biology of
these bacteria relevant to their use in commercial solvent
production also are presented.
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Table 2. Ethanol and Butanol Fermentations by Clostridium Species

Substrates utilized

Organism Complex polymers Sugars

Ethanol fermentations

C. thermocellum Cellulose, xylan Cellobiose, few hexoses and pentoses
C. thermohydrosulfuricum (T. ethanolicus) Starch, pectin, salicin, xylan Many dissacharides, hexoses, pentoses, etc.
C. thermosaccharolyticum Starch, xylan Dissacharides, hexoses, and pentoses
C. saccharolyticum Dissacharides, hexoses, and pentoses

Butanol fermentations

C. acetobutylicum taxon I
(corn-starch-utilizing strains) Starch, xylan Cellobiose, lactose, some hexoses and pentoses

C. acetobutylicum taxon II
C. saccharoperbutylacetonicum taxon III

(molasses-utilizing strains) Starch Sucrose, cellobiose, some hexoses and pentoses
C. beijerinckii taxon IV Starch Sucrose, cellobiose, some hexoses and pentoses
C. aurantibutyricum Starch Sucrose, hexoses, and pentoses
C. puniceum Starch, pectin Hexoses, pentoses
C. tetanomorphum Cellobiose, some hexoses and pentoses

aThe gases CO2 and H2 are also produced in these fermentations. Production per 100 mmol of hexose CO2, 150–220 mmol; H2, 50–100 mmol.
bN, not reported.
cAmount of butyrate is variable depending on conditions.
dAcetone only is produced.
eEither isopropanol or acetone is produced, depending on the strain.
fBoth isopropanol and acetone are produced.

PHYSIOLOGY AND BIOCHEMISTRY OF THE SOLVENT
FERMENTATIONS

Clostridium’s General Fermentation Strategy

Thauer et al. (22) outlined the general energy metabolism
of the chemotrophic anaerobic bacteria, which include the
clostridia. The clostridia depend almost exclusively on the
fructose biphosphate pathway (Embden–Meyerhof path-
way) for conversion of one hexose to two pyruvates with
the net production of two ATPs and two NADHs (Fig. 1,
pathway 1). In the fermentation of pentoses, the interme-
diates from 3 mol of pentose-5-phosphate, are one glycer-
aldehyde 3-phosphate and two fructose 6-phosphates. A
combination of the enzymes transaldolase and transketo-
lase is used (Fig. 1, pathway 6). The sugar-phosphates en-
ter the fructose biphosphate pathway and have the capa-
bility of producing five ATPs and five NADHs per 3 mol of
pentose fermented. The phosphorolytic 3-2 cleavage of
xylulose-phosphate yielding acetyl-phosphate is not found
in the clostridia or in other obligate anaerobes. Also, the
clostridia do not have the enzyme pathway for oxidation of
glucose 6-phosphate to NADPH, pentose 5-phosphate, and
CO2. However, high activities of glucose 6-phosphate de-
hydrogenase and of 6-phosphogluconate dehydrogenase
were found to be induced in sporulating cells of C. ther-
mosaccharolyticum (12). Possibly this pathway (Fig. 1,
pathway 7) is induced during sporulation to provide extra
NADPH for biosynthesis and has been overlooked in other
clostridia. Yet, NADPH–ferredoxin oxidoreductase (Fig. 1,
reaction 4), which is ubiquitous in all clostridia investi-
gated (23), probably provides the NADPH for biosynthesis
during both vegetative growth and sporulation. Most py-

ruvate produced from sugars during the clostridial fer-
mentation is cleaved by pyruvate–ferredoxin oxidoreduc-
tase in a coenzyme A (CoA) dependent reaction yielding
CO2, acetyl CoA, and reduced ferredoxin (Fdred), as shown
in Figure 1, reaction 2. Acetyl CoA is central to all clos-
tridial fermentations. The thioester bond of acetyl CoA is
a very high energy bond; thus it is an important source of
ATP in most clostridial fermentations, because for every
mole of butyrate or acetate produced, a mole of ATP is
formed (Fig. 2, reactions 2 and 6). Acetyl CoA is also the
most important precursor of all alcohols and organic acids
synthesized by these organisms: it thus serves as a major
intermediate in these fermentations (Fig. 1). The NADH,
which is formed during oxidation of glucose, is thus reox-
idized and recycled so that the fermentation can continue.

The second key element in the clostridial fermentation
strategy is the system that manages electron flux dia-
grammed in Figure 1, reactions 3–5. This system consists
of ferredoxin and/or other iron–sulfur proteins that can ac-
cept or donate electrons at a very low potential (E0� �
�0.41 V) close to the hydrogen electrode; a ferredoxin–
NADH oxidoreductase for passing electrons between
NADH and Fd; a ferredoxin–NADPH oxidoreductase for
controlled production of NADPH needed for biosynthesis
of bacterial mass; and one or more hydrogenases permit-
ting the use of protons as final electron acceptors, produc-
ing hydrogen gas, typical of most clostridial fermentations.

The electron distribution system functions in coordi-
nation with the branched fermentation pathways typical
of clostridia, which eventually yield from two to five major
acids and solvents (Table 2). The amounts of reduced ver-
sus neutral and oxidized products always are balanced
with the amounts of H2 and ATP produced, and there is a
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Major fermentation products (mmol/100 mmol hexose)a

Ethanol Butanol Acetone isopropanol Acetate Butyrate Lactate Ref.

Ethanol fermentations

85 31 26 9
194 11 2 10
109 75 2c 38 11,12
180 19 4 13

Butanol fermentations

6 55 28d 11 9 14
5 46 24d 3 8 15

Nb 43 26e 3 4 16
N 42 25f N N 17

2 68 15d 16 5.5 18
43 47 0 23 5 19

2CO2 � 2 Acetyl-CoA

1

7

6
3 4

52

FDP

2ATP

2ATP

2ADP

Glucose

4ADP

4ATP

F6P
G3P

6 PG Pentose-PO4

NADPH

Pentose

2NAD�

2NADH Fd
red

NADPH

2 Pyruvate

CoA

H2

ATP Neutral
and

oxidized
products

Reduced
products

Bio-
synthesis

Figure 1. The clostridial fermentation strategy.
Numbers indicate either pathways or enzymes
as follows: 1, fructose biphosphate (Embden–
Meyerhof ) pathway; 2, pyruvate–ferredoxin oxi-
doreductase; 3, NADH–ferredoxin oxidoreduc-
tase and ferredoxin–NAD oxidoreductase; 4,
NADPH–ferredoxin oxidoreductase; 5, hydroge-
nase; 6, transketolase � transaldolase; and 7, ox-
idative pentose phosphate pathway. Source: Re-
produced with permission from Ref. 24, p. 6.

great deal of natural variation dependent on species and
fermentation conditions (24). Figure 2 diagrams an ex-
ample of this principle, in which C. acetobutylicum pro-
duces five organic fermentation products from acetyl CoA
by utilizing three branch points in the fermentation path-
ways. Certainly, this variety of pathways available to the
clostridia provides physiologic versatility and thus adapt-
ability to different growth conditions. Presently, research

is focused on elucidating the physiologic signals and details
of molecular sensor and responder systems that control the
direction of flow toward specific products in these fermen-
tations (see “Regulation of Solvent Production”). The use-
fulness of these organisms will depend on directing these
fermentations toward one or perhaps two major products.
Another consequence of the biology of Clostridium (and
perhaps all solvent-forming microbes) is that the yield of
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Hexose
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6
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ATP

ADP

Acetoacetyl CoA
Aceto-
acetate

NADH�H�

NAD�

2NADH�H�

2NAD�

Butyryl-CoA

Figure 2. The butanol fermentations. Numbers indicate enzymes as follows: 1, three enzymes
that exchange electrons with reduced ferredoxin (FdH2), NAD�: and NADP�: ferredoxin oxidore-
ductases, and hydrogenase; 2, phosphotransacetylase and acetate kinase; 3, acetaldehyde dehy-
drogenase and ethanol dehydrogenase; 4, acetyl CoA acetyltransferase (or thiolase); 5, three en-
zymes producing butyryl CoA; 6, phosphotransbutyrylase and butyrate kinase; 7, butyraldehyde
dehydrogenase; 8, butanol dehydrogenase; 9, acetoacetyl CoA: acyl CoA transferase; 10, acetoace-
tate decarboxylase; 11, isopropanol dehydrogenase; 12, lactate dehydrogenase. Thick gray arrows
indicate reactions that predominate during acidogenesis; thick black arrows indicate reactions that
predominate during solventogenesis. Source: Reproduced with permission from Ref. 25, p. 26.

organic solvents and acids formed is limited to only two-
thirds of the substrate sugars fermented. As diagrammed
in Figures 2 and 3, all fermented hexoses are funneled into
CO2, which is expelled, and acetyl CoA, which is the pre-
cursor of solvents and organic acids. Thus, only two-thirds
of the substrate carbon is recovered as useful organic prod-
ucts. Exceptions to this one-third loss of productivity are
the fermentations of sugars to produce two lactic acids by
C. thermolacticum and the fermentation of sugars to pro-
duce three acetic acids by C. thermoaceticum (25).

Ethanol Fermentations

Tables 1 and 2 list three thermophilic clostridia, C. ther-
mohydrosulfuricum, C. thermocellum, and C. thermosac-
charolyticum, that produce significant amounts of ethanol
together with acetate and some lactate during growth at
55–70 �C (26). C. saccharolyticum, first described in 1982,
is a mesophile (37 �C optimum for growth) that grows on
20 different sugars and sugar alcohols including cellobiose,
but it does not utilize starch or cellulose (7). In contrast,
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Figure 3. Clostridial ethanol fermentations. Numbers indicate enzymes as follows: 1, lactate de-
hydrogenase; 2, phosphotransacetylase � acetate kinase; 3, NADH: ferredoxin oxidoreductase and
ferredoxin: NAD oxidoreductase; 4, acetaldehyde dehydrogenase; 5, ethanol dehydrogenase, and
6, hydrogenase. Source: Reproduced with permission from Ref. 25, p. 35.

C. thermocellum, which will utilize crystalline cellulose
and hemicelluloses as feedstocks, is an excellent candidate
for future bioconversion of cellulosic biomass to solvents.
All these thermophilic clostridia utilize starch but are
more limited in their ability to ferment sugars than is C.
saccharolyticum. During the ethanolic fermentation of
hexoses, the bulk of the pyruvate is converted to acetyl
CoA, reduced ferredoxin (FdH2) and CO2 (Fig. 3). Depend-
ing on fermentation conditions, some of the pyruvate is
diverted to lactate by lactate dehydrogenase. In one branch
of the major fermentation pathway, acetyl CoA is reduced
to acetaldehyde and then to ethanol by means of two
NAD�-linked dehydrogenases (Fig. 3, reactions 4 and 5).
Acetate is formed via a second branch yielding a stoichio-
metric amount of ATP as in other clostridial fermentations
(Fig. 3, reaction 2). Using this three-branched pathway, C.
thermocellum produces about 0.6–1.0 mol ethanol/mol hex-
ose, whereas the C. thermohydrosulfuricum and C. sac-
charolyticum fermentations yield 1.8–1.9 mol ethanol/mol
hexose, which makes the latter two species attractive eth-
anol production organisms (Table 2).

The biochemical basis for the different product ratios
produced by different species using the same branched
pathway (Fig. 3) remains unknown, although the problem

has been studied indirectly. Batch cultures of C. thermo-
saccharolyticum subjected to slow feeding of glucose show
restricted growth, producing excess ethanol (1.0 mol/mol
glucose) and little acetate or butyrate. On the other hand,
rapidly growing cultures of this bacterium produce mostly
acetate, lactate, and butyrate (12). Batch fermentation of
cellulose by C. thermocellum yielded ethanol as the major
product for the first two days, while lactate and acetate
accumulated from days 2–5. Maintaining the pH at 7.2
rather than 6.5 favored a high ethanol/lactate ratio (9).
Thus, in batch fermentation, the amount of ethanol ob-
served depends on the pH and the time of sampling. Re-
ferring to Figure 3, it is clear that when these clostridia
produce more than 1 mol of ethanol/mol of hexose fer-
mented, a significant transfer of electrons must occur from
FdH2 to NAD� catalyzed by Fd:NAD� oxidoreductase. The
role of this electron-balancing function was made clear
when strain LQRI of C. thermocellum, which produced ex-
actly 1:1 ethanol–acetate from cellobiose, was found to be
devoid of Fd:NAD� oxidoreductase (27). Both strain AS39
of C. thermocellum and Thermoanaerobacter brockii con-
tained this enzyme and could produce excess ethanol and
low H2 in experimental fermentations. Because T. brockii
is in the same genus as C. thermohydrosulfuricum (5,6), it
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is likely that the high ethanol production by this clostrid-
ium is a result of the same electron-balancing pathways
(see Table 2).

Because of the effective degradation of various crystal-
line cellulose sources by C. thermocellum, the cellulose en-
zyme complex has been extensively studied, as discussed
later in “Biology of Substrate Utilization.” To take advan-
tage of this capability, the approach has been to develop
mutants or devise both batch and continuous culture fer-
mentation conditions that will increase the relative yield
of ethanol to other products and increase tolerance of the
organism to produce ethanol at 15 g/L rather than the nor-
mal 5 g/L (9). A second approach, which uses the principle
of symbiotic coculture, is also available. Coculture fermen-
tations have been developed at the experimental level to
exploit the advantageous properties of two thermophilic
clostridia to produce ethanol from biomass (26,28). A met-
abolic explanation for a stable communal coculture of C.
thermocellum and C. thermohydrosulfuricum fermenting
cellulose to ethanol has been presented. C. thermohydro-
sulfuricum depends on the products cellobiose and glucose
formed from degradation of cellulose by C. thermocellum.
Glucose utilization by C. thermocellum is inhibited by cel-
lobiose, and both glucose and cellobiose are more rapidly
utilized by C. thermohydrosulfuricum, which then allows
some growth of C. thermocellum; however, the major fer-
mentation, which is carried out by C. thermohydrosulfur-
icum, yields a high ratio of ethanol to acetate plus some
lactate. Recent example cocultures of strains of these two
bacteria fermenting 10 g of cellulose per liter yielded an
end-product ethanol to acetate ratio of 10.5 to 4.3 in 19
hours (28). Since the thermophilic clostridia also secrete
potent amylases and pullulunases, starch biomass is
clearly an important feedstock for ethanol production cat-
alyzed by these organisms, as discussed later (see “Devel-
opment of New Solvent-Producing Strains”).

Recently, 10 or more mesophilic cellulose-fermenting
clostridia have been isolated, which degrade cellulose and
ferment cellobiose to a mixture of acetate, ethanol, and
other products (29). C. saccharolyticum, which was origi-
nally isolated from a cellulose-enriched sewage sludge, has
been grown on cellulose in stable coculture with “Bacter-
oides cellosolvens” (30). Since C. saccharolyticum ferments
cellobiose primarily to ethanol at 25 �C (Table 2), cellulose
fermentation employing this strain in coculture with a me-
sophilic cellulolytic clostridium may form the future basis
for direct bioconversion of cellulose to ethanol.

Butanol Fermentations

Very few species of the butyric acid clostridia are capable
of producing significant amounts of butanol. The seven or-
ganisms listed in Table 1 have quite distinctive properties.
C. acetobutylicum, taxon I, is the amylolytic type strain,
ATCC 824T or DMS 792; and phylogenetically it is only
distantly related to the saccharolytic strains belonging to
taxonomic groups II, III, and IV (4). C. acetobutylicum,
taxon II (strains NCP 262 or NRRLB 643), contain a very
small genome of 2.9 Mbp (versus 4.0 Mbp for strain ATCC
824 or 6.5 Mbp for a strain of C. beijerinckii, strain NCIMB
8052T) (31). Taxonomic group III, C. saccharoperbutyla-
cetonicum, strain N1-4, is closely related to the other sac-

charolytic strains (4). In addition to n-butanol, all four of
these strains produce butyrate, acetate, ethanol, and ace-
tone (Table 2). Alternatively, some C. beijerinckii strains
typically produce isopropanol instead of acetone. Even
though these four organisms carry out basically the same
fermentation, they are quite distinct biologically as to
rapid growth and fermentation with a high butanol yield
on different substrates in industrial-scale batches. The
taxonomic group I strains utilize maize or potato starch
effectively, whereas organisms of taxa II and III were se-
lected to carry out a saccharolytic fermentation with a mo-
lasses substrate. C. puniceum carries out the same amy-
lolytic fermentation, producing mostly butanol under the
proper conditions (18). C. puniceum has the added ability
to produce pectinolytic enzymes, which would increase ac-
cess to plant starch important for some starting sub-
strates. Taxonomic group IV, C. beijerinckii (NRRL B592)
and C. aurantibutyricum, which ferment starch and a va-
riety of sugars to butanol, ethanol, and isopropanol, have
been the subjects of research but not commercial fermen-
tations. C. tetanomorphum differs from the other organ-
isms in that, during a saccharolytic fermentation, it pro-
duces equal amounts of butanol and ethanol but not
acetone or isopropanol. Both the more recently described
strains, C. tetanomorphum and C. puniceum, differ from
the other five organisms in that they produce significant
butanol and ethanol throughout exponential growth rather
than only during the later stages of batch fermentations
(18,19).

The earlier studies up to 1988 on the biochemistry, ge-
netics, and development of butanol fermentation by the
clostridia have been reviewed (24,32,33). Recent advances
in the molecular biology, regulation of the fermentation,
and other new developments are reviewed by Rogers and
Gottschalk (25) and in a review of a meeting on solvento-
genic clostridia (34). The major enzymatic pathways for
the products of butanol fermentation are now known, and
the physiologic controls of the switch from an acidogenic
to a solventogenic fermentation observed in some of the
organisms have been identified. Figure 2 depicts the five
major pathways of this fermentation. A characteristic shift
in the fermentation pattern was known for some time by
microbiologists running industrial fermentations employ-
ing strains of “C. acetobutylicum” (21,24). In a typical ex-
perimental batch culture fermenting glucose, there is an
early accumulation of acids (acidogenic phase) followed by
butanol formation (solventogenic phase) and a reutiliza-
tion of butyrate and acetate (Fig. 4). C. acetobutylicum
growing exponentially on sugars or starch at a pH 5.6 or
greater produces butyrate, acetate, CO2, and H2 as major
fermentation products (Fig. 2, thick gray arrows). During
this acidogenic fermentation phase, the bacteria are run-
ning a basic butyrate–acetate fermentation. To maintain
electron balance, for every mole of acetate formed, an extra
mole of H2 is formed, similar to the case of ethanolic fer-
mentation. Therefore, about 2.4 mol of H2 is produced from
a fermentation of 1 mol of hexose that produces 0.4 mol of
acetate and 0.8 mol of butyrate. The extra 0.4 mol of H2

comes from transfer of electrons from NADH through
NADH:Fd oxidoreductase and hydrogenase to H2 (Fig. 2,
reaction 1).
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Figure 4. The switch from acidogenic to solven-
togenic fermentation by C. acetobutylicum, strain
NRRL B643, in batch culture. C. acetobutylicum
was grown in a yeast extract, amino acid medium
at 37 �C with glucose as an energy source. Sam-
ples withdrawn at times shown were analyzed for
biomass (dashed line), glucose (open squares),
and pH (solid triangles); products in the broth
were determined using gas chromatography: ac-
etate (open triangles), butyrate (solid circles), and
butanol (open circles). Acetone and ethanol deter-
minations are omitted. Source: Reproduced with
permission from Ref. 24, p. 6.
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With accumulation of acids in a batch culture, the pH
drops to pH 4.0–4.5 (depending on the strain), the growth
becomes linear, then stops, and the classical switch in the
fermentation occurs. The triggering of solvent formation
requires the induction of new enzyme pathways in the cells
(Fig. 2, thick black arrows) catalyzing formation of buta-
nol, acetone, and ethanol. The connection among the pro-
cesses of organic acid accumulation, drop in pH, slowing of
growth, and induction of solvent-forming enzymes is ad-
dressed in the next section. During this phase, there is a
net uptake of butyrate and acetate from the fermentation
beers back into the cells (Fig. 4) and their recycling and
conversion to butanol or ethanol (Fig. 2, arrow, reaction 9).
Finally, acetone or isopropanol is produced as a result of
decarboxylation of acetoacetate (Fig. 2, reactions 10 and
11).

Depending on the clostridial strain, one or two CoA-
dependent aldehyde dehydrogenases and two or three al-
cohol dehydrogenases are needed for butanol, ethanol, and
isopropanol formation, and some of these enzymes are in-
duced 40 to 200-fold at the shift (Fig. 2, reactions 3, 7, 8,
and 11). Three additional changes occur as a result of the
shift from acidogenesis to solventogenesis:

There is a lower ATP yield per mol of glucose fermented
because net accumulation of acetate and butyrate al-
lows additional production from acetyl phosphate and
butyryl phosphate during exponential growth (Fig. 2,
reactions 2 and 6).
Operation of the alcohol pathways requires 2 mol ad-
ditional NADH per mol of alcohol produced.
The amount of H2 made is reduced to about 1.4 mol of
H2 per mol of glucose fermented, since electrons must
be shunted from FdH2 to NADH (Fig. 2, reaction 1).

These changes in electron flux may be involved in regula-
tory signals for promoting the induction of the shift. This
is discussed later (“Regulation of Solvent Production”).

Acetone and eventually isopropanol production requires
two enzymes: acetoacetyl–CoA transferase (ACT) and ace-
toacetate decarboxylase (Fig. 2, reactions 9 and 10). In C.

acetobutylicum and C. beijerinckii strains, these enzymes
are induced 50- to 100-fold during the shift to solventoge-
nesis. The production of acetone by many of the solvent-
forming clostridia is biologically interesting because the
pathway neither produces extra ATP nor acts as an elec-
tron sink. Even a reduction of acetone to isopropanol by C.
beijerinckii strains is oddly inefficient, requiring only one
NADH, while reduction of acetoacetyl CoA to butyryl CoA
recycles two NADHs (Fig. 2, cf. pathways 9–11 and 5). The
best guess is that the physiologic role of this pathway is
recycling of accumulated organic acids for detoxification
and pH control. Thus, after induction of these enzymes,
acetate and butyrate are taken up by the bacteria, the ACT
enzyme transfers CoA from acetoacetyl–CoA to these acids
to form their acyl–CoA intermediates (Fig. 2, reaction 9),
and then they are funneled through the alcohol pathways
to butanol and ethanol. The decarboxylase pulls the reac-
tion, forming CO2 and acetone (Fig. 2, reaction 10), or is
reduced to isopropanol (Fig. 2, reaction 11) and excreted.
During the solvent production phase, reduction in concen-
tration of acids in the medium occurs early, while acetone
continues to accumulate long after, when there is no net
increase in acids. It appears that in these clostridia, acid
production and acid recycling occur throughout solvent for-
mation. High levels of the butyrate pathway enzymes are
present during this period, and added [14C]butyrate is rap-
idly recycled to [14C]butanol continuously. In contrast, C.
tetanomorphum, which produces both butanol and buty-
rate simultaneously throughout the fermentation of sug-
ars, contains no ACT enzyme, produces no acetone, and
does not recycle [14C]butyrate to [14C]butanol at any time
(25).

Other Solvent Products

The butanol-fermenting clostridia can be forced to produce
several alternative solvents by growth under special con-
ditions with specific carbon sources. For example, growth
of C. beijerinckii in a chemostat culture at pH 6.5–6 with
glycerol as a carbon source yielded 61% conversion to 1,3-
propanediol (35). Glycerol fermentation by 17 of 21
solvent-producing clostridia produced 1,3-propanediol. C.
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acetobutylicum and C. beijerinckii grown in defined media
with rhamnose, with a gas phase (CO2) plus 0.2% NaHCO3,
yielded 1,2-propanediol, propionic acid, and propanol as
major fermentation products. Three strains of C. thermo-
saccharolyticum ferment glucose yielding up to 7.9 g/L of
R(–)-1,2-propanediol with a best yield ratio of 0.27 g per
gram of glucose. C. sphenoides normally produces lactate,
acetate, and ethanol from fermentation of glucose. During
phosphate limitation, this organism yields up to 34 mM
D(–)-1,2-propanediol per 100 mM glucose fermented. New
fermentation pathways are probably induced under these
conditions. However, the biochemistry has not been care-
fully studied (see Ref. 25 for specific references).

Another strategy for unusual solvent production uses
the principle of enzyme recruitment. It has been demon-
strated that C. acetobutylicum, grown until it has shifted
into the solventogenic phase, can convert several organic
acids to their analogous alcohols when added to the growth
medium through the recycle mechanism outlined earlier.
For example, propionate, valerate, and 4-hydroxybutyrate
are taken up by this bacterium and converted to n-
propanol, n-pentanol, and 1,4-butanediol, respectively
(25).

REGULATION OF SOLVENT PRODUCTION

Physiology of Control of Solvent Formation

To obtain a high yield of a specific product in a fermenta-
tion for solvents, it is often necessary simply to adjust the
growth medium, carbon source, and other conditions that
will ensure maximum amounts of the desired solvent and
minimize production of other products. However, research
on the cellular regulatory mechanisms that govern the fer-
mentation not only will allow more effective control of cul-
ture conditions but will open the door to development of
new highly productive strains. Because many clostridial
fermentations typically depend on branched fermentation
pathways, analysis of the control elements becomes par-
ticularly important. Because most of the recent research
is centered on the C. acetobutylicum butanol fermentation,
this work is emphasized here, although a few observations
from the clostridial ethanol fermentations are mentioned.
The pathways, products, and characteristics of the acido-
genic and the solventogenic fermentations of C. acetobu-
tylicum were presented in the preceding section. The cul-
ture conditions that promote the shift away from acid
production and favor optimal butanol and acetone produc-
tion are listed in Table 3. These conditions are about the
same for batch or continuous cultures of C. acetobutylicum
(24,32,33) and of C. puniceum (18). The conditions that fa-
vor butanol and ethanol production without acetone (the
alcoholic fermentation) by continuous cultures of C. ace-
tobutylicum (36) are also listed in Table 3. The internal
status of the bacterium has been measured for each of the
three different fermentations (36–38). During the acido-
genic fermentation in batch or continuous cultures, the fol-
lowing conditions are required: adequate glucose, a pHo

greater than pH 6.0; and a low level of organic acids. The
intracellular pH (about pHi 6.8) is maintained close to neu-
tral either by excretion of H2 through the action of hydrog-

enase or by hydrolysis of ATP and pumping H� out of the
cell. At a pHi 6.8 the cell maintains a low positive DpH and
a very low level of undissociated butyric acid. ATP is pro-
duced and utilized at a high rate in this fermentation. The
low NADH/NAD ratio is probably a result of the high
NADH:Fd oxidoreductase activity, whereby excess elec-
trons are dumped onto FdH2 and exit through hydrogenase
as molecular hydrogen. H2 is produced in excess in the
acidogenic fermentation (Table 3 and Fig. 2, reaction 1,
gray arrow).

The shift to a solventogenic fermentation requires an
adequate carbon source (glucose), an acid pHo (pH 4.8–4.4),
and high concentrations of butyrate and acetate in batch
cultures. Continuous chemostat cultures limited for PO4

or nitrogen source can be forced to carry out a solvento-
genic fermentation either by adding a high concentration
of organic acids or by setting the pHo to pH 4.8–4.3, de-
pending on the strain of clostridium (36,37). The intracel-
lular pH (pHi 5.9) is more acid and results in a greater than
10-fold higher concentration of undissociated butyric and
acetic acids in the cell. Also a very high positive DpH of
1.1–1.5 is maintained by these cells. Curiously, this high
DpH persists even when solvent-producing cells are
treated with N,N�-dicyclohexylcarbodiimide (an ATPase
inhibitor) or after CO gassing (a hydrogenase inhibitor)
(36). A high concentration of ATP is maintained, and turn-
over of ATP is slowed in the cells, because growth is slower
during solvent production. The NADH/NAD ratio is main-
tained similar to acidogenic cells, even though production
of butanol results in new sites for oxidation of NADH. This
is due to a net transfer of electrons from FdH2 as men-
tioned earlier. This physiologic state is somehow essential
for the induction of the enzymes required for solvent fer-
mentation (Fig. 2, reactions 7–10).

The alcoholic fermentation, in which high amounts of
butanol and ethanol are produced without acetone, has
been studied only recently (36). The alcoholic fermentation
in continuous cultures requires high glycerol and limited
glucose, at a neutral pH. Table 3 lists three inhibitors of
hydrogenase activity that, when added to continuous cul-
tures with adequate glucose, also force cells to produce bu-
tanol, butyrate, and ethanol, but no acetone (37). These
conditions cause an overload of NADH in the cell, resulting
in a high NADH/NAD ratio and various levels of ATP (Ta-
ble 3). The high level of NADH leading to butanol and eth-
anol formation is accompanied by increased activities of
NADH-dependent alcohol and aldehyde dehydrogenases,
which differ from the NADPH-dependent dehydrogenases
that are expressed at high levels during solventogenesis in
the bacterium. For example, the NADH-dependent butyr-
aldehyde dehydrogenase activity is 100-fold higher in al-
cohologenic cells, while the NADPH-dependent enzyme ac-
tivity is induced in solventogenic cells. This suggests that
different sets of genes are expressed in these three fer-
mentation conditions (36). The inversion of the transmem-
brane pH gradient (�DpH 0.3) observed during the alco-
holic fermentation at neutral pH (Table 3) is apparently
due to the low rate of H2 production. But this inversion
does not seem to create an energy crisis for the bacteria,
since a similar proton motive force (pmf) was measured for
both alcohologenic and acidogenic cells (36). An increase in
the electrical potential (DW) compensates for the low chem-
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Table 3. Conditions for Three Fermentations by Clostridium acetobutylicum

Acidogenic Solventogenic Alcoholic

Intracellular status
[H�] pHi 6.8 pHi 5.9 pHi 6.2

DpH 0.3–0.6 DpH 1.1–1.5 DpH � 0.3
Undissociated butyrate,

acetate
Low concentration High concentration Low concentration

ATP (lmol/g cell mass)a Low (0.62), High turnover High (1.6), Slow turnover Variable (0.3–1.3), slow
turnover

NADH/NAD (ratio)a Low (0.14) Low (0.1–0.2) High (0.5–0.8)

Enzymes Acid pathways (2 and 6 in Fig. 2)
NADH:Fd oxidoreductase very high

(gray arrow at 1, Fig. 2)

Solvent pathways, induced:
butanol (7 and 8 in Fig. 2),
acetone (9 and 10 in Fig. 2)

Alcohol pathways, induced:
NADH-dependent alcohol and
aldehyde dehydrogenases,
Fd:NAD (P)� reductases

Major products Butyrate, acetate, excess H2 Butanol, acetone, low H2 Butanol, ethanol, very low H2

Fermentation conditions Adequate glucose: pHo 6.5–6.2; low
[organic acid]o

Adequate glucose: (1) pHo 4.8–
4.4, high [organic acids]o;
(2) Limited PO4 either
neutral pH at high [organic
acids]o or pH 4.3 at low
[organic acids]o

(1) Glycerol and low glucose,
pHo 6.5; (2) Adequate glucose,
pHo 6.5–5.6 � neutral red (1
lM) or � CO gassing or �

methyl viologen (4 lM) or
limited Fe

aData from Ref. 21.

ical potential (DpH). This may be related to the distribu-
tion of K� across the membrane.

Thus, in C. acetobutylicum each of the three fermenta-
tion conditions produces a distinct intracellular state,
which in turn causes the bacterium to develop the enzyme
network needed for each type of fermentation. The current
view of physiologic control of C. acetobutylicum metabo-
lism is a dual signal model in which a high internal ATP
and/or butyric acid level generates one signal and a high
NADH level provides the other (37). But how these inter-
nal physiologic signals are sensed by molecular sensors in
the cell and transferred to molecular responders that spe-
cifically regulate gene expression by C. acetobutylicum is
still unknown.

Genetics of Solvent Formation

Mutations That Affect Solvent Production and Its Regula-
tion. Isolation and characterization of mutants of the sol-
ventogenic clostridia has provided valuable information on
gene function and regulation of the solvent-producing
pathways and of the linkage of this process with develop-
mental changes in the bacterial cell (39). During industrial
production of acetone and butanol by C. acetobutylicum,
the early brewmasters recognized that high solvent-
producing strains produced a high percentage of spores.
Thus, the high solvent-producing strains were selected by
subjecting cultures to cycles of sporulation, heat activa-
tion, and outgrowth (32). Mutants that fail to sporulate
often also fail to produce solvents. These mutant cells tend
to accumulate when C. acetobutylicum and related clos-
tridia are repeatedly subcultured in batch cultures or
grown in continuous culture, rather than starting cultures
from fresh heat-activated spores. When the culture loses
the capacity to produce solvents and form spores, this
change is called “strain degeneration.” Some strains, such

as C. beijerinckii (NCIMB 8052), tend to degenerate more
rapidly than others. In contrast, C. acetobutylicum (ATCC
824) will often give rise to asporogenous cells that continue
to form acids or solvents (40). Recent studies on the phe-
nomenon of clostridial strain degeneration have been re-
viewed (41). No satisfactory molecular explanation for the
permanent degeneration of clostridial cells was available
until just recently. In C. acetobutylicum, strains ATCC 824
and ATCC 4259, a large 210-kb plasmid (pWEIZ or
pSOL-1) has been demonstrated that carries four solvent-
forming genes of the sol operon, ctfA, ctfB, adc, and aad
(see Fig. 5) (42). Degenerate strains that produce no bu-
tanol or acetone have lost the pSOL-1 plasmid. Since de-
generate strains lacking pSOL-1 are also unable to spor-
ulate or carry out any of the coordinate developmental
functions, it is likely that major regulatory genes control-
ling development are located on this plasmid as well. A
similar link between the induction of endospore formation
and a fermentation shift occurs in C. thermosaccharolyti-
cum. Exponentially growing cells produce acetate, buty-
rate, and lactate. A change in culture conditions produces
elongate forms that ferment sugars to primarily ethanol,
CO2, and H2 before the cells proceed to sporulate. Aspo-
rogenous mutants were selected that remained in the in-
termediate stage and continued to produce ethanol (43).

Mutants of solvent-forming clostridia that have defects
in the pathways leading to acid production have been iso-
lated to bias the carbon flow toward solvent production.
Following mutagenesis, pathway mutants are often se-
lected through the use of suicide substrates, which are
toxic analogs of normal end products formed during the
fermentation. For example, allyl alcohol acts as a suicide
substrate when oxidized to the toxic aldehyde, acrolein, by
the activity of alcohol dehydrogenases. Members of one set
of allyl alcohol resistant mutants of C. acetobutylicum are
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Figure 5. Organization of chromosomal gene regions encoding solventogenic enzymes in C. ace-
tobutylicum, strains DSM 792 and ATTC 824. Arrows and arrowheads represent lengths, locations,
and orientation of genes; lines with arrows indicate primary mRNA transcripts. The sol operon is
marked off by a dashed line. A prime at the end of an open reading frame (ORF) indicates that the
ORF is truncated. Promoter positions are indicated by Padc, P1, P2, PbdhA, PbdhB, and Porf5; possible
stem–loop structures are indicated by hairpin symbols. Source: Reproduced with permission from
Ref. 51, p. 253.

defective in butanol and ethanol production because of al-
tered alcohol dehydrogenase enzymes. However, these mu-
tants contain normal butyraldehyde dehydrogenase activ-
ity and produce significant amounts of butyraldehyde (15)
(see Fig. 2, reactions 7 and 8). Fluoroacetate-resistant mu-
tants of C. thermosaccharolyticum were found to be defi-
cient in acetate kinase or phosphotransacetylase enzyme
activities and thus produce less acetate and more ethanol
than the parental strains (see Fig. 3, reaction 2) (44). An
asporogenous ethanol-tolerant mutant of C. thermocellum
(LD 1) was selected by means of fluoropyruvate. When fer-
menting cellobiose, this mutant strain produced a high ra-
tio of ethanol to acetic acid, in contrast to the parental
strains, which produce mostly lactic acid and acetic acid
(9). Mutants of C. acetobutylicum (B643) and C. beijerinckii
(NCIMB 8052) that produce excess butanol and acetone
and more importantly also recycle virtually all acetate and
butyrate have been isolated (15,16). These super recycling
strains may be used in future production methods covered
in a later section “Development of New Solvent-Producing
Strains”).

Conjugative Transposons and Transfer of Plasmid Vectors.
Conjugative transposons are a class of mobile genetic ele-
ments usually found as residents in the chromosomes or
plasmids of gram-positive bacteria (see reviews, Refs.
45,46). Originally discovered in Enterococcus faecalis,
these elements have a broad host range and are important
tools for genetic analysis. These mobile elements can in-
tegrate almost at random into the chromosome of the re-
cipient bacterium, therewith creating an insertion that
disrupts the sequence of the DNA information in a specific
gene. Thus, the transposon mutagenesis differs from mu-

tagenesis due to physical or chemical means in that only
one specific alteration in the host cell DNA occurs, rather
than a possibility of two or more random changes in the
DNA that obscure the alteration in the phenotype and gene
under study. Genetic techniques ensure that only one copy
of the transposon has been integrated into the cell for each
mutational event. The gram-positive bacterium Enterococ-
cus faecalis is the usual donor in matings with Clostrid-
ium, yielding a transfer frequency of 10�3 to 10�4 per re-
cipient. The transferred transposon, Tn916 (16.4 kbp),
Tn925 (14.5 kbp), or Tn1545 (23.5 kbp), carries an antibi-
otic resistance marker such as tetracycline resistance
(tetM) that allows selection of the transconjugants. Be-
cause the genes required for the conjugation and DNA
transfer are located within the transposon, a transposon
carried either on a plasmid or on the chromosome of the
donor will be transferred. A number of specific Tn916-
induced mutants have been identified in C. acetobutyli-
cum. Both structural gene mutants in the fermentation
pathway and regulatory mutants preventing solventoge-
nesis, sporulation, and granulose formation have been se-
lected (45,46).

Development of methods for transfer of plasmid vectors
into Clostridium is vital to the application of genetics to
further our understanding of the molecular basis of regu-
lation of solvent formation. A summary of these transfor-
mation methods and the clostridial cloning vectors used
with C. perfringens and C. acetobutylicum is available (48).
There are two effective methods of transformation of C.
acetobutylicum. Transformation of protoplasts requires
conversion of cells to wall-less protoplasts followed by up-
take of plasmid or bacteriophage DNA induced by polyeth-
ylene glycol (PEG), regeneration back to rod-shaped cells,
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and selection of transformed cells. Using this procedure
with strain N1-4 of C. saccharoperbutylacetonicum,
104–105 transformants per microgram of plasmid or phage
DNA are obtained. Transformation of whole cells requires
suspension of washed cells together with plasmid DNA,
electroporation in a cuvette at high voltage (5.0 kV/cm)
using a BioRad Gene Pulser, and, after a recovery period
of 2–4 hours, selection for transformants. When C. beijer-
inckii (NCIMB 8052) is used, about 102–104 transformants
are obtained per microgram of DNA. Basically, the short
pulse of electric current punches temporary holes in the
cell membrane, permitting the plasmid DNA to enter the
cell. To be useful and identifiable, the plasmid DNA must
be able to survive and replicate along with cell division of
the host bacterium. In addition, there must be selectable
markers such as the ermC gene, for antibiotic (erythro-
mycin) resistance, so that colonies of transformed cells can
be identified.

Vectors for C. acetobutylicum are chimeric cloning vec-
tors that contain an origin of replication that operates in
Clostridium and a second origin of replication that permits
the plasmid to replicate in E. coli. Thus, specific pieces of
Clostridium DNA can be ligated (cloned) into specific sites
of this vector, replicated and multiplied in E. coli, ex-
tracted, and then transferred to mutant Clostridium cells
to study their effects on the physiology of the host cell. This
technique has permitted identification of the roles of sus-
pected regulatory genes and overexpression of specific fer-
mentation pathways in Clostridium acetobutylicum (49).

Unfortunately, the successful transformation process is
strain specific, as is plasmid survival. Originally, transfor-
mation procedures were successful only when Clostridium
strains in taxa III and IV (see Table 1) were used. Later,
electroporative transformation of C. acetobutylicum (ATCC
824, taxon I) with plasmid pIM13 from Bacillus subtilis
was successful. But when a shuttle plasmid was prepared
by ligating pIM13 together with E. coli plasmids, no trans-
formants were seen. It was discovered that strain ATCC
824 contains a restriction endonuclease (Cac 824 I) that
cut these shuttle vectors in more than 40 sites, thus de-
stroying the plasmid in the cell. The strain 8052 (taxon IV)
does not carry this restriction endonuclease, which ex-
plains why the same shuttle plasmids survive in these bac-
teria (49). The clever solution to survival of these shuttle
vectors in the C. acetobutylicum (ATCC 824) host requires
replication of the shuttle plasmid in E. coli in the presence
of a second plasmid that expresses a specific transmeth-
ylase. This U3TI transmethylase adds a methyl group to a
cytosine base in the sensitive sites of the shuttle vector
DNA. This protects the plasmid DNA, and when extracted
and electrotransferred into C. acetobutylicum (ATCC 824),
the methylated plasmid survives at a high frequency (105

transformants/lg DNA) and replicates (49). To date, the
important production strains of C. acetobutylicum, NRRL
B643 or NCP 262 (taxon II), have not been successfully
transformed by means of the methods and vectors avail-
able. Perhaps there are additional restriction endonucle-
ases that act as barriers to vector survival in these strains.

Cloning, Genetic Organization, and Expression of Solvent
and Acid Pathway Genes. Application of molecular genetic
techniques together with basic enzymology to the steps in

the C. acetobutylicum fermentation pathway has revealed
a great deal about how this network is organized and reg-
ulated. Most of the genes coding for the enzymes involved
in acid and solvent fermentation have been cloned in E.
coli, since this organism expresses many foreign proteins
from plasmid-borne genes on specially constructed expres-
sion vectors (50). Sequencing of the DNA regions coding for
the solvent genes together with the adjacent upstream pro-
moter regions has revealed the basic organization of these
genes (Fig. 5, Ref. 51). In strains ATCC 824 and DMS 792,
acetoacetate decarboxylase is encoded by a gene (adc) in a
single operon. Adjacent is the convergently transcribed sol
operon, which encodes an aldehyde/alcohol dehydrogenase
(adhE), and the two subunits of acyl CoA transferase (ctfA
and ctfB). The promoters P, P2, and Padc, all have high
homology to typical gram-negative and gram-positive bac-
terial promoter sequences and control expression of these
genes. A typical terminator sequence (Fig. 5, hairpin sym-
bols) between the two regions stops transcription from
both directions. This entire region of the DNA that in-
cludes the sol operon and other linked genes such as adc
is carried on the 210 kbp plasmid (pSOL-1) in C. acetobu-
tylicum (ATCC 824), along with other yet undetermined
regulatory genes. The remaining genes coding for solvent-
and acid-forming enzymes appear to be carried on the chro-
mosome in this strain.

At present, the distribution of the solvent genes in the
other six groups of butanol-producing clostridia is not
known. The DNA sequences reveal that these solvent
genes as well as the genes encoding for butyrate production
are transcribed by the RNA polymerase with sigma H (rH)
that carries out expression of many housekeeping genes in
gram-positive bacteria. Alternative sigma factors do not
appear to play a role in regulation of solventogenesis in C.
acetobutylicum (51).

The expression of a synthetic acetone operon carried on
a shuttle plasmid (pFNK6) and transferred back into C.
acetobutylicum (ATCC 824) reveals some additional prop-
erties of regulation of solvent production (49). The syn-
thetic acetone operon was constructed from the adc, ctfa,
and ctfb genes arranged to transcribe in the same direction
from the Padc promoter (see Fig. 5). In cell extracts from
strain ATCC 824 (pFNK6), the activities of the two acetone
enzymes were more than fourfold higher than in cell ex-
tracts of strain ATCC 824. The course of the batch fermen-
tation by ATCC 824 (pFNK6) differed from ATCC 824, with
almost double the yield of both butanol and acetone and
the complete disappearance of butyrate and acetate from
the broth by 20 h (Fig. 6). The increase in butanol is con-
sistent with the view that diversion of acetoacetyl CoA to
acetone formation and away from butyryl CoA might cause
a temporary high rise in NADH/NAD ratio and trigger
early induction of the enzymes for butanol synthesis (see
Fig. 2, reactions 5, 9, and 10, and 7 and 8). Two “degener-
ate” mutants of ATCC 824, namely M5 and DG1, which
had lost the pSOL plasmid and produce none of the en-
zymes encoded by the sol operon, were transformed with
plasmid pCAAD containing the adcE gene or with pFNK6
containing the synthetic acetone operon D (42). The degen-
erate mutants with pCAAD produced significant butanol
and butyric acid but no acetone. The same degenerate mu-
tants with pFNK6 produced butyric acid and acetone but
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Figure 6. Optical density and product profiles in pH 4.5
batch fermentations for C. acetobutylicum strains:
(a) ATCC 824 and (b) ATCC 824 (pFNK6). Open trian-
gles, optical density at 600 nm; solid squares, butanol;
solid circles, acetone; solid triangles, ethanol; open
squares, butyrate; open circles, acetate. Source: Repro-
duced with permission from Ref. 49, p. 62.
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no butanol. The butyraldehyde dehydrogenase (BYDH) ac-
tivity was produced only in late growth phases in M5
(pCAAD), as is typical for strain 824 (50). M5 cells alone
produced no butanol or BYDH activity. Thus the regulatory
signals for the sol operon must operate “in trans” and be
able to control multiple copies of the plasmid-borne genes
for solvent production.

Chromosome Mapping and Gene Sequencing. When gene
transfer methods and a number of cloned genes became
available, construction of a genetic map of the C. beijer-
inckii chromosome was begun to expand genetic analysis
of a solventogenic clostridia. About 32 genes have been po-
sitioned relative to one another on the 6.5-Mbp circular
chromosome map (31). The process of mapping depended
on preparation of the genomic DNA by lysis of cells within
agar blocks, treatment with exonucleases that cut this
DNA in just a few places, and then pulsed-field gel elec-
trophoresis. The large chromosome pieces displayed on the
gel are than probed with cloned genes to position each
gene. As indicated earlier (“Butanol Fermentations”), this

method has revealed wide divergence in strains of C. ace-
tobutylicum (4). Other differences in arrangement of sol-
vent genes and regulatory genes may emerge later.

The complete genomic DNA sequences of a number of
Eubacteria and of Archaea, such as Methanococcus jan-
naschii are now available (52). The complete DNA se-
quences of the genome and the pSOL-1 plasmid of C. ace-
tobutylicum (ATCC 824) are currently being determined
(53). These sequences should provide valuable information
on the genetic basis for expressing the proteins and regu-
latory networks essential for cellular vegetative and de-
velopmental changes carried out by this organism. Future
successful strain development employing Clostridium will
depend on complete analysis of the genetic potential of
these organisms.

Insertional Mutagenesis with Integrational Plasmids. Re-
cently, it has been possible to develop gene transfer involv-
ing homologous recombination in the solvent-producing
strains C. beijerinckii and C. acetobutylicum (ATCC 824).
Conjugation procedures with C. beijerinckii and electro-
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transformation with C. acetobutylicum were used to obtain
transconjugants or transformed cells at high efficiency,
leading to the detection of the integration of plasmids that
lack a replication function active in Clostridium (Rep�).
Transformants or transconjugants arise by a Campbell-
type recombination event between the chromosomal seg-
ment in the plasmid and the same region in the bacterial
chromosome (31). This insertional event results in an al-
tered or inactivated gene. Nonreplicative (R�) plasmid
constructs containing parts of the acetate kinase gene (ack)
or butyrate kinase (buk) gene fragments were integrated
into normal regions of the chromosome of C. acetobutyli-
cum. The altered strains produced more butanol during
fermentation of sugars (54).

Is Solvent Production a Cellular Stress Response?

Endospore Formation and Solventogenesis. The ultimate
response of a number of bacteria to physical or chemical
stress or starvation is formation of stress-resistant, met-
abolically inactive resting cells. Species of the gram-
positive Bacillus and Clostridium differentiate into highly
resistant endospores. The biology of endospore formation,
including the molecular events that take place during this
developmental process, has been studied primarily in B.
subtilis by many microbiologists over the past 30 years
(55). The physiologic changes inside the cell that signal the
shift of C. acetobutylicum to solventogenesis are most
likely either a shift in the redox state of elements in the
electron transfer system, such as NADH or reduced Fd, or
an increase in the concentration of butyric acid or H�, or
maybe both, as suggested earlier (see “Physiology of Con-
trol of Solvent Formation”). In this bacterium, the shift to
solventogenesis is associated with other rather massive
changes, which include induction of endospore formation
and must involve the induction and activation of complex
regulatory networks, proteins, and pathways (25). What
are the molecules that receive the physiologic signals, and
how are all these events triggered in this bacterium? As
mutant studies cited earlier (“Genetics of Solvent Forma-
tion”) indicate, initiation of solvent production and sporu-
lation are tightly coupled, although clearly solventogenesis
is not a prerequisite to sporulation in C. acetobutylicum,
C. beijerinckii, and C. thermosaccharolyticum. Hence there
must be both separate and common control mechanisms.
Two lines of recent research support the view that these
bacteria are regulated by two classes of the molecular sig-
naling systems that normally operate in bacteria for stress
control and adaptation to environmental change.

First, in many bacteria, coordinate transcription of sets
of genes is regulated by alternative sigma factors that con-
fer new promoter specificities on RNA polymerase. Ex-
amples are heat shock, or stationary phase in E. coli, spor-
ulation in Bacillus and streptomycetes, and flagella
synthesis in many bacteria. Development of endospores in
Bacillus requires a temporal sequencing of gene expression
regulated by four sigma factors (rF, rE, rG, and rK) and a
protease (spo II GA) that activates the rE protein. All the
genes encoding these sigma factors and the protease have
been identified in C. acetobutylicum by cloning and se-
quencing (56). Thus, even though the physiologic signals

for sporulation in Bacillus (nutrient starvation) are differ-
ent from those for Clostridium (blocking of growth in the
presence of excess nutrients), they utilize the same general
regulatory features for development. As pointed out above,
rH the sigma factor that directs RNA polymerase to gen-
eral cellular promoters in C. acetobutylicum, similar to rA

in other bacteria, apparently also directs the expression of
solvent and acid enzyme genes in this bacterium. There-
fore, it is clear that the genes concerned with solventoge-
nesis (sol genes) are not part of the sporulation cascade.
Indeed, a different mechanism coordinates sporulation
and solventogenesis, along with other key physiological
and morphological changes that occur during the meta-
bolic “switch.”

The second major signal system required for endospore
formation is the phosphorelay pathway essential for initi-
ation of sporulation (57). In B. subtilis a number of re-
sponse regulator proteins respond to environmental, cell
cycle, and metabolic signals, resulting in the phosphory-
lation of the SpoOA transcription factor. The SpoOA�P
controls the transcription of numerous genes by activating
or inhibiting the levels of other transcription regulators,
which in turn regulate transcription of proteins such as
sigma factors required to enter the sporulation cycle. The
SpoOA protein acts as a transcriptional regulator both as
a repressor of transcription and as an activator by binding
to DNA sequences called the “OA boxes” (5-TGNCGAA-3)
(57). Only the phosphorylated form, SpoOA�P, is active.
PCR primers of portions of SpoAO averaged from se-
quences of four bacilli, were used to isolate SpoOA seg-
ments from the DNA of 11 other species of Clostridium and
Bacillus including C. acetobutylicum, C. beijerinckii, and
C. pasteuranium. The complete sequence of the spoOA
gene from C. beijerinckii has been determined and, as in
the case of two Bacillus strains, the promoter region of the
gene has a rH promoter with an OA box (58). This is con-
sistent with the autoregulation of spoOA by SpoOA�P,
first shown in B. subtilis. Further, possible “OA box motifs”
were found in all the promoter regions for the solvent genes
adc, ctfAB, adhE, bdhA, and bdhB (see Fig. 5) and for the
genes ptb-butk of C. acetobutylicum (31). Expression of
these genes is either activated or repressed during the
switch to solventogenesis.

Thus, in C. acetobutylicum (ATCC 824), direct control
by SpoOA is likely. This view was tested in C. beijerinckii
(NCIMB 8052) by means of the insertional mutagenesis
technique described earlier (“Genetics of Solvent Forma-
tion”). An R� (unable to replicate) integrational plasmid
containing a DNA segment in the spoOA coding region was
prepared and transferred into the cell. Recombination oc-
curred by the Campbell-type mechanism, yielding an in-
sert of the plasmid with its antibiotic resistance marker
(EmR) within the chromosomal spoOA gene inactivating its
expression. The SpoOA� strain was asporogenic, unable to
produce granulose, and unable to produce solvents (31).
This indicates that all three of these “switch” responses are
most certainly regulated by the phosphorelay system.

Heat Shock Response System in Clostridium. Exposure to
a heat shock of all organisms, from bacteria to humans,
results in the rapid burst of synthesis of from 15 to 40
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proteins. This transient upshift in synthesis of this set of
heat shock proteins is also triggered by exposure to toxic
chemicals, virus infection, ethanol, and other agents. The
major proteins induced include two important categories.
First to be induced are the chaperone proteins such as
GroES, GroEL, DnaK, DnaJ, and GrpE, which are re-
quired for folding newly synthesized proteins and prevent-
ing aggregation of denatured proteins destined to be re-
natured or digested by proteases. Second, a series of
ATP-dependent proteases (e.g., Lon, ClpP, ClpX) is in-
duced, since such enzymes must play a role in protein pro-
cessing or in digesting damaged proteins. There are also a
number of sigma factors and other proteins induced. These
heat shock proteins function as well in cells growing in
normal conditions by “chaperoning” the proper folding of
many proteins and digesting abnormal or denatured pro-
teins. Thus the general function of this stress-induced fam-
ily of proteins is to ensure a high yield of correctly folded
proteins even in the presence of protein-denaturing physi-
cal and chemical shocks (for general review, see Ref. 59).

Since solvent production in C. acetobutylicum and other
clostridia is often enhanced by stress conditions such as
accumulation of toxic acids that inhibit growth as outlined
earlier, it is important to ask how regulation of this heat
shock system is related to induction of solventogenesis.
The two major chaperon families (the GroE and the Dna
K-J groups), as well as 10 or so other heat shock proteins,
are transiently induced when C. acetobutylicum is up-
shifted from 30 �C to 42 �C for 5 min. (60). When the same
organism shifts to solvent production by a drop in pH at a
high butyric acid concentration, the same transient induc-
tion of heat shock proteins occurs. Thus, this stress re-
sponse is coordinated with the induction of the expression
of genes encoding solvent-forming enzymes. In the case of
E. coli, the expression of the heat shock genes depends on
a special sigma factor, r32, which forces cellular RNA poly-
merase to recognize specific promoter sequences of the
heat shock gene family. However, the regulatory mecha-
nism for heat shock gene expression in C. acetobutylicum
appears to be different. No evidence for an alternative
sigma factor has been found, and the promoter sequences
of the groE and dnaK operons conform to the common pro-
moter region for gram-positive bacteria. However, in both
C. acetobutylicum and B. subtilis there is a conserved in-
verted repeat (IR) of 9 bp separated by a 9-bp spacer within
the promoter region of the dnaK and groE operons. This
IR has been identified in 27 bacterial species (both gram-
negative and gram-positive), always occurring only before
the dnaK and groE operons. There is evidence in B. subtilis
that this IR is a site that interacts with a regulatory pro-
tein (ORF 39) that may act alternatively as an activator
and a repressor (61). A similar protein (ORF A) identified
in C. acetobutylicum is a candidate for the same regulatory
function.

How the mechanisms regulating heat shock and general
stress response in the clostridia may be connected with the
SpoOA phosphorelay system involved in the initiation of
endospore formation and solventogenesis is still not
known. In any case, the stress response in gram-positive
bacteria is designed to combat a variety of stress situa-
tions. In summary, the overall stress response of the

solvent-forming C. acetobutylicum and perhaps other
solvent-producing clostridia appears to involve three re-
sponse systems. First, heat shock genes are induced, ex-
pressing a 10- to 20-fold increase in chaperone proteins
protecting vital cellular enzymes and other proteins
against denaturing effects of internal butyric acid. Second,
solvent genes are induced, expressing a 40- to 100-fold in-
crease in butanol and acetone pathway enzymes and re-
sulting in recycling of butyric and acetic acids, thus detox-
ifying the environment. Finally, the first two stress
responses permit the cell time to induce the complex ma-
chinery required for differentiation to endosporulation,
which is the ultimate stress response available to all the
clostridia.

DEVELOPMENT OF NEW SOLVENT-PRODUCING STRAINS

The Product Tolerance Problem

When a Clostridium-based fermentation is contemplated
for a commercial solvent production system, the factors
such as rate and efficiency of substrate conversion to sol-
vents must be considered. But the major problem to be
faced for all clostridial fermentations is extraction of low
concentrations of solvents from water. It has been calcu-
lated that when distillation is used in the recovery of eth-
anol at less than 6–8%, or n-butanol at less than 2–3% from
fermentation beers, the energy required exceeds the net
energy recovery in the final products obtained in the com-
mercial process. Yeasts and strains of Zymomonas mobilis
convert sugars to an ethanol concentration high enough
(10–20%) to permit separation of the solvent from the fer-
mentation beer on an energy budget sufficiently low to al-
low profitable industrial production. In contrast, cocul-
tures of C. thermocellum and C. thermohydrosulfuricum
fermenting liquefied wood to ethanol produce a low final
yield of 2% ethanol, a concentration above which growth of
both these bacteria is inhibited. Likewise, the butanol–
acetone fermentation by C. acetobutylicum stops when
only 2% (w/v) solvents is reached, primarily owing to the
toxicity of butanol.

There has been only limited research on the biological
basis of low tolerance of clostridia to solvents involving
strains of three organisms: C. thermocellum, C. thermohy-
drosulfuricum, and C. acetobutylicum (24). Growth of C.
thermocellum at low concentration of ethanol results in an
increase in the ratio of unsaturated/saturated fatty acids
in the cytoplasmic membrane consistent with work with
other bacteria. A mutant strain, C9, adapted to growth at
higher levels of ethanol (2%) exhibited even greater in-
crease in the amount of unsaturated fatty acids. The view
is that ethanol enters the cell, causing a decrease in mem-
brane fluidity, and the bacteria adapt by altering the fatty
acid content to increase fluidity. The low ethanol tolerance
of C. thermocellum (5 g/L) has been ascribed to specific
inhibition of a number of enzymes required for glycolysis.
Glucose fermentation by C. thermohydrosulfuricum (strain
39E) was inhibited by 0.5–2% ethanol. A mutant strain
(39EA) grew in 8% ethanol at 45 �C and 3.3% ethanol at
68 �C. Unfortunately, the mutant strain produced a 1:1 ra-
tio of ethanol to lactate, while the parent strain (39E) pro-
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duces an ethanol-to-lactate ratio of 8:1. The ethanol-
tolerant mutant also, incomprehensibly, lost the ability to
utilize starch for growth (see review, Ref. 24).

The studies with C. acetobutylicum on product tolerance
reveal that the effect of butanol appears to be opposite of
ethanol in that butanol increases the cell membrane flu-
idity (24). Growth of C. acetobutylicum in 1% butanol in-
creases the ratio of saturated to unsaturated fatty acids in
the membrane. Thus, this adaptation is similar to fatty
acid changes in mesophilic bacteria in response to maxi-
mum growth temperatures. Growth of this organism is in-
hibited at 11, 51, and 43 g/L of acetone, ethanol, and bu-
tanol, respectively, while as little as 6–8 g/L of butyrate
and acetate inhibit growth. Thus, the view that the met-
abolic shift of these clostridia from an acidogenic to a sol-
ventogenic metabolism with recycling of organic acids is a
detoxification stratagem is consistent with these observa-
tions. However, the fermentation is finally restricted by a
low concentration of the major solvent, butanol.

Preliminary experimental approaches to improving bu-
tanol tolerance have been reported. Physiologic replace-
ment of normal membrane fatty acids with long-chain fatty
acids such as oleic acid (C18) and elaidic acid (C20) in cell
membranes of C. acetobutylicum has been partially suc-
cessful. Adding oleic acid or elaidic acid to growing cells in
a biotin-free medium results in bacteria twice as tolerant
to butanol inhibition. Butanol-resistant mutants selected
from C. acetobutylicum (ATCC 824) will ferment corn
starch to yield 7.9 g per liter of butanol (24). These butanol-
tolerant mutants yielded 14 g per liter of butanol during
fermentation and tolerated 16 g per liter of butanol.
Autolysin-resistant mutants of strain NCP 262 are some-
what more butanol tolerant but produce only 20 g per liter
of total solvents during fermentation. Clearly, the mecha-
nism of solvent tolerance has not been elucidated. Thus,
the low solvent yields characteristic of all Clostridium fer-
mentations remain a major stumbling block for commer-
cialization.

Biochemical engineers have developed new designs for
continuous fermentation combined with product recovery
technologies to cope with solvent intolerance inherent in
clostridial fermentations. Application of these techniques
for the acetone–butanol fermentation was reviewed by
Maddox et al. (62). A combination of the new separation
technologies and specialized mutant strains may be the
best approach for future solvent production systems. For
example, a pervaporation technology was combined with a
fed-batch fermentation employing the superrecycling mu-
tant B18 of C. acetobutylicum (NRRL 643) (15). Continuous
removal of acetone and butanol through silicone tubing
maintained the level of butanol in the broth below 4.5 g/L
while hourly glucose consumption was held at about 2 g/L
for 80 h. There was little accumulation of organic acids,
and a high solvent yield (63). A long-term (2,000 h) contin-
uous cultivation of C. beijerinckii (NRRLB 592) in a two-
stage chemostat with on-line solvent removal by mem-
brane evaporation produced solvents at a rate of 9.27 g/L/
h without degeneration (64). The substitution of the high
solvent, superrecycling C. beijerinckii strain BA101 should
improve yield and productivity (16). The combined appli-
cation of either mutant or genetically altered clostridia

with integrated fermentation and product recovery tech-
nologies may successfully sidestep the low product toler-
ance characteristic of the clostridia.

Biology of Substrate Utilization

Solventogenic clostridia have the potential for converting
carbohydrate substrates from excess agricultural crops or
forest and agricultural wastes into solvents and fuels. The
carbohydrate feedstocks for these fermentations are pri-
marily starch, cellulose, xylans (or hemicelluloses), and
lactose. Three recent reviews present the details of the en-
zymology, and genetics of utilization of these carbohy-
drates by the clostridia (62,65,66). Most of the solvent-
producing saccharolytic clostridia utilize starch as a
carbon source, reflecting their synthesis of extracellular
and cell-bound amylolytic enzymes. Each species carries
an array of three or four of the following enzymes: �-
amylase, which hydrolyzes �-1,4-glucosidic linkages of
amylose at random; b-amylase, which hydrolyzes �-1,4-
glucosidic linkages from the ends of amalose, releasing
disaccharides; glucoamylase, a hydrolyzer like b-amylase,
but one releasing glucose; and pullulanase, which hy-
drolyzes �-1,6-glucosidic linkages or branch points of
amylopectin. Some thermophilic clostridia, such as C. ther-
mohydrosulfuricum, produce a novel double-headed amy-
lopullulanase that has both �-amylase and pullulanase
activity. Strain development for utilizing specific starch-
containing feedstocks will require selection of strains that
contain the best array of these enzymes for the effective
utilization of the selected carbon source. In addition, C.
puniceum produces pectinolytic enzymes that seem to aid
in exposing the starch feedstock to the amylolytic enzymes
(8). Because most of the genes involved in expressing the
enzymes for starch utilization have been cloned, it is now
possible to genetically engineer solventogenic clostridial
strains for each starch source.

The thermophilic C. thermocellum has been the central
object of research on bacterial utilization of cellulose as a
carbon source for solvent production (66). There are also
seven or so mesophilic cellulolytic clostridia that are
closely related but with distinctly different arrangements
of cellulases (29). Although as noted earlier (“Ethanol Fer-
mentation”), C. thermocellum has major drawbacks as a
candidate for commercial production of ethanol, extensive
study of the genetics and biochemistry of the extracellular
cellulose complex indicates that it may play a role in new
strain development. During batch growth of C. thermocel-
lum in media with insoluble cellulose, most of the cellulose
activity is located in large-cell-associated multiprotein ag-
gregates (cellulosomes) that also bind to cellulose fibers.
Clusters of cellulosomes are observed, and the basic sub-
unit in C. thermocellum strain YS as a 2.1-MDa complex
including 14 different polypeptides. In other strains, cel-
lulosomes up to 3.5 MDa consisting of 50 polypeptides have
been described. Multiple forms of b-1,4-endogluconases
and exogluconases plus a 210-kDa scaffolding protein are
organized in the cellulosome structure.

Other separate components in C. thermocellum include
two xylanases and two b-glucosidases. Many of the genes
for these proteins have been cloned, partially sequenced,
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and also expressed in E. coli. Thus, in future strain devel-
opment, many or all of the component parts of the cellu-
losome from C. thermocellum could be genetically trans-
ferred and expressed in other solventogenic clostridia such
as C. acetobutylicum. This later organism already pro-
duces xylanases and can grow slowly on xylans as a source
of fermentable sugars. Six different strains of C. acetobu-
tylicum contain both extracellular and cell bound b-1,4-
exogluconases; but cannot utilize cellulose as a carbon
source (65). The genetic technology is now available to de-
velop a cellulolytic C. acetobutylicum that will convert cel-
lulose to acetone and butanol.

Metabolic Pathway Inactivation and Amplification

As noted earlier (“Genetics of Solvent Formation”), the ge-
netic methods for DNA transfer and insertional mutagen-
esis now available for some of the clostridial strains that
produce solvents together with recent advances in cloning
and sequencing of many of the important genes encoding
solventogenesis and pathways of substrate utilization
promise a new era of strain development. The best exper-
imental examples for changing the ratios of fermentation
products come from studies with C. acetobutylicum. Nor-
mally, the bacteria carrying out this fermentation produce
five different organic products (as well as H2 and CO2) in
different amounts, depending on growth conditions (see
earlier: “Butanol Fermentations” and “Physiology of Con-
trol of Solvent Formation”). Ideally, during solvent produc-
tion, a mutant that produced only acetone, ethanol, and
butanol, with no residual organic acids, would be desirable.
By transferring a plasmid carrying the three genes re-
quired for acetone production to a normal C. acetobutyli-
cum (ATCC 824), one can produce an excess of the two
acetone enzymes in the cell (49). This amplifies the capa-
bility to recycle the organic acids and produce a high yield
of both butanol and acetone (see Fig. 6). The same result
is obtained with a mutant strain, B18, of strain NRRL 643,
selected for low acid production following mutagenesis
(15).

The second approach to directing the flow of carbon into
specific products in the C. acetobutylicum fermentation is
“gene knockout” by insertional mutagenesis. Recent ex-
periments indicate that inactivation of acetyl kinase or of
butyrate kinase prevents acetate or butyrate production,
respectively, and permits an earlier and increasing flux to-
ward butanol. Since autolysin, an enzyme produced by C.
acetobutylicum, causes a late growth phase self-lysis, in-
activation of this enzyme might also prolong solvent pro-
duction. Autolysin-deficient mutants of C. acetobutylicum
strain P262 show increased cell stability and a higher bu-
tanol tolerance.

Another problem facing the use of C. acetobutylicum for
a continuous fermentation is the natural coupling of sol-
ventogenesis with development of endospores. The normal
biology of the organism has coordinated these and other
processes to adapt to organic acid stress and other stress
situations. In C. acetobutylicum (ATCC 824), the loss of the
large 210-kb pSOL-1 plasmid causes loss of the sol operon
as well as certain unknown genes required for sporulation
and granulose formation (42). Thus, in strain ATTC 824,

loss of the pSOL-1 plasmid may serve as an advantage
for development of a continuously fermenting, solvent-
producing strain. By transferring the genes of the sol op-
eron and the adc gene on a plasmid back into a pSol-1-
negative strain, it is possible to induce solvent formation
uncoupled from spore formation (42). In a number of
strains of Clostridium as well as the butanol-producing
strains, the initiation of sporulation and solvent formation
is controlled by a complex phosphorelay mechanism as in
B. subtilis, as noted earlier (“Is Solvent Production a Cel-
lular Response?”). Further study of this regulatory net-
work in the clostridia may reveal ways to upregulate sol-
vent formation and also block initiation of endospore
formation.

Since microbiologists estimate that only about 0.1% or
less of all the bacteria in nature have ever been success-
fully isolated, there must be a large untapped natural pool
of uncharacterized clostridia with valuable capabilities
worthy of the attention of industrial microbiologists. For
instance, in 1979 only five clostridial thermophilic bacteria
were known. By 1995 more than 16 clostridial thermo-
philes had been purified (26). Recent reclassification dem-
onstrates that Thermoanerobium sp. and Thermoanaero-
bacter sp. are close relatives to the clostridia, which
expands the number of candidates for new strain devel-
opment to more than 25. Thus, just considering growth
temperatures in the range of 55–70 �C as a desirable prop-
erty, many natural species are only recently isolated from
nature. Perhaps a program of genetic engineering should
be preceded by the application of new enrichment tech-
niques to a search for natural species with new pathways,
increased solvent production, or increased tolerance to
chemical or physical stress.
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INTRODUCTION

For the past 40 years, therapeutic preparations of plasma
coagulation factors have been derived from plasma. The
plasma fractionation industry developed during and after
the second World War and was often a partnership be-
tween a governmental or not-for-profit organization that

obtained the blood from volunteer donors and the nascent
commercial plasma industry. Since the beginning of blood
banking and the production of plasma products, the regu-
latory oversight has been done by the national organiza-
tions responsible for biologics control. The authority and
the procedures of these organizations are different than
those for pharmaceutical regulation.

Regulation of the plasma products in the United States
was based on the Public Health Service Act of 1902. This
act was promulgated to regulate the production of vaccines
and therapeutic serums. The latter phrase was construed
to include blood and plasma products when this industry
developed later on. Compliance was monitored by the Pub-
lic Health Service Laboratories, later to become the Na-
tional Institutes of Health. In 1972, the regulation of U.S.
biologics was moved to the Food and Drug Administration
(FDA).

One of the major efforts in any of the biological control
agencies was the development of standards and assays for
impure and poorly characterized natural products. This
major component of biologics regulation is seen in the
name of the former U.S. control organization, Division of
Biologics Standards at NIH, and in the U.K., the National
Institute of Biological Standards and Control (NIBSC).

Although regulation has properly belonged to national
regulatory bodies, there are other inputs to the regulatory
process from supranational organizations, such as the Eu-
ropean Community and the International Conference on
Harmonisation (ICH). In the United States, the FDA re-
quires that an advisory committee votes for approval of
licensure. These committees include representatives of ad-
vocacy groups that have voting membership in the FDA
blood product advisory committee (BPAC). The recommen-
dations of professional organizations are also quoted in
regulatory documents or regulatory decisions. The Scien-
tific and Standardization Committee of the International
Society of Thrombosis and Haemostasis has provided rec-
ommendations for the hemophilias and thrombotic dis-
ease. In addition, civil liability law has an impact on all
therapeutic producers, particularly in the United States.

Regulatory documents of the FDA are published in the
Code of Federal Regulations (CFR), and updated guidance
documents can be obtained from the FDA World Wide Web
site (http://www.fda.gov). European documents are found
in the European Pharmacopeia, and guidance documents
are obtained from the Committee on Proprietary Medicinal
Products (CPMP).

Blood Coagulation

Blood coagulation results from a series of proteolytic re-
actions that first activate a procoagulant protein, and then
the resulting coagulant is inactivated either proteolytically
or by interaction with an inhibitor (1) (Fig. 1). Although
presented as the coagulation cascade (Fig. 2), implying am-
plification, the complexity results in many points where
there is sensitive biochemical control. Individual compo-
nents are identified by roman numerals, and the activated
form is indicated by a lowercase “a.”

Factor IX, the defective protein in hemophilia B, is the
proenzyme of a serine protease that is cleaved to activated
factor IX (IXa). Factor VIII, the defective or deficient pro-
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Figure 1. Prototype coagulation step.
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Figure 2. Coagulation sequence.

tein in hemophilia A, is a protein cofactor that circulates
bound to a large polymeric protein, von Willebrand’s factor,
which is defective in von Willebrand’s disease. In the bound
state the factor VIII remains in the plasma; in the presence
of small amounts of thrombin, it is released from the von
Willebrand factor and activated. In the presence of factors
IXa and VIIIa there is activation of the downstream en-
zymes in the coagulation cascade (Fig. 2). Absence or de-
fects of either factor IX or factor VIII leads to inability to
form fibrin clots. Absence of the carrier protein, von Wil-
lebrand’s factor, leads to low circulating levels of factor VIII
as well as decreased recruitment of platelets to damaged
endothelium and leads to a hemorrhagic state.

The factor VIII gene product is �250,000 kDa derived
from a gene of 186 kb in 26 exons. The gene product is
glycosylated intracellularly, and the tyrosine at position
1680 must be sulfated. During passage through the Golgi
apparatus there is excision of much of the central portion
of the protein (B-domain), resulting in a heavy and light
chain held together by Ca2�. This is the form found in the
circulation.

Genetic Hemorrhagic Disorders

Hemophilia A and hemophilia B are the result of mutation
of genes located on the X chromosome. As such they are
sex-linked, and sons of carrier mothers have a 50% likeli-
hood of carrying the defective gene and presenting with the
clinical phenotype of abnormal hemorrhage. This leads to
crippling and death in those severely afflicted.

Treatment of these diseases began with plasma and
evolved to more purified and concentrated plasma products
(2). Adequate treatment for those with severe hemophilia
involves lifetime intravenous administration given ap-
proximately weekly. Although the treatment is effective,
there are two major safety issues with plasma products:
blood-borne viral infections and the development of anti-

bodies that inhibit the therapeutic effect. Hemophilia A
and B were one of the early targets of the biotechnology
industry.

The patient population is small, with 16,000 patients
with hemophilia A (deficiency of factor VIII) and hemo-
philia B (deficiency of coagulation factor IX) in the United
States. Of these, about 8,000 have severe disease and need
frequent treatment. Treatment with plasma products tem-
porarily improved the well-being of this patient population
until the HIV epidemic; 6,600 U.S. patients were infected
(3). Patients with severe hemophilia A need frequent and
lifelong treatment; this group uses �50,000 to 100,000 fac-
tor VIII units annually.

Viral infection from plasma products has been the major
problem in the treatment of the congenital bleeding dis-
orders. Infection with most blood-borne viruses has been
minimized during the past 10 years by viral inactivation.
The most common procedure is the destruction of the lipid-
coated viruses (HIV, hepatitis B and C) by extraction with
a solvent-detergent mixture. Another procedure is the use
of heating either in solution or in the dry state. Many reg-
ulatory authorities are demanding two viral inactivation
and removal steps for recombinant and plasma-derived
factor VIII and factor IX.

The second problem for the treatment of hemophilia A
is that 15% of patients will develop inhibiting antibodies
to factor VIII and become refractory to standard treat-
ment. Although most patients who develop antibodies may
be genetically predisposed, in other cases this is because
of neoantigenicity induced in the factor VIII during pro-
duction and viral inactivation (4).

A third hemorrhagic disease, von Willebrand’s disease,
is the result of heterogeneous mutations of the gene for a
polymeric carrier protein of factor VIII, von Willebrand’s
factor.

REGULATORY ISSUES FOR RECOMBINANT
COAGULATION FACTORS

Statutory drug law is based on the principles of safety and
efficacy. Regulatory oversight of pharmaceutical produc-
tion is done in large part through good manufacturing
practices (GMPs) and good laboratory practices (GLPs).
This is a body of regulation and policy that can change
rapidly. In addition, in the regulation of biologics there is
a need for product consistency whether the product is de-
rived from animals or from cells. The particular origin of
biologics leads to special needs in the control of the starting
materials, including cells, genes, etc. This is best exempli-
fied in the regulations for the establishment of intensively
characterized master cell banks for cell-derived products
(5). This cell bank will be expanded in number under stan-
dard conditions to produce a consistent product over de-
cades.

The advent of the biotechnology products for coagula-
tion deficiencies (i.e., cell-derived rather than plasma-
derived coagulation factors) raised few unique regulatory
issues. Traditional biologics regulation had already dealt
with cell-derived products, including the potentially dan-
gerous live virus vaccines. A regulatory framework for the
characterization and control of cell lines had already been
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constructed, and in 1984, a workshop sponsored by the Bu-
reau of Biologics dealt with many of the residual issues.
This was followed by a WHO report in 1987 (6,7). This was
followed by the development of Points-to Consider for prod-
ucts derived from mammalian cells (8) and the EEC equiv-
alent (9). The Points-to-Consider are not legal regulatory
documents, but they inform those who are dealing with the
agency of the current views of the regulatory authority.
There is an effort to have as much commonality as possible
between the international regulatory agencies, and exten-
sive efforts to harmonize the guidelines are ongoing by the
ICH (10). Of particular concern originally was the quality
and quantity of residual DNA in the final product (11); a
fear that has diminished with time.

The FDA does not produce specific documents on coag-
ulation or fibrinolytic products. In contrast, the European
Community has specific and detailed regulatory docu-
ments for the coagulation products (12). The basis for regu-
lation of recombinant coagulation factors is similar to
plasma-derived coagulation factors: the assessment of
safety, efficacy and consistency. More particularly, there is
intensive and extensive evaluation of the cell production
systems, the control and standardization of the final prod-
uct, and clinical effectiveness and safety. The main point
of the original regulation for cell-derived coagulation fac-
tors was that the products should be identical with plasma-
derived products. More recently, products with similar but
not identical structures have been received by regulatory
authorities with little additional concern.

The GLPs and GMPs are in principle identical around
the world; however, there can be significant differences in
detail. There has been rapid change in pharmaceutical sci-
ence during the past decade, including filling procedures,
air and water systems, and analytical methods. Approved
production facilities of today may not meet GMPs in 5
years. In addition, regulatory policy can change without
any formal notification or publication. For these reasons,
it is important that the manufacturer maintain constant
communication with the regulatory agency from inception
to final approval.

Many facilities for recombinant products will be de-
signed and maintained as single product manufacturing
areas. This will include raw materials, cell lines, expansion
of cell lines, fermenters, purification equipment, and the
filling line. It will only be for the postfilling operations that
there will be contact with other products. Some useful
products may have such small demand that a few lots will
meet needs for several years. Such a case may be recom-
binant activated factor VII (VIIa) for use in hemophilics
with inhibitors not responsive to other modes of therapy.
In this case, the plant must have a validated procedure for
producing a different product.

Cellular Issues in Recombinant Coagulation Products

All cells used for the production of recombinant coagula-
tion factors must either meet the Points-to-Consider doc-
uments by the FDA or have information indicating that
there is no compromise to the safety and efficacy of the
product if some of the points are modified. The relevant
Points-to-Consider are those involved with production of
the master cell banks (5) and the Points-to-Consider for

products derived from mammalian cells (8). The European
equivalents are CPMP Note for Guidance: Production and
Quality Control for Medicinal Products Derived by Recom-
binant DNA Technology (9) and the ICH documents on the
analysis of the expression construct (10).

The cells must not only synthesize the desired protein,
but efforts must be made to simplify the purification pro-
cess and minimize the presence of adventitious infectious
agents by simplification of the growth medium. In partic-
ular, the use of fetal calf serum is avoided if at all possible
to minimize a significant source of microbial and antigenic
contamination. It is likely that regulatory agencies in the
future will require more effort to develop culture systems
free of serum or other animal protein.

During the production time, there must be no evidence
of either microbial contamination or of change in the cell
or the cell product. Both the U.S. and European documents
require characterization of the vector to demonstrate the
stability of the inserted gene over the time of a production
run or longer. The development of PCR technology has al-
lowed the characterization of cDNA and RNA. Frequent
sampling and testing of the conditioned media during pro-
duction and the final purified product are a requirement.

The cells must be capable of appropriate post-transla-
tional modifications. In the case of factor IX, there must be
carboxylation of the 10 to 11 glutamic acids so that the
molecule has full function. This has been accomplished by
inclusion of a gene for a protease to remove the propeptide
and allow carboxylation of the glutamic acids at the NH2

terminal of the factor IX molecule. Other significant post-
translation modifications include the formation of a b-OH
aspartate residue, sulfation, phosphorylation, and glyco-
sylation. In addition, there must not be the production of
any protease that will degrade or activate factor IX.

A similar constraint is true for cells producing factor
VIII. This is a heavily glycosylated molecule, and each pro-
duction system could yield different products, some of
which might be immunogenic. Although this is a concern,
no such immunogenic derivatives have been found as yet
in factor VIII produced by recombinant technology.

Von Willebrand’s factor must be produced in cells allow-
ing polymerization of the monomer and secretion of these
virus-sized protein molecules into the media. The cell cul-
ture system must also be able to sulfate a specific tyrosine
residue to allow binding to factor VIII and thrombin acti-
vation of the factor VIII.

Purification Issues in Recombinant Coagulation Products

Purification of coagulation products revolves around three
issues: the removal of foreign allergens, the removal of
DNA, and the removal of adventitious agents originating
from the host cell and the media. The issue of allergens is
of importance because the recipients need lifelong therapy.
In contrast to the older plasma products, the purification
process using mouse immunoglobulin affinity columns
may be a new hazard, and at this time, monoclonal anti-
body purification is the universal purification method for
factor VIII. The monoclonal antibodies do not have to meet
the full requirements for a therapeutic monoclonal anti-
body but must have been examined for murine viruses.

There are no absolute requirements or regulations for
protein purity within the U.S. or European regulations.
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However, the manufacturer is obligated to have satisfac-
tory test systems to detect nontherapeutic proteins derived
either from the cell source or the purification procedure
(e.g., leached monoclonal antibodies). The ultimate test
will be in recipients of the product (see “Clinical Trials”).

The factor IX product being developed not only is grown
in media without protein but the purification steps do not
involve monoclonal antibodies. This strategy simplifies the
purification process and is also deemed desirable in terms
of the introduction of viruses either in tissue culture or in
the final product (13). Although this is apparently the first
coagulation product from cells grown in the absence of pro-
tein in the media and purified without the use of monoclo-
nal antibodies, it may set a new standard.

The same procedures for the removal and inactivation
of viruses that are required for cell-derived products are
required for the plasma products. Although the use of cell-
derived products in contrast to plasma-derived products
will only rarely contain viruses transmissible to humans,
the newer knowledge of virology and the public perception
demands extreme measures. The manufacturer must show
that the purification methodology has the capability to re-
move or inactivate viruses of different types. However, the
European guidelines are much more specific than the com-
parable U.S. documents (14).

One of the first issues for cell derived products was the
establishment of limits for DNA. This was set at 10 pg/
dose for all products in the original FDA documents (10),
but the current WHO level of 100 pg/dose (7) seems to be
the actual figure used by the FDA. Products used for the
treatment of hemophilias are infused 1,000 times in a life-
time; however, there is no change in the dosage for prod-
ucts used a few times as opposed to 1,000 times in a life-
time. The requirements for DNA removal revolve around
the theoretical ability of cell-derived DNA to be incorpo-
rated into somatic cells in the recipient (11).

Final Product

The structure of the gene product must be extensively
studied. This will include extensive peptide mapping, mo-
lecular weight analysis by electrophoretic assessment, and
perhaps mass spectrometry. In some cases such as factor
IX, the complete amino acid structure is feasible, whereas
for factor VIII the total amino acid sequence is more on-
erous than useful in the light of the established gene struc-
ture. Disulfide bonding should be characterized and shown
to be identical to plasma-derived coagulants. As noted ear-
lier, there are specific post-translational modifications for
given products important for their function, such as glu-
tamyl carboxylation of factor IX, that should be character-
ized.

The final product will include degradation products of
the gene product. These should be identified, analyzed for
their sequence, and discriminated from other protein con-
taminants.

A specific issue for the coagulation factors is that they
are in the appropriate state (i.e., nonactivated for factor
VIII or IX). For von Willebrand’s factor, the polymeric
forms must be functional. As noted earlier, the circulating
form of the coagulant proteins should be the proenzyme;
factor IXa can induce thrombus formation. In the case of

the cofactor, factor VIII, the uncleaved, nonactivated form
is necessary; the presence of the activated form yields in-
accurate potency measurements and is rapidly cleared.
Thus, the purification system should remove the activated
forms and be done in a manner that does not produce these
forms.

Preclinical Testing

In general, the preclinical testing of recombinant products
is similar to plasma-derived products and includes routine
pyrogen, safety, and potency testing. Specific and accurate
potency measurements for labeling and dosing must be
available.

Potency Measurement

The assumed efficacy of the final product is assessed by the
potency assay, the results of which yield the labeled value
for treatment. The standard assay is a bioassay with in-
trinsic variability (2,15). The unit definition for coagula-
tion products is the functional activity found in 1 mL of
normal plasma containing a 10th volume of anticoagulant.
This operational definition is translated into WHO stan-
dards for coagulants by the preparation of plasma or
plasma fractions that originally were compared to normal
plasmas. All WHO coagulation standards have been pre-
pared by the NIBSC in the United Kingdom. These are
calibrated in multicenter studies organized by the Scien-
tific and Standardization Committee of the International
Society on Thrombosis and Haemostasis. New standards
are compared to previous WHO standards and also to
plasma standards. As both factor VIII and factor IX ther-
apeutic products become more purified, there are inconsis-
tencies with older standards (15). A further complication
is the development of what are apparently more accurate
quantitative potency tests based on better biochemical
knowledge but that can show very substantial differences
with the standard reference tests (16–18). The European
Pharmacopia designates a reference methodology for the
measurement of coagulation factors. In general, this seems
to be the assay used by the control laboratory rather than
that with which there is the most experience. At this writ-
ing, the reference methodology for factor VIII in the Eu-
ropean Pharmacopiea is the chromogenic assay. In con-
trast, the FDA has no designated reference method for
coagulation factors but does distribute national references.
There is a consistent difference in the pharmacokinetics
when assessed by different methods (17,18).

The development of variant proteins such as the B-
domain deleted factor VIII aggravates the difference seen
between the different methods of measuring potency. The
specific activity of the B-domainless variant is reported as
being substantially higher than plasma-derived factor VIII
(17). The in vitro potency assays are approximately equiv-
alent on a molar basis. Whether they are the same thera-
peutic quantity must be answered.

A recombinant von Willebrand factor is in development
(19). Von Willebrand’s factor has several different func-
tional attributes of importance to its efficacy. These include
the support of platelet aggregation, binding to collagen,
and the binding to factor VIII. At this time there is no
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consensus as to the appropriate potency test for a thera-
peutic product to treat von Willebrand’s disease. The WHO
standard for von Willebrand’s factor is plasma and not a
purified preparation.

Animal Models

Animal models add useful information before clinical test-
ing of the products. A dog model of hemophilia A has been
used extensively in the preclinical testing of factor VIII.
One of the most immediate questions was the comparison
of the pharmacokinetics of recombinant factor VIII with
the plasma product. If the proposed product was more rap-
idly removed from the circulation than the plasma product,
this would raise serious doubts about the efficacy of the
product. Experiments in the dog hemophilia model showed
normal pharmacokinetics and rapid binding of factor VIII
to canine von Willebrand’s factor (20). Various approaches
have been and are being assessed to determine abnormal
immunogenicity with animal models: induction of immune
tolerance in newborn animals in addition to laboratory
comparison of the epitopes of the plasma and recombinant
product (21).

Thrombogenicity of the factor IX preparations has been
assessed by both laboratory testing and assessment of the
ability to form clots in animals (22). Although this concern
arises from thrombosis associated with the use of older,
less-purified products, there is still concern that even the
purified products and recombinant factor IX can produce
thrombosis. Animal pharmacokinetics comparing plasma-
derived and recombinant factor IX are a necessary prelude
to clinical studies. Dog models of hemophilia B are avail-
able, but the animal pharmacokinetic studies are generally
performed in smaller laboratory animals. Because there is
endogenous factor IX coagulant activity in the samples, the
plasmas are assayed for the quantity of human factor IX
antigen present over time (23).

Animal models for coagulation factors have been devel-
oped over the years for specific known adverse effects. In
addition, animal testing is of value for identifying unsus-
pected effects.

Clinical Trial Information

Clinical trials are the final step in the assessment of the
efficacy and safety of a new therapeutic product. The FDA
regulations outline the information needed to begin human
studies and the type of studies needed to establish safety
and efficacy (24). European regulations are similar. Effi-
cacy of treatment of the hemophilias has never been es-
tablished in a placebo-controlled study because observa-
tional studies coupled with historical data clearly
established the effectiveness originally of both factor VIII
and factor IX replacement therapy for preventing or treat-
ing hemorrhagic episodes. This type of data was acceptable
to the regulatory authorities around the world in the mid-
60s and was consistent with the biologics definition of ef-
ficacy (25) based on the pharmacologic and pharmacoki-
netic studies. Current policy would, however, require
comparison with an approved efficacious product for the
factor VIII and factor IX products. The FDA does not pre-
scribe an exact protocol but describes the general types of

clinical trials that could give efficacy data (26). In contrast,
the EEC guidelines describe in detail the clinical trials to
be undertaken (12). Many of these details are derived from
articles promulgated by a nonregulatory professional or-
ganization, the International Society on Thrombosis and
Haemostasis (ISTH) (27,28).

In addition to establishing efficacy, clinical trials are de-
signed to detect adverse events. The most common concern
is for known or unknown infectious agents. Recommen-
dations of the ISTH serve as guidelines for some of the
European community policies.

The original protocols for recombinant factor VIII
started with pharmacokinetic trials in older patients with
frequent need for treatment. The strategy was to keep
these patients solely on recombinant factor VIII for several
years. This would give ample opportunity to test any ab-
normal immunogenicity of the product. In addition, there
would be interim pharmacokinetic studies as the most ac-
curate way of assessing low-level inhibitors. A trial was
also done in previously untreated patients (PUPs) inde-
pendent of any request from a regulatory agency (29). This
study yielded valuable results on the treatment of hemo-
philia in very young patients without the confounding of
immunologic or viral infection by other products. This set
a precedent for the evaluation of all future recombinant
products and has been incorporated into the EEC require-
ments for all recombinant factor VIII and factor IX. This
will probably also be required by the FDA in the future.
Although the immunogenicity of recombinant factor VIII
and plasma factor VIII is a major concern, it is not clear
what information comes from the routine PUP studies, be-
cause any excess immunogenicity should be observed in
older patients. There are no specific European clinical
guidelines for recombinant coagulation factors. There are
the general clinical guidelines (12) for the coagulation
products, which specifically exclude recombinant products
(6,8). Based on the historical knowledge and precedent,
there is no requirement for a blinded efficacy trial. Efficacy
assessment is based on the comparison of pharmacokinet-
ics with an approved product. For factor VIII, the require-
ments are to study 12 pretreated (PTP) subjects over 1.5
days with eight sampling times. A minimum of three lots
are to studied. These subjects should be maintained solely
on the experimental product for a further 3 to 6 months
and then have a repeat pharmacokinetic study. Before ap-
proval, a study of pharmacokinetics in 20 PUPs must be
started using the same protocol as in the other patients.
There is a requirement for at least 10 surgical procedures
in a minimum of 5 patients and clinical assessment of 30
immunocompetent patients after licensure.

In addition, information should be submitted on 30 pa-
tients who have been treated on at least 10 days with at
least 6 months of follow-up. The factor VIII inhibitor titer
must be repeated every 3 months. After approval, there is
a periodic update on the laboratory parameters of at least
50 patients treated for at least 2 years.

With plasma-derived factor IX, the major adverse event
other than viral disease transmission was thrombosis as-
sociated mostly with the earlier less-purified plasma frac-
tions containing large amounts of the other vitamin K co-
agulants. The clinical trials for a recombinant factor IX
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must test for evidence of in vivo coagulation with currently
available tests for thrombin–antithrombin complex and
prothrombin fragment 1.2. In addition, there will probably
be required testing for the enzymatically active form of fac-
tor IX (IXa). Although the FDA does not specifically deal
with this issue, this still must be addressed for U.S. licen-
sure. The European guidance documents call for tests for
in vivo activation of coagulation.

PUP studies will be required by the FDA and by the
European Community for factor VIII and factor IX prod-
ucts. The European community requirements for plasma-
derived factor IX require pharmacokinetic studies in 10
subjects with 10 sampling times. Treatment with the same
product should be maintained for 6 months, and repeat
pharmacokinetic studies should be performed in 3 to 6
months. Current published clinical experience with recom-
binant factor IX are limited to abstracts indicating phar-
macokinetics and clinical effectiveness similar to plasma-
derived factor IX (30). These studies are not inconsistent
with the European guidelines and were accepted by the
BPAC (December 19, 1996).

Von Willebrand’s factor is a new molecule to deal with,
and there are no national regulatory comments addressing
the therapeutic use of this particular protein. Although the
pharmacokinetic analysis of the clearance of the coagula-
tion activity of factors VIII and IX is accepted throughout
the world, there is no accepted or validated functional as-
say for von Willebrand’s factor. Should the functional assay
be based on the ristocetin cofactor activity or the ability to
bind to platelets or the content of multimers or the content
of intact monomers or the ability to bind factor VIII?

One can anticipate that the regulatory agencies will use
the SSC/ISTH guidelines for appropriate clinical studies
(31). The current FDA policy is to request comparative
clinical data with another product, but there is no product
licensed in the United States for the treatment of von Wil-
lebrand’s disease.

Although von Willebrand’s disease is a common genetic
deficiency, the clinical phenotype is extremely variable,
and for the most part, the hemorrhages are less severe and
less frequent than in hemophilia A or B. This leads to dif-
ficulty in recruiting patients into a structured protocol.
Heretofore, the clinical trials of von Willebrand’s factor
have been uncontrolled, and current treatment strategies
are based on overall experience. The surrogate markers
that have been used traditionally are the level of factor
VIII, the shortening of the bleeding time, and the func-
tional level of the von Willebrand factor as assessed by the
ability to support platelet aggregation in the presence of
ristocetin. Inhibitor development is an issue in von Wille-
brand’s disease, and this will have to be assessed. With
recombinant von Willebrand’s factor, the factor VIII level
will be endogenously regulated and will increase to peak
levels 10 to 20 hours after infusion. This is in contrast to
the current practice of infusing patients with plasma prod-
ucts containing von Willebrand’s factor and factor VIII
with instantaneous increase in the factor VIII level.

Two recombinant factor VIII products have been li-
censed in the United States and in Europe. Recombinant
factor IX is in clinical trials and the license was submitted
to the FDA in 1996. Recombinant factor VIIa, a product

proposed for use in factor VIII and IX patients with inhib-
itors, is being reviewed by the FDA (1997) and has been
licensed in Europe and Canada for the treatment of pa-
tients who acquire inhibitors to factor VIII. A recombinant
von Willebrand factor is undergoing preclinical develop-
ment.

Tissue Plasminogen Activator (Alteplase)—Regulatory Issues

The in vivo formation of blood clots is usually a process
limited in time and space. The formation of thrombi, path-
ologic blood clots, are the result of subacute or chronic dis-
ease processes resulting in blockage of blood vessels. The
development of fibrinolytic agents, enzyme that digest fi-
brin clots, was the first major advance in the treatment of
thrombotic diseases in 50 years. The biologics used for this
purpose are activators of the endogenous proenzyme, plas-
minogen. Tissue plasminogen activator (tPA) (alteplase)
was the first fibrinolytic agent produced by recombinant
technology.

The regulatory issues for the licensure of tPA are doc-
umented in contemporary news reports (31) and in a recent
book by Beebe and Murano (32).

Production of tPA

One technical issue was emphasized: the effect on product
of altering culture conditions. Early production of tPA in
roller bottles was used for the initial clinical investigation,
including the initial pharmacokinetic studies. When there
was change to fluid-phase culture, there was a significant
decrease in the pharmacokinetics, leading to the need for
an increase in the clinical dosage. It was originally pro-
posed that this was due to the chain structure of the tPA
but that has been ruled out (33). Despite investigation of
the carbohydrates and other possible structural changes,
the post-translational change resulting in the pharmaco-
kinetic change is still a mystery.

CLINICAL TRIALS

Gene Therapy in Hemorrhagic Diseases

Gene therapy is the procedure in which a new gene is
transplanted into the body of a host to improve its health.
Recombinant proteins are produced by placing the desired
gene in a cell system and producing the desired gene prod-
uct in vitro. Ex vivo gene therapy is accomplished by trans-
planting cells containing the desired gene into the host;
these cells will then propagate and produce the desired
biologic effect. In vivo gene therapy injects a gene construct
that will enter the cell of the host and produce the desired
protein.

Hemophilias A and B are prime targets for gene ther-
apy. The ideal of a one-time or infrequent treatment as
opposed to weekly intravenous injections is attractive, but
despite substantial advances there are many hurdles to
overcome (34,35). Gene therapy procedures are changing
rapidly, and this is noted in the regulatory documents with
the suggestion that there be constant contact between the
regulators and developers of any product proposed for gene
therapy (36,37). Many of the molecular biology issues are
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covered by the regulatory documents on recombinant prod-
ucts (5,7–10).

Vectors

Vectors and gene product are characterized in the same
manner as for cells producing rDNA proteins (8–10). For
smaller viral vectors this would include sequencing the en-
tire viral sequence; for larger viral vectors this may not be
feasible. The gene product should be completely character-
ized, however, because the vectors used for in vivo gene
transfer will not be expressed in the same cell, and many
of the post-translational changes may differ. As with other
cell-derived products, the development and characteriza-
tion of master cell banks will be required (5,7). In addition,
there must be establishment of a vector bank, that is, the
final product for most of the proposed vectors is the result
of the interaction of a cell and the vector. The vector bank
should be tested for the presence of adventitious agents.
Stability of the host cell–vector system must be estab-
lished.

The most promising vectors under study for treatment
of the hemophilias include replication of defective retrovi-
ral and adenoviral vectors, adeno-associated virus, and
nonviral vectors. Retrovirus vectors have promise for in
vitro exchange with a variety of cells, including fibroblasts,
endothelium, and myoblasts. The nonviral vectors would
seem to raise fewer issues albeit much lower in vivo ex-
pression. The strategy issues to be resolved include choice
of vector and in vitro or in vivo gene transfer.

Production Issues

There are different regulatory issues and pathways for the
licensure of vectors used in vitro and in vivo. Products for
in vivo transduction will be produced purified and pack-
aged in the final form for administration to the patients in
a facility meeting all the standards for biologics production
(38). For vectors where the transduction will be done in
vitro, the producing institution will be responsible for the
production of the vector and will have to meet all GMPs;
however, the actual product administered will be done af-
ter expansion of the patient’s transduced cells and will be
a service for an individual patient similar to treatment
with blood.

Current standards for the production of pharmaceutical
products encourage the development of single product pro-
duction facilities. However, the target group for gene ther-
apy in the hemophilias is small, and only a few production
runs may be needed if the hope of long-lasting or perma-
nent effectiveness is achieved. This would lead to a mul-
tiuse production area with stringent validation of the fa-
cility after changeover from one product to another to
prevent cross-contamination.

There are no specific guidelines as yet for the degree of
purification for a gene therapy product; rather, it is left to
the producer to show adequate purification and justify the
adequateness of the procedure. The consistency of the pu-
rification method must be demonstrated. Published puri-
fication methods for viral vectors involves density gradient
ultracentrifugation; it is unlikely that this will be imple-
mented as a production method. Published purification

procedures give little information on the degree of purity
achieved. Because the desired outcome with gene therapy
would be one-time or infrequent exposure to the agent, the
presence of small amounts of cell-derived or process-
derived protein is less of an issue than for recombinant
proteins administered frequently.

The fidelity of reproduction of the vector is an issue be-
cause an error in replication could yield a toxic gene prod-
uct. Where possible the correct nucleotide sequence should
be verified.

Lot release testing suggested by the FDA includes (35):

1. Test for RNA or DNA content
2. Test for homogeneity of size and structure of RNA/

DNA
3. Test for contamination with RNA or host DNA
4. Test for noninfectious viruses
5. Tests for toxic materials
6. Identity tests by restriction enzyme mapping
7. Sterility including testing for adventitious agents

and replication competent viruses
8. Potency

The only test that would be unique for the coagulation
products would be the potency test. It will be the respon-
sibility of the manufacturer to design and validate a po-
tency test during the development phase. It is likely that
the standard coagulation tests of conditioned media pro-
duced by cells treated with a given amount of vector would
be adequate for the validation of a lot. Whole animal meth-
ods could be developed but could be anticipated to be less
quantitative and too time consuming to be useful for lot
release.

Possible Adverse Effects

Viral mutagenesis and tumorigenicity are of concern even
in replication of incompetent vectors because the genes
could be inserted into chromosomes and disrupt growth
regulation genes. Identification of the insertion mode and
testing for replication competent viruses is recommended
for the master cell bank, the working cell bank, and lot
release testing on the adenoviral vector products.

The FDA and EEC guidelines (36,37) specifically are
concerned with the ability of replication-incompetent viral
genomes to form recombinants with cellular viral compo-
nents. Strategies suggested include separation of the
structural and enzymatic genes, removal of complemen-
tary viral sequences from the packaging cell lines, and pre-
vention of infection of the packaging cell line with wild-
type viruses that could lead to the formation of
replication-competent recombinant viruses.

Specific issues with viral vectors are the pathology in-
duced by the viral components. As many pathologic viral
sequences as possible should be removed. The induction of
virus antibodies preventing retreatment is an issue that
can be modulated by minimization of the viral structure
and perhaps regulation of the administered dose.

Animal Studies

Preclinical animal testing will be of importance not just for
determining efficacy but for supporting safety and study-
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ing tissue distribution. All viral vectors will have to be ex-
amined by appropriate routes of administration and dose
effects in the most sensitive animal models. Species will
depend on sensitivity to particular viral toxicity. There is
no requirement or indication that regulatory authorities
will require primate studies.

Studies are mandated of the vector distribution in ani-
mals. A specific issue will be whether there is uptake into
germ-line cells. Although this can be studied in animals by
study of ovarian and testicular cells, it is not clear whether
this will be a reliable indicator of human cell or organ lo-
cation. Although there is public and political concern about
germ-line modification, the FDA does not have any specific
prohibition of a product with germ-line modification. The
organ of synthesis for both factor VIII and IX is the liver,
and this is the site of uptake of the majority of adenoviral
vectors administered intravenously.

The cell or organ location is of importance to the final
gene product; post-translation modification will be affected
by the cell type transduced. There is at this time, however,
no set experimental protocol for such studies, and the man-
ufacturer will be expected to use all appropriate tools and
develop specific tools as necessary for a given product.

Retroviral transduction and implantation of the ex vivo
transduced cells should give an identifiable localized ex-
pression of the gene product. There may, however, be spe-
cific cell–cell interactions.

Presence of functional clotting should ensure adequate
in vivo function. Human factor IX and factor VIII have
been maintained in the therapeutic range for up to a half
a year in various animal models with various vectors (35).
The most promising are the ex vivo retrovirus-transformed
fibroblasts or muscle cells and the adenovirus vectors with
in vivo transfer.

As noted above, measurable shifts in clearance occur
with recombinant products. Although the steady-state lev-
els are measurable in both animals and humans, it will be
difficult to measure clearance in patients, although this
might be a regulatory issue.

A particular problem with factor VIII may be the need
to have the gene product secrete directly into the plasma
compartment. In the absence of the stabilizing effect of von
Willebrand’s factor, it is possible that factor VIII will be
proteolyzed to an inactive form before reaching the plasma
compartment where it functions.

Persistence of the transgene depends on absence of an-
tibody to the vector-infected cell or the gene product. The
antibody response to the vector and the toxicity of the vec-
tor can be limited by introducing lower quantities of the
viral DNA. More recent experience indicates that immu-
nity to the adenovirus may be circumvented.

Adverse effects of the vector and the implanted gene
may be detected before patient exposure only in animal
models, and at this time there have been no unexpected
events. As expected, there are reports of liver damage with
the use of adenoviral vectors, which can be minimized by
dose adjustment (39). Adverse effects of the vector and the
implanted gene may not be detected in an animal model.

Clinical Trial Issues

The initial decision to attempt gene therapy in hemophilia
will be difficult and controversial and will be reviewed by

regulatory groups, patient advocates, lawyers, and politi-
cians. In the United States, any clinical use directly or in-
directly involved with government funding formerly was
approved by the NIH’s Recombinant DNA Advisory Com-
mittee (RAC) and subsequently by the Office of Recombi-
nant DNA Activities after approval of the the originating
institution’s internal review board. The results of these re-
views were placed in the public domain, and it was under-
stood that all adverse effects would be open information.
In addition, the RAC and the FDA often had parallel re-
view processes for other projects. In 1996, the role of the
RAC was made more limited, and the FDA assumed all
regulatory review and approval responsibility.

Certain principles in regard to informed consent have
already been established by the RAC and the FDA. These
include many of the usual points such as the trial goal and
known risks. In addition, there must be clear discussion of
the methodology and the duration of the therapy and of
follow-up. One specific point mentioned is the provision for
autopsy. The patient must have a commitment and under-
standing of the trial and the importance of each patient’s
value to the study as well as the advantages he or she may
achieve.

The hemophilia patient who would benefit most would
be the patient without access to adequate means of alter-
native treatment. Because 80% of the hemophilic popula-
tion in the world does not have access to treatment, one
can argue that this is a potential target group. Outside the
United States, there has been an effort to treat human
factor IX deficiency by gene therapy in China (40).

A second group to be considered for early treatment
with gene therapy might be patients with inhibitors (an-
tibodies) to factor VIII. These patients are already under-
going frequent exposure to induce tolerance. Treatment
with gene therapy would simply be a modification of tol-
erance therapy, which could have great benefit for patients
with inhibitors. Assessment of therapy would be more dif-
ficult if there is no measurable plasma factor VIII. Alter-
natives could be evidence of a decrease in the inhibitor ti-
ter, similar to that seen in classic tolerance regimens, or
evidence that there is long-term production of gene product
or mRNA. A third group would be those without adequate
venous access for administration of current products.

The group that might benefit the most would be the very
young or newborn hemophiliacs who, in principle, would
not have any of the damage caused by lack of factor VIII
or factor IX. It can be anticipated that gene therapy treat-
ment of this group will not be approved in the absence of
substantial long-term safety data from older patients.

There will be a regulatory requirement for long-term
follow-up: how long and for what are not discussed in the
Points-to-Consider. The obvious points are evidence of
functional expression, unusual immunologic outcomes, vi-
ral shedding if a viral vector is used, and cell trafficking.
Semen samples will be collected to assess germ-line effects.
The patients currently undergoing gene therapy have been
informed of the importance of autopsy information.

It is easy to state that the clinical trial must be designed
to assess clinical safety and efficacy; it is far more difficult
at this time to anticipate with precision the scientific or
regulatory requirements, such as the number of patients
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to be included, the duration before licensure by a regula-
tory agency, and the statistical design and the number of
patients in a monogenic disease where the assessment of
bleeding reduction can be done with retrospective data.

The first major effectiveness issue will be the expression
level. Clinical efficacy initially will be a plasma level
deemed sufficient to minimize hemorrhage, 5 to 10% of the
normal plasma level. The need for other replacement ther-
apy will be the ultimate test of efficacy. The initial trials
will begin with a dosage based on the animal data or some
fraction thereof, and there may well need to be adjustment.
Expression should be seen in days to weeks; duration of
expression must be monitored frequently. There are no his-
torical data to support toxicity of supranormal levels of fac-
tor VIII in the patient with hemophilia. However, nonhe-
mophiliac subjects with supranormal levels of factor VIII
have increased incidence of venous thrombosis (40,41).

The immunologic issues, inhibitor formation, and im-
mune complex disease will have to be studied. The worst
possible outcome would be the induction of chronic im-
mune complex disease, which has never been reported in
the 30-year history of the treatment of hemophilia despite
studies indicating increased levels of immune complexes.
The other side of the issue is that for years large daily
doses of factor VIII have been used to develop immune tol-
erance in patients with factor VIII inhibitors, and no
chronic immune complex disease has been reported. If re-
cipients of gene therapy do develop immune complex dis-
ease, it would be observed within days to months and per-
haps should be part of the normal treatment protocol as
well as play a role in the investigative use of gene therapy
in hemophilia.

Although hemophilia patients with inhibitors are rou-
tinely treated with factor VIII, these are patients with no
intrinsic synthesis of the factor VIII. A concern raised by
the FDA is that the cells producing the gene product could
be destroyed by an immune cytolysis. This potential out-
come would argue against the use of known inhibitor pa-
tients for the initial trials. Patients without hemophilia A
who develop antibodies to factor VIII have not been re-
ported to have any organ damage despite the presence of
cells producing normal amounts of factor VIII.

The development of inhibitors usually occurs with the
first 20 treatments, but the current European guidelines
request prolonged inhibitor follow-up, and it is likely that
long-term follow-up will be requested in gene therapy.
Follow-up for the development of antibodies to the vector
may also be suggested. If therapy is by a modified viral
vector, there may be limited antibody formation. Methods
should be developed to detect antibodies to this vector in
the presence of wild-type virus infection.

Surveillance of the impact of the vector will be manda-
tory. The older hemophilia patient population is infected
with a variety of chronic viral diseases, and many already
have liver disease. Adenoviral vectors targeted to the liver
will at least temporarily induce some inflammatory reac-
tion. Other unknown adverse effects resulting from the
vector may occur with this novel and dramatic therapeutic
approach.

Gene therapy science is moving rapidly, and as old
problems are solved, new areas of concern arise. The de-

velopers of any such product must be aware of all the is-
sues. Preclinical and clinical studies must be rigorous; at
this time, the regulatory guidelines are appropriately rig-
orous. The best updated source of information on the reg-
ulatory issues may be found at the FDA’s Center for Bio-
logics Evaluation and Review (CBER) internet site
(www.CBER.FDA.gov).

TRANSGENIC ANIMAL PRODUCTS

The term transgenic animal is used for animals with either
somatic cell DNA alterations or germ-line alterations. The
potential value of transgenic animals for the production of
therapeutic proteins would involve the production of ani-
mal strains with germ-line DNA alterations, a regulatory
base exists both in the United States and Europe (42,43).
The use of transgenic animals to produce proteins secreted
into milk is an attractive alternative to the large invest-
ment in a sophisticated plant to produce therapeutic pro-
teins. At this time, there is little evidence of commercial
interest in this approach. Many coagulation proteins have
been produced in the milk of transgenic animals (44).

The regulation in the United States of transgenic prod-
ucts would involve not only the FDA drug or biologics reg-
ulatory groups but in addition the veterinary medicine and
food regulators of the FDA in addition to the Department
of Agriculture. The FDA regulatory issues are spelled out
in Reference 42.

Many of the issues of blood-derived products would be
involved, including screening for viruses, assessing the
health of the donor, etc. The possibility of adapting un-
known animal viruses to a human host will not be a trivial
issue and will have to be addressed by the producer.

The actual gene and the regulatory element character-
ization are covered by the Points-to-Consider for cell-
derived products (8). The regulatory elements are of par-
ticular interest, and extensive characterization of the
enhancers, promoters, suppressors, and presence of dom-
inant control regions should be reported.

There must be a full record of all the procedures in ob-
taining the ova, methods for in vitro fertilization, and in-
troduction of the altered DNA. After homologous recom-
bination, it is important to show loss of function of the
wild-type gene.

Both the history of the donors of the gametes and the
recipient (foster parent) animals need to be documented in
detail. Intensive veterinary evaluation of health with par-
ticular emphasis on diseases related to the species and the
breed will be required.

The founder animal must be studied for the presence of
the introduced gene and for the expression of the gene
product in addition to the absence of functional product
from the inactivated wild-type gene. The characterization
of the gene expression should be evaluated as a function of
age, season, etc. The acceptable range for the gene product
should be established to allow for all the systematic vari-
ations. Anatomical localization and function of the trans-
gene should be evaluated, and that the transgene is at the
desired location must be verified. There is particular con-
cern about the post-translational modifications in a species
and at a tissue site different from the normal human prod-
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uct, which could lead to functional and immulogic prob-
lems.

The maintenance of a given transgenic line is presumed
desirable, and methods similar to the master working cell
bank for cell-derived products is suggested.

In addition to study of the transgene in the founder,
there must be extensive study of the transgene stability in
the succeeding generations until stability of the gene and
the gene expression are demonstrated. In the founder,
there may well be multiple gene copies inserted which over
succeeding generations will be rearranged or deleted. It is
desirable to demonstrate at the founder stage that there
is integration at a single chromosomal site. If this is not
possible, studies of the chromosomal integration must be
done in the later generations. In addition, the RNA tran-
script should be examined for quality and quantity and
identification of the tissues or cells producing the tran-
script.

The animals must be kept isolated from sources of
known and unknown infections during their productive
life. Animals would only be acceptable in the absence of
disease and with a consistent level of production of the
gene product.
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INTRODUCTION

Today, there are about 3500 known enzymes (1), of which
about 70% are cofactor dependent and about 15% are com-

mercially available. Cofactors such as adenosine triphos-
phate (ATP), nicotinamide adenine dinucleotide (NADPH),
acyl coenzyme A, S-adenosylmethionine (SAM), sugar nu-
cleotides, and 3�-phosphoadenosine-5�-phosphosulfate
(PAPS) are involved in stoichiometric amounts in cofactor-
dependent enzymatic reactions (2). The very high cost of
these cofactors prohibits their use as stoichiometric re-
agents. For economic reasons, regeneration of the cofactors
from their reaction products is an essential requirement in
making use of cofactor-dependent enzymes in preparative
synthesis of organic compounds.

Using coenzyme recycling, the expensive cofactor is
needed only in catalytic amount, so there is a drastic re-
duction in cost of the respective reactions. Additionally, co-
enzyme regeneration can accomplish three major objec-
tives. First, it can influence the position of equilibrium of
a reaction. A thermodynamically unfavorable reaction can
be driven by coupling with a favorable cofactor-regenera-
tion reaction. Second, regeneration affords only catalytic
amounts of coenzyme, preventing the accumulation of co-
factor by-product, which may inhibit the reaction of inter-
est. Third, coenzyme regeneration can simplify the down-
stream processing of the reaction mixture.

The following chapter deals with methods for the regen-
eration of nicotinamide coenzymes, because this type of co-
factor is the most significant. Hitherto, more than 650 ox-
idoreductases are known (3), of which about 90 are
commercially available. For the majority of these redox en-
zymes, about 80% and 10% require nicotinamide adenine
dinucleotide (NADH) or its respective phosphate (NADPH)
respectively.

REGENERATION OF NICOTINAMIDE COENZYMES

Introduction

Nicotinamide adenine dinucleotide (NAD) and the analo-
gous 2�-phosphate (NADP) are involved in redox reactions
catalyzed by alcohol dehydrogenases. Two electrons and a
proton (hydride) are transferred from the reduced coen-
zyme NADPH to the carbonyl compound in a stoichiomet-
ric reaction. Using coenzyme recycling, the expensive co-
factor is needed only in catalytic amounts, leading to a
drastic reduction in the cost of dehydrogenase-catalyzed
reactions. This chapter discusses methods for regeneration
of nicotinamide coenzymes.

Cost of Coenzymes. Nicotinamide adenine dinucleotides
(NADH, NADPH) are expensive compounds. In Table 1 the
actual prices per mole are listed and compared with the
costs in the year 1976. If these coenzymes were used in
stoichiometric amounts, enzymatic reductions with dehy-
drogenases would be prohibitively expensive. Therefore,
the application of dehydrogenases on the industrial scale
requires effective methods for coenzyme regeneration. The
economic barrier to large-scale reactions posed by cofactor
costs has been recognized for many years. A range of pub-
lications address this topic (2,5,6).

The turnover number (TN) is defined as the number of
moles of product formed per mole of cofactor or enzyme per
unit time. This number is indicative of the productivity of
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Table 1. Prices of Nicotinamide Coenzymes

Coenzymes

Price in dollars per
mole (depending on

purity, 1976)a

Price in dollars per
mole (mean catalog

prices, 1998)

NAD� 1.722 to 49.550 710
NADH 6.030 to 52.766 3
NADP� 20.667 to 168.604 25
NADPH 177.032 to 535.197 215

afrom Ref. 4.

the process. The total turnover number (TTN) is defined
as the total number of moles of product formed per mole of
coenzyme or enzyme during the course of the entire reac-
tion. Hence, the TTN reflects the loss of coenzyme and en-
zyme throughout the process, and thus it is a useful esti-
mate of the operational cost of the coenzyme or the enzyme.
In order to overcome economic limitations, total turnover
numbers of greater than 100 are desirable. For a batch
synthesis, the cost of the coenzyme or enzyme is calculated
on the basis of its initial cost. In contrast, for a continuous
process, the cost may be calculated on the basis of the ac-
tivity loss over the entire process time. When estimating
the cost of a given reaction per unit time, the rate of the
reaction must also be considered. The regeneration cost is
defined as the cost of the components (enzymes, reagents,
and coenzymes) required to regenerate one mole of coen-
zyme per unit time (7).

The highest TTN can be achieved as follows:

• The substrate concentration is as high as possible,
determined by the substrate solubility, product inhi-
bition, and enzyme stability.

• The concentration of coenzyme and enzyme to
achieve acceptable reaction rates is as low as possi-
ble.

• The coenzymes and enzymes are highly stable.

Thus, both the initial costs of the cofactor and the enzyme,
and the efficiency of their regeneration and utilization, de-
termine their contribution to the cost of the product.

Origin of Coenzymes. Nicotinamide adenine dinucleo-
tide (NAD) is presently isolated from yeast (8), and its 2�-
phosphate NADP is normally synthesized by enzymatic
phosphorylation of NAD using NAD-kinase (EC 2.7.1.23)
and ATP (9,10). NADPH can be prepared from NADP by
three different methods: chemical (11), enzymatical
(12,13), or microbial reduction (14). Additionally, a com-
bined chemical and enzymatic route for the synthesis of
NADP has been developed that may be useful for the prep-
aration of NADP analogs (15–17).

Requirements of an Economical Coenzyme Regeneration
System. Chenault and Whitesides (4) compiled the follow-
ing criteria for an ideal coenzyme regeneration system:

• Compatibility with the synthetic reaction
• Commercial availability of inexpensive and stable

enzymes with high specific activity

• Simple and cheap auxiliary substrates; the corre-
sponding products should not interfere with the iso-
lation of the product of interest. They should not in-
fluence the stability of enzymes and coenzymes.

• High turnover numbers (TN) and total turnover
numbers (TTN).

• The equilibrium constants of the coupled coenzyme
regeneration system should be as high as possible.

• The analysis of the yield should not be effected by the
substrates or products of the coenzyme regeneration.

As a rule of thumb, 103–104 cycles are sufficient for
laboratory-scale redox reactions, whereas at least 105–106

cycles are desirable for industrial-scale synthesis. The ex-
act turnover number required depends on the initial cost
of the coenzyme and the value of the product of interest. A
high turnover number requires a high selectivity for the
formation of enzymatically active coenzyme. 1,4-dihydro-
NAD�, or NADP�, is the only enzymatically active form;
1,2- and 1,6-dihydro species are not active. For instance, if
50% of the original coenzyme activity is to remain after
1,000 cycles, the regeneration reaction must be 99.3% re-
gioselective. In the case of industrial applications of de-
hydrogenases, 106 turnovers are desired, resulting in a re-
quirement for the regioselectivity of 99.99993%. Chemical,
electrochemical, photochemical, or enzymatic methods (see
later) show different selectivities in the formation of 1,4-
dihydro NADP�. Electro- and photochemical methods es-
pecially suffer from poor regioselectivities. Thus, the re-
quirement for very high regioselectivity necessitates
enzymatic catalysis, particularly in the recycling of NADH
and NADPH (2,6,18).

Stability of Nicotinamide Coenzymes. Nicotinamide co-
enzymes contain three labile bonds that may be the target
of general or specific acid-or base-catalyzed hydrolysis:

• the N-glycosidic bond between nicotinamide and ri-
bose

• The phosphodiester bond between the two riboses
• The bond between ribose and phosphate (NADP)

Oppenheimer (19) and Chenault and Whitesides (6) com-
piled data on the influence of different buffers on the sta-
bility, and the possible products from the hydrolysis of
NADPH. Under basic conditions, the reduced nicotinamide
coenzymes are stable; under acidic conditions, they are un-
stable. In contrast, the oxidized coenzymes are stable un-
der acidic conditions, and labile under basic conditions
(19,20). As a compromise, NAD and NADH are used at pH
7–7.5, whereas NADP and NADPH are used at pH 8–8.5.
The mechanisms of the decomposition of NADPH were
studied in great detail (20–22). The N-glycosidic bond be-
tween nicotinamide and ribose is the most labile bond of
the molecule. Base-catalyzed hydrolysis of this bond re-
sults in the removal of the nicotinamide ring and, thus, the
coenzymatic activity is destroyed. On the other hand, the
general acid-catalyzed protonation of the nicotinamide
ring at position C5 is followed by a rapid rearrangement to
a cyclic ether product. Additionally, the 2�-phosphate group
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of NADPH catalyzes this decomposition intramolecularly.
The half lifes for NADH and NADPH in 0.1 M phosphate
(pH 7, 25 �C) are 27 h and 13 h, respectively (20). Organic
buffers such as imidazole, Tris, Hepes, and triethanola-
mine, partially stabilize reduced coenzymes, resulting in a
half life that is three times as long. The major pathway for
the decomposition of NADP� is nucleophilic addition at C4

of the nicotinamide ring, yielding a 1,4-dihydropyridine
structure (23–25). In Tris-buffered solution at pH 7–8,
NADP� is stable over at least 14 days (Peters, unpublished
data). There is a strong dependence of the stability of the
oxidized coenzymes on the concentration of the buffer (Pe-
ters, unpublished data). At low molarity (50 mM), the half-
life in Tris buffer is lower compared with the half-life in
buffer of high molarity (500 mM). Poly(ethylene)-glycol-
coupled NADP� is very stable at pH 8 in Tris buffer of any
molarity. Half-lifes of more than 240 days have been re-
ported (Peters, unpublished data).

Principles for the Regeneration of Nicotinamide Coenzymes

Nonenzymatic Regeneration. Nonenzymatic methods
for coenzyme regeneration can be divided in chemical, elec-
trochemical, and photochemical methods. Chemical reduc-
tion of NADP� using a reducing agent like sodium dithion-
ite (Na2S2O4) suffers from very low total turnover number
of less than 100 (26). Moreover, this agent can deactivate
enzymes, presumably by modification of thiol groups in the
protein (27). The major disadvantages of most electro-
chemical and photochemical regeneration methods (28–31)
are low regioselectivity, leading to coenzyme inactivation
(as already discussed) occurrence of side reactions, and low
total turnover numbers of less than 1,000 (2,6). However,
Simon and coworkers (32) stated that electro- and photo-
chemical methods should not be underestimated. Schum-
mer and coworkers (33) reported the synthesis of poly-
functional (R)-2-hydroxycarbonic acids on the preparative
scale with resting cells of Proteus vulgaris by using elec-
trochemical regeneration. Several groups (34–37) reported
on the electrochemical regeneration of NADPH by using a
bipyridine rhodium-(I) complex as an electron-transfer
agent and formate as an electron donor. The bipyridine-
rhodium complex can be coupled to poly(ethylene) glycol
and thereby retained in an enzyme-membrane reactor. Di-
cosimo and coworkers (38) described the electrochemical
regeneration of NADPH using the dye methyl viologen and
flavoenzymes. However, enzyme denaturation on the sur-
face of the electrode or enzyme deactivation by redox
agents may occur.

In summary, enzymatic methods meet most of the re-
quirements for an ideal coenzyme regeneration system as
described earlier. The difficulties encountered with enzy-
matic coenzyme regeneration are mainly competitive or
mixed inhibition by the substrate or product (39,40). In the
following sections, the two general concepts for coenzyme
regeneration using enzymes are presented (18). Focus will
then turn to the most attractive methods for the recycling
of reduced and oxidized nicotinamide coenzymes.

Substrate-Coupled Regeneration. In the substrate-
coupled approach, both the main reaction and the regen-
eration of the coenzyme are catalyzed by a single enzyme

(Fig. 1). The auxiliary substrate of the coenzyme re-(S� )red

generation reaction serves as the hydride donor. In order
to shift the equilibrium of the reaction to the desired po-
sition, the hydride donor, usually a low-cost alcohol, is ap-
plied in large excess. However, yield of the system is lim-
ited by equilibrium of the coupled system. For the
reduction of acetophenone using 2-propanol as auxiliary
substrate, the equilibrium was reached at 60% yield (41).

In the case of the reduction of 2-acetyl-naphthaline us-
ing 2-propanol as hydride donor, the equilibrium could be
shifted by the use of cyclodextrins, and thereby the total
yield was increased to 93% of 1-(2-naphthyl)-ethanol (42).
In the continuous synthesis, yields of more than 80% were
obtained, and total turnover numbers for the coenzyme
were in the range of 104. In this application the native co-
enzyme was not recovered from the product solution but
was directly used in substoichiometric amounts. The total
turnover number for the enzyme was greater than 106, and
the productivity was 2.5 times as high as the comparable
system with enzyme-coupled cofactor regeneration (for-
mate dehydrogenase system). This demonstrates the po-
tential of substrate-coupled systems for coenzyme regen-
eration.

Due to the lack of a well-established method for NADPH
regeneration, the substrate-coupling method is mainly
used for this purpose. However, there are some drawbacks
of this method:

• The auxiliary substrate has to be present in a large
excess, which may lead to complications in product
recovery, or which may cause enzyme deactivation or
inhibition.

• Enzyme deactivation may also occur as the result of
the accumulation of highly reactive carbonyl species
like acetaldehyde or cyclohexenone.

A special enzyme reactor employing a membrane that is
only permeable to gases (comparable to Gore-Tex) may
avoid most of these drawbacks. This type of reactor was
successfully applied to improve cofactor recycling via the
yeast alcohol dehydrogenase–ethanol system in the stereo-
selective reduction catalyzed by lactate dehydrogenase
(43). The reaction scheme is shown in Figure 2.

Enzyme-Coupled Regeneration. In the case of the
enzyme-coupled approach to NAD regeneration (Fig. 3),
the reduction of the main substrate and the coenzyme re-



COFACTOR REGENERATION, NICOTINAMIDE COENZYMES 701

O O

CO2

–

OH

CO2

CH3CH2OH–

D–LDH

NADH

NAD�

YADH
H

Gas membrane

pH 7.5 pH 12.6
NaBH4

NaB(OH)4

Figure 2.

E2

E1

NADPH NADP�

Sox Pred

P'ox S'red

Figure 3.

generation reaction are catalyzed by two different enzymes
(44). The enzymes employed should have sufficiently dif-
ferent substrate specificities to avoid interferences. The
enzyme-coupled cofactor recycling has the following major
advantages:

• The position of the equilibrium of a redox reaction
can be influenced. Thermodynamically unfavorable
reactions can be driven by coupling with a favorable
cofactor regeneration reaction.

• High turnover numbers can be achieved: �600,000
(45).

• The activity ratio has to be optimized for each pair of
enzymes to ensure neither lack nor excess of reduc-
tion equivalents (46).

However, there are also some disadvantages to this type of
cofactor-recycling method:

• Cross inhibition between the main substrate and the
coenzyme regeneration system may occur (46).

• A second enzyme must be used, generating additional
costs.

• The characteristics of the second enzyme, such as pH
and temperature optimum, must be compatible with
the main reaction.

Survey of Coenzyme Regeneration Methods and Their
Assessment

Different methods for the regeneration of NADPH have
been discussed in great detail by several authors
(2,6,7,18,20,32,47–52). In this chapter, only the most use-
ful methods are discussed and assessed with respect to
their applicability in batch and continuous synthesis. Fur-
thermore, recently developed new methods for nicotina-
mide coenzyme recycling are highlighted.

Regeneration of NADPH. In Table 2, the major disad-
vantages of a selection of available cofactor-recycling sys-
tems are listed, and each method is assessed with respect
to its applicability in batch or continuous processes.

For the regeneration of native and poly(ethylene) glycol-
bound NADH (PEG-NADH), the formate dehydrogenase
(FDH) from Candida boidinii (53) has been widely and suc-
cessfully applied (45,54–57). This enzyme catalyzes the ox-
idation of inexpensive formate (HCOOH) to carbon dioxide
(CO2). The reverse reaction is hardly detectable (53).
Therefore, the FDH reaction can shift the equilibrium of
unfavorable reactions to the product side. Both the auxil-
iary substrate and the coproduct are innocuous to enzymes
and are easily removed from the reaction. Therefore, prod-
uct isolation is easy. FDH has a broad pH optimum for
activity, so it can be easily implemented in coupled enzy-
matic synthesis. The major disadvantages are the low
specific activity of 4 U/mg and product inhibition by
NADH. However, these drawbacks can be circumvented or
minimized: the former by using immobilized or membrane-
retained systems (54,58); the latter by adjusting the
optimal ratio of enzymatic activities for the main reaction
and the coenzyme-recycling reaction (46). Overall, the
formate–FDH system is the most economical method for
regeneration of NADH for batch and continuous processes.
The total turnover numbers (TTN) range typically from 103

to 105 (45,56,58). Unfortunately, the C. boidinii formate
dehydrogenase does not accept NADP�.

Although several NADP-dependent formate dehydro-
genases have been discovered (59–63), only the recently
described mutant formate dehydrogenase from Pseudo-
monas sp. 101 (64,65), using NADP� as coenzyme, was
applied in batch and continuous synthesis. Acetophenone
was reduced by the NADPH-dependent alcohol dehydro-
genase from Lactobacillus sp. (EC 1.1.1.99) with this en-
zyme for the regeneration of NADPH, at a space–time yield
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Table 2. Methods for In Situ Regeneration of NADPH

Methods Major disadvantages Assessment

Glucose/glucose dehydrogenase Not applicable in the enzyme-membrane reactor
Km value for PEG-NADP� 1,000 times that of

native NADP�

Complication of product isolation caused by
gluconate

High amounts of K� or Na� necessary to
stabilize enzyme

Useful only for lab-scale reactions in batch
reactors with native NADH or NADPH, but
not for PEG-NAD(P)H

Glucose-6-P/glucose-6P
dehydrogenase

High costs for glucose-6-phosphate (�5.500 $/
mol)

Coenzyme deactivation by 6-phosphogluconate
No efficient usage of the coenzyme
Complication of product recovery caused by 6-

phosphogluconate

Useful only for lab-scale reactions, regeneration
of NADH and NADPH

Glucose-6-sulfate/glucose-6-P
dehydrogenase

Complication of product recovery caused by 6-
sulfogluconate

Substrate is accepted only by glucose-6-
phosphate dehydrogenase from yeast

Circumvents some limitations of the former
method; useful for preparative applications in
continuous reactors; regeneration of NADH
and NADPH

Ethanol/alcohol and aldehyde
dehydrogenase

Relatively complicate and unstable multienzyme
system with low TTN

Oxygen sensitivity of alcohol and aldehyde
dehydrogenases

Low reactivity of the aldehyde dehydrogenase
with NADP�

Only activated carbonyl substrates are reduced
at good yields, which may cause enzyme
deactivation

Useful only for lab-scale reactions; regeneration
of NADH and NADPH

Formate/formate: NAD�

dehydrogenase
Low specific activity (3 U/mg)
Deactivated by autooxidation
Product inhibition caused by PEG-NADH

Simple and stable system for regeneration of
PEG-NADH in batch or continuous mode of
operation up to the process scale; very good
compatibility with other enzymes

Formate/formate: NADP�

dehydrogenase
Enzyme not commercially available yet Simple and stable system for regeneration of

NADPH in batch or continuous mode of
operation; very good compatibility with other
enzymes

Sec. alcohol/Th. brockii alcohol
dehydrogenase

Deactivation by autooxidation possible
Relatively expensive enzyme (58 cents/unit)

Simple and stable system for regeneration of
PEG-NADPH in batch or continuous mode of
operation; very good compatibility with other
enzymes

of 8 g/(L day) and a conversion rate of 90–95% (66,67). The
new FDH is quite stable, showing no loss in activity over
one year at 4 �C (67). Unfortunately, this enzyme is not yet
commercially available. A further disadvantage is the rela-
tively high Km value of the mutant FDH for NADP (320
lM). Additional work is required to engineer FDH mutants
with improved kinetic properties. In conclusion, the new
formate–NADP dehydrogenase (EC 1.2.1.2) has a large po-
tential for use as a regeneration system for NADPH.

The secondary alcohol dehydrogenases from Thermo-
anaerobium brockii (TBADH) accept a broad range of
secondary alcohols and NADP� as coenzyme (68). The en-
zyme is commercially available and contains a very low
NADP-2�-phosphatase activity (Peters, unpublished data)
(NADP(H) is hydrolyzed at the 2�-ribose phosphate bond
at a rate of 0.1% per day in the continuous synthesis of
NADPH (69).) This enzyme has been applied in the reduc-
tion of numerous carbonyl compounds using the substrate-
coupled approach for coenzyme recycling (70–75). Since
this enzyme tolerates up to 30% isopropanol, the
substrate-coupled regeneration of NADPH is highly favor-

able. The TBADH-enzyme family is also an excellent sys-
tem for the regeneration of native and poly(ethylene) gly-
col-bound NADPH (Peters, unpublished data; 69). In a
model system, glutamate dehydrogenase (GluDH) was em-
ployed for the synthesis of glutamate from �-ketoglutarate.
A complete set of kinetic data was recorded and the effec-
tivity of the regeneration of PEG-NADPH by the TBADH
was studied in a batch reactor. The optimal activity ratio
of GluDH/(GluDH � TBADH) was 0.6. At this ratio, 95%
of the total coenzyme is reduced. The conversion of �-
ketoglutarate is affected negatively only at a TBADH por-
tion of less than 20%. For comparison, in the leucine
dehydrogenase–FDH system studied by Wichmann and co-
workers (55), only 10% PEG-NADH is present at the op-
timal activity ratio of 1:1. The reason for this different be-
havior is the product inhibition of FDH by PEG-NADH. In
contrast, TBADH shows only slight product inhibitions by
2-butanone and PEG-NADPH. The loss of coenzyme in the
enzyme-membrane reactor is a function of the absolute co-
enzyme concentration (76) and, therefore should be as low
as possible. The Km value of the TBADH for native and
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Table 3. Methods for In Situ Regeneration of NADP�

Methods Major disadvantages Assessment

Alcohol/Pseudomonas sp.
alcohol dehydrogenase

Enzyme not commercially available

Sec. alcohol/Thermoanaerobium
brockii dehydrogenase

Strong product inhibition by PEG-NADP�; Kip

(NADP), 50 lM; Km (NADPH), 10 lM
Not useful due to the severe product inhibition

by PEG-NADP�

Acetaldehyde/yeast alcohol
dehydrogenase

Self-condensation of acetaldehyde
Enzyme deactivation by highly reactive

acetaldehyde

Not useful for the regeneration of NAD� due to
side reactions and deactivation by
acetaldehyde

�-Ketoglutarate glutamate
dehydrogenase

Glutamate may complicate product isolation Simple and stable system for regeneration of
PEG-NADPH, good compatibility with other
enzymes

Pyruvate/lactate dehydrogenase Pyruvate tends to polymerize in solution and
reacts with NAD� in a process catalyzed by
lactate dehydrogenase

Simple and stable system for regeneration of
NAD�; side reactions may happen

PEG-bound NADPH is 10 lM. Hence, only 0.2–0.3 mM
NADPH is usually sufficient to ensure a maximum usage
of the catalytic activities in the reactor.

Overall, the TBADH is recommended for the recycling
of NADPH for the following reasons. First, the enzyme is
commercially available and is stable in a polypropylene
enzyme-membrane reactor. Second, the specific activity is
almost 10 times as high as that of formate dehydrogenase.
Favorably, the Km values for native and PEG-bound
NADPH are low (10 lM), and the product inhibitions by 2-
butanone and PEG-NADPH are also low. Third, the
TBADH is compatible with high amounts of organic sol-
vent (e.g., 30% isopropanol) and is stable at elevated tem-
peratures.

Regeneration of NADP�. Oxidized nicotinamide coen-
zymes are used for the synthesis of carbonyl compounds
from the corresponding racemic hydroxy compounds. For
their regeneration, both enzymatic and nonenzymatic
methods have been reported (for review see Ref. 7). Enzy-
matic methods seem to be preferred because of their com-
patibility with biological systems and their simplicity. The
regeneration of oxidized nicotinamide coenzymes is some-
what problematic due to thermodynamics that are often
unfavorable. Additionally, product inhibition by the re-
duced coenzyme may cause problems (see later).

In Table 3, the major disadvantages of various available
cofactor-recycling systems are listed, and each method is
assessed with respect to its applicability in batch or con-
tinuous processes. The alcohol dehydrogenase from Pseu-
domonas sp. which is not yet commercially available, has
potential for the recycling of NAD� (77,78). A range of sim-
ple ketones can be used as hydrogen acceptors, which are
reduced at high velocity (up to 270 U/mg). However, the
kinetic limitations of this enzyme must be explored in more
detail.

For recycling of NADP�, the secondary alcohol dehy-
drogenase from Thermoanaerobium brockii (TBADH) is
problematic due to the low product-inhibition constant Kip

for NADP� of 50 lM (Peters, unpublished data; 69). The
Km value of NADPH is 10 lM. Therefore, the oxidation of
alcohols producing the reduced coenzyme is the favorable
reaction.

Acetaldehyde and the commercially available alcohol
dehydrogenase from baker’s yeast (YADH) have also been
used to regenerate NAD� from NADH (79). The total turn-
over numbers were 103 to 104. However, deactivation of the
enzyme by the highly reactive acetaldehyde and the self-
condensation of acetaldehyde outweigh the advantages of
the inexpensive enzyme and the volatility of the reagents
involved.

The most widely applied method for regeneration of ox-
idized nicotinamide coenzymes involves glutamate dehy-
drogenase (GluDH), which catalyzes the thermodynami-
cally favorable reductive amination of inexpensive
�-ketoglutarate to give L-glutamate (40,80). Both the sub-
strate and the product are innocuous to enzymes. The com-
mercially available and inexpensive GluDH accepts
NADH, NADPH, and their respective poly(ethylene)
glycol-bound coenzymes (Peters, unpublished data) and
has a reasonably high specific activity of 40 U/mg protein.
The products of the reductive amination of �-ketoglutar-
ate, PEG-NADP� and L-glutamate, do not strongly inhibit
the reaction (Peters, unpublished data). The ratio of the
product inhibition constant to the Michaelis–Menten con-
stant (Kip/Km) will determine the efficacy of the reaction
(40). At a Kip/Km ratio greater than 1, the reaction may
proceed to acceptable conversions. If this ratio is less than
1, the reaction can never proceed efficiently. The Kip/Km

ratio for the substrate and product of the reductive ami-
nation of �-ketoglutarate to L-glutamate is 10.5. For the
PEG-NADPH and PEG-NADP�, the Kip/Km ratio is about
30 (Peters, unpublished data). Hence, product inhibition
by L-glutamate and PEG-NADP� does not play a signifi-
cant role in the efficacy of the regeneration reaction. The
disadvantage of this regeneration method is that L-gluta-
mate may complicate product isolation from the reaction
mixture. This must be addressed case by case.

Pyruvate and commercially available and inexpensive
lactate dehydrogenase (LDH) have been used for recycling
of NAD� (6,81). The LDH is stable and has a high specific
activity of about 1,000 U/mg protein. However, the redox
potential is less favorable and, in contrast to GluDH, LDH
does not accept NADPH. A further disadvantage is that
pyruvate tends to polymerize in solution and reacts with
NAD� in a process catalyzed by LDH. Despite these draw-
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backs, the pyruvate–LDH system has been applied in en-
zymatic oxidation reactions of 10–100 mmol of material.

Immobilized Coenzymes and Reactor Concepts

Enzyme-catalyzed reactions are often accompanied by the
following disadvantages:

• Enzymes may not be sufficiently stable under the re-
action conditions employed. Some lose their catalytic
activity due to autooxidation, others due to self-
digestion and/or denaturation by the solvent, and
others due to mechanical shear forces.

• Isolated enzymes are water soluble and must be used
repeatedly due to the economics of the processes for
which they are used (82). They must be separated
from the reaction mixture without destroying their
catalytic activity.

• The productivity, expressed as the space–time yield,
is often low due to the limited tolerance of enzymes
to high concentrations of substrate(s) and product(s).

Some of these problems may be overcome by “immobili-
zation” of the enzyme. However, a special problem is en-
countered with NADPH-dependent dehydrogenases be-
cause the coenzyme has to associate and dissociate freely
to and from the active site(s) of the enzyme(s). Therefore,
coimmobilization of the dehydrogenase and the cofactor is
necessary to make the system practical (83). Either dehy-
drogenase, coenzyme, or both may decompose, leading to
the replacement of the immobilized system.

If the Km value for the coenzyme is in the micromolar
range and the substrate-coupled approach for coenzyme
regeneration is employed (as discussed earlier), a column
reactor can be used with a small amount of free coenzyme
dissolved in the mobile phase (72). This situation is par-
ticularly efficient if the reaction mechanism is an ordered
bi-bi- or Theorell–Chance mechanism where the coenzyme
is bound first to the active site, followed by the substrate.
These mechanisms were found for a broad range of alcohol
dehydrogenases.

The immobilization techniques most widely used for
coenzyme-dependent dehydrogenases are shown in Figure
4. Immobilization techniques for coenzymes may be di-
vided into coupling and entrapment methods.

Coupling Methods. For dehydrogenases, coupling meth-
ods can be further divided into methods for coupling the
coenzyme on cross-linked enzymes or methods for coupling
the enzyme and coenzyme on a carrier.

Coupling of the Coenzyme to Cross-Linked Enzymes. En-
zymes can be attached to each other by covalent bonds,
termed cross-linking. Bifunctional reagents such as glu-
tardialdehyde, dimethyl adipimidate and dimethyl suber-
imidate can be used. The coenzyme can be bound to cross-
linked enzymes using a spacer long enough so that the
coenzyme has access to the active sites of both enzymes,
thereby transferring the hydride. These requirements are
very difficult to meet in practice. Lortie and coworkers (84)
reported on the coimmobilization of horse liver alcohol de-
hydrogenase (HLADH), albumin, and NAD� using glutar-
aldehyde as the cross-linking agent. Long-chain aldehydes

were prepared using this immobilized HLADH/NAD� sys-
tem in a packed-bed reactor (glass column). The conver-
sions were performed in organic solvent (hexane) satu-
rated with buffer. Because proteins and coenzymes are
insoluble in the water immiscible hexane, they remained
in the aqueous phase. The long-chain alcohols (substrate)
diffused into the aqueous phase, underwent enzymatic
conversion, and the product (aldehyde) finally diffused
back into the organic phase. This system was limited by
the mass transfer between the organic phase and the
water-containing porous particles. Lortie and coworkers
(84) generalized this result to all types of fixed-bed enzyme
reactors in biphasic systems. Importantly, the regenera-
tion of the coenzyme was not a rate-limiting step.

Coupling of the Coenzyme on a Carrier. Another option
for immobilizing coenzymes is to bind both the dehydro-
genase(s) and the coenzyme to an insoluble carrier such as
cellulose, dextrans, starch, chitin, agarose, or synthetic co-
polymers (85,86). The activation of the hydroxyl groups of
polysaccharides is usually done by reaction with cyanogen
bromide, leading to the formation of reactive imidocarbon-
ates. Synthetic polymers can be activated using partial hy-
drolysis of the acetate groups followed by activation with
epichlorhydrin. A range of preactivated polysaccharides
and synthetic polymers (Biosynth, Eupergit, etc.) may be
obtained from commercial sources. The enzyme is coupled
via its amino groups. Also, in this case, a spacer long
enough to allow the coenzyme to have access to the active
sites of the enzyme(s) must be used. Horse liver alcohol
dehydrogenase (HLADH) and an NADH analogue, N6-[(6-
aminohexyl)carbamoyl-methyl]-NADH, have been suc-
cessfully coimmobilized to Sepharose 4B (83). It was shown
that the coenzyme could be regenerated at a cycling rate
of 3,400 cycles/h using the substrate-coupled approach.
Both thermal and storage stability of the HLADH were
increased substantially. It was not necessary to add soluble
coenzyme to the substrate solution to maintain activity.

Entrapment Methods. Polymer-linked coenzyme deriv-
atives are often introduced in enzyme reactors with
coenzyme-dependent processes, because they can be re-
tained upon ultrafiltration or dialysis and are recycled
(Fig. 5) (35,39,45,47,56,57,76,87–93). Small substrate and
product molecules can freely pass through the membrane
(e.g., polyamide, polyethersulfone), but large enzymes and
the polymer-linked coenzyme cannot. Synthetic mem-
branes of defined pore size covering the range between 500
and 300,000 Da are commercially available at a reasonable
cost. Additionally, a variety of synthetic membrane shapes,
such as membrane discs or hollow fibers, are on the mar-
ket. A simple form of a membrane reactor that does not
require any special equipment is also shown in Figure 4.
In this simple technique, termed membrane-enclosed en-
zymatic catalysis (MEEC), the enzymes and polymer-
bound coenzyme are entrapped in a dialysis bag, which is
mounted on a gently rotating magnetic stirring bar (81).

One modification of the enzyme membrane-reactor con-
cept makes use of charged ultrafiltration membranes in
order to retain the native coenzyme in the reactor (94–97).
The application of charged ultrafiltration membranes in
membrane reactors is limited to the production of non-
charged products. In contrast, nanofiltration membranes
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can be used to retain the coenzyme in the reactor, whereas
the reaction product(s) may freely pass the membrane (98).
The separation of coenzyme and reaction product is due to
the differences in the molecular weight, without a negative
net charge of the membrane. For a recent overview of the
applications of dehydrogenases using the enzyme mem-
brane reactor technology, the reader is referred to Ref. 99.

Many reports on the preparation of polymer-linked co-
enzyme derivatives are available (100–109). The dextran-
bound coenzymes have been demonstrated to the serious
problem of protein leakage, due to the instability of the
isourea linkage between coenzyme derivatives and dex-
tran (110). However, more stable dextran derivatives can
be synthesized by using bromohydroxypropyl derivatives
of dextrans (111). These derivatives are used mostly in en-
zyme electrodes or as stationary phases in affinity chro-
matography (112).

The polyethyleneimine and polylysine derivatives of co-
enzymes (109) have the disadvantage of having electro-

static interactions between the multicharged polymers and
enzymes, thus interfering with their effectiveness as active
coenzymes. The relative reaction rates compared to native
NAD� were 2–25% (polyethyleneimine) and 2–60% (poly-
lysine), depending on the enzyme tested. The synthesis of
polyacryl copolymers has the advantage that parameters
like solubility, charge and the functional group can be var-
ied just by exchange of the monomer (106). However,
polyacryl-bound NAD� showed only 30% of the Vmax value
of the native coenzyme (113).

Another approach was established by Bückmann and
coworkers using poly(ethylene) glycol derivatives with mo-
lecular weights of 3,000 to 20,000 kDa and modified co-
enzymes. The yield of the coupling of N(1)-(2-aminoethyl)-
NAD� with the carboxy-PEG derivative was 90% (103).
The alkylation of NADPH with 1,4-bis-(2,3-epoxypropoxy)-
butane was investigated by Stein (114). This method al-
lows the direct alkylation of NADPH in a one-step reaction,
whereas all other described alkylation methods are mul-
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tistep reactions starting from the oxidized coenzymes.
Moreover, the coenzymatic activities of the NADPH deriv-
atives were almost identical to the native coenzymes.
The NADPH derivatives carry a hydrophilic spacer and a
terminal epoxy group, which can be coupled easily to
PEG-NH2, resulting in a stable, covalent bond between
PEG and the coenzyme derivative. For most of the en-
zymes tested, the coenzymatic activity of PEG-NADH
is comparable to the native coenzyme (88,103,115). How-
ever, there are also exceptions (105). The PEG–coenzyme
derivatives have been successfully applied in the above-
mentioned enzyme membrane reactor (35,39,45,56,
57,76,87–93). PEG-NADH, as well as other PEG-deriva-
tives, are commercially available from spin-offs of German
research centers in Braunschweig and Jülich (ASA Spezi-
alenzyme GmbH; Jülich Enzyme Products).

Modern reactor concepts for the application of dehydro-
genases and native coenzymes in organic solvents have
been worked out by several groups (89,116–118). These
concepts circumvent the immobilization of the coenzyme
by using hydrophobic microfiltration membranes and two-
phase systems, an emulsion membrane reactor or a differ-
ential circulation reactor with continuous extraction, re-
spectively.

Conclusions

Enzymatic reductions catalyzed by NADP-dependent de-
hydrogenases require stoichiometric amounts of nicotina-
mide coenzymes, which are very expensive compounds.
The application of dehydrogenases on a preparative scale
therefore requires effective methods for the regeneration
of these coenzymes.

Today, coenzyme regeneration of both NADH and
NADPH are very straightforward and the cofactor is no
longer the dominant cost in preparative reductions. Nico-
tinamide coenzymes are labile compounds, but if they are
used under optimal conditions, the half-life can be ex-
tended to more than 14 days. Coupling of NADPH to
poly(ethylene) glycols stabilizes the coenzymes, by which
means the half-life can be extended to more than 240 days.
Enzymatic methods for coenzyme regeneration are pref-
erable to nonenzymatic methods because they meet most
of the requirements for an ideal recycling system. Two dif-
ferent principles can be distinguished: the substrate-

coupled and the enzyme-coupled approaches. The enzyme-
coupled method is advantageous because even unfavorable
reactions can be driven to the product side by coupling with
a favorable cofactor-regeneration reaction.

The most economical method for PEG-NADH recycling
is the formate–formate dehydrogenase system, which has
been applied up to the commercial-scale process.

For the regeneration of (PEG-NADPH, the alcohol–
alcohol dehydrogenase from the Thermoanaerobium
brockii system or the formate–formate:NADP dehydroge-
nase system are recommended.

The �-ketoglutarate–glutamate dehydrogenase system
catalyzes the thermodynamically favorable reductive ami-
nation of �-ketoglutarate. Both NAD� and NADP�, as
well as PEG-NAD(P)�, can be regenerated effectively.

The use of the enzyme membrane reactor technology in
conjunction with poly(ethylene) glycol-linked coenzymes
made possible the scale-up of enzymatic processes to pre-
parative scale (91,119,120). Among others, this technology
was successfully applied for the synthesis of different L-
amino acids and a range of chiral hydroxy compounds of
high value.
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53. H. Schütte, J. Flossdorf, H. Sahm, and M.R. Kula, Eur. J.
Biochem. 62, 151–160 (1976).

54. Z. Shaked and G.M. Whitesides, J. Am. Chem. Soc. 102,
7105–7107 (1980).

55. R. Wichmann, C. Wandrey, A.F. Bückmann, and M.R. Kula,
J. Biotechnol. 23, 2789–2802 (1981).

56. E. Schmidt, D. Vasic-Racki, and C. Wandrey, Appl. Microbiol.
Biotechnol. 26, 42–48 (1987).

57. D. Vasic-Racki, M. Jonas, C. Wandrey, W. Hummel, and M.R.
Kula, Appl. Microbiol. Biotechnol. 31, 215–222 (1989).

58. W. Hummel, H. Schütte, E. Schmidt, C. Wandrey, and M.R.
Kula, Appl. Microbiol. Biotechnol. 26, 409–416 (1987).

59. I. Yamamoto, T. Saiki, S.M. Liu, and L.G. Ljundahl, J. Biol.
Chem. 258, 1826–1832 (1983).

60. J.R. Andreesen, J. Bacteriol. 120, 6–14 (1974).
61. L.R. Krumholz, R.L. Crawford, M.E. Hemling, and M.P. Bry-

ant, J. Bacteriol. 169, 1886–1890 (1987).
62. L.G. Ljundahl and J.R. Andreesen, FEBS Letts. 54, 279–282

(1975).
63. S.W. Tannenbaum, Biochim. Biophys. Acta 21, 335–342

(1956).
64. V. Tishkov, A. Galskin, L.B. Kulakova, and A. Egorov, En-

zyme Engineering XII, Deauville, France, 1993.
65. V.I. Tishkov, A.G. Galkin, G.N. Marchenko, Y.D. Tsygankov,

and H.M. Ergorov, Biotechnol. Appl. Biochem. 18, 201–207
(1993).

66. K. Seelbach, Diplomarbeit, University of Bonn, Germany,
1994.

67. K. Seelbach, B. Riebel, W. Hummel, M.R. Kula, V.I. Tishkov,
A.M. Egorov, C. Wandrey, and U. Kragl, Tetrahedron Lett.
37, 1377–1380 (1996).

68. R.J. Lamed and J.G. Zeikus, Biochem. J. 195, 183–190
(1981).

69. J. Peters and M.R. Kula, Biotechnol. Appl. Biochem. 13, 363–
370 (1991).

70. E. Keinan, K.K. Seth, R.J. Lamed, R. Ghirlando, and S.P.
Singh, Biocatalysis 3, 57–71 (1990).

71. E. Keinan, S.C. Sinha, and A. Sinha-Bagchi, J. Org. Chem.
57, 3631–3636 (1992).

72. E. Keinan, K.K. Seth, and R.J. Lamed, J. Am. Chem. Soc.
108, 3474–3480 (1986).

73. E. Keinan, E.K. Hafeli, K.K. Seth, and R.J. Lamed, J. Am.
Chem. Soc. 108, 162–169 (1986).

74. E. Keinan, K.K. Seth, and R.J. Lamed, Ann. N.Y. Acad. Sci.
501, 130–150 (1987).

75. R.J. Lamed, E. Keinan, and J.G. Zeikus, Enzyme Microb.
Technol. 3, 144–148 (1981).



708 CONDUCTIVITY

76. M.R. Kula, and C. Wandrey, in S.P. Colowick and N.O. Kap-
lan eds., Methods in Enzymology Part C, Academic, New
York, 1987, pp. 9–21.

77. C.W. Bradshaw, H. Fu, G.J. Shen, and C.H. Wong, J. Org.
Chem. 57, 1526–1532 (1992).

78. G.J. Shen, Y.F. Wang, and C.H. Wong, J. Chem. Soc. Chem.
Commun. 9, 677–679 (1990).

79. G.L. Lemiere, J.A. Lepoivre, and F.C. Alderweireldt, Tetra-
hedron Lett. 26, 4527–4528 (1985).

80. G. Carrea, R. Bovara, P. Cremonesi, and R. Lodi, Biotechnol.
Bioeng. 26, 560–563 (1984).

81. M.D. Bednarski, H.K. Chenault, E.S. Simon, and G.M. Whi-
tesides, J. Am. Chem. Soc. 109, 1283–1285 (1987).

82. C.J. Suckling and K.E. Suckling, Chem. Soc. Rev. 3, 387–406
(1974).

83. S. Gestrelius, M.O. Mansson, and K. Mosbach, Eur. J.
Biochem. 57, 529–535 (1975).

84. R. Lortie, I. Villaume, M.D. Legoy, and D. Thomas, Biotech-
nol. Bioeng. 33, 229–232 (1989).

85. P.W. Carr, and L.D. Bowers, Immobilized Enzymes in Ana-
lytical and Clinical Chemistry, Wiley, New York, 1980.

86. C.Y. Lee, and A.F. Chen, in J. Everse, B. Anderson, and K.S.
You eds., The pyridine Nucleotide Coenzymes, Academic,
New York, 1982, pp. 189–224.

87. K. Hosono, S. Kajiwara, Y. Yamazaki, and H. Maeda, J. Bio-
technol. 14, 149–156 (1990).

88. N. Katayama, I. Urabe, and H. Okada, Eur. J. Biochem. 132,
403–409 (1983).

89. S. Kise and M. Hayashida, J. Biotechnol. 14, 221 (1990).
90. German Patent 3937892 C2 (November 15, 1989), U. Kragl,

J. Peters, C. Wandrey, and M.R. Kula (to the Regents of the
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INTRODUCTION

Transport properties of electrolyte solutions (i.e., conduc-
tance, diffusion, viscosity, thermal diffusion, etc.) play a
relevant role in basic and applied researches because they
control most processes occurring in many fields of pure and
applied science, such as chemistry, biology, medicine, col-
loids science, engineering, and materials science. In this
article, electrolytic conductance will be emphasized, con-
sidering in particular the physical phenomena on which
this quantity is based, the experimental apparatus used
for its measurement, and some of the theories proposed to
explain the variation of conductance with the electrolyte
concentration. It will also be shown that conductance is a
macroscopic property yielding both kinetic information in
the form of ionic mobilities and thermodynamic informa-
tion in the form of thermodynamic equilibrium constants
for the formation of ion pairs. Conductance behavior also
yields information on electrolytic systems at the micro-
scopic level when the experimental data are analyzed with
the theoretical equations based on models in which ion–
solvent and ion–ion interactions are included.

CONDUCTION OF ELECTRICITY THROUGH MATTER

The transport of electricity through matter is effected by
the movement of charge carriers. Depending on the nature
of the charge carriers involved in the process, two basic
classes of conductors can be distinguished. In the first class
(electronic conductors), electricity is carried by electrons;
in the second class (electrolytic conductors), electric current
is carried by ions. Electronic conductors include metals and
semiconductors.

The properties of the electronic conductors follow solid-
state band theory. The rigorous treatment of electronic
conductors is beyond the scope of this article, but to provide
some background information for the reader, the mecha-
nism of electrical conduction in metals can be summarized
as follows. The energy levels of isolated atoms have des-
crete values. The filling of these energy levels by electrons
is governed by the laws of quantum mechanics. As atoms
approach one another to form a crystal lattice, the original
energy levels combine to form energy bands. In metals, the
conductivity bands correspond to the highest, partially oc-
cupied, energy levels of the metal atom in the ground state
and contain a sufficient number of loosely bound electrons
in random motion. Under the influence of an external elec-
tric field, the original random motions of electrons become
oriented, and an electron flux (electrical current) runs
along the conductor.

Quite different is the mechanism of conduction in elec-
trolytic conductors. In electrolyte solutions, ions and sol-
vent molecules are in rapid thermal motion, and any net
ionic migration is essentially a small perturbation along
the direction of the electric field superimposed on the for-
mer. Because ionic velocities are only of the order of 10�6

s�1 for an electrical field of unity (1 V/cm�1), the solvent
is usually approximated as a continuum in which the ions
are assumed to move at a constant velocity, which is the
time average equal to the sum of their components of mo-
tion in the direction of the applied field divided by the time
of observation. Electrolytic conductance is, in last analysis,
a measure of the steady-state flux achieved between the
effects of an external electrical force and those of the in-
ternal hydrodynamic resistance to ionic motion. As such,
it is an important research tool with which molecular in-
teractions may be conveniently investigated.

In many technological processes (i.e., electrodialysis,
ion-selective electrode production, environmental andwaste
applications, etc.) as well as in some biological processes
(i.e., permeation of ions through cellular membrane), an ar-
tificial or natural membrane is interposed between two
electrolyte solutions. From a physical point of view, the
membrane is a potential barrier for the ionic flux; thus, the
mechanism of conduction in these systems differs from
that occurring in the simple electrolytic systems. Mem-
branes can be divided in two main types: membranes that
have a preferential permeability for a particular ion and
membranes that are totally unpermeable to any kind of
ions. The membranes of the first type are used in the tech-
nological applications where ion selectivity is the main fac-
tor of the process. The ionic conduction in these electrolyte
membrane systems is only allowed for a particular ionic
species. Quite different is the conduction mechanism for
the systems containing a membrane of the second type. In
these systems, the flux of ions (hydrophilic) is hindered by
the hydrophobic character of the membrane (e.g., lipidic
bilayers). To overcome this handicap, two alternative
mechanisms are possible (carrier and channel mecha-
nisms). Ionic transport mediated by carrier is obtained by
using macrocyclic compounds (1,2) (e.g., natural antibiot-
ics such as valinomycin and enniatin B or synthetic mac-
rocyclic compounds such as crown ethers, cryptands, etc.).
These carrier compounds form intrusion complexes with
alkali metal ions. In these complexes, the central hydro-
philic ion is hosted into a cavity containing oxygen atoms,
and the exterior of the complex is hydrophobic. Such a fea-
ture, decreasing the energy barrier imposed by the mem-
brane to the ionic flux, allows for the transport of the
hosted ionic species across the hydrophobic membrane. It
has been observed that the conductance of lipidic bilayers
(10�10 S/cm) linearly increases with the carrier concentra-
tion. Such a result suggests that current-carrying species
are 1:1 complexes between alkali metal cation and mac-
rocyclic molecules. A transport mechanism consistent with
the experimental results is depicted in Figure 1. According
to this mechanism, the ionic transport across the mem-
brane occurs in four distinct steps: (1) Association of ion
M� and carrier S in the interface electrolyte solution–
membrane (rate constant KR); (2) Translocation of the com-
plex M�S to the opposite side of the membrane (rate con-
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Figure 1. Carrier mechanism.

stant K�MS); (3) Release of the ion to the solution (rate
constant KD); and (4) Back transport of the unloaded car-
rier (rate constant KS). The kinetics of this carrier mech-
anism for a given system can be analyzed by studying the
electric conductance behavior (3).

Different from the ionic transport mediated by carrier
compounds is the channel mechanism. A channel consists
of one or several binding sites arranged in a transmem-
brane sequence, and it is accessible from both sides at the
same time. A number of simple molecules (e.g., the linear
pentadecapeptide gramicidin A [4]) introduced into a bio-
logical or artificial membrane form channels permeable to
cations. A detailed model of the gramicidin A channel was
proposed by Urry (5). Information on the mechanism of ion
transport through channels has been obtained in experi-
ments (3) in which small amounts of gramicidin A were
added to a planar bilayer membrane. Under this condition,
the membrane current under a constant applied voltage
shows discrete fluctuations with more or less the same am-
plitude. The experiment has been explained assuming that
the single current fluctuation results from the formation
and disappearance of a single channel permeable to ions.

In addition to electronic and electrolytic conductors,
there is a special class of solid-state polymer electrolytes (6)
that have recently attracted considerable worldwide inter-
est for their prospective applications in batteries, sensors,
and other practical devices. Polymer electrolytes are sim-
ply formed by dissolving an inorganic salt in suitable poly-
meric hosts. These host polymers contain electronegative
heteroatoms (oxygen, nitrogen, sulfur, or phosphorus) that
interact with cations by donor–acceptor bonds to form
polymer–cation complexes. Poly(ethylene oxide) (PEO) and
poly(propylene oxide) (PPO) are the most-used polymers
that form solid-state polymer electrolytes.

PEO: PPO:
-CH-CH-O- -CH-CH-O-

|
CH

The mechanism of ionic transport in such systems was
initially attributed to ion hopping between fixed coordi-
nation sites of polymer. Recently, the percolation theory (7)
formally describes these ion conductors as a random mix-
ture of conductive islands interconnected by a nonconduc-

tive matrix in terms of ion size, charge, and interactions
with other ions and the host matrix.

As stated before for the electronic conductors, a detailed
description of the conductivity properties of polymer elec-
trolytes and the transmembrane ionic transport is beyond
the scope of this article, which focuses mainly on electro-
lyte conductance, namely, conductance in liquid electrolyte
solutions.

ELECTROLYTIC CONDUCTANCE

In an electrolytic conductor, the relationship between the
steady-state flux (J) of ions and the driving forces of the
electric field (X) can be represented by the power series

2 3J � A � BX � CX � DX � . . . (1)

where A, B, C, and so forth are constants, and the units of
J and X are cm3/s/K and volt/cm, respectively. For small
applied fields, the terms containing the powers of X greater
than unity can be neglected, and equation 1 therefore be-
comes

J � A � BX (2)

The constant A in equation 2 must be zero because the
ionic flux vanishes when X � 0. Hence, for small electric
fields, the ionic flux is linearly related to the driving force

J � BX (3)

where B is a constant specific of the system under inves-
tigation. The ionic flux J, representing the number of
moles of ions crossing a unit area per second, can be easily
converted into the charge flux or the current density i
(number of electrical charge crossing unit area per second)
by the relationship

i � JzF � zFBX (4)

In the preceding equation, z is the charge number, i has
units of ampere (A) per cm�2, and F is the faraday equal
to F � eN (e is the electron charge equal to e � 1.602177
� 10�19 coulomb, and N is the Avogadro’s number equal
to N � 6.02214 � 1023 mol�1). For a given electrolytic
system, zFB is constant. Setting this constant equal to v,
equation 4 becomes

i � vX (5)

that can be rearranged in the form

v � i/X (6)

where v is the electrolytic conductance as of a solution of
known concentration (also referred to as the specific con-
ductance in older literature) and has units of siemen (S)
cm�1. Table 1 compares representative values of the spe-
cific conductance of electrolytic solutions with those of me-
tallic conductors and nonelectrolytic systems.
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Table 1. Representative Values of Electrolytic
Conductance at 25 �C

Substance Type of conductor
Electrolytic conductance

(S/cm)

Acetonitrile Nonelectrolyte 1 � 10�8

Water Nonelectrolyte 2 � 10�7

0.1 M KCl Electrolytic 1 � 10�2

4 M H2SO4 Electrolytic 8 � 10�1

Iron Metallic 1 � 105

Copper Metallic 6 � 105

Platinum electrodes of section A
placed at the distance l

l

Figure 2. Schematic representation of conductometric cell.

Table 2. Recommended Cell Constants for Various
Conductance Ranges

Conductance Range (S cm) Cell constant (cm�1)

(0.5–20) � 10�6 0.01
(0.1–20) � 10�5 0.1
(0.2–20) � 10�4 1.0
(0.1–20) � 10�3 10.0
(0.1–20) � 10�2 50.0

By definition, the electric field X is the ratio of the po-
tential difference DV between two regions of the electrolyte
and the distance l between them.

X � DV/l (7)

On the other hand, the density current (i) is the ratio of
the total current (I) and the area (A) of the electrodes

i � I/A (8)

Thus, combining equations 7 and 8 with equation 6 one
has

DV � I(l/vA) (9)

According to Ohm’s law, the quantity (l/vA) must be a re-
sistance, that is,

R � (1/v)(l/A) (10)

The modern units for resistance is reciprocal siemen (S�1),
and the older unit of ohm (X) is no longer used. Equation
10 indicates that electrolytic conductors, like metallic con-
ductors are ohmic conductors (i.e., they obey the Ohm’s
laws) and can therefore be represented in an electrical cir-
cuit as a resistor.

Measurements of Electrolytic Conductance

In conductance experiments, the electrolyte is placed in a
conductivity cell of controlled geometry, and the resis-
tances (R) of solutions of known concentration are mea-
sured. The cells are generally constructed in Pyrex glass
with sealed platinum electrodes. Other noble or passive
metals, such as gold, silver, titanium, stainless steel, and
tungsten, as well as graphite can be used as electrodes for
technical applications of conductivity (i.e., routine or in
situ industrial measurements). Cells designs are available
for a variety of research and industrial applications. The
different types of conductance cells have in common an
electrode compartment, shown schematically in Figure 2.
The geometry factor, l/A (cm�1), known as the cell con-
stant, j, is generally determined by calibrating the cell
with a solution of known conductivity. Aqueous potassium
chloride solutions are usually used for this purpose (8) be-
cause the specific conductance of this electrolyte at differ-
ent concentrations and temperatures has been determined
with a very high degree of accuracy. Cells are designed

with various cell constants so that the resistance of differ-
ent electrolytic systems ranges between 1,000 and 30,000
S�1 in order to avoid errors arising from high density cur-
rent and insulation linkage. Table 2 summarizes recom-
mended cell constants for various conductance ranges.

The electrical resistance of electrolyte solutions cannot
be measured with a traditional bridge circuit (e.g., a
Wheatstone bridge) operating with direct current (dc) be-
cause this would give rise to polarization at the electrodes
and in some cases to the electrolysis of the solution. Polar-
ization produces undesirable changes in the electrolyte
concentration during measurements that must be avoided
because the resistance of the electrolytic system depends
on ionic concentration. The simplest way to achieve this
requirement is to use alternating current (ac) in the fre-
quency range between 500 and 20,000 Hz. This rapid re-
versible change in applied potential effectively eliminates
polarization effects.

The theory and design of ac bridges suitable for electro-
lyte conductance measurements were discussed by Jones
and Josephs (9) and by Shedlovsky (10). A crude represen-
tation of the different ac bridges commercially available
can be made in reference to the Kohlraush’s bridge circuit,
schematically depicted in Figure 3. The conductivity cell
forms one arm of the bridge and a standard variable resis-
tance box (R) forms another arm of the bridge. The other
two arms of the bridge consist of two closely equal resis-
tances, Ra and Rb. With ac bridge impedances are deter-
mined. The impedance Z is defined by the relation

1/2Z � (R � X ) (11)R

where R is the resistance and XR the reactance given by
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Figure 3. Schematic representation of a conductance apparatus
based on Kohlraush’s bridge circuit.
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Figure 4. Block diagram of a typical digital conductivity meter.
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Figure 5. Dependence of the specific conductance of aqueous KCl
solution (0.1 mol/L) with temperature.

X � X � X (12)R L C

where XL � 2pfL is the inductive reactance and XC � 1/
(2pfC) is the capacitive reactance. In the preceding equa-
tions, R, XL, and XC are in reciprocal siemen (S�1), f is the
frequency in hertz, L is the inductance in henry, and C is
the capacitance in faraday. Because the resistances used
in the bridges for conductometric measurements are gen-
erally noninductance, capacities and resistances are the
variables determined by balancing the bridge. Thus, only
a standard variable condenser box (C) needs to be placed
in parallel to the resistance box (R). For the measurement,
both C and R are adjusted until zero signal from the elec-
tronic amplifier is detected. For this null condition, the fol-
lowing relations for the reactance capacities XC � 1/(2pfC)
as well as for the resistances (R) can be written

[1/(2pfC)] /[1/(2pfC)] � [1/(2pfC)]/[1/(2pfC)]cell a b

� [1/C)] /[1/C)]cell a

� [1/C)]/[1/C]b

R /R � R/R (13)cell a b

Because [1/C)]a � [1/C]b and Ra � Rb, one obtains

C � Ccell

R � R (14)cell

The ac bridge circuit is, in other words, a simple RC
circuit allowing us to measure the individual impedance
contributions from the resistance and the capacitance re-
actance. The block diagram for typical digital instruments
used for routine resistance measurements is shown in Fig-
ure 4.

The conductance of electrolytic solutions changes by as
much as 2% per degree Kelvin (Fig. 5). Thus, it is very
important to have accurate temperature control within
�0.001 K for high-precision measurements. Although the
thermostatic bath may have any convenient and appropri-
ate design, mineral oil rather than water is recommended
for use in the bath. This is because the high dielectric con-
stant and conductivity of water compared with mineral oil
may result in leakage of electrical energy from the cell suf-

ficient to introduce errors of appreciable magnitude. For
routine or industrial applications such as in situ conduc-
tivity measurements, temperature control need not be very
precise, and temperature regulation within �0.1 K is suf-
ficient in most cases. Cells are available with built-in tem-
perature sensors and associated instrumentation that au-
tomatically convert conductance values to a reference
temperature, generally 25 �C. This feature on commercial
bridges is referred to as automatic temperature compen-
sation of conductivity.

For high-precision and high-accuracy conductivity mea-
surements of dilute electrolyte solutions, the conductance
of the solvent, vo, must be subtracted from the apparent
(i.e., experimental) conductance, va, as measured in the cell
to obtain the real conductance, v, of ionic species in solu-
tion.

v � v � v (15)a o

The electrolytic conductance of commonly studied solvents
is summarized in Table 3. Because conductivity measure-
ments can be extremely accurate, by comparing measured



CONDUCTIVITY 713

Table 3. Specific Conductance of Common Solvents at
25 �C

Solvent
Specific conductance

(v0[S/cm])

Water 1–2 � 10�7

Methanol 1–2 � 10�8

Glycerol 1–3 � 10�8

Ethylene glycol 6–8 � 10�8

Acetonitrile 3–4 � 10�8

Propylene carbonate 1–2 � 10�6

Nitromethane 1–3 � 10�8

N-N-Dimethylformamide 2–4 � 10�8

Λ

C (equiv/L)
0 0.02 0.04 0.06 0.08 0.1 0.12

125.0

130.0

135.0

140.0

Equivalent conductivity
at infinite dilution

145.0

150.0

155.0

KCl in water

Figure 6. Dependence of K(S cm2 equiv�1) with electrolyte con-
centration C (equiv/L).

conductances to those determined for highly purified sol-
vents (see Table 3) the purities of solvents can be easily
determined.

Molar, Equivalent, and Ionic Conductivity

The current density (i) across unit area per second can be
expressed in terms of ionic velocity (vi) by

i � FR c z v (16)i i i i

where ci, zi, and vi are the number of moles per cubic cen-
timeter, the charge number, and the velocity in cm/s of the
nth ionic species. Dividing equation 16 for the strength of
electrical field (X) gives

i/X � (F/X)R c z v (17)i i i i

Substituting equation 6 in equation 17 and setting the mo-
bility of the nth ions Ui � (vi/X) one obtains

v � FR c z U (18)i i i i

Restricting the treatment to 1:1 symmetrical electrolytes
for which z� � z� � z and c� � c� � c, equation 18
becomes

� �v � Fzc(U � U ) (19)

Equation 19 shows that, contrary to electronic conductors,
the specific conductance of electrolyte solutions depends on
the ionic concentration. Thus, in order to normalize the
electrolytic conductance for the concentration, a new quan-
tity, the molar conductivity (Km) is defined as

3K � 10 v/c (20)m m

where cm is the concentration (mol dm�3 units) of the elec-
trolyte. The units of Km are S cm2 mol�1. Molar conductiv-
ities taking into account only the molar concentration of
the electrolyte do not always normalize the conductance,
as in the cases where multiply charged ions are involved.
To account for unsymmetrical electrolytes, such as MgCl2,
normalization is achieved by considering equivalent con-
centrations, c � cm/z. In terms of equivalent concentra-

tions, the normalized quantity is the equivalent conduc-
tance K (S cm2 eq�1), defined similarly to equation 20 by

3K � 10 v/c (21)

Figure 6 shows that the equivalent conductance for a typ-
ical electrolyte (KCl in water) decreases as the ionic con-
centration increases. Thus, for meaningful comparisons of
conductivity differences for different electrolytes, it is nec-
essary to define a common reference state for equivalent
conductances. The reference state is that of infinite dilu-
tion where the equivalent conductance at zero electrolyte
concentration is referred to as the limiting molar conduc-
tivity and given the symbol Ko. As will be shown in the next
section, the dependence of conductance on ionic concentra-
tion results from interionic interactions. Because at infi-
nite dilution such interactions are negligible, only ionic ve-
locity is affected by the external electrical field. Under
these circumstances, Ko represents the conductivity of the
electrolyte solution in its ideal state.

Substituting equation 21 in equation 19 gives

� � � �K � F(U � U ) � k � k (22)

where k� and k� are the ionic equivalent conductance of
the cation and anion at the given concentration. At infinite
dilution, equation 22 for the limiting equivalent conduc-
tance becomes

� �K � k � k (23)o o o

An important implication of this equation is that at infinite
dilution, molar conductivities are additive. This property,
discovered by Kohlrausch, is known as the Kohlrausch law
of independent ionic conductivity. Thus, the limiting equiv-
alent conductance for any electrolytic system can be ob-
tained from the sum of the contributions of the individual
ions. Limiting equivalent conductivity for a large variety
of ionic species in different solvents as a function of tem-
perature has been measured by many researchers. Table
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Table 4. Equivalent Ionic Conductivity of Selected Ions at
Infinite Dilution in Water at 25 �C

Cations (S cm2 equiv�1)�k0 Anions (S cm2 equiv�1)�k0

H� 349.8 OH� 198.30
Li� 38.7 Cl� 76.4
Na� 50.1 I� 76.8
K� 73.5 Br� 78.1
Rb� 77.8 �NO3 71.4
Cs� 77.3 �ClO4 67.3
Ag� 61.9 �ClO3 64.0

�NH4 73.5 �HCO3 44.5
(n-Bu)4N� 19.5 �CH CO3 2 40.9

2�Ca 59.5 �HC O2 4 40.2
2�Ba 63.6 �C H CO6 5 2 32.4
2�Mg 53.1 Picrate� 30.4

2�Zn 52.8 2�CO3 69.3
2�Cu 53.6 2�C O2 4 74.2
2�Pb 69.5 2�SO4 80.0
2�Fe 54.0 3�Fe(CN)6 101.0
3�Fe 68.0 3�Co(CN)6 98.9

3�Co(NH )3 6 102.3 4�Fe(CN)6 110.5

4 reports individual ionic ko values for selected ions in wa-
ter at 25 �C.

THEORIES OF ELECTROLYTIC CONDUCTANCE

The search for a mathematical expression able to theoret-
ically predict the concentration dependence of the molar
conductivity has been the object of numerous scientists
since the time of Arrhenius (1883). An ideal theory of con-
ductance would predict K from fused salt systems (solute
mole fraction equal to unity) to infinite dilution (solvent
mole fraction equal to unity). In spite of this intense effort,
the different conductance equations so far proposed take
into account only the influence of the ion–ion and ion–
solvent interactions on the ionic mobility and the concen-
tration of free ionic species in solution. Thus, they are lim-
ited to concentrations up to where the effect of short range
three-ion interactions (i.e., triple ions formation) becomes
significant.

Debye–Onsager–Fuoss Theory

Because of the electrical charge on the ions, the ionic dis-
tribution in an electrolyte solution is modulated by the
ion–ion interaction field superimposed to the ionic thermal
motion. In order to quantitatively express the contribution
of electrostatic interactions on ionic distribution, it is nec-
essary to choose a model to represent the system. Although
the model must include all the relevant properties of solute
and solvent, the problem is to select a sufficiently simple
model that is amenable to available mathematical treat-
ments. All models for conductance behavior, though differ-
ent in some details, are essentially based on the primitive
model proposed by Debye and Hückel (11) in which

1. The electrolyte is completely dissociated at all the
concentrations.

2. The solution is considered to be a collection of point
charges (ions) in a homogeneous medium of viscosity
(g) and relative permittivity (�) (hydrodynamic con-
tinuum).

3. The Coulombic field surrounding the ions has spher-
ical symmetry.

4. Only ion–ion long-range electrostatic interactions
are considered.

5. The electrostatic potential energy of each ion is
smaller than the thermal energy, that is, |ziew|
� kT.

In the Debye–Hückel theory, the central ion is consid-
ered, from a time-averaged point of view, at rest. The ion
is surrounded by a symmetrical ionic cloud localized at the
distance (Debye distance) given by

�1 2 1/2x � [(eT/Rz c )(1,000 j/8pe N] (24)i i

where zi and ci are the charge number and the concentra-
tion of the nth ion, respectively, � is the static dielectric
constant of the solvent, T is the temperature (Kelvin), j is
the Boltzman constant (1.38 10�6 erg/degree), e is the elec-
tron charge (4.80 10�10 absolute electrostatic unity
[e.s.u.]), and N is the Avogadro’s number. To the extent that
one seeks to interpret the equilibrium properties of elec-
trolytic solutions (i.e., activity coefficients), this picture of
a static central ion surrounded by a ionic cloud with spher-
ical symmetry is quite reasonable. Ionic interactions yield-
ing the formation of spherically symmetrical ion clouds in
the absence of external fields change from spherical to ax-
ial symmetry (egg shape) when a uniform external field
(i.e., electric field as in the conductance or chemical poten-
tial field as in the diffusion) is applied to the electrolyte
solution (Fig. 7).

Onsager (12) accounts for this asymmetrical distribu-
tion by considering the mutual interactions between an ion
and its asymmetrical cloud. In the mathematical treat-
ment of the migration of ions, he assumed that the drift
velocity of an ion, besides the electric force arising from the
externally applied field, is also determined by two other
extra forces (i.e., relaxation and electrophoretic forces). The
basic conductivity equation obtained by Onsager is

K � K � S�c (25)0�

where K0 is the limiting conductance due to the unper-
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turbed ion movement in the external field at infinite dilu-
tion, and S is a constant that depends on absolute tem-
perature, valence type of solute, dielectric constant, and
viscosity of solvent. S includes the relaxation and the elec-
trophoretic effect calculated via two particle correlation
functions, assuming ions to be point charges and truncat-
ing series terms at the term c1/2. It is important to realize
that the constant S (and the constant E to be described in
the next paragraph) does not account for finite size of ions
and their solvation shells. For solvents of high dielectric
constants (e � 45), equation 25 can be considered an ac-
ceptable extrapolation formula, and we refer to it as the
limiting law. However, for solvents of lower dielectric con-
stant, deviations from equation 25 become large even in
the case of completely dissociated electrolytes. The reasons
for this drastic limitation arises from the crude assumption
of the Debye–Hückel physical model, which represents the
ions as point charges.

A further development of the conductance theory was
made by Fuoss and Onsager (13), who treated the ions as
finite-size particles. The resulting conductance equation
derived by Fuoss and Onsager is

oK � K � S�c � Ec log c � J c (26)a

where K0 and S have the same meaning as in equation 25,
E is a new constant dependent on the same variables as S,
and Ja is a parameter that according to the new model
depends on the cation–anion distance a, which can be used
as a variable in fitting data to equation 26 or simply esti-
mated as the sum of crystal radii of cation and anion; a is
therefore referred to as the distance of closest approach.
The logarithmic term in equation 26 derives from the in-
tegration of the higher terms of the continuity equation.
Although Equation 26 is based on a more realistic model
(rigid charged spheres in a continuum) it does have limi-
tations because it often fails to accurately describe con-
ductance behavior in many solvents, particularly solvents
with low dielectric constants. However, for solutions con-
taining salts with large ions, such as tetraalchylammoniun
salts in high dielectric constant solvents, equation 26 does
in fact reproduce the experimental data with acceptable
accuracy. The problems encountered with equation 26
arise when electrolytes with small ions in solvents of mod-
erate dielectric constants are involved, and where ion pair
formation (Fig. 8) becomes significant. Ion pairs behaving
as a dipole in the external electric field do not contribute
to the conductance current.

In 1926, J. Bjerrum (14) developed a theory of ionic as-
sociation. This theory was based on the observation that
for certain systems the ratio of measured activity coeffi-

cients to the stoichiometric concentration was less than the
activity coefficients calculated by the Debye–Hückel the-
ory. To account for such discrepancies, Bjerrum postulated
that some ions associated to ion pairs that as dipoles are
no longer included in the ionic atmosphere. In order to ob-
tain the degree of association of ions into neutral ion pairs,
Bjerrum calculated the probability function [W(r)] of find-
ing an anion in the spherical shell surrounding the refer-
ence cation. By applying a mathematical treatment anal-
ogous to that used by Debye– Hückel in the derivation of
the activity coefficients, he found an analytical form for
W(r) that after a sharp minimum, diverged to infinity (Fig.
9). In order to mathematically treat this function, Bjerrum
arbitrarily cut the integral off at a certain critical distance
between the cation and the anion at which the electrostatic
attractive force is balanced by the mean force correspond-
ing to the thermal motion. Such a distance, in which the
ion is at minimum energy, depends on the valence type (z),
electron charge (e), dielectric constant of solvent (e), Kelvin
temperature (T), and Boltzman constant (k). For uni-
univalent electrolytes, this critical distance (Bjerrum dis-
tance) is represented by the equation

2R � e /2ekT (27)

Integration of the probability function from the distance of
closest approach (a) of the ions to R allows one to calculate
the fraction of ions present in solution in the associated
state. Thus, the degree of ion-pair association and the ion-
pair association constant can be calculated.

Taking ion pair formation into account, Fuoss (15) ex-
tended the previous conductivity equation 26 to

o 2K � K � S�cc � Ecc log cc � jcc � K cc f K (28)a �

where is the mean ionic activity coefficient calculated2f �

by the Debye–Hückel theory, and c is the fraction of the
electrolyte that exists as unassociated ions. In terms of c,
the thermodynamic equilibrium constant for the formation
of ion pairs is determined by the mass equation
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2 2K � (1 � c)/cc f (29)a

Subsequently, Quint and Viallard (16) and Lee and Whea-
ton (17) extended the above equation to mixed electrolytes
and for unsymmetrical electrolytes (e.g., MgCl2). After the
publication of equation 28, the theoretical treatment of the
conductance of electrolyte solutions seemed to be com-
pletely solved in term of the electrostatic theory. However,
numerous accurate experiments studies during the past 25
years have shown that equation 28 still has severe limi-
tations. In particular, the systematic investigation on the
conductivities of electrolytes in different solvents carried
out by many researchers confirmed the limitation of equa-
tion 28 (or similar conductivity equations derived by Pitts
[18], Kraeft [19], and Fuoss et al. [20]). Part of these lim-
itations were eliminated by refining the mathematical
treatment of the electrophoretic and relaxation terms [21].
Nevertheless, the most important limitation of the theory
was the small concentration range over which equation 28
can be applied.

Several mathematical improvements were made to
push the concentration limit of the conductivity equation
to higher values. Fuoss and Hsia (22), by a new integration
of the equations of continuity and motion with retention of
terms of order c3/2, presented in 1967 the empirical K(c)
function

o 3/2K � K � S�c � Ecc log c � Ac � Bc (30)

This equation is valid for 1:1 electrolytes up to the concen-
tration Cmax � 3 10�7 e3 mol dm3, above which ion pair
formation becomes statistically undefinable due to the
presence of triple ions (23). Thereafter, Fernandez-Prini
(24) expanded the function of the Fuoss–Hsia equation us-
ing, as suggested by Justice (25), the Bjerrum radius (R)
as the lower limit in the integration instead of the contact
distances a. The modified conductivity equation derived by
Justice and Fernandez-Prini is

K � K � S�cc � Ecc log cc � J (R)cco 1
3/2 3/2 2� J (R)c c � K ccf K (31)2 a �

It turned out that equation 32 was also not free from
theoretical and experimental problems. The most serious
was the prediction that a given electrolyte in different sol-
vents of the same dielectric constants should have the
same association to ion pairs.

Many violations of the failure of this isodielectric rule
(26) show that the primitive model can be considered an
oversimplified physical model adequate to describe the
conductometric behavior of electrolytic systems, in which
long-range ion–ion interactions play the main role, but it
completely ignores additional effects caused by anion–
cation, anion–solvent, and cation–solvent short-range in-
teractions. Recently, Fuoss (27) proposed a new model for
ions in solution, based on the concept of the Gurney co-
sphere (28) surrounding each ion. This chemical model
takes into consideration short-range specific ion–solvent
interactions (solvation) related to the polarizability, dipole
moment, and shape and size of ions and solvent molecules,
both of which are explicitly ignored in the primitive model.
This new model involves the dual roles played by the ions

involved in ion-pair formation. As long as the distance be-
tween the two ions is greater than the diameter of the Gur-
ney cosphere, an ion involved in pairing is an anonymous
member of an enormous population; once inside the co-
sphere, the ions behave like particles and move from site
to site by interchanges with solvent molecules. Because of
this duality, the long-range interactions (relaxation field
and electrophoresis) can be determined by using continuum
electrostatic and hydrodynamic theories, whereas short-
range interactions can be determined by the thermody-
namic changes of the free energy of the pairing process
involving both solvent separate ion pairs and contact ion
pairs. For symmetrical electrolytes, the conductance equa-
tion based on the chemical model can be written in the
following symbolic form

v H elK � c{[K (1 � (DE/E)] � DK � DK � DK ]} (32)o

In this equation, where c is the fraction of solute that con-
tributes to the conductance current, (DE/E) is the part of
the relaxation field generated by purely electrostatic in-
teractions between ions, DKv is the part of the relaxation
field caused by the change in the electrophoretic current
caused by perturbation potential, DKH is the Sanding–
Feistel (29) hydrodynamic–hydrodynamic interactions
term, DKel is the electrophoretic countercurrent, and Ko is
the limiting conductance. Starting from this chemical
model proposed by Fuoss, Lee and Wheaton, in a series of
papers (30), derived a conductivity equation for the general
case where any number of ionic species of any valence type
may be presented in solutions. Thus, not only 1:1 electro-
lytes but also asymmetrical and mixed electrolytes can be
analyzed.
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INTRODUCTION

In its extensive meaning, biological corrosion, or biodeter-
ioraton, refers to any corrosion caused by biological activ-
ity. Indeed, the original meaning of the term corrosion, as
derived from rodere, the Latin root for “act of gnawing,”
includes biological activity. Microbiological corrosion re-
fers, by definition, to the degradation of metallic structures
due to the activity of a wide variety of microorganisms,
usually embedded in a gel matrix, the biofilm, attached to
the metal surface.

Before further discussion on this subject, a short review
of the milestones in its historical development is pre-
sented. Evidence of anaerobic corrosion was observed as
early as 1840, when Mallet noted sulfide corrosion prod-
ucts typical of anaerobic process on an ancient anchor on
the bottom of the Seine River (1).

The phenomenon of microbially influenced corrosion
(MIC) was reported by the end of the nineteenth century
by Garret (2), who postulated that corrosion of lead in wa-
ter was caused by metabolites produced by bacterial deg-
radation of organic matter. He suggested that biooxidation
of nitrite to nitrate enhanced the corrosive action of water.

Sulfate-reducing bacteria were discovered in 1895 by
Beijerinck. In 1910 Gaines (3) indicated that iron bacteria
and sulfur bacteria were responsible for the corrosion of
buried ferrous metals.

The formation of deposits in waterpipes by iron bacteria
(in particular aerobic species Sphaerotilus natans, Caulo-
bacter, and Gallionella) was investigated by Harder (4). In
1921 Grant et al. (5) produced evidence that the rate of
pitting of brass was highly increased by ammonia, which
could be produced by bacterial activity.

In 1934, Von Wolzogen Kuhr and Van Der Vlugt (6) pro-
posed a theory on the direct role of sulfate-reducing bac-
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Figure 1. The sulfur cycle and microorganisms involved.

teria in the corrosion mechanism by their utilization of
cathodic hydrogen and stimulation of the anodic dissolu-
tion of iron.

In 1953 Uhlig reported on the role of microorganisms,
such as slime-forming bacteria, fungi, algae diatoms, and
protozoa, attributing their corrosive action to the forma-
tion and conservation of differential aeration and concen-
tration cells (7).

Several reviews dealing with MIC have been published
since 1971 (8–11), with a particular effort in research dur-
ing the so-called energy crisis. In fact, marine fouling on
offshore platforms and biofouling in industrial cooling sys-
tems, as well as the problem of oil and gas reservoir con-
tamination by sulfide, enhanced the need for a deeper in-
sight into the role of, and the mechanism associated with,
bacterial corrosion of metal. The adoption of accelerated
tests, designed ad hoc according to newly developed mea-
surement techniques, can address the right selection of
materials, surface treatments, and welding filler materi-
als, as well as the optimization of chemical and mechanical
protective or preventive measures.

MICROORGANISMS IMPLICATED IN BIOLOGICAL
CORROSION

To indicate proper defensive means against corrosion of
metal materials, an accurate study and a deeper under-
standing of the mechanisms of action of the microorgan-
isms involved are undoubtedly of the utmost importance.
An essential role in the corrosion process is often played
by the cell structures, for instance, the capsular material,
essentially of a polysaccaridic nature, which has a protec-
tive function and allows surface adhesion. It is in this way
that microorganisms create stratified deposits under
which the cell’s metabolic activity takes place. The capsu-
lar material contains substances in such concentrations as
to actually exert a corrosive action on metals and, further,
to ensure suitable conditions for development of some an-
aerobic microorganisms.

Microorganisms from a wide range of genera and spe-
cies are involved in corrosion problems. They may be clas-
sified in three general groups: bacteria, fungi, and algae.

Bacteria

The bacteria associated with metal corrosion are unicel-
lular, with a rigid cell wall, and divide by binary fission.
They can be either autotrophic or heterotrophic, and either
aerobic or anaerobic. There are three basic shapes of uni-
cellular bacteria: spherical, rodlike, and curved or spiril-
loid. They vary considerably in size. Some iron bacteria are
filamentous, obtaining the energy for carbon dioxide fixa-
tion by oxidation of ferrous ions to ferric ions with the
consequent precipitation of ferric hydroxide. They are re-
sponsible for the formation of tubercles in potable-water-
transmission pipelines. The taxonomy and physiology of
these bacteria have been reviewed by Pringsheim (12) and
Stokes (13).

The most important bacteria associated with the cor-
rosion process are those whose metabolism is closely re-
lated to the well-known sulfur cycle reproduced in Figure

1. Aerobic bacteria of the Thiobacillus genus, known as
sulfur-oxidizing bacteria, undertake the upper part of the
cycle, (i.e., the oxidation of sulfur to sulfuric acid), and the
central part of the cycle (i.e., reduction of sulfate to sulfide)
is carried out by anaerobic bacteria (Desulphovibrio and
Desulfotomaculum genus), indicated as sulfate-reducing
bacteria (SRB). A list of the SRB and their main charac-
teristics can be found in Table 1 (modified from Ref. 14). A
list of other bacteria relevant to biological corrosion is
found in Table 2.

Fungi

The fungi associated with corroding metal are generally
filamentous or yeastlike. Unlike some bacteria, fungi re-
quire oxygen for growth, and obtain energy for growth
through aerobic oxidation of an organic substrate, which
releases organic acid metabolites as the end product, or
through anaerobic fermentation. The fungi can utilize hy-
drocarbons as a source of carbon; they may be active in
largely hydrocarbon environments and have proven to be
the agents responsible for the corrosion of aluminium air-
craft fuel tanks in the presence of condensed water.

Algae

Algae are a heterogeneous group of chlorophyll-containing
plants found in seawaters and freshwaters. They are au-
totrophic organisms, and algae are commonly found in
cooling water systems. Their role is similar to that of the
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Table 1. List of Sulfate-Reducing Bacteria

Genus or species pH
Temperature

(�C) Characteristics Metal influenced Mechanism

Desulfovibrio

Dv. desulfphuricans

Dv. vulgaris
Dv. salexigens
Dv. gigas
Dv. africanus

4–8 10–40 Anaerobic Iron and steel, stainless
steel, aluminum, zinc,
copper alloys

H2 utilization to reduce to S2�2�SO4

and H2S; promotion of sulfide film
formation; no spore formation

Growth on pyruvate or choline in
sulfate-free media

Obligate saltwater species (Cl�)

Desulfotomaculum

Dt. nigrificans

Dt. orientis
Dt. rumnis

6–8 10–40

55 optimum

10–40
10–40

Anaerobic Iron and steel, stainless
steel

Reduction of to S2� and H2S;2�SO4

spore formation
Hydrogenase activity variable; not

coupled to sulfate reduction; growth
on pyruvate in sulfate-free media

Hydrogenase apparently absent
Growth on pyruvate in sulfate-free

media
Desulfomonas 10–40 Anaerobic Iron and steel Reduction of to S2� and H2S2�SO4

Note: From Ref. 15.

fungi: By adhering to the metal surface they encourage the
formation of differential aeration and concentrate cells,
thereby accelerating already-existing corrosion processes.
The corrosive effect of algae attached to metal surfaces was
investigated by Terry and Edyvean (15), who demon-
strated that microfouling organisms readily attach to un-
protected steels, cathodically protected steels, and painted
steels within 100 days of exposure, causing alternating pH
values night and day and enhancing pitting corrosion. Evi-
dence of siliceous skeletons of diatoms causing defects in
electroplated coatings of metals was shown by Ebneth and
Ritterskamp (16).

MICROBIOLOGICAL CORROSION FEATURES

Metal corrosion in an aqueous environment is recognised
as an electrochemical phenomenon where the anode reac-
tion takes place when part of the substratum (metal) is
oxidized and transferred into solution. The balancing cath-
ode reaction consists of the contemporaneous reduction of
components in the corrosive environment to fully preserve
electroneutrality. Metal ions in solution might subse-
quently precipitate as free insoluble products, or may
firmly adhere to the metal surface, where they can have a
protective effect.

In favorable circumstances and under natural condi-
tions, these films may have a protective function; a typical
example of this function was seen in archaeological find-
ings consisting of iron handiwork, which is well preserved
even though found in corrosive ground. These well-
preserved items were covered with a slightly compact,
tightly adherent, thin, black film of ferric and ferrous phos-
phate.

When the metal is submersed in water, wet soil, or any
other aqueous system, the initial reaction is metal disso-
lution to cation, which involves freeing of electrons:

�� �Fe r Fe � 2e

For the corrosion to continue, these electrons need to be
consumed by reduction reactions that take place on the
same metal on the so-called cathodic sites. Generally, the
oxygen reduction to hydroxyl ion is the most common cath-
ode reaction in a neutral environment:

� �O � 2H O � 4e r 4OH2 2

In a neutral environment, the overall reaction is forma-
tion, and possibly subsequent precipitation, of insoluble
products by the reaction of the ferrous ions with the hy-
droxyl ion (and, often, oxygen) in solution. As a rule, re-
actions occur evenly over the metal surface. Anode sites
may be determined by either heterogeneous material (e.g.,
stress areas, inclusions) or preexisting, unevenly distrib-
uted oxide films. The overall corrosion rate may depend on
quite a number of factors: Anode and cathode reactions,
however, must remain balanced in the process to fully
maintain electroneutrality. Lacking oxygen, the cathode
reaction that may replace the preceding reaction in aque-
ous ambient in sustaining the corrosion process is reduc-
tion of the ion H�, as follows:

� �2H � 2e r H2

The reaction, however, is quickly checked in neutral solu-
tions so that the corrosion process is rapidly stopped. At
lower pH values, hydrogen evolution usually prevails, in
both the presence and absence of oxygen. Besides these
basic reactions, other factors affect the whole process such
as, in particular, the metal surface microgeometric char-
acteristics and the ambient oxygen concentration variation
that creates differential aeration cells. Cathode sites are,
in this case, the highest oxygenation areas. Similar con-
centrations of cells may occur on metal in the case of con-
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Table 2. List of Other Bacteria Relevant to Microbial Corrosion

Genus or species pH
Temperature

(�C) Characteristics Metal influenced Mechanism

Thiobacillus thiooxidans 0.5–8 20–40 Aerobic Iron and steel, stainless
steel

Sulfur and sulfide oxidation to H2SO4;
protective coating damage

Thiobacillus ferrooxidans 1–7 Iron and steel Fe2� oxidation to Fe3�

Gallionella 7–10 Iron and steel, stainless
steel

Fe2� oxidation to Fe3�; manganous
oxidation to manganic; tubercule
formation promotion

Sphaerotilus 7–10 20–40 Aerobic Iron and steel, stainless
steel

Fe2� oxidation to Fe2� oxidation to
Fe3�; manganous oxidation to
manganic; tubercule formation
promotion

S. natans Aluminium alloys
Pseudomonas 4–9 20–40 Aerobic Iron and steel, stainless

steel
Some strains reduce Fe3� to Fe2�

P. aeruginosa 4–8 Aluminium alloys

tact with soils or solutions where the concentration of ag-
gressive ions is not homogeneous.

Many articles (10,11,17,18) on this subject have origi-
nally assumed that in order to participate in the corrosion
process, microorganisms ought to be in a vegetative phase
and produce oxydizing agents through their metabolism,
or else directly intervene in one or both of the metal’s elec-
trochemical reactions. It has always been known that all
bacterial colonies (not only the ones consisting of vegeta-
tive cells) may be responsible for differential aeration cell
formation on metal surfaces. Microhabitats generated by
these colonies often create anaerobic conditions that stim-
ulate, in turn, the activity of SRB.

There are several ways of classifying MIC, such as on
the basis of the metabolism of implicated microorganisms,
as follows (10,11,19):

• Absorption of nutrients by microbial growth in ad-
hesion to the metal surface

• Evolution of corrosive metabolites or end products of
fermentative growth

• Sulfuric acid production
• Interference in the cathodic process under anaerobic

conditions by obligate anaerobes

Another method of classification is on the basis of the
mechanism involved (20):

• Corrosion by SRB
• Corrosion by acid producers
• Corrosion due to heavy microbial growth and de-

posits
• Corrosion associated with the rupture of protective

coatings

Even though such classifications are useful, the mech-
anism and means of recognition of MIC are discussed, in
view of industrial application, with reference to aerobic or
anaerobic environmental conditions. Some practical ex-
amples are reported as well to provide the reader with the

visual appearance of different MIC phenomena and prac-
tical ways of identification.

Bacterial Corrosion under Aerobic Conditions

Many aerobic microorganisms are capable of affecting the
corrosion process. Some microorganisms are responsible
for surface cell-deposit formation (bioscaling phenomena).
In a marine environment, the biofouling phenomenon is
mostly due to cirripeds, mussels, and so on. The corrosion
process, in such cases, consists of formation of a differen-
tial-aeration cell due to oxygen assumption by the micro-
bial colonies, tending to exhaust oxygen concentration un-
der such mass. Poorly aerated surfaces behave as anodes,
while better aerated surfaces, farther from the deposit,
provide the cathode balancing of the reaction. The simple
mechanism of aerobic corrosion is schematized in Figure 2
(after Ref. 10).

The formation of an occluded area on a metal surface is
a mechanism potentially involved in MIC. It is based on
the observation that when microorganisms form colonies
on the surface of a metal, they do not constitute uniform
layers but local colonization sites related to such metallur-
gical features as roughness, inclusions, surface charge, and
superficial defects. The development of an occluded cell
formed by sticky polymers is reproduced in Figure 3; bio-
logical and nonbiological (e.g., metals and chloride) species
tend to aggregate to the colony site.

Microbiological corrosion on a reactor made of steel,
with no addition of particular alloy elements and belonging
to the FE33 commercial category, can be so marked under
aerobic conditions as to be detectable by simple optical mi-
croscopy. A case study, taken from a reactor employed for
yeast biomass industrial production and showing uniform
generalized corrosion, is shown in Figure 4. The corroded
surface, examined under a scanning electron microscope
and reproduced in Figure 5, shows how the difference in
molar volumes existing between oxide flakes and metal
causes the process of spalling. Spalling of the corrosion
products and superficial pitting due to the action of local-
ized cellular deposits are shown in Figure 6.
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Figure 2. Aerobic corrosion mechanism by
differential aeration cell (after Ref. 10)

Figure 3. AISI 304 (500�): development of occluded cell under
aerobic conditions.

Figure 5. FE33 (500�): morphology of aerobic corrosion products
showing spalling phenomenon.

Figure 4. FE33 (120�): uniform generalized aerobic corrosion
phenomena.

One particular type of aerobic corrosion is due to micro-
organisms belonging to the Thiobacillus genus. These are
chemio-lithotrophic microorganisms that draw the energy
needed for their vital processes from oxidation of inorganic
substances. The nutrition functioning of these microorgan-
isms, in particular Thiobacillus ferrooxidans, was investi-
gated; various models have been proposed, among which
one of the most feasible is that iron as a complex is ab-
sorbed through the microorganism’s cell wall and donates
the electron to the respiratory tract. The energy liberated
during the subsequent metabolic phases is employed to
form ATP, and the ferric iron and water formed are ex-
pelled from the cell, forming colloidal ferric hydroxide (21).
So little energy is made available through the ferrous iron
oxidation reaction (about 6.6 kcal/g-atom) that the organ-
ism is compelled to oxidize vast quantities of iron to obtain
what it needs to grow.

Another type of microorganism, Thiobacillus thiooxi-
dans, is capable of producing sulfuric acid. The relevant
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Figure 6. FE33 (300�): spalling of aerobic corrosion products
and superficial pitting due to localized cellular deposit.

mechanism has been studied in detail by Booth (22) and
Purkiss (23): The generally accepted path involves the fol-
lowing reactions that may depend on the substrate and the
environment:

2H S � 2O r H S O � H O2 2 2 2 3 2

5Na S O � 4O � H O r 5Na SO � H SO � 4S2 2 3 2 2 2 4 2 4

4S � 6O � 4H O r 4H SO2 2 2 4

Bacterial Corrosion under Anaerobic Conditions

According to the previously mentioned considerations con-
cerning electrochemical reactions, a corrosion process in-
volving ferrous metals would seem unlikely in a near pH-
neutral, oxygen-deficient environment, because neither of
the two common cathode reactions can take place under
these conditions at a sustained rate. This, however, is not
always true, and when a corrosion phenomenon takes
place in such conditions it is much more serious than under
aerobic conditions.

The main factor responsible for this problem is the ac-
tivity of SRB as well as their sulfured metabolic products.
Buried metals corroded by this sort of process are one ex-
ample of the severe economic losses and damage caused by
this type of corrosion.

The process of anaerobic corrosion is characterized by a
coating on corroding steel consisting of strongly reduced
black sulfide–containing corrosion products. Graphitiza-
tion takes place in cast iron, and little superficial evidence
of corrosion can be noticed; the iron migrates from the ma-
terial, leaving a soft residue, mainly carbon-made. As with
bacterial involvement in the corrosion process, the expla-
nation proposed by Wolzogen Kuhr and Van der Vlugt (6)
is based on the assumption that cathode hydrogen may be

utilized for sulfate reduction; the equations describing the
process are as follows:

2� �4Fe r 4Fe � 8e anode reaction
� �8H O r 8H � 8OH water dissociation2

� �8H � 8e r 8H cathode reaction (*)
2� 2�SO � 8H r S � 4H O cathode depolarization (*)4 2

2� 2�Fe � S r FeS corrosion product
2� �3Fe � 6 OH r 3Fe(OH) corrosion product2

The overall reaction can be written as

2� �4Fe � SO � 4H O r 3Fe(OH) � FeS � 2OH4 2 2

Through the reactions marked by an asterisk, a biological
action develops, bringing about hydrogen activation that,
in turn, causes sulfate reduction. Several research projects
carried out in recent years seem to support this assump-
tion (24,25); lately, however, some studies point to an al-
ternative process involving sulfide and the iron sulfide film
(26,27).

Laboratory studies employing cultures of SRB are un-
likely to produce heavily-pitted corrosion, and normal iron
oxide and hydroxide corrosion products are nearly always
absent. A similar phenomenon also occurs in the presence
of elementary sulfur, which often forms, under natural con-
ditions, in the periphery of pitted areas; it very seldom does
so under laboratory conditions.

A combination of these and other observations related
by King and Miller (27) has led to a more critical approach
to the classic theory. In view of the particularly complex
problems involved, we find it advisable to analyze the clas-
sic theory and cathode depolarization alternative mecha-
nism separately.

Classic Theory. The Classic theory is based on the fact
that some SRB strains possess the hydrogenase enzyme,
which is capable of catalyzing both the reversible reactions
involving hydrogen; that is,

� �H } 2H } 2H � 2e

as well as sulfide reduction using molecular hydrogen, ac-
cording to following:

2� 2�SO � 4H r S � 4H O4 2 2

Hydrogenase-positive strains of alophile, thermophile,
and mesophile bacteria were shown by Booth and Tiller
(28) to be capable of cathode depolarization, whereas
hydrogenase-negative bacteria proved completely inactive
in this process. Thus, strains such as Desulphovibrio de-
sulphuricans and Desulphovibrio vulgaris, both hydroge-
nase positive, use the cathode hydrogen for substrate re-
duction, whereas hydrogenase-negative strains, such as
Desulfotomaculum orientis, were found to play no role at
all in this mechanism.
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Figure 7. AISI 304 (1,000�): crevice corrosion due to the for-
mation of occluded area.

Among other hypotheses, a relation has been supposed
to exist between the microorganism hydrogenase coeffi-
cient and the corrosion rate. In this manner, the steel cor-
rosion rate would be related to hydrogenase activity, even
if only in the limited field of experimental conditions. How-
ever, subsequent experiments that employed active cell
cultures of several different strains of SRB indicated that
the corrosion rate did not depend on the hydrogenase ac-
tivity. And, further, hydrogenase-negative bacteria proved
to be at least as aggressive as the Desulphovibrio species.
This clearly indicates that other factors must be involved.

Cathode Depolarization Alternative Mechanism. Studies
on cathode depolarization always refer to the acknowl-
edged property of sulfides, both in solution and in solid
state, (for instance, elemental sulfur) to act as corrosive
agents. Further, it might be noted that the mild steel cor-
rosion rate increases by up to 230% when in contact with
iron sulfide. Serious corrosions in acidic environments
were likewise found to be imputable to the presence of sul-
fured compounds and to elemental sulfur, with the corro-
sion rate varying from 5.3 mm per annum for iron sulfide
to 1,100 mm per annum for sulfur.

Laboratory studies on the influence of ferrous iron on
anaerobic mild steel corrosion by active SRB cultures
hinted that a protective film was formed on the metal sur-
face at low iron-ion concentration. However, the presence
in solution of sufficiently high iron concentrations caused
all of the bacterially produced sulfide to precipitate as iron
sulfide, so that no protective layer was formed in the me-
dium on the metal and the corrosion rate increased consid-
erably (29). Electrochemical studies showed that substan-
tial and energetic cathode depolarizations took place, even
if the ferrous iron concentration was subsequently re-
duced.

In a previous study (30) associated with bacterial
growth in a medium containing 0.5% ferrous iron, the cor-
rosion rate of mild steel was shown to be an approximately
linear function of time and independent of the hydrogenase
activity of bacteria. The results of further tests clearly
showed that the highest contribution to the corrosion pro-
cess is provided by the ferrous sulfide mechanism. A com-
parison between mild steel corrosion by means of chemi-
cally prepared and biogenic ferrous sulfide indicated that
at high ferrous iron concentrations most of the corrosion
in bacterial cultures may be ascribed to biogenic ferrous
sulfide. King et al. (31) showed that corrosiveness of chem-
ically prepared ferrous sulfide is a stoichiometric function
of sulfur, and that stimulation of corrosion due to iron sul-
fide decreases with time.

High corrosion rates in free bacterial systems may only
be obtained by means of a continuous iron sulfide supply.
The efficiency decrease of depolarization due to iron sulfide
as a function of time without the presence of bacteria is
ascribed to the hydrogen atomic bond of the iron sulfide
structure. However, the iron sulfide activity may be re-
newed in the presence of SRB because of their capability
of using the hydrogen contained in the film. In this way an
explanation can be provided for this alternative mecha-
nism, which is considered responsible for the high corro-
sion rate observed in the ground.

Under anaerobic conditions, too, the mechanism of for-
mation of occluded areas on the metal surface is often as-
sociated with microbiologically induced corrosion. In con-
nection with the development of occluded cells,
microorganisms create conditions under the colony very
different from those on the surrounding metal, leading to
the formation of crevices (as shown in Fig. 7) as well as of
ion concentration cells. This hypothesis is supported, in the
presented case study, by energy dispersion spectrometer
EDAX� investigation revealing the presence of a series of
deposits containing Fe, Cr, Ni, Mo, Ca, and S.

In parallel with the previously mentioned phenomenon,
it may be noted that the microbiological community usu-
ally remains fixed to the colonization site, thus fixing the
anodic site. The resulting pitting corrosion is characterized
by the formation of small anodes and corresponding large
cathodes, which allow the formation of pits in the metal
matrix. Figure 8 shows incipient pitting triggered by mi-
crobiological activity on AISI 316. Incipient pitting engen-
dered by microbiological activity on AISI 347 is shown in
Figure 9; a detail of pits in the growing phase on the same
metal is shown in Figure 10.

An example of intergranular corrosion, usually taking
place on the border of uniform corroded areas, is repro-
duced in Figure 11. EDAX� investigation (Fig. 12) on the
selected corroded point revealed the presence of the follow-
ing elements (% w/w): S: 1.58, Ca: 0.17, Cr: 34.7, Fe: 48.4,
and Ni: 15.15. In the surrounding area the following ele-
ments were present (% w/w): Nb: 2.3, Cr: 14.7, Fe: 70.7,
and Ni: 12.3.

DETECTION AND MONITORING OF MIC

In the recent past, the most important developments re-
lated to MIC research were provided by a multidisciplinary
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Figure 8. AISI 316 (1,000�): anaerobic incipient localized pit-
ting corrosion.

Figure 9. AISI 347 (1,000�): anaerobic incipient pitting corro-
sion.

Figure 10. AISI 347 (1,500�): particular of anaerobic pitting in
the growing phase.

Figure 11. AISI 347 (1,000�): intergranular anaerobic corrosion
on the border of uniform corroded area.

approach combining nondestructive analytical and electro-
chemical investigation methods. Indeed, appropriate tech-
niques for detection and monitoring of the phenomenon are
essential to dealing successfully with the nature of mutual
interactions and to setting up effective control methods.
Evidence of MIC lies in the conspicuous presence of micro-
organisms in those areas where the integrity of the mate-
rial has deteriorated markedly. However, the electrochem-
istry of MIC has not been clearly defined because of the

limits of the techniques employed in detection and moni-
toring (32). Some of the most important developments in
MIC research over the past years were the result of a com-
bination of nondestructive analytical and electrochemical
methods aimed at characterizing microbial biofilms and
corrosion reactions (33). In the following, the main tradi-
tional and innovative techniques are briefly presented and
discussed.
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Figure 12. EDAX� investigation in correspondence to the cor-
roded point shown in Figure 11.

Microscopic Analysis

The identification of bacteria in pitted areas by means of
scanning electron microscopy (SEM) was performed by
several researchers (34–37), even though microbially in-
duced pitting on stainless steel, the degree of interaction
on this material being limited to a few surface monolayers,
is not easily revealed. Moreover, it requires large amounts
of corrosion products.

Energy-dispersive X-ray spectroscopy is widely applied
in analyzing pit composition and is commonly employed for
failure analysis of corroded metals. Recently developed
(38) atomic force microscopy was applied to investigate
sample topography in corroded pipework, allowing the
analysis of profiles, depth, and size of pits, even in the pres-
ence of a nonconductive sample. In situ biofilm formation
occurring under MIC conditions may be monitored by con-
focal laser microscopy (39); it allows the attainment of
three-dimensional biofilm structure and has the potential
of becoming an important method in the study of MIC ki-
netics.

Spectroscopic Analysis

Fourier transform infrared spectroscopy has been applied
to monitor copper corrosion under biofilm (40,41), adopting
Ge (an IR transparent internal reflection element) as sub-
stratum to be coated by a thin Cu film. The technique is
severely limited by IR absorption by water, as well as by
its inability to distinguish dead cells from live ones. X-ray
photoelectron spectroscopy (XPS) and Auger electron spec-
troscopy (AES) may provide meaningful information about
corroded surface composition and chemical states, as bind-
ing energies of the photoelectrons and Auger electrons are
atom specific and changes in the binding energies of elec-
trons are related to electron distribution around the atom.
The limitations of these techniques, recently applied to
study MIC (42–44), are connected with the kinetic energies
of the Auger electrons and photoelectrons, which permit
characterization of only few monolayers of the top surface,

as well as with the need for cooling equipment to prevent
bioproduct evaporation and decomposition under operative
conditions (ultrahigh vacuum �10�9 torr). XPS can pro-
vide composition and valence states of surface elements,
as well as explore the mechanicistic nature of MIC over a
relatively large area; Auger electron spectroscopy may be
used to analyze smaller areas, obtaining chemical infor-
mation of pits (31).

Extended X-ray absorption fine structure (EXAFS) may
be employed to characterize enzymatic corrosion products
created by bacterial consortium on metal surfaces (45,46),
exploiting the oscillation of X-ray absorption spectrum in
the range of 1 keV above the K-absorption edge (47). Lim-
itations are related to in situ monitoring, as the X-ray en-
ergy may be too high.

Electrochemical Techniques

Conventional electrochemical techniques for detection and
monitoring of MIC have been used for a long time and in-
clude corrosion and pitting potential measurements, linear
polarization resistance (48), and electrochemical direct
current (DC) methods (49,50); these techniques provide
evidence of MIC and partial mechanistic information on
loss of corrosion resistance and on electrochemical inter-
actions (51), even if DC techniques require high applied
currents and therefore can alter biofilms. Large polariza-
tion techniques have limited applications in MIC studies
because of the destructive nature of applied currents to
microbial biofilms. Consequently, electrochemistry of the
biofilm–metal interface can be better investigated by
means of techniques requiring small or zero applied poten-
tial.

Time-dependent changes in open circuit potential
(OCP) were used to prove 316L stainless steel oxidation
under a photosynthetic biofilm producing oxygen under il-
lumination (52). Combined OCP and redox potential mea-
surements of the bacterial medium permit accurate esti-
mation of the corrosion tendency of a metal in microbially
active environments (53), as well as of changes occurring
in the passive films. Time-dependent changes of galvanic
current between identical electrodes in dual cells demon-
strated the effects of biofilms on induction of corrosion
(54,55).

The concentric electrodes system, consisting of a small
area anode surrounded by a large-area annular cathode,
allowing maintenance of a uniform current profile with
reduced overpotential, was successfully applied to monitor
pitting commencement and development in SRB-
containing anaerobic artificial seawater (56). Because the
passive film has a blocking effect on anodic dissolution, this
test apparatus, if employed with stainless steel, can result
in overpotential to the anode so much higher than the re-
dox potential as to impair bacterial growth.

The scanning electrode technique (SVET) has provided
a nondestructive, on-line method to define the magnitude
and sign of current densities in solution over freely corrod-
ing metals; in particular, it was applied to locate the pres-
ence and position of anodic electrochemical activity on the
surface of carbon-steel samples by analysis of current
maps and OCP (57), demonstrating the possibility of ob-
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Figure 13. FE33 painted (300�): start of aerobic MIC below the
paint due to protective coating unevenness.

taining qualitative and quantitative information regard-
ing localized corrosion influenced by bacteria.

Electrochemical impedance spectroscopy (EIS) was
used to investigate the impedance of metal specimens ex-
posed to microbial biofilms, in conjunction with biofilm
analyses. It consists of the measurement of amplitude and
phase shift of sinusoidal currents resulting from the ap-
plication of small-amplitude sinusoidal signals to metal
samples over a large frequency range (10 kHz to 5 mHz)
(58). EIS can provide polarization resistance values (in-
versely proportional to corrosion rate), double-layer capac-
itance, and solution resistance so as to evaluate localized
corrosion and three-dimensional surface deposits (51).

Future studies of MIC electrochemistry will focus on the
combined use of different techniques, includings, confocal
laser microscopy to characterize biofilm structure, EIS to
investigate initiation of pits too small to be observed mi-
croscopically, and XPS and AES to analyze the surface
chemistry and structure resulting from the corrosive phe-
nomenon.

PROTECTIVE AND PREVENTIVE MEASURES

Replacement costs, maintenance shutdown, and loss of
profits caused by microbiologically influenced corrosion of
metal structures are problems in many industries. MIC,
once recognized, is a question of optimizing prevention
measures and minimizing maintenance and countermea-
sure efforts. Studies of MIC have addressed both under-
standing the complexities of microbial interactions with
metal substrata and setting up protective and preventive
measures. In particular, the involvement of microbial bio-
films was amply investigated in the corrosion of several
metals, including aluminium (58), copper (59), mild steel,
and stainless steel (60). No universal approach to prevent
MIC, has been developed so far, however, and the problem
is tackled more from the corrosion than from the microbi-
ological viewpoint.

Cathodic Protection

Cathodic protection principles and theory have been dis-
cussed extensively in the literature (61,62). Two tech-
niques are commonly adopted: sacrificial anodes usually
made of magnesium, zinc, or aluminium alloys, which cor-
rode preferentially to provide structure protection, or im-
pressed current from a rectifier via an inert anode. The
cathodic protection method is used extensively to protect
structures buried in soil or in marine environments.

In the absence of SRB, protection of steel is achieved at
a potential depression of �0.85 V versus Cu/CuSO4. In the
presence of a soil environment presenting risk of microbial
corrosion, a further �0.1-V potential depression is re-
quired to ensure the protection of the structure (63,64).
The achievement of this value allows the suppression of
SRB growth as well, even if, in the case of bare steel in
direct contact with soil, the formation of iron sulfide can
lead to extraordinary current requirements. On the other
hand, far lower potential values must be avoided, because
hydrogen cracking and alkaline blistering of protective
coatings can occur.

In the presence of cell suspensions of sulfate reducers,
a linear relationship between the hydrogenase-enzyme mi-
crobial activity and the additional current requirement to
maintain different cathodic potential was verified (63). A
focal conclusion is that the corrosion rate is enhanced in
the case of an incompletely protected sample because of
the accelerating effect of bacteria (65).

Protective Coatings

Protective coatings provide a barrier, impermeable to sol-
uble aggressive species, between the metal and the sur-
rounding environment. The range of available protective
coatings is wide, and includes products based on coal tar,
asphalt bitumens, epoxy resins and coal tar epoxies, ther-
moplastic polymers, synthetic polymeric coatings, and ce-
mentitious materials. Paints are also used as coating ma-
terials. Many of these coatings, being of organic nature,
may biodeteriorate. Moreover, they usually cannot prevent
gas diffusion and, for instance, allow hydrogen sulfide to
pass the coating layer and reach the metal.

In marine environments, metallic coatings, especially
aluminium and zinc, are often employed. Protection of
steel by these metals is partly due to both their action as
physical barriers and their anodic effect on the basic ma-
terial.

In terms of industrial applications, when contamination
connected with corrosion products must absolutely be
avoided (e.g., in the food and pharmaceutical industries),
the inner sides of plant sections or apparatuses should not
be lined with coatings or resins (e.g., epoxy resins). In fact,
the resulting unevenness (pores, microcrevices, blisters)
might cause an extremely nonuniform, seriously corrosive
process under the coating, due to an unfavorable relation
between anodic and cathodic zones (66). Figure 13, refer-
ring to a FE33 steel sample from a reactor employed in
yeast-biomass production, clearly demonstrates how crev-
ice or surface unevenness of the protective paint leads to
corrosion under the coating—a process detectable only un-
der an optical microscope.



CORROSION, MICROBIAL 727

Inhibitors and Biocide

In closed systems it is possible to use corrosion inhibitors
and biocides to stop or limit the biological activity. The use
of such chemicals has limitations because biocides are po-
tential hazards to health and environment. Organic bio-
cides can take part in complex and uncontrolled reactions,
and completely unexpected compounds can be formed. Ox-
idizing biocides, for example, hydrogen peroxide, which
cause death of cells by attacking cell enzymes, can be used
in cooling systems and drinking water mains. Oxygen-
based biocides (e.g., ozone) are used to prevent bacterial
hydrogen-sulfide production. Nonoxidizing biocides, which
cause cell-wall rupture, blockage of enzyme systems, or de-
naturation of proteins, include heavy-metal organic com-
pounds, organic copper salts, organic sulfur compounds,
amines, chlorinated phenols, and quaternary ammonium
salts. The treatment is ineffective if the bacteria have pre-
viously formed nodules as their habitat, so in this case a
preventive mechanical removal of nodules is necessary.

Careful and well-documentated observations by plant
operating engineers have recognized the efficacy of regular
scraping in pipeline corrosion control; experimental runs
showed that well-established consortia of SRB are deeply
disturbed by the mechanical treatment, with reestablish-
ment only after 1–2 weeks (67). On the basis of these re-
marks, microbial corrosion in pipelines can be effectively
prevented or controlled by combining mechanical scraping
to remove protective nodules with proper dose treatment
using a penetrating biocide (68).

Remedial action in the case of SRB-induced corrosion is
usually approached by a combined action consisting of the
application of a biocide and a corrosion inhibitor. Com-
pounds such as molybdate show a double effect, inhibiting
both SRB and the corrosion (69). It was observed (70) that
18 mM 2-n-Heptyl-4-hydroxyquinoline N-oxide inhibited
respiration in Hemophilus parainfluenza by blocking elec-
tron transport between cytochromes b and c1. Inhibition of
the periplasmic hydrogenase enzyme in Desulfovibrio vul-
garis was verified by both carbon monoxide and copper II
chloride (71). In case of Desulfovibrio desulphuricans,
characterized by a cytoplasmatic hydrogenase, only carbon
monoxide was found effective in inhibiting the hydroge-
nase, and copper II chloride had no effect (72). Sodium mo-
lybdate evidenced inhibiting action on stainless steel cor-
rosion by making passive the anodic reaction of an active
corrosion cell and inhibition of the growth of a culture of
D. vulgaris and unidentified Vibrio sp. (73). The main con-
clusion is that viable bacteria are necessary only in the
early stages of pit formation, and not for the maintenance
of galvanic current; in any case, the effective treatment of
actively pitting systems requires the adoption of both a
corrosion inhibitor and a biocide.

Alternative Materials

Solution of the problem of MIC based on safety consider-
ations (74) may consist of the application of the substitu-
tion principle, in which a safer material is used in place of
a more hazardous one, thus decreasing the need for added
protective equipment and also decreasing plant cost and
complexity. The use of common steel should be avoided in

the construction of industrial plants for bioleaching of
mine drainage. Biologic desulfurization of pit coal and the
use of stainless steel, such as AISI 304, is compulsory to
avoid safety problems connected with possible metallic
structure failures (75). A number of resistant alloys pro-
viding adequate corrosion strength are available (e.g., all
experimental runs on higher nickel–chromium alloys and
titanium highlight their resistance to MIC), although their
cost makes their use uneconomical in most situations.
Steel and iron will be replaced extensively by nonmetallic
materials, such as composite fiber reinforced resin sys-
tems, due to the availability of reliable and long-lasting
materials. Other plastic materials, such as PVC and poly-
ethylene, must be used with care, because they may con-
tain plasticizers susceptible to biodeterioration, resulting
in progressive embrittlement of the polymer. Cement prod-
ucts, including spun concrete and reinforced or prestressed
concrete, are widely used for buried piping; however, their
selection must be site specific, because they may have
problems in some heavily contaminated soils and waters
(63,76).

CONCLUSIONS

Microbiological corrosion is an interesting but costly and
frustrating problem more widespread than one would ex-
pect, and it is often associated with the more common prob-
lem of biofouling. Microorganisms play a very complex role,
and several mechanisms were suggested to highlight their
involvement in the corrosion process. In many instances
their role consists of the formation of differential aeration
and concentration cells, in the production of aggressive me-
tabolites, or in the acceleration of an existing corrosion pro-
cess. Microbial involvement in the process can be indicated
by localized corrosion associated with tubercles, discolor-
ations, slime, anaerobic metabolism odors, sludges, and
underdeposit corrosion phenomena.

The majority of these problems can be ascribed to SRB.
The knowledge of aspects of SRB physiology and of their
ability to grow on hydrogen, as well as the role of enzyme
hydrogenase, has shown the most probable mechanism of
corrosion due to these organisms.

From a practical industrial viewpoint, avoidance or
minimization of microbial corrosion problems can be faced
first by optimal selection of materials and, subsequently,
by interposition of barrier systems or modification to the
surrounding environment. The combined use of chemical
inhibitors and biocides represents the most common solu-
tion to dealing with internal problems in process systems.

MIC problems will be positively contained and safely
controlled in industrial situations only if designers and
plant operators properly consider projects, design features,
operating and maintenance procedures, and system moni-
toring.
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INTRODUCTION

Corynebacteria and brevibacteria are Gram-positive, aero-
bic actinomycetes. The primary industrial interest in cor-
ynebacteria and brevibacteria relates to the production of
amino acids by fermentation. In 1956, a researcher at
Kyowa Hakko Kogyo Co. in Japan isolated soil bacteria
capable of producing large amounts of glutamic acid (1).
Until that time, glutamic acid was produced commercially
from konbu a type of seaweed used in popular Japanese
cuisine. The discovery of these bacteria proved to be a ma-
jor innovation in the industry at the time, and today these
bacteria account for worldwide production of more than
800,000 metric tons of glutamic acid (primarily for use as
a flavor enhancer) and 330,000 metric tons of lysine (for
feed additives) annually.

SPECIES RELATIONSHIPS AMONG GLUTAMIC
ACID–PRODUCING CORYNEBACTERIA

When first identified, the species we now call Corynebac-
terium glutamicum was classified as Micrococcus glutam-
icus. Several “species” of glutamic acid–producing bacteria
were similarly identified by a number of groups, and clas-
sified into genera such as Brevibacterium, Corynebacte-
rium, Arthrobacter, and Microbacterium. During the sub-
sequent four decades, considerable effort has been spent
on reconciling the phylogeny of these bacteria. Nonethe-
less, the scientific literature regarding these bacteria is
still laden with inconsistencies in the nomenclature, and
an opportunity exists to establish conventions for species
designation among these bacteria.

Systematics among the glutamic acid–producing bac-
teria have evolved from the classical morphological and
physiological analyses to include molecular genetic char-
acterizations. It can be argued that morphological analyses
caused much of the confusion encountered in the literature
because corynebacteria and brevibacteria belong to a
group of bacteria, frequently called the “coryneform” bac-
teria, whose common characteristic appears to be pleo-
morphism. Abe and coworkers (2) identified several char-
acteristics that are useful for distinguishing the
corynebacteria and brevibacteria from sister clades. In ad-
dition to their prolific glutamate production under aerobic
conditions, they require biotin, and individual bacteria are
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Table 1. Industrial Production of Amino Acids

Amino acid

Worldwide
production
(ton/year) Production process

L-Glutamic acid �800,000 Production by corynebacteria
L-Lysine 330,000 Production by corynebacteria
DL-Methionine 350,000 Chemical synthesis
L-Aspartic acid 10,000a Bioconversion by E. coli
L-Phenylalanine 5,000a Production by corynebacteria
L-Threonine 1,000a Production by corynebacteria

and E. coli

aProduction data from 1990; all other data from 1997.

nonmotile, nonsporulating, and occur as short clubs or rods
in V-shaped aggregates of two or more. Chemotaxonomic
information has permitted a more methodical classifica-
tion of these bacteria (3). Based on the presence of rela-
tively short-chain mycolic acids (containing 22–36 carbon
atoms) in the cell walls, and the types of lipids that com-
prise their cell membranes, these bacteria cluster with
members of the genera Rhodococcus, Mycobacterium, and
Nocardia into an informal collection known as the CMN
group, which includes many medically significant patho-
gens.

In recent years, molecular systematics have been used
to more precisely define the glutamic acid–producing bac-
teria. Chromosomal DNA of the glutamic acid–producing
bacteria comprises approximately 52–56 mol % G � C.
Comparison of 16S and 23S ribosomal RNA structures has
revealed that many of the glutamic acid–producing species
that have traditionally been classified into the different
genera Corynebacterium and Brevibacterium (e.g., B. di-
varicatum, B. flavum, B. lactofermentum, C. glutamicum,
and C. lilium) may all actually be members of the same
species, Corynebacterium glutamicum (4). In the same
studies, other species within the genus Brevibacterium
(e.g., B. linens) were found to be much more distantly re-
lated, containing a higher G � C content in their genomic
DNA, showing greater divergence among their ribosomal
RNA structures, and lacking the mycolic acids that are
characteristic of the CMN group. For this reason, in this
article we shall refer to all of the glutamic acid–producing
bacteria simply as corynebacteria, with emphasis on the
well-characterized C. glutamicum.

COMMERCIAL INTERESTS IN CORYNEBACTERIA

The main industrial interest in corynebacteria concerns
the production of amino acids. The twenty amino acids can
be commercially manufacture and are used in a variety of
products including food additives, animal feed supple-
ments, cosmetics, and medicines, as well as some indus-
trial applications. Currently, the highest revenues are from
the animal feed industries and human food uses. The over-
all global market for amino acid animal feed additives is
estimated to be worth more than $2 billion, and totals
about 700,000 metric tons of material. Lysine and methi-
onine account for an overwhelming majority of the market,
which also includes lower-volume products such as threo-
nine (Table 1). The market for monosodium glutamate
alone, used in the human food industry as a flavor en-
hancer, is also estimated to be $2 billion. The worldwide
market growth rate is around 8–12% annually for amino
acids (5), but individual amino acids could experience dif-
ferent spurts of growth. For example, the price of cysteine
doubled during 1996 due to increased demand that
sparked a worldwide shortage (6). In 1990, the world pro-
duction of threonine was 1,000 metric tons per year, but
already new projects will give BioKyowa, for example, a
total capacity of 10,000 metric tons annually for trypto-
phan and threonine in 1998 (7).

In 1990, aspartic acid was produced at around 10,000
metric tons per year, mainly for the production of aspar-

tame. Most of the world’s aspartic acid still goes into as-
partame, but Donlar Corp. and Rohm & Haas believe the
emerging application for polyaspartate, a newer specialty
polymer with a wide range of applications, will drive new
production of aspartic acid (8).

Amino acids are produced industrially by four different
processes: production in reactors by bacteria (glutamate,
lysine, phenylalanine, threonine, tryptophan, valine), bio-
conversion (aspartic acid), chemical synthesis (methio-
nine), and extraction from natural materials (cysteine).
Corynebacteria in particular are involved in the produc-
tion of the two most important amino acids, glutamic acid
and lysine (Table 1).

Corynebacteria are able to accumulate 8–10 times as
much intracellular amino acid, such as glutamic acid, as
accumulated by Gram-negative bacteria such as Esche-
richia coli (9). In addition, the amino acid biosynthetic
pathways in corynebacteria are usually less strongly reg-
ulated than those in E. coli, for instance (Fig. 1). E. coli
has three isoenzymes for aspartokinase and as many as
five for acetohydroxy acid synthase (AHAS). The abun-
dance of isoenzymes complicates the prospects of using ge-
netic engineering to improve amino acid production in E.
coli. These observations explain why corynebacteria are
preferred for the production of the major amino acids.

Other industrial applications for corynebacteria con-
cern the production of vaccines from Corynebacterium te-
tani and C. diphtheriae (10), the production of L-malic acid
from fumaric acid by the fumarase of immobilized Brevi-
bacterium ammoniagenes (11) and the production of L-
ascorbic acid by 2,5-diketo-D-gluconic acid reductase of
Corynebacterium sp. (11). Corynebacteria may also be used
to produce recombinant proteins such as gamma inter-
feron, proteases, and cellulase (12).

Corynebacteria, and specifically Brevibacterium linens,
are involved in the cheese ripening process. Although the
lactic acid bacteria play a key role in cheesemaking by ca-
tabolizing nitrogen compounds, the roles of other bacteria,
such as brevibacteria, are also important. Possessing pow-
erful and varied enzymatic systems, they contribute to the
aging of ripened cheeses by producing unique flavors (13).
Flavored compounds produced by these bacteria, including
peptides, amino acids, and sulfured compounds, have
found applications in the food industry as additives in
cheese-flavored products (sauces, crackers, etc.) (14).

Not surprisingly, the Corynebacterium strains that are
used in industrial fermentations are not the original iso-
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Figure 1. Summary of feedback inhibition and genetic repression operating in pathways for syn-
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lates that were identified for their prolific amino acid pro-
duction. A great deal of research has focused on improving
the properties of the production strains. Glutamate excre-
tion from the cells appears to be the major limitation to
yield in glutamate production. Because excretion can be
enhanced by manipulating the culture conditions, bio-
chemical engineering and reactor design have been the pri-
mary routes toward improving glutamate yield. In lysine
fermentations, however, the primary bottleneck appears to
be in the rate of synthesis of the amino acid. For this rea-
son, improvements in lysine production have come mainly
from metabolic engineering. Following, we discuss both as-
pects, describing first biochemical engineering of the glu-
tamate production process, and second, metabolic engi-
neering of the pathways leading to lysine and other
aspartate-derived amino acids.

BIOCHEMICAL ENGINEERING FOR IMPROVED AMINO
ACID PRODUCTION

General Characteristics of Industrial Amino Acid
Fermentations

Corynebacteria are mainly involved in industrial produc-
tion of amino acids by fermentation processes. The volume
of industrial fermentors for amino acid production may

reach up to 100 m3 in order to support the high demand of
the market. Some production facilities produce up to
100,000 metric tons per year of amino acids. These large
cultures are usually realized in fed-batch mode, in order to
reach the highest productivities. Although continuous cul-
tures also lead to high productivities, they are rarely used
in industry due to the higher risks of bacterial contami-
nation. The industrial raw materials are complex media
such as cane or beet molasses, corn steep liquor, or starch
hydrolysates. The carbon sources are thus mainly sucrose
(from beet molasses), or sucrose, glucose, and fructose
(from cane molasses). The nitrogen sources are ammonium
salts provided by the medium in the first stage of the cul-
tures, and later during the fermentation as ammonium hy-
droxide, which is used to regulate pH in the reactor.

Glutamic Acid Fermentation

Glutamic acid fermentation provides a good example of the
development of a process in order to answer industrial
problems. Glutamic acid is produced industrially by fed-
batch fermentations of 25–40 h. The final concentration of
glutamic acid ranges between 90 and 120 g/L with a bio-
mass production of 15–25 g/L. Depending on the raw ma-
terials used, the conversion yields vary between 50 and
60%. Glutamic acid production is an aerobic process.
Therefore it is very important to control the dissolved ox-
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Figure 2. Relationship between the level of external biotin and
the accumulation of glutamic acid in Brevibacterium lactofermen-
tum. Closed circles, glutamic acid; open circles, dry cell concen-
tration. Source: Adapted from Ref. 15.

ygen at its optimal level. Oxygen limitation leads to a
drastic decrease in glutamic acid titer, and to significant
production of succinic and lactic acids. Moreover, an am-
monium limitation with sufficient oxygen supply results in
a deviation of the fermentation process to a production of
2-oxoglutarate. In industrial-scale processes, automatic
addition of gaseous ammonia avoids ammonium limitation
and enables the pH regulation of the broth without the
harmful effects of liquid ammonia and the undesirable di-
lution of the fermentation liquid.

Corynebacteria usually excrete little or no glutamic acid
into the medium. Therefore, different processes were de-
veloped to increase the excretion of this amino acid. The
first industrial process was based on biotin limitation. Tak-
inami et al. (15) reported that in media with high biotin
concentrations, B. lactofermentum did not produce glu-
tamic acid. But when the biotin concentration was low (�3
lg/L), glutamic acid was excreted in the external medium
(Fig. 2). Glutamic acid fermentation by biotin limitation
occurs in two phases (Fig. 3). Cultures begin with a rela-
tively high concentration of biotin to permit cell growth.
When the biotin becomes limiting, bacterial growth slows
down and glutamic acid is excreted. Using biotin limitation
to enhance glutamate, industrial production has given glu-
tamate titers up to 90 g/L.

The process of biotin limitation introduces different
problems on an industrial scale: it does not allow the use
of complex media that often contain high biotin concentra-
tions, and it necessitates a precise and tedious monitoring
of the biotin concentration. These problems were partly
solved by the use of antibiotics or surfactants. The addition
of sublethal concentrations of penicillin to a culture of C.
glutamicum led to excretion of glutamic acid (16). This pro-
cess was used in industry but was quickly replaced by a
process involving surfactants. Addition of either penicillin
or surfactants leads to an excretion of glutamic acid. Cur-
rent modern production processes are fed-batch fermen-
tations consisting of an initial period of rapid growth of the
bacteria followed by a phase of extensive glutamate excre-
tion, which is induced by the addition of surfactants such

as amine surfactant (17) or Tween (18) (Fig. 4). Glutamate
production via surfactant addition may reach titers of 120
g/L in industrial media.

The development of the fermentations that rely on pen-
icillin or surfactants led to benefits for the amino acid in-
dustries. These processes have the main advantage of al-
lowing the use of cheap, biotin-rich materials, such as
molasses. Nevertheless, the monitoring of these fermen-
tations remains delicate due to the sensitivity of the bac-
teria to surfactants. The ratio of surfactant to biomass con-
centration, and the physiological state of the cells when
the surfactants are added, are critical determinants for
production of high levels of glutamic acid (19).

The high levels of glutamic acid reached in industrial
processes are usually explained by the fact that the excre-
tion of glutamate leads to a reduction in the internal pool
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of this amino acid, which in turn relieves feedback control
mechanisms. Regarding the regulatory aspects, 2-oxoglu-
tarate dehydrogenase, which converts 2-oxoglutarate to
succinyl-CoA at the branch point where glutamate for-
mation diverges from the TCA cycle, is a key enzyme for
glutamic acid biosynthesis (Fig. 5). The properties of the
enzyme must be favorable for deviation of the carbon flux
towards the glutamic acid pathway in order to prevent fur-
ther oxidation through the TCA cycle. It has been shown
that in overproducing strains, the Vmax of the glutamate
dehydrogenase is 150 times higher than that of 2-oxo-
glutarate dehydrogenase. Also, the intracellular 2-
oxoglutarate concentration is high enough to direct the flux
to glutamic acid biosynthesis, even with a 70-fold lower Km

value of 2-oxoglutarate dehydrogenase for 2-oxoglutarate
(20). Recently, Kawahara et al. (21) showed that the activ-
ity of 2-oxoglutarate dehydrogenase was reduced in cells
cultured under glutamate-production conditions (biotin
limitation and addition of penicillin or surfactant) as com-
pared to those in glutamate nonproductive conditions. In
contrast, glutamate dehydrogenase activity, which draws
carbon away from the TCA cycle into glutamate, was un-
changed under these conditions. Thus, a high flow of car-
bon to the TCA cycle could be easily converted to glutamate
after exhaustion of biotin, or addition of antibiotic or sur-
factants.

The second aspect of regulatory mechanisms of glu-
tamic acid biosynthesis concerns the carbon dioxide fixa-
tion to form oxaloacetate. The efficiency of glutamic acid
biosynthesis depends on the supply of oxaloacetate to the
first part of the TCA cycle (Fig. 5). Anaplerotic pathways,

such as phosphoenolpyruvate carboxylase and pyruvate
carboxylase, may then play an important role in the pro-
duction of glutamic acid. In the future, increases in carbon
dioxide fixation might improve the production yield of the
strains.

The mechanism of glutamate excretion into the medium
has long been a subject of controversy in the literature.
Three different mechanisms have been proposed to de-
scribe glutamate efflux. The “leak” model proposes that
glutamate is excreted because the cell membrane is phys-
ically altered after different treatments, such as biotin lim-
itation, addition of sublethal antibiotic concentration, or
addition of surfactants. The second hypothesis is based on
a general model for many efflux processes in bacteria,
namely, that inversion of the influx system of glutamate is
induced by changes in chemical potential or regulation, or
by uncoupling due to changes in the membrane structure.
Finally, the last hypothesis proposes the existence of a spe-
cific glutamate carrier analogous to the recently charac-
terized lysine transport system. These different hypothe-
ses are discussed in a recent review (22).

Momose and Takagi (23) isolated mutant strains of C.
lactofermentum sensitive to temperature and able to ex-
crete glutamic acid after a thermal upshock from 30 �C to
37 �C in biotin-rich media. One of their mutants produced
20 g/L glutamic acid from molasses. In the future, with
such strains it could be possible to produce glutamate from
biotin-rich materials without the use of expensive addi-
tives, such as antibiotics or surfactants, just by simple con-
trol of the temperature.

METABOLIC ENGINEERING OF CORYNEBACTERIA

Through classical mutagenesis and selection, it has been
possible to identify Corynebacterium mutants that over-
produce lysine. By 1958, Kinoshita and colleagues (24) had
learned that homoserine auxotrophs secreted higher
amounts of lysine than did wild-type strains. Mutants with
altered feedback inhibition in the lysine biosynthetic path-
way have also been found to overproduce the amino acid.
Thus, resistance to the lysine analog 2-aminoethyl-L-
cysteine (AEC) has been a hallmark of the lysine overpro-
duction phenotype. Other mutants that overproduce lysine
have been found to contain lesions in pathways, such as
those for leucine and alanine biosynthesis, which compete
for the pyruvate that is required for lysine biosynthesis.
Lysine production by Corynebacterium strains that are re-
sistant to one or more lysine analogs and that carry aux-
otrophies for one or more additional amino acids has been
described previously (25). The introduction of molecular
genetics coupled with a greater understanding of how Cor-
ynebacterium regulates lysine synthesis has made it pos-
sible to enhance lysine productivity even further through
metabolic engineering.

Metabolic engineering is an emerging field of research
that combines the analysis of complex biochemical net-
works with biochemistry, enzymology, and molecular biol-
ogy. Through metabolic engineering it is possible, at least
in principle, to identify processes within the cell that limit
overall lysine productivity, for example, and introduce spe-
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cific changes into the cell to alleviate these limitations.
Metabolic engineering requires both a detailed under-
standing of biosynthetic pathways and their regulation,
and the ability to alter specific steps in these pathways.
The most direct method for making these alterations is
genetic manipulation. In this way, E. coli strains, with
their well-characterized physiology and wide array of mo-
lecular genetic resources, have been engineered to produce
large amounts of threonine, valine, or tryptophan. Meta-
bolic engineering in Corynebacterium, however, cannot
draw on the same diversity of resources, and although the
physiology of these bacteria is becoming ever more under-
stood, methods for introducing changes into these strains
at the genetic level are not as well developed as they are
for E. coli.

Genetic Tools for Manipulating Corynebacterium

To make the genetic changes necessary for metabolic en-
gineering in Corynebacterium, researchers need to be able
to identify and clone the genes that are involved in the
target pathway. They also need methods for altering these
genes to affect the regulation or level of expression of the
enzymes they encode, and for subsequently reintroducing
the altered genes into Corynebacterium to monitor their
effects on amino acid biosynthesis. Therefore, metabolic
engineers must have at their disposal an array of plasmids
that can replicate in both Corynebacterium and other, more
easily manipulated hosts, such as E. coli. Also required are
a collection of selectable markers encoding, for example,
antibiotic resistance, well-characterized transcriptional
promoters that permit regulation of the altered genes, and
efficient transformation or conjugation systems that allow
the plasmids to be inserted into the target Corynebacte-
rium strain.

Plasmids. Several different plasmids have been isolated
and developed for the introduction and expression of genes
in Corynebacterium (26). The majority of these were orig-
inally identified as small (3–5 kbp), cryptic plasmids from
C. glutamicum, C. callunae, and C. lactofermentum. They
fall into four compatibility groups, exemplified by the plas-
mids pCC1, pBL1, pHM1519, and pGA1. Shuttle vectors,
plasmids that are capable of replicating in both Coryne-
bacterium and E. coli, have been developed from these
cryptic plasmids by incorporating elements from known E.
coli plasmids (particularly the ColE1 origin of replication
from pBR322 or pUC18), as well as antibiotic resistance
markers. A fifth class of plasmids that is very useful for
manipulating Corynebacterium is based on pNG2, a plas-
mid originally isolated from Corynebacterium diphtheriae
(27). This plasmid and its derivatives replicate efficiently
in many species of corynebacteria, as well as in E. coli.
Since the sole origin of replication in pNG2 (an element of
only 1.8 kbp) functions in both the Gram-positive and
Gram-negative host, there is no need to add an additional
ColE1-type element to it. As a result, pNG2 derivatives
(e.g., pEP2) are much smaller than other Corynebacterium
shuttle vectors and are therefore more easily manipulated.

Selectable Markers. Several genes conferring antibiotic
resistance have proven useful for plasmid selection and

other recombinant DNA work in corynebacteria. These in-
clude the kanamycin resistance determinant from Tn903,
a hygromycin resistance marker isolated from Streptomy-
ces hygroscopicus, a tetracycline resistance gene from
Streptococcus faecalis, a bleomycin resistance gene from
Tn5, and a chloramphenicol resistance marker from Strep-
tomyces acrimycini. Work in our laboratory has shown that
this latter gene does not confer chloramphenicol resistance
to Corynebacterium unless its native promoter is substi-
tuted by a promoter that is known to work in Corynebac-
terium. The b-lactamase gene that is employed in many E.
coli plasmids such as pBR322 does not confer ampicillin
resistance in Corynebacterium.

Transformation Systems. Several methods have been de-
vised for introducing foreign DNA into Corynebacterium.
The earliest method to be employed routinely was based
on protocols that had been successful for other Gram-
positive species involving incubation of spheroplasts in the
presence of DNA and polyethylene glycol (28). While use-
ful, these methods were generally inefficient, often yield-
ing fewer than 105 transformants per milligram of DNA.
Electroporation of Corynebacterium spheroplasts has
proven to be a much more efficient and reliable means of
transformation. Spheroplasts are generated by growing
the cells in rich media containing glycine and/or low con-
centrations of other inhibitors of cell wall biosynthesis,
such as isonicotinic acid hydrazide (isoniazid), ampicillin,
penicillin G, or Tween-80. The spheroplasts are then
washed in low-salt buffers containing glycerol, concen-
trated, and mixed with DNA before being subjected to elec-
troporation. Efficiencies as high as 107 transformants per
microgram of plasmid DNA have been reported with this
protocol.

A third method for DNA transfer into corynebacteria
involves transconjugation. This method takes advantage
of the promiscuity of E. coli strains carrying derivatives of
the plasmid RP4. In E. coli, RP4 encodes many functions
that mediate the conjugal transfer of plasmids from the
host strain to other recipient strains of E. coli, or even to
other species. These “tra functions” mediate pilus forma-
tion and plasmid transfer. RP4 also carries an origin of
transfer, oriT, a cis-acting element that is recognized by
the transfer apparatus that allows the plasmid to be con-
ducted through the pilus and into the recipient strain.
From this system Simon et al. (29) have developed a useful
transconjugation tool that allows the transfer of plasmids
from E. coli to Corynebacterium. They relocated the tra
functions from RP4 into the E. coli chromosome in a strain
called S17-1. Plasmids carrying the RP4 oriT can be mo-
bilized from S17-1 into other recipients very efficiently. Al-
though this method has proven useful for introducing rep-
licating plasmids into Corynebacterium, it has proven even
more useful for generating gene disruptions. This is accom-
plished by introducing a selectable marker into a clone of
the Corynebacterium gene that is targeted for disruption.
This construct is then ligated into an E. coli plasmid that
carries the RP4 oriT but lacks an origin to support repli-
cation in Corynebacterium. S17-1 carrying this plasmid is
then incubated with the recipient strain and the mixture
is later transferred to a selective medium. Because the
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plasmid that was introduced is unable to replicate in cor-
ynebacteria, transconjugants that express the selectable
marker are most likely to have undergone a cross-over re-
combination within the genomic DNA.

Restriction-Deficient Strains. Regardless of the transfor-
mation system used, there is clear precedent in the liter-
ature that corynebacteria are able to recognize E. coli–
derived DNA as foreign and will most often degrade it. This
ability has been attributed to the Corynebacterium restric-
tion and modification system. To overcome this system,
some transformation and transconjugation protocols call
for briefly heating the recipient strain prior to transfor-
mation. The heat treatment presumably inactivates the
enzymes responsible for the restriction system, allowing
the introduced DNA to become established before the en-
zymes are turned over. Another strategy for improving the
efficiency of DNA transfer has been to isolate Corynebac-
terium mutants that are deficient in the restriction system.
These strains will incorporate plasmids that had been
propagated in E. coli with almost the same efficiency as
plasmids that had been propagated in Corynebacterium.
In an alternate strategy used to circumvent the restriction
system in Corynebacterium, Leblon and coworkers (30) de-
veloped an “integron” system for gene disruption. Inte-
grons are DNA molecules that have the same restriction/
modification properties as the target host’s DNA, carry
DNA that is homologous to a portion of the host genome
(i.e., a region of the genome that is to be disrupted), and
are unable to replicate in the host cell. A cloned gene from
Corynebacterium is first interrupted with a selectable
marker in a plasmid that is propagated in one Corynebac-
terium strain. This construct is then excised from the cor-
ynebacterial plasmid and self-ligated to form a non-
replicating circular molecule. This “integron” is then
electroporated into the restrictive host. Modification of the
DNA allows the integron to elude the host restriction sys-
tem, and recombination into the host genome permits ex-
pression of the selectable marker.

Promoters. Reliable transcriptional promoters are re-
quired for efficient expression of foreign genes in Coryne-
bacterium. For certain experiments, there is also a need
for regulated promoters whose activity can be induced un-
der specific culture conditions. Promoters such as the fda,
thrC, and hom promoters derived from Corynebacterium
genes have proven useful for heterologous gene expression.
Inducible promoters from E. coli, such as Plac, Ptac, and Ptrc,
which are induced by isopropylthiogalactopyranoside
(IPTG) when the lac repressor (lacI) is present; Ptrp, which
responds to the inducer indole acrylic acid when the trp
repressor (trpR) is present; and lambda PL, which is re-
pressed in the presence of the temperature-sensitive
lambda repressor (cI857), have all been used to modulate
gene expression in Corynebacterium. There is also intense
interest in identifying developmentally regulated promot-
ers from Corynebacterium, such as promoters that are ac-
tivated during late exponential or stationary phases of cul-
ture, although this work has proceeded slowly.

Gene Identification. With all other genetic tools in place,
there still remains the challenge of identifying relevant

genes from Corynebacterium. In E. coli, some of the re-
sources that have been used to isolate genes are transduc-
ing phage, transposable elements, genetic maps of the E.
coli chromosome from transduction and transconjugation
experiments, and more recently, complete physical and se-
quence maps of the chromosome. To date, the most suc-
cessful method for identifying and recovering genes from
Corynebacterium has been to use Corynebacterium ge-
nomic DNA to complement known auxotrophs of E. coli. In
this exercise, libraries of plasmids carrying fragments of
the Corynebacterium genome are introduced into E. coli
strains that are deficient in a particular enzyme or func-
tion. Transformants that no longer display the auxotrophy
(e.g., homoserine deficiency) are likely to carry the comple-
menting gene from Corynebacterium. This strategy has led
to isolation of numerous Corynebacterium genes, including
several from the pathways responsible for synthesis of
aspartate-derived and aromatic amino acids, intermediary
metabolism, and other cellular processes. One limitation
to this strategy is that not all genes from Corynebacterium
will be expressed in the E. coli host. Thus, although a gene
may be represented in the plasmid library, it may be un-
able to complement the E. coli mutation and therefore
would not be recovered during selection. Overcoming this
limitation, a smaller number of genes have been identified
with a similar strategy in which a plasmid library from
wild-type Corynebacterium was used to directly comple-
ment mutations in other Corynebacterium strains. Al-
though this strategy avoids the concern of insufficient gene
expression in the auxotrophic host, its utility is limited by
poor plasmid transformation efficiency in the auxotrophs.
Still other genes have been identified by hybridization with
nucleic acid probes based upon homologous genes from
other species, and direct amplification of genes using the
polymerase chain reaction and degenerate oligonucleotide
primers.

Transposable Elements. Transposable elements are ex-
tremely powerful tools in gene identification because they
couple mutagenesis with gene recovery. Unlike classical
mutagenesis techniques, which generate point mutations
or small deletions within a gene, when transposable ele-
ments insert within a gene they form large disruptions,
thereby “tagging” the altered gene for easier identification.
A number of transposable elements have been found to
transpose in Corynebacterium. Transposons found in the
plasmids pTP10 of C. xerosis and pNG2 of C. diphtheriae
have been shown to transpose in C. glutamicum and confer
resistance to erythromycin. A group from the Mitsubishi
Chemical Company in Japan developed a series of artificial
transposons from an insertion sequence, IS31831, that
they discovered in C. glutamicum (31). After inserting a
selectable marker between the inverted repeats of
IS31831, these researchers were able to introduce the re-
sulting transposon into C. glutamicum strains on an E. coli
plasmid (unable to replicate in Corynebacterium) via elec-
troporation. They found that the selectable marker had in-
serted into the genome of the target cell at a frequency of
approximately 4 � 104 mutants/lg DNA. The use of such
transposons to generate Corynebacterium auxotrophs has
led to the isolation of several genes responsible for amino
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acid biosynthesis, as well as other functions in corynebac-
teria.

Transducing Phage. Transducing phage have been used
in other systems for mapping genetic loci and for isolating
genes. In 1976, researchers at Ajinomoto Co. in Japan sur-
veyed 150 strains of characterized and uncharacterized
glutamic acid–producing coryneform bacteria to identify
phage that might be useful for transduction (32). Of 24
different phage isolates recovered from this screen, only
three were able to transduce a trp marker from a trp� do-
nor to a trp� recipient with any appreciable frequency, al-
though even this efficiency was only 10�7 or less. These
researchers were able to improve transduction efficiency
slightly by including 4 mM cyclic adenosine monophos-
phate (cAMP) or 1.2 M magnesium chloride. Several dif-
ferent researchers have attempted to develop reliable
transduction methods by isolating corynephages from
sources such as contaminated industrial fermentations,
soil, and animal waste. Although many phage have been
isolated and characterized, few have been associated with
transduction, and an opportunity still exists to develop a
reliable, high-efficiency transduction system for general
use with the glutamic acid–producing bacteria.

Metabolic Engineering for Aspartate-Derived Amino Acids

Classical mutagenesis and selection has given rise to
amino acid–overproducing strains that carry mutations
that alleviate feedback inhibition in critical regulatory en-
zymes, eliminate reactions that compete for substrates, al-
ter control of gene expression, or somehow modify other
aspects of the cell’s physiology. Metabolic engineering of
the pathways for the aspartate family of amino acids has
followed very similar themes. Aspartate is derived from
oxaloacetate, a tricarboxylic acid cycle (TCA) intermediate.
All of a cell’s lysine, methionine, threonine, and isoleucine
are produced from aspartate (Fig. 1). Corynebacterium
modulates the partitioning of precursors into pathways
specific for the individual amino acids in this family at sev-
eral levels, including feedback sensitivity of several key
enzymes, differences in the specific activities of competing
enzymes at nodes where the pathways for two amino acids
diverge, and genetic repression. Although it is complex,
regulation of the aspartate pathways in Corynebacterium
does not appear to be as complex as that in E. coli (Fig. 1).

Lysine. Although there appears to be some level of tran-
scriptional regulation of the operon that encodes diami-
nopimelate decarboxylase, the enzyme that carries out the
final step in lysine biosynthesis (Fig. 6), the main control
in lysine biosynthesis in Corynebacterium is exercised by
aspartokinase (AK), which catalyzes the first common step
toward the synthesis of all of the aspartate-derived amino
acids. Many AEC-resistant strains of Corynebacterium
have been shown to produce an aspartokinase that is in-
sensitive to the feedback inhibition by lysine and threonine
that is displayed by the wild-type enzyme. Sequence anal-
ysis of cloned aspartokinase genes from AEC-resistant
Corynebacterium strains has revealed the molecular basis
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of lysine overproduction in these strains. In Corynebacte-
rium, aspartokinase is synthesized as two polypeptides,
AK� and AKb, which are encoded by overlapping reading
frames and assemble as an �2b2 heterotetramer. Feedback
resistance is due to mutations that lead to amino acid sub-
stitutions within the AKb subunit: specifically, substitu-
tion of tyrosine in place of serine at position 301, aspartate
in place of glycine at position 345, or glycine in place of
arginine at position 349 (22). From this it is postulated
that the b-subunit of aspartokinase mediates regulation by
lysine and threonine, although it is not clear whether these
amino acids are directly involved in binding of either ly-
sine, threonine, or both. Regardless, these mutations alone
allow Corynebacterium to accumulate and secrete high lev-
els of lysine.

However, it is clear that feedback inhibition of aspar-
tokinase is not the only limitation to lysine overproduction.
In AEC-resistant lysine overproducers, amplifying expres-
sion of the deregulated aspartokinase gene through recom-
binant DNA techniques further increases the synthesis of
lysine, indicating that the specific activity of this enzyme
is also limiting. A further limitation in lysine production,
especially at the industrial scale, comes at the point of ly-
sine secretion (33). Wild-type Corynebacterium cannot se-
crete significant amounts of lysine. Many lysine-overpro-
ducing strains have been found to possess enhanced lysine
export systems in addition to deregulated aspartokinase
activity. The lysine export mechanism apparently involves
symport of two hydroxyl ions and can proceed against a
lysine gradient and against the membrane potential (33).
At this time, the molecular basis for increased lysine ex-
port during overproduction is not yet fully understood.

Unlike E. coli, C. glutamicum possesses two biochemi-
cal pathways for synthesizing lysine or, more precisely, for
synthesizing meso-diaminopimelate (meso-DAP), the im-
mediate precursor to lysine. The first pathway (the succi-
nylase pathway) is initiated by the enzyme tetrahydrodi-
picolinate succinylase and involves a total of four
enzymatic steps to produce meso-DAP. The second path-
way (the dehydrogenase pathway) converts tetrahydrodi-
picolinate to meso-DAP in a single step through the action
of DAP dehydrogenase. Because these two pathways in-
corporate nitrogen via different substrates (the succinylase
pathway uses glutamate while the dehydrogenase path-
way uses ammonium), the operation of these two mecha-
nisms allows C. glutamicum to grow in the presence of dif-
ferent nitrogen sources. meso-DAP is an important cell
wall component in corynebacteria, providing the cross-
linking of the peptidoglycan material in this structure.
Strains of C. glutamicum that are deficient in the succi-
nylase pathway were found to have altered morphology
and cell wall rigidity (34). Deficiency in the dehydrogenase
pathway reduces productivity during lysine fermentations
without significantly altering growth rates (35). The de-
hydrogenase enzyme has a lower affinity for the common
substrate than does the succinylase, and it is constitutively
expressed. The succinylase pathway, on the other hand, is
energetically more expensive. 13C-nuclear magnetic reso-
nance studies on carbon flux (36) have confirmed that dur-
ing normal growth the majority of the meso-DAP is pro-
duced via the succinylase pathway, and that during

conditions of high lysine production the dehydrogenase
pathway accounts for the bulk of this flux.

Threonine. Aspartate semialdehyde is the last common
intermediate in the pathways for the synthesis of lysine
and the other aspartate-derived amino acids (Fig. 7). Given
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the fact that lysine, methionine, threonine, and isoleucine
are all derived from aspartate, it would seem to follow that
deregulation of aspartokinase should boost synthesis of
these other products along with lysine. The observation
that the first committed step toward threonine, methio-
nine, and isoleucine is catalyzed by an enzyme (homoser-
ine dehydrogenase) with a stronger affinity for aspartate
semialdehyde than the enzyme (dihydropicolinate syn-
thase) that leads to lysine would seem to support this no-
tion. However, when feedback inhibition of aspartokinase
is relieved, the predominant product to accumulate is ly-
sine because, unlike the pathway for lysine biosynthesis,
the threonine and methionine biosynthetic pathway con-
tains additional regulatory mechanisms. Homoserine de-
hydrogenase itself is inhibited by accumulation of threo-
nine, and expression of the homoserine dehydrogenase
gene is repressed by methionine. The result is that, even
though homoserine dehydrogenase can outcompete dihy-
drodipicolinate synthase for aspartate semialdehyde, ac-
cumulation of the products of this branch in the pathway
is quickly squelched. Lysine synthesis, which has almost
no subsequent direct regulation, then resumes unhin-
dered.

Because of its strong feedback regulation, homoserine
dehydrogenase is an obvious target for metabolic engi-
neering to improve threonine biosynthesis in Corynebac-
terium. Mutations near the carboxy terminus of this en-
zyme have been found to confer insensitivity to feedback
regulation. When the deregulated homoserine dehydroge-
nase gene, homdr, and copies of thrB, which encodes ho-
moserine kinase (the next enzyme in the pathway toward
threonine), were integrated into the genomes of AEC-
resistant strains of Corynebacterium, threonine accumu-
lated at the expense of lysine (22,23). Inefficient export of
the excess threonine in these cells triggered feedback in-
hibition of homoserine kinase, causing homoserine to ac-
cumulate as well. Concomitant overexpression of thrB
from an inducible promoter was found to partially compen-
sate for the deficiencies in threonine export by allowing
more homoserine to be converted to threonine, but this ef-
fort led to the discovery that excess threonine was rapidly
lost as the degradation products isoleucine and glycine.
Disruption of the gene encoding threonine dehydratase,
the first enzyme in the pathway from threonine to isoleu-
cine, permitted more threonine to accumulate. However,
threonine was still lost as glycine through two additional
pathways, the first involving threonine dehydrogenase,
and the second involving serine hydroxymethyl transfer-
ase, which is also active in serine catabolism (22). The dif-
ficulties encountered in development of Corynebacterium
strains that overproduce threonine illustrates the complex
and elegant regulation of this pathway.

Isoleucine. Overproduction of isoleucine has been ac-
complished by introducing excess threonine dehydratase
(encoded by ilvA) into threonine production strains (37)
(Fig. 8). Thus, combining a deregulated aspartokinase, de-
regulated homoserine dehydrogenase, overexpressed ho-
moserine kinase, and overexpressed threonine dehydra-
tase will result in abnormally high levels of isoleucine
accumulation. Threonine dehydratase is normally
feedback-inhibited by isoleucine, so it is not surprising that
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mutant derivatives of threonine dehydratase with reduced
sensitivity to isoleucine provided an additional dividend in
this isoleucine production system (38). Despite these gains,
it appears that amino acid export is once again a serious
limitation to the effectiveness of amino acid production
(33). An increase in threonine dehydratase activity causes
�-ketobutyrate to accumulate. This induces the activity of
the next enzyme in the isoleucine pathway, acetohydroxy
acid synthase (AHAS), which might be expected to promote
the conversion of threonine to isoleucine. Indeed, the ad-
dition of �-ketobutyrate alone to the medium enhanced
flow through the latter parts of this pathway. However,
when threonine dehydratase is overexpressed in the thre-
onine production system, �-ketobutyrate is excreted into
the medium. AHAS is also involved in valine and leucine
synthesis and is itself feedback inhibited by the branched-
chain amino acids. It appears that under isoleucine fer-
mentation conditions a concomitant accumulation of valine
may inhibit AHAS, thereby overcoming the stimulatory ef-
fects of �-ketobutyrate accumulation (37). Observations of
intracellular concentrations of isoleucine suggest that iso-
leucine export is also a major rate-limiting step in isoleu-
cine overproduction (39).

PERSPECTIVES

Considerable progress has been made in the production of
amino acids by corynebacteria since the isolation of the
first strain of C. glutamicum. In only four decades, the field
has advanced from classical genetic manipulation of
strains with uncharacterized lesions, through elegant bio-
chemical analyses of enzymes from wild-type and overpro-
ducing strains, and on to the current molecular ap-
proaches. Aided by information gathered from
sophisticated metabolic flux analyses and a greater under-
standing of biochemical pathways and cellular processes,
the field has begun to apply a more rational strategy based
on metabolic engineering of improved strains. These new
strategies, facilitated by the development of improved ge-
netic tools for the manipulation of corynebacteria, should
permit the unraveling of complicated regulatory pathways.
Using these methods, researchers have overcome many ob-
stacles to amino acid overproduction and gained valuable
insights that have benefited the broader scientific com-
munity.

Challenges to further enhancements in amino acid pro-
duction remain in the areas of amino acid transport and
global regulatory mechanisms (40), particularly those re-
lating to central carbon metabolism. There is also oppor-
tunity for further improvement of large-scale fermentation
techniques. The availability of the complete genomic se-
quence of closely related Gram-positive bacterial strains,
including Mycobacterium tuberculosis and M. leprae, will
undoubtedly aid in the isolation of homologous genes from
corynebacteria. As the analysis of bacterial genomes and
proteomes continues to mature, functional genomics and
high-throughput chip-based technologies for the visuali-
zation of gene expression and cellular protein content hold
out the promise for synthesis of an accurate and detailed
picture of cellular metabolism. The study of the glutamic

acid–producing corynebacteria will likely lead to continu-
ous gains in productivity while offering new insights into
microbial physiology.
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INTRODUCTION

There are three principle areas of modern biotechnology
where crystallization plays important roles. These are
(1) The crystallization of proteins as well as viruses, nu-
cleic acids, and macromolecular complexes for X-ray dif-
fraction analysis; (2) the crystallization of specific proteins
as a part of their formulation in a therapeutic compound,
agricultural chemical, or drug; and (3) the crystallization
of enzymes, and in some cases other proteins, as a means
of purification from bulk processes. Although the objectives
in each of these situations may be quite different, with the
exception of scale, the underlying principles and ap-
proaches are fundamentally the same.

In cases of crystallization for X-ray analysis, one is usu-
ally dealing with quite pure, often exceptionally pure mol-
ecules, and the goal is to grow only a few large, perfect
crystals like those shown in Figure 1. The X-ray analysis
is a singular event or study, confined to the research lab-
oratory, and the product is basic scientific knowledge. The
crystals themselves have no material or medicinal value,
but serve as intermediaries in the crystallography process.
They provide X-ray diffraction patterns that in turn serve
as raw data allowing the visualization of the macromole-
cules composing the crystals. Thus, they serve as an es-
sential component in the elucidation of molecular struc-
ture.

Macromolecular structure is of formidable value in bio-
technology because it is the essential knowledge required
to apply the technique of rational drug design in the crea-
tion and discovery of new drugs and pharmaceutical prod-
ucts. It is the basis of powerful approaches now being ap-
plied in small, emerging biotechnology companies as well
as major pharmaceutical companies to identify lead com-
pounds to treat a host of human ailments, veterinary prob-
lems, and crop diseases in agriculture. The underlying hy-
pothesis is that if the structure of the active site of a salient
enzyme in a metabolic or regulatory pathway is known,
then chemical compounds, such as drugs, can be rationally
designed to inhibit or otherwise affect the behavior of that
enzyme.

A second approach, of equal importance to biotechnol-
ogy, that also requires X-ray quality crystals is the genetic
engineering of proteins. Although recombinant DNA tech-
niques provide the essential synthetic role that permits
modification of the proteins, crystallography provides the
analytical function. It serves as the structural guide for
the introduction of intelligent and purposeful changes, in
the place of random and chance amino acid substitutions.
Crystallography allows direct visualization of the struc-
tural changes introduced and offers new directions for
chemical or physical enhancements.

Bulk crystallization, along with the detailed consider-
ation of crystallization processes and products, has long
been a staple in the pharmaceutical and chemical industry
(1), where it has been applied to conventional small mol-
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Figure 1. The crystals shown here were grown for X-ray diffraction studies that require a rela-
tively small number of crystals, but of large size and high quality. (a) Beef liver catalase, a detox-
ifying enzyme; (b) �1-acid glycoprotein, a human serum protein; (c) Fab fragments of an antiviral
mouse antibody; and (d) canavalin, the major storage protein from legumes.

ecules and even more complex biological molecules such as
glycosides, peptides, and antibiotics. A few examples from
the literature where the crystallization procedures are de-
scribed in some detail are for L-alanine (2), fructosylxylo-
side from Scopulariopsis brevicaulis (3), cephalosporin (4),
and a flavanone, hesperidin from orange peels (5). Here, it
has long been recognized that manipulation of crystalline
formulations could dramatically affect solubility, shelf life,
impurity content, thermal stability, release, efficacy, or a
host of other commercially significant properties. Much re-
search has, therefore, been devoted to the crystallization
of commercially important conventional, small molecules
during the past hundred years.

Only more recently has it become evident that crystal-
line formulations hold substantial promise for the admin-
istration and delivery of biological macromolecules as well

(6,7). The first major example was that of insulin, a small
protein of striking physiological importance to nearly all
animals and crucial to the treatment of diabetes. In this
instance, it was found that injection of crystalline protein
resulted in a more prolonged, slower release of the protein
drug and a significant improvement in its efficacy. This
timed-delivery feature, first realized for insulin, now ap-
pears possible for other protein drugs.

In the coming years, a majority of biotechnology prod-
ucts will likely be proteins, particularly genetically modi-
fied proteins designed for introduction into living organ-
isms, including humans. Their delivery and release will be
a major problem, and their formulation as crystals will
serve a major role in solving those problems. Here, unlike
the growth of protein crystals for X-ray diffraction analy-
sis, the crystals are in fact the product, and their produc-
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Figure 2. Needle crystals of �-amylase (a) and platelike microcrystals and needles of pineapple
bromelin (b) are entirely suitable for downstream processing of enzymes produced in bulk for
industrial purposes but are not of sufficient size nor of useful morphology for analytical studies.

tion must be reproducible. The physical properties of the
crystals, such as size, morphology, solubility, and impurity
levels will be rigorously specified. They will be produced,
under strict regulatory control, as is any drug. Thus, the
objectives are quite different than for crystals produced for
diffraction analysis.

In terms of pharmaceutically important proteins, nat-
ural insulin from animal tissues was certainly the first to
be produced in bulk quantities by crystallization (8), and
recombinant insulin followed (9). Others, however, are now
known, including a large-scale facility for the production
of crystalline Fab fragments from monoclonal antibodies
(10).

The third area for crystal growth, the downstream pro-
cessing of proteins produced in large fermentations for the
purpose of purification, has associated with it yet another
set of objectives and problems. Crystallization is one of the
oldest chemical purification technologies and one that has
been seriously underutilized to this point in biotechnology.
Here, the goal is to promote the crystallization of macro-
molecules from extremely large volumes, commonly reach-
ing several thousands of liters, of rather impure solutions
or culture broths. The ideal is to achieve a very high degree
of purification in a single, economical step, and at the same
time generate a concentrated, stable, and active product
that appeals in its form to a broad customer base. Although
certain crystal sizes, morphologies, size distribution, and
other features of the crystals may be preferred, these are
not the most important parameters. Often crystals such as
those shown in Figure 2 are quite acceptable. The major
considerations are yield, reproducibility, degree of purifi-
cation, and the ability to crystallize the material in spite
of very high and variable contaminant levels.

Major difficulties accompany the crystallization of pro-
teins in downstream processing and purification that are
not seen in X-ray diffraction or formulation crystal growth.
For example, processes such as vapor diffusion (discussed
later), which is applicable to microliter volumes, are com-
pletely inapplicable to thousand liter volumes. Exotic pre-

cipitants may not be economical, sensitive procedures such
as column chromatography may be out of the question, and
speed is often of the essence. Waste product disposal can
be a significant consideration. The process must be care-
fully conceived and developed to be as economical and ef-
ficient as possible and still yield the desired crystalline
product at the required purity.

There are many examples in the literature of crystalli-
zation used for the purification of proteins from bulk fer-
mentations, and these provide useful guides to the design
of new procedures for other macromolecules. In one of the
earliest reports, Fukumoto et al. (11) reported the purifi-
cation of lipase from a strain of Aspergillus niger by frac-
tionation with ammonium sulfate and its ultimate crys-
tallization from acetone. Tsujisaka et al. (12) in 1973
purified the same enzyme from Geotrichum candidum us-
ing salt fractionation, DEAE Sephadex, and gel chromo-
tography. The protein was crystallized from its aqueous
solution. Buckel et al. (13) in 1981 and Mack et al. (14)
describe a scheme based on salt fractionations and chro-
matography for the production of glutaconate CoA-
transferase from Acidaminococcus fermentans.

In the 1990s, the appearance of reports of bulk crystal-
lizations accelerated, including those on procedures for
protein iminopeptidase from Bacillus coagulans (15), chy-
mosin mutants from Trichoderma reesei (16), and pyroglu-
tamyl peptidase from Bacillus amyloliquefaciens (17). Al-
though only abstracts are currently available, some
additional enzymes have also been crystallized for com-
mercial production, these include cellulase (18,19), subtil-
isin protease and glucose isomerase (18), and alcohol oxi-
dase (20).

THE UNIQUENESS OF MACROMOLECULAR CRYSTALS

Macromolecules, being unique in their properties, both in
terms of size and complexity, give rise to crystals that are
unique as well (21,22). We cannot, therefore, expect that
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macromolecular crystals will necessarily develop accord-
ing to precisely the same mechanisms and principles as do
conventional crystals (23). Indeed, recent investigations
using advanced physical techniques such as inelastic light
scattering, interferometry, and atomic force microscopy
(22) have yielded evidence of new mechanisms and prop-
erties not before encountered with conventional crystals.

Macromolecular crystals are relatively small in com-
parison with conventional crystals, rarely exceeding 1 mm
on an edge and generally smaller. Because only one ste-
reoisomer of a biological macromolecule naturally exists,
they do not form crystals possessing inversion symmetry
and, therefore, generally exhibit simple shapes that lack
the polyhedral character of small molecule crystals. They
are extremely fragile, often crushing at the touch; degrade
outside a narrow temperature, ionic strength, or pH range;
generally exhibit weak optical properties (24); and diffract
X-rays to resolutions far short of the theoretical limit (25).
The reason for most of these character deficiencies is that
macromolecular crystals incorporate large amounts of sol-
vent in their lattices, ranging from about 30% at the lower
limit to 90% or more in the most extreme cases (26,27).
Proteins also have, as individual molecules, an array of
water molecules surrounding them that are relatively
tightly bound both in solution and in the crystal (28).

There are two other crucial differences between mac-
romolecular and conventional crystal growth that have im-
portant practical consequences. The first is that macro-
molecular crystals are usually nucleated at extremely high
levels of supersaturation, often several hundred to a thou-
sand percent. Small molecule crystals, on the other hand,
usually nucleate at only a few percent supersaturation.
Virtually every quantitative aspect of crystal growth is a
direct function of supersaturation (29). Although high su-
persaturation may be essential to promote nucleation, it is
far from ideal for growth, and the many problems observed
for macromolecular crystals attest to this. Furthermore,
supersaturated macromolecular solutions, in addition to
crystal nuclei, produce alternate solid states that we refer
to collectively as amorphous precipitates. Unlike conven-
tional systems, competition exists at both the nucleation
and growth stages between crystals and precipitate. This
is particularly acute because competition is promoted by
high levels of supersaturation. Because amorphous precip-
itates are kinetically favored, though of less-favored en-
ergy states, they tend to dominate the equilibration pro-
cess and often inhibit or preclude crystal formation.

Given the complexities that beset macromolecules, can
we reasonably expect their crystallization to resemble that
of conventional molecules? Evidence to this point suggests
that the answer is in principle yes, but in practice no. It
appears that the fundamental mechanisms and pathways
of macromolecular crystal growth are the same as for con-
ventional crystals (30,31) but that the magnitudes of the
underlying kinetic and thermodynamic parameters that
govern the process differ dramatically.

METHODS FOR GROWTH OF PROTEIN CRYSTALS

The growth of macromolecular crystals has been studied
for more than 150 years, initially as a purification tool, and
more recently for other purposes. It has been the topic of

several texts and reviews and, with the increasing impor-
tance of protein crystallography, has become a major factor
in the biotechnology industry. Because this body of litera-
ture exists, no attempt will be made here to exhaustively
review all methods and aspects of macromolecular crystal
growth. An effort will be made, however, to describe the
underlying principles, present the most commonly em-
ployed laboratory approaches, summarized in Table 1, and
suggest ways in which the field can be addressed by novice
crystal growers.

The strategy used to bring about crystallization (22,32–
37) is to direct a macromolecular solution slowly toward a
state of supersaturation by modifying the properties of the
solvent or the solute. This is generally achieved by altering
the concentration of a precipitating agent, such as salt, or
by altering some physical property, such as pH. This is il-
lustrated by a version of the classical phase diagram for
supersaturation, modified somewhat for the case of pro-
teins in Figure 3.

In concentrated solutions, macromolecules, unlike most
conventional molecules, may aggregate as an amorphous
precipitate, a result to be avoided. It is usually indicative
that supersaturation has proceeded too far or been reached
too swiftly. One would like to slowly and marginally exceed
the equilibrium point of saturation and thereby allow the
macromolecules reasonable opportunity to assemble into a
crystalline lattice.

The traditional procedure, illustrated by Figure 4, for
inducing proteins to separate from solution as a solid
phase is to gradually increase the level of saturation of a
salt. Classically, the salt was ammonium sulfate, but oth-
ers are also in common use (see, for example, Table 2 and
the databases described in Refs. 26 and 27). Although the
protein may separate as an amorphous precipitate, with
appropriate care, manipulation of salt concentration is an
effective means for growing protein crystals. This ap-
proach has, in fact, probably yielded more varieties of pro-
tein crystals than any other (22,26,27).

The accepted explanation for this salting-out phenom-
enon is that the salt ions and macromolecules compete for
chemical interactions, principally hydrogen bonds, with
the solvent molecules, that is, water. This occurs because
both salt ions and protein molecules depend on hydration
layers to maintain solubility. When competition between

Table 1. Methods for Attaining a Solubility Minimum

Bulk crystallization
Batch method in vials
Evaporation
Bulk dialysis
Concentration dialysis
Microdialysis
Liquid bridge
Free-interface diffusion
Vapor diffusion on plates or slides
Vapor diffusion in hanging drops
Sequential extraction
pH-Induced crystallization
Temperature-induced crystallization
Crystallization by effector addition
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Figure 4. The solubility of the protein enolase at constant pH and
temperature as a function of ionic strength produced by two sepa-
rate salts. The two ends of the curves correspond to the salting-in
and the salting-out regions of the solubility diagram.

ions and proteins becomes sufficiently intense, the protein
molecules begin to self-associate in order to satisfy, by in-
termolecular interactions, their electrostatic require-
ments. Thus, dehydration, or the elimination and pertur-
bation of solvent layers around protein molecules, reduces
solubility. For a specific protein, the solubility minima are
usually quite dependent on the pH, temperature, chemical
composition of the precipitant, and properties of both the
protein and the solvent (for more extensive discussions, see
Refs. 38–42).

In the low ionic strength range, as seen in Figure 4, a
phenomenon known as salting-in occurs in which the sol-
ubility of the protein increases as the ionic strength rises
from zero. Protein solubility at low ionic strength is dimin-

ished by the removal of ions essential for satisfying the
electrostatic requirements of the molecules. As ions are re-
moved, and in this region of low ionic strength cations are
most important (38–41), the protein molecules again bal-
ance their electrostatic requirements by forming interac-
tions among themselves.

The salting-in effect can be applied in the opposite
sense, that is, reducing ionic strength can serve as a crys-
tallization tool. In practice, a protein is optimally solubi-
lized at moderate ionic strength and then extensively di-
alyzed against distilled water. Many proteins, such as
catalase, concanavalin B, immunoglobulins, and plant
seed proteins, have been crystallized by this means
(26,27,32,33).

Proteins may be forced from solution, at constant pH
and temperature, by increases in ionic strength, or they
can be crystallized or precipitated at constant ionic
strength by changes in pH or temperature (38–41). This is
illustrated by Figures 5 and 6. Reduction in solubility oc-
curs because the charge distribution on a macromolecule,
its surface features, or its conformation may change as a
function of these variables (39). By virtue of its ability to
inhabit a range of states, a protein may exhibit a number
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Supersaturated
region

Labile region—stable nuclei
spontaneously form and grow

Metastable region—
stable nuclei grow
but do not initiate

Figure 3. A phase diagram for a hypothetical protein showing its
solubility as a function of precipitant concentration. The solid line
represents the maximum solubility, or saturation curve, for the
protein. Note that the protein is less soluble at very low and very
high concentrations of the precipitant, corresponding to the
salting-in and salting-out regions, respectively. The supersatu-
rated region lies above the maximum solubility curve, and is, in
turn, demarcated by a boundary discriminating the metastable
region of supersaturation from the labile region. In the labile re-
gion, crystal nuclei can both spontaneously form and grow,
whereas in the metastable region they can only grow.

Table 2. Common Precipitants Used in Macromolecular Crystallization

Salts Organic solvents Polymers

Ammonium or sodium sulfate
Lithium sulfate
Lithium chloride
Sodium or ammonium citrate
Sodium or potassium phosphate
Sodium or potassium or ammonium chloride
Sodium or ammonium acetate
Magnesium or calcium sulfate
Cetyltriethyl ammonium salts
Calcium chloride
Ammonium nitrate
Sodium formate

Ethanol
Isopropanol
1,3-Propanediol
2-Methyl-2,4-pentanediol
Dioxane
Acetone
Butanol
Acetonitrile
Dimethyl sulfoxide
2,5-Hexandediol
Methanol
1,3-Butyrolactone
Ethylene glycol 400

Poly(ethylene glycol) 1,000, 3,350, 6,000, 20,000
Jeffamine T
Polyamine
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Figure 6. The solubility of hemoglobin in concentrated phos-
phate buffer at various temperatures.
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Figure 7. Solubility of various proteins in PEG-4,000. Measure-
ments were made in 0.05 M potassium phosphate, pH 7.0, con-
taining 0.1 M KCl. Human fibrinogen (�), human c-globulin (�),
lysozyme (�), �-lactalbumin (�), chymotrypsin (�), aldolase (�),
thyroglobulin (�), human serum albumin (•).

of environmentally dependent solubility minima, and each
of these minima may afford the opportunity for crystal
growth.

Similar effects may be achieved as well by the slow ad-
dition to the mother liquor of some relatively mild alcohols
or other organic solvents such as ethanol, acetone, or meth-
ylpentanediol. The only essential requirement for the pre-
cipitant is that at the specific temperature and pH of the
experiment, the additive not adversely affect the structure

and integrity of the protein. This is a stringent require-
ment and deserves some consideration. An organic solvent
will compete, to some extent like salt, for water molecules.
It also reduces the dielectric shielding capacity of inter-
vening solvent. Reduction of bulk dielectric increases the
effective strength of the electrostatic forces responsible for
one protein molecule associating with another.

Polymers such as polyethylene glycol also serve to de-
hydrate macromolecules in aqueous solution, as do salts,
and they furthermore alter the dielectric properties in a
manner similar to organic solvents. They produce, how-
ever, an additional important effect. Polyethylene glycol
perturbs the natural structure of the solvent and creates
a more complex network having both water and itself as
structural elements. A consequence of this restructuring of
solvent is that macromolecules, particularly proteins, tend
to be excluded, and phase separation is promoted (43,44).
This is illustrated for several proteins in Figure 7.

Combinations of approaches using both precipitating
agents, such as those seen in Table 2, and variation of
physical parameters are frequently effective in promoting
the crystallization of macromolecules. Increasing the con-
centration of a precipitating agent to a point just below
supersaturation and then adjusting the pH or temperature
to further reduce the solubility of the protein is a common
approach. Modification of pH can be brought about quite
well using the vapor diffusion technique (see later section)
with volatile acids and bases such as acetic acid and am-
monium hydroxide.

β 
– 

β n

pH of egg albumin solutions
4.0 4.5

                           pk'1 pk'2    pk'3 pk'4     βn

        Egg albumin       8.7          9.5       5.75
        Hemoglobin     12.20      13.96      2.77

5.0 5.5

pH of hemoglobin solutions
6.0 6.5 7.0

0.5

0

1.0

7.5

Figure 5. The solubility behavior of two proteins, hemoglobin
and egg ovalbumin, at constant ionic strength as a function of pH.
The solubility minima are often good targets for the crystallization
of proteins by variation of pH.
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(a)

(b)

Figure 8. A schematic description of the dialysis process.
(top) Protein molecules are separated from conventional small
molecules or ions by a semipermeable membrane that prevents
the macromolecules from passing. (bottom) The small molecules
or ions have passed through the membrane and at equilibrium are
equally distributed on its two sides.

Because of the complexity of interactions between sol-
ute and solvent and the shifting character of the protein
(45), the methods of crystallization must usually be applied
over a broad set of conditions with the objective of discov-
ering the particular minimum (or minima) that yield crys-
tals. In practice, one determines the precipitation points of
the protein at sequential pH values with a given precipi-
tant, repeats the procedure at different temperatures, and
then examines the effects of different precipitating agents
and their concentrations.

METHODS FOR PROMOTING SUPERSATURATION

The oldest technique used for the crystallization of pro-
teins and nucleic acids (see Table 1), with a history of more
than 150 years (46), is what is commonly called batch crys-
tallization (32,33,38,47–49). It is the simplest, most thor-
oughly tested, and when optimized, the most reliable of all
crystallization methods. Lysozyme, for example, is most
generally crystallized by the batch method. It relies on the
mixing of a protein solution at undersaturated concentra-
tion with precipitant components. The latter alter the elec-
trolyte properties of the solution to produce a mother liquor
supersaturated with respect to protein. From such a so-
lution the solid state may be expected to eventually form,
and if the conditions and physical parameters have been
chosen correctly, this solid state will be crystalline rather
than amorphous. Alternatively, the physical state of an un-
dersaturated protein solution may be altered by, for ex-
ample, lowering or raising the temperature. The supersat-
urated solution produced as a result may yield crystals.

The batch method is attractive because of its inherent
simplicity and reproducibility. It requires nothing more
than the combination of two or more solutions into one and
a period of time until nucleation commences and growth
follows. The concept is appealing because it can be carried
out with an absolute minimum of human intervention. Be-
cause the apparatus is nothing more than a container for
a small quantity of fluid, which can be varied as circum-
stances require from a few microliters to hundreds of mil-
liliters, it is fully amenable to interface with both simple
and complex observational systems designed to monitor
and record the process of protein crystal growth. Thus, the
technique is very useful, for example, for inelastic light
scattering studies of nucleation (50–57), or time-lapse pho-
tography investigations of protein crystal growth (58,59).
It is particularly attractive as well for macromolecular
crystallization experiments in space.

Batch crystallization requires no complex device to pro-
duce equilibration, either through the liquid or the vapor
phase. It relies strictly on the energetics of the system—
the activation barriers to nucleation—to regulate the pro-
cess. Although it has not, in recent years, been extensively
used to screen for protein crystallization conditions, this
reflects more a prejudice of investigators and the popular-
ity of other methods rather than any deficiency in the batch
method itself. Because it was commonly used in the past
with fairly large volumes of protein solution, investigators
have mistakenly come to believe that it is inappropriate
for small samples, which is untrue. It can even be carried
out using microliter amounts in glass capillaries or under

oil. It can be a useful screening technique as well as a good
method for the preparation of large quantities of protein
crystals once optimal values for parameters are estab-
lished.

There are a number of ingenuous devices, procedures,
and methods for dynamically altering the degree of satu-
ration of a protein solution. Generally, these rely on the
slow increase in concentration of some precipitant such as
salt or polyethylene glycol. These same approaches can of
course also be used for salting-in, modification of pH, and
the introduction of materials that alter protein solubility.
These techniques have been extensively reviewed else-
where (32–36,60–63), and only a selection will be dealt
with here.

Dialysis is familiar to nearly all biochemists as a means
of modifying the components of a protein solution (32,33).
As illustrated in Figure 8, the solution containing the pro-
tein is enclosed in a membrane casing or in a container
having a semipermeable membrane partition. The mem-
brane selectively allows the passage of small molecules
and ions, but pore size prevents passage of the much larger
protein molecules. The vessel or dialysis tube containing
the protein is submerged in a larger volume of liquid that
has the desired properties of pH, ionic strength, ligands,
and so forth. With successive changes of the exterior so-
lution and concomitant diffusion of small molecules and
ions across the semipermeable membrane, the protein so-
lution gradually acquires defined properties.

The dialysis approach, in some manifestation, has been
used to crystallize many proteins (27,33). It was usually
applied on a large scale, and only when substantial
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Figure 9. A microdialysis cell (a), for crystalli-
zation of small protein samples, is closed at one
end by a section of dialysis membrane held in
place by a Tygon ring that also serves as a sup-
port. (b) A similar arrangement using a thin glass
capillary, but the membrane has been replaced by
a polyacrylamide plug that is permeable to small
molecules and ions.

amounts of protein were available. It has the advantage
that liquid–liquid diffusion through a semipermeable
membrane exposes the protein to a continuum of potential
crystal-producing conditions without physically per-
turbing the mother liquor. Diffusion through the mem-
brane is slow and controlled. Because the rate of exchange
of substituents in the mother liquor is a function of the
concentration gradient across the membrane, the nearer
the system to equilibrium, the more slowly it changes.

This method has been adapted to much smaller
amounts of protein by crystallographers who use almost
exclusively microtechniques. These typically involve no
more than 5 to 50 ll of protein solution in each trial. First
described by Zeppenzauer et al. and Zeppenzauer (64,65)
and subsequently modified and refined by numerous oth-
ers, the method confines a protein solution within a glass
capillary or the microcavity of a small plexiglass button.
The cavity of the button or the ends of the microcapillary
tube are closed off by a dialysis membrane. The whole ar-
rangement, charged with protein solution, is then sub-
merged in a much larger volume of an exterior liquid that
is held within a closed vessel such as a test tube or vial.
The microdyalysis method is shown schematically in Fig-
ure 9. If the exterior solution is at an ionic strength or pH
that induces the mother liquor to become supersaturated,
crystals may grow. If not, the exterior solution may be ex-
changed for another and the experiment repeated.

The dialysis buttons, seen in Figure 10, are particularly
ingenious. Not only are they compact and easy to examine
with a dissecting microscope, but they have a shallow
groove about their waist. A section of moistened dialysis
membrane is placed over the mother-liquor-filled cavity,
and it is held securely in place by simply slipping a rubber
O-ring over the top of the button and seating it in the
groove. These buttons are in wide use and have proven
quite successful.

The technique of liquid–liquid diffusion (Figs. 11 and
12), also known as free-interface diffusion, for the crystal-
lization of macromolecules (25–27,62,63,66) is in principle
and practice simple and straightforward. It relies on the
direct interdiffusion of a precipitant solution into a protein
solution across their common liquid–liquid interface.
When the two solutions are juxtaposed, precipitant gra-
dients form in the region of the interface and produce local

supersaturation. This promotes the formation of crystal
nuclei and subsequent growth, often to sizes useful for
analysis.

The fundamental idea of liquid–liquid diffusion of a sol-
vent or solute into a macromolecular solution is similar to
dialysis. The method is particularly applicable in micro-
gravity because the necessity of a membrane is eliminated
and the two liquids can be maintained relatively stable
with respect to one another for long periods of time. Be-
cause the diffusion rate of macromolecules is so much less
than that of the small molecules of most precipitants, there
is relatively little penetration of protein into the precipi-
tant during the course of most experiments.

The technique of liquid–liquid diffusion has been ap-
plied in laboratories on earth to grow macromolecular crys-
tals, and with some success. A search of the National In-
stitute of Standards and Technology (NIST) database
(26,27) shows 35 entries using this technique with another
193 ascribed to various kinds of dialysis. Direct liquid dif-
fusion has not, however, been as extensively used in con-
ventional laboratories as have some other techniques, such
as batch or vapor diffusion, because of some inherent dis-
advantages. Significantly, most of these methodological de-
ficiencies are relieved or eliminated in the absence of grav-
ity.

On earth, density-driven convective currents produce
immediate and continuous turbulence at the liquid–liquid
interface. Transient mixing, if layering of solutions is used,
or the necessity of a membrane, as in dialysis, lessens the
methods’ effectiveness. Sedimentation produces a particu-
larly deleterious effect with the free-interface method be-
cause nuclei and small growing crystals, under the influ-
ence of gravity, fall from the liquid–liquid interface. Thus,
as a crystal forms, gravity increasingly pulls it downward
from the region of the solution where growth would most
favorably continue. Gravity essentially removes growing
crystals from an optimal growth environment and thereby
imposes a self-limiting character on the process, in turn
restricting crystal size.

Currently, the most widely used method for bringing
about supersaturation in microdrops of mother liquid is
vapor diffusion (26,27) (Fig. 13). This approach (32,33,35,
60,62,63,67) has provided a diversity of applications and
may be divided into those procedures that use a “sitting
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(a) (b)

Figure 11. In free-interface diffusion the protein solution is
(left) initially layered atop a precipitant solution, such as a highly
concentrated salt. Diffusion of the small molecules into the protein
solution (right) induces crystallization to occur.
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Figure 12. Diagram illustrating the free-interface diffusion tech-
nique for the crystallization of microliter amounts of protein so-
lution on the left and milliliter amounts on the right. The method
relies on the direct diffusion of precipitant and small molecules
across the liquid–liquid interface.

drop” and those that use a “hanging drop.” In either form,
the method relies on the transport of water or some volatile
agent between a microdrop of mother liquor, generally 2 to
25 lL volume, and a much larger reservoir solution of 0.75
to 25 mL in volume. Through the vapor phase, the droplet
and reservoir come to equilibrium. Because the reservoir
is of much larger volume, the final conditions at equilib-
rium are essentially those of the initial reservoir state. A
variety of devices currently in use for protein crystal
growth by vapor diffusion are shown in Figure 14.

In the vapor phase, water can be removed slowly from
droplets of mother liquor, pH may be changed, or volatile
components such as ethanol may be gradually introduced.
As with those methods already described, the procedure
may be carried out to further advantage at a number of
different temperatures.

According to one popular procedure (32,33,67) (Fig. 15),
droplets of 10 to 20 lL are placed in the nine wells of sili-
conized glass depression plates. The samples are then
sealed in transparent containers, such as Pyrex dishes or
plastic boxes that also hold reservoirs of 20 to 50 mL of the
precipitating solution. The plates bearing the protein or
nucleic acid samples are supported above the reservoirs by
the inverted halves of disposable Petri dishes. Through the
vapor phase, the concentration of salt or organic solvent in
the reservoir equilibrates with that in the sample. In the
case of salt precipitation, the droplet of mother liquor must
initially contain a level of precipitant lower than the res-
ervoir, and equilibration proceeds by diffusion of water
from the droplet into the reservoir. This holds true as well
for nonvolatile organic solvents, such as methylpentane-
diol and for polyethylene glycol. In the case of volatile pre-
cipitants, none need be added initially to the microdroplet,
because distillation and equilibration proceed in the op-
posite direction.

The method described here has the advantage that it
requires only microliter amounts of material and is well
suited for screening large numbers of conditions. A disad-
vantage is that all the samples in a single container must
be equilibrated against the identical reservoir solution. It
does, however, permit some flexibility in varying condi-
tions once the samples have been dispensed, by modifica-
tion of the concentration or pH of precipitants in the res-
ervoir. When clear plastic boxes are used, large numbers
of samples can be quickly inspected under a dissecting mi-
croscope and conveniently stored.

The disadvantage of identical reservoir conditions
throughout a single container was overcome by the intro-
duction of plastic plates specifically designed for protein
crystallization. One of these, sponsored by the American

Figure 10. The thin glass capillaries shown here may be used for
either batch crystallization or crystallization by dialysis with vol-
umes in the microliter range. The dialysis buttons seen both face
on and on edge can be closed by dialysis membrane held in place
by the rubber O-rings. Once filled with protein solution they can
be submerged in a larger volume of solution contained, for ex-
ample, in the small weighing bottle.
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Figure 13. In vapor diffusion, a
small drop of mother liquor contain-
ing protein and a low concentration
of precipitant is, in (a), initially ex-
posed to a much larger reservoir so-
lution containing a high concentra-
tion of precipitant. At equilibrium in
(b), through loss of water and reduc-
tion in volume, the mother liquor
achieves a precipitant concentration
approximately equal to that in the
reservoir, thereby promoting crys-
tallization of the protein to occur.

Crystallographic Association, is a plastic plate having ac-
commodation for 15 protein samples. Each chamber has a
separate reservoir compartment and the mother liquor mi-
crodroplet may be either suspended from the underside of
a glass cover slip, as in the hanging drop method described
later, or sandwiched between two glass cover slips. Sealing
of the chambers from air requires silicon grease or oil be-
tween cover slips and the plastic rims of the chambers.
With these plates, the optical properties are very good but
equilibration tends to be slow, and the setup is quite tedi-
ous.

A second crystallization plate (68), also seen in Figure
14, is supplied by Charles Supper. With these plates, the
drop sits atop a clear support post that protrudes upward

from a circular moat containing the reservoir solution. The
chambers can be rapidly and conveniently sealed from air
by transparent plastic tape pressed over the upper surface
of the plate after the reservoirs have been filled and the
drops of mother liquor dispensed. Equilibration, as with
the other plate, is through the vapor phase. Although the
optical properties are less favorable with these devices,
they are convenient and compact and can be used for rapid
screens of crystallization conditions.

The hanging drop procedure (Fig. 16) also uses vapor
phase equilibration, but with this approach a microdroplet
of mother liquor (as small as 2 lL) is suspended from the
underside of a microscope cover slip, which is then placed
over a small well containing a milliliter or less of the pre-
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Figure 14. Four examples of trays, plates, or combinations used
for crystallization by vapor diffusion. All are commercially avail-
able and can be used for either the hanging-drop or the sitting-
drop approach.

Microdroplets
Glass

spot plate

Vacuum
grease
seal

Reservoir
solution Plastic

sandwich box

Petri dish
half

Figure 15. Schematic diagram of a nine-well depression spot
plate enclosed in a plastic sandwich box used for the crystalliza-
tion of macromolecules by the vapor diffusion method. Microdrops
of 10 to 25 lL can be placed in the depressions with 25-mL res-
ervoirs of precipitating solution in the bottom of the box. Equili-
bration proceeds through the vapor phase.

Figure 16. The standard configuration for hanging drop protein
crystallization experiments is shown here. A tissue culture plate
provides 24 wells for reservoirs of about 0.5 to 0.75 mL. Each well
can be covered by a glass slip with a drop of protein solution hang-
ing from its underside. The drop of 2 to 20 lL equilibrates with
the reservoir solution over time through the vapor phase, causing
precipitant concentrations to increase in the drop and induce crys-
tallization.

cipitating solution. The wells are most conveniently sup-
plied by disposable plastic tissue culture plates that have
24 wells with rims that permit sealing by application of
silicone vacuum grease around the circumference. The
hanging drop technique can be used both for the optimi-
zation of conditions and for the growth of large single crys-
tals.

Although the principle of equilibration with both the
sitting drop and the hanging drop is essentially the same,
they frequently do not yield the same results even though
the reservoir and protein solutions may be identical. Pre-
sumably because of geometrical differences in the appa-
ratus used to achieve equilibration, the path to supersat-
uration is different, even though the end point may be the
same. In some cases there are striking differences in the
degree of reproducibility, final crystal size, morphology, or
time required for growth. These observations emphasize
the point that in crystal growth the route leading to su-
persaturation and the kinetics of the process may be as

important as the end point achieved. There are nearly lim-
itless variations on these themes for liquid–liquid or vapor
diffusion, ranging from the very simple to the unnecessar-
ily complex. You need only use a bit of imagination to de-
vise a novel approach for yourself.

With some exceptions, the methodologies used for pro-
tein crystallization, most of those described above, have
been devised for the growth of crystals from very small
volumes of mother liquor. Indeed, reducing the amount of
material needed has been a principal objective in X-ray
crystallography laboratories for some time. Crystals can
now be obtained from only 2 to 4 lL of solution, and entire
screening matrixes (see later discussion) can be explored
using only 2 to 5 mg of protein or nucleic acid.

Two major applications of protein crystallization, for
formulations, and for downstream processing of macro-
molecules do not, however, benefit from reduction in scale.
On the contrary, they profit from very large volumes and
high yields of the crystalline product. As a consequence,
the microtechniques described earlier may represent
model approaches, but they are, in themselves, quite in-
appropriate to bulk processes.

Large-scale, industrial crystallizations are, at least cur-
rently, limited to methods based essentially on batch crys-
tallization in combination with manipulation of pH and
temperature. In addition, many chemical compounds that
might be used as precipitants or additives in laboratory
settings cannot be used in many cases in bulk processes
because of expense, hazard, or the creation of unacceptable
by-products (7). Although this might appear severely lim-
iting, remarkable success has been achieved using only
these simple tools. The large number of biological macro-
molecules in crystalline form and produced in kilogram (or
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Table 3. Sources of Microheterogeneity

Presence, absence, or variation in a bound prosthetic group,
substrate, coenzyme, inhibitor, or metal ion

Variation in the length or composition of the carbohydrate
moiety of a glycoprotein

Proteolytic modification of the protein during the course of
isolation or crystallization

Oxidation of sulfhydryl groups during isolation
Reaction with heavy metal ions during isolation or storage
Presence, absence, or variation in post-translational side-chain

modifications such as methylation, amidiation, and
phosphorylation

Microheterogeneity in the amino or carboxy terminus or
modification of termini

Variation in the aggregation or oligomer state of the protein
caused by association or dissociation

Conformational instability caused by the dynamic nature of the
molecule

Microheterogeneity caused by the dynamic nature of the
molecule

Partial denaturation of sample
Genetically different animals, plants, or microorganisms that

make up the source of protein preparations
Bound lipid, nucleic acid, or carbohydrate material or

substances such as detergents used in the isolation

larger) amounts available on the commercial market at-
tests to this.

The restriction on techniques is compensated to a great
extent in industrial processes by other factors. For exam-
ple, the objective protein is usually in relatively high con-
centration and comprises a significant fraction of the total
protein present. It is usually produced by genetically en-
gineered or overproducing strains of simple microorgan-
isms; hence, it does not suffer from many of the sources of
microheterogeneity, seen in Table 3, that afflict many nat-
ural products. In addition, crystals produced in large-scale
processes are usually very small crystals of marginal per-
fection that would be unsuitable for analytical work. Such
crystals may, however, be entirely appropriate for the in-
tended purpose of purification and product formulation.

THE CRYSTALLIZATION OF PROTEINS BY VARIATION
OF PH OR TEMPERATURE

One of the most useful techniques for producing a super-
saturated solution is adjustment of pH to values where the
protein is substantially less soluble. This may be done in
the presence of a variety of precipitants so that a spectrum
of possibilities are created whereby crystals might form.
The gradual alteration of pH is particularly subtle because
it may be accomplished by a variety of gentle approaches
that do not otherwise perturb the system. Although micro-
dialysis is probably equally suitable, more success with pH
has been achieved by the vapor diffusion method, using
“sitting” microdroplets on spot plates or in one of the plas-
tic plates available for protein crystallization. The ambient
salt, effector, or buffer conditions are established before
dispensing the microdroplets in the depressions on the
plate. The pH is then slowly raised or lowered by adding a

small amount of volatile acid or base to the reservoir. Dif-
fusion of the acid or base then occurs from reservoir to
sample, just as for a volatile precipitant.

If the pH is to be raised, for example, a small drop of
concentrated ammonium hydroxide can be added to the
reservoir; a drop of acetic acid may be used to lower it. The
pH can also be gradually lowered over a period of days by
simply placing a tiny chip of dry ice in the reservoir. The
liberated CO2 diffuses and dissolves in the mother liquor
to form weak carbonic acid. When a specific pH end point
is required, the mother liquor may be buffered at that point
and then moved significantly away by addition of acid or
base. The microdroplets of mother liquor may then be re-
turned to the buffer point by addition of an appropriate
volatile acid or base to the reservoir.

As shown in Figure 4, individual proteins display dis-
tinct solubilities at varying levels of salt concentration and
can be selectively separated from solution as amorphous
precipitate or crystals. At very low ionic strengths where
salting-in occurs, the solubility of the protein increases
with the ionic strength because of a decrease in its activity
coefficient. The salting-out effect, which Hofmeister (39,41)
suggested to be caused by a reduction of the chemical ac-
tivity of water by salt, occurs as the ionic strength in-
creases. Because ionic strength is a function of the second
power of the valence, multivalent ions are most efficient.
In the salting-out region of a protein’s solubility profile, the
logarithm of protein solubility as a function of the ionic
strength is linear and can be expressed by

log S � b � K (I/2)s

where I is the ionic strength in moles per kilogram of wa-
ter, S is the solubility of the protein in grams per kilogram
of water, and Ks is a constant. Ks serves as a measure of
the slope of the solubility extrapolated to zero ionic
strength and is the logarithm of the solubility at that point
(39).

In principle, the precipitation or crystallization of a pro-
tein is effected by manipulating the factors that appear in
the above equation. One can crystallize a macromolecule
by increasing the ionic strength at constant pH and tem-
perature, a Ks fractionation procedure, or it can be brought
about at constant ionic strength by manipulating the pH
and temperature, which in most cases strongly influence
solubility.

With all techniques, the objective is to produce a super-
saturated protein solution by very gradual and nonper-
turbing adjustment of conditions. An example is shown in
Figure 17. In practice, a solubility minimum is determined
for the protein at some specific pH, temperature, and ionic
strength. The protein solution is set initially at the requi-
site salt concentration for this solubility minimum, but ei-
ther the pH or temperature is set initially to maintain pro-
tein solubility. The temperature is then slowly relaxed to
minimize protein solubility, or the pH is gradually equili-
brated via the liquid or vapor phase to an appropriate
value.

In the case of temperature shifts, the protein is gener-
ally raised to a higher temperature, as, for example, with
squash globulin, insulin, or excelsin (41,42,50,52,69,70), a
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Figure 17. The solubility of insulin falls dramatically in the im-
mediate neighborhood of pH 5, providing a ready means for crea-
tion of a supersaturated solution. The protein is simply dissolved
to high concentration at pH 7 or higher, and the pH subsequently
lowered through addition of H3O� by vapor diffusion or dialysis.

Table 4. Factors That Do or Could Affect Protein Crystal
Growth

pH and buffer
Ionic strength
Temperature and temperature fluctuations
Concentration and nature of precipitant
Concentration of macromolecule
Purity of macromolecules (see Table 3)
Additives, effectors, and ligands
Organism source of macromolecule
Substrates, coenzymes, inhibitors
Reducing or oxidizing environment
Metal and other specific ions
Rate of equilibration and rate of growth
Surfactants or detergents
Gravity, convection, and sedimentation
Vibrations and sound
Volume of crystallization sample
Presence of amorphous or particulate material
Surfaces of crystallization vessels
Proteolysis
Contamination by microbes
Pressure
Electric and magnetic fields
Handling by investigator and cleanliness
Viscosity of mother liquor
Heterogeneous or epitaxial nucleating agents

process that increases solubility. The solution is then
cooled slowly to where the protein is no longer soluble. This
can be achieved by placing the warm solution in an insu-
lated or thermally controlled container or by placing the
sample in a Dewar flask. The approach to supersaturation
thus occurs at an almost imperceptible rate. Exactly the
same technique can be applied if the protein is more sol-
uble at cold than warm temperature. Under these circum-
stances, the protein solution is cooled under established
ionic strength conditions and then allowed to warm slowly.
This approach was used, for example, to grow crystals of
DNase by Kunitz (71) and is the basis of Jakoby’s sequen-
tial extraction procedure using decreasing concentrations
of ammonium sulfate (72).

The use of pH gradients in space and time has been
successful in many investigations (26,27); they can be used
in association with direct liquid dialysis or with vapor dif-
fusion methods as well. They can, furthermore, be used in
conjunction with a host of different precipitating agents.
Temperature can be used in an analogous manner (73).

Proteins and nucleic acids are structurally flexible and
are believed to alternate between several conformational
states. In particular, they may assume substantially dif-
ferent conformations when they have bound coenzyme,
substrate, or some other ligand. As a consequence, a pro-
tein with bound effector may exhibit different solubility
properties than the nonliganded form. In addition, if mul-
tiple conformational states are available, the presence of
effector may be used to select for only one of these, thereby
imposing a degree of conformity of structure that would
otherwise be absent.

The addition of ligands can sometimes be used to induce
supersaturation and crystallization in those cases where
its binding to the protein produces solubility differences
under a given set of ambient conditions. The effector may
be slowly and gently combined with the protein, for ex-

ample, by dialysis, so that a resulting complex becomes
supersaturated. The addition of ligands, substrates, and
other small molecules has seen widespread use in protein
crystallography, because it provides useful alternatives if
the apoprotein itself cannot be crystallized.

No matter what the ultimate objective of macromolec-
ular crystallization is, it is first necessary to (1) identify a
set of physical and chemical conditions that yield some
kind of crystals, (2) optimize those conditions, and (3) re-
producibly apply the conditions according to reliable pro-
cedures that will consistently produce the requisite crys-
tals. Thus, the initial step consists of screening large
numbers of possible precipitants, buffers, effectors, pHs,
temperatures, etc. The second is a careful screening using
a finely sampled matrix of conditions focused on those that
yielded crystals, and the third is on devising reproducible
procedures for application. Clearly, the first stage is the
greatest hurdle that must be overcome, but it is not nec-
essarily the step demanding the most effort. Table 4 is in-
cluded here, not to alarm or intimidate the novice, but to
alert those interested in macromolecular crystal growth of
the complexities and the many factors that may have an
impact on a crystal growth investigation. Fortunately, only
a few of these factors may be simultaneously operative for
a particular problem; the trick is to discover which they
are for your specific case.

How does one begin the process, that is, how do you
discover those initial conditions that yield crystals and pro-
vide starting points? Over the years, a vast number of re-
ports and observations entered the literature, without
much form or even clear purpose (46). Attempts were made
to sort and classify (48,74); to shape ad hoc experiments
into more rational approaches (26,32,34,55,75); to gather,
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collate, and systematize the experiences of thousands of
investigators into rationally constructed databases
(27,37); and finally to extract from those bases arrays of
conditions most likely to yield protein and nucleic acid
crystals.

These sets of conditions form the foundation for the
crystal screens (57,76–82), now commercially available
(Hampton Research), that have virtually revolutionized
the initial search for crystallization conditions. Although
some important macromolecules continue to slip through
these still imperfect nets, the number of successes is im-
pressive. Improved screening techniques alone are to a
great extent responsible for the explosion of new crystals,
grown not only by crystallographers, but by the myriad of
biochemists and molecular biologists whose need for struc-
ture is acute. The search for novel, and perhaps even bet-
ter, precipitants and conditions for crystal growth contin-
ues, and we can reasonably expect even more useful
developments in this area.

With arrays of high-probability conditions that need be
tested against no more than a few milligrams of protein or
nucleic acid, attention has focused on the macromolecules
themselves. Three principles have clearly come forward:
purity, stability, and solubility. Failure in crystallization
can probably be attributed, in general, to one or more of
these.

Homogeneity has always been recognized as important,
though not always essential. The trick is to recognize when
it is the crucial factor and direct one’s efforts there. Im-
portant advances have been made with regard to purifi-
cation. Not only are there now more powerful techniques
and instruments available (36,83), but crystallography has
benefited to an extraordinary degree from the refinements
of recombinant DNA technology and the development of
high-yield expression systems (84–86). With the introduc-
tion of endogenous purification tools such as the histidine
tag or glutathione sulfur transferase (GST) chimers (87),
even greater availability of ultrapure crystallizable protein
seems on the horizon. Recombinant systems provide us not
only with pure, native proteins, but a way to introduce mu-
tations and thereby create almost limitless alternatives
should the native molecule prove unyielding. They offer
systematic approaches as well to the intelligent engineer-
ing of solubility properties and stability.

Chemical and conformational stability of the target
macromolecule, too, has long been recognized and given
serious attention. Ligands are used to lock discrete confor-
mations, disulfides introduced by mutation or chemical
modifications are made to reduce mobility (88), proteins
and ribosomes from thermophilic organisms are used for
their natural stability, and proteolytic or mutational trun-
cations are made to remove naturally flexible domains or
elements (36). We are only beginning to understand how
to manipulate conformation to enhance crystallization
properties (89), and this area also promises much for the
future, particularly for challenging topics such as antibod-
ies, multiple domain enzymes, and multimolecular com-
plexes.

Perhaps the principle least recognized but now receiv-
ing the most attention is solubility, meaning here not only
dissolution of macromolecules in a liquid, but in a disag-

gregated, monodisperse molecular form. Indeed, we have
come to recognize aggregation and polydispersity as a prin-
cipal reason why many macromolecules cannot be crystal-
lized. This includes not only membrane and lipophilic pro-
teins (90) but macromolecules that have a strong
propensity to aggregate, such as antibodies (91), hormone
polypeptides, and proteins whose purpose is ordered ag-
gregation, such as those from viral capsids.

Extending observations that nonionic detergents pro-
mote the growth of hydrophilic (92) as well as membrane
proteins (90,93), light-scattering studies have confirmed
the salient importance of monodispersity in macromolec-
ular crystallization (50,53,78,94,95). The current consen-
sus among those involved in crystallization research is
that if by some means monodispersity can be ensured, then
there is better than an 80% chance that crystals will be
obtained. To promote monodispersity, the common ap-
proaches are to incorporate detergents in crystallization
trials or to crystallize at low protein concentrations, at
higher temperatures, or in the presence of chaotropic
agents. This is an area that continues to be under active
investigation.

Additional factors have emerged from recent crystal
growth research and from the empirical results generated
by the current revolution in crystallography. Among them
are the importance of surfaces and their promotion of het-
erogeneous nucleation (96–100), the value of unique envi-
ronments such as microgravity (101–103), gels (104–106),
thin capillaries (107), the broad range of polymeric precip-
itants useful in growing crystals (108,109), and new ap-
proaches to solving the problem of persistent microcrystals
(110).
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INTRODUCTION

Crystallization is a mass transfer separation process com-
monly used in many chemical industries. It permits highly
selective purification of a material from an impure mix-
ture, and the crystalline state of the final product is fre-
quently advantageous. Whereas bulk crystallization has
been applied for the purification of many small organic bio-
logical products, including antibiotics and amino and or-
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Table 1. The Conflicting Crystallization Needs of X-ray Crystallographers and Bulk Protein Manufacturers

X-ray crystallography Bulk manufacture

Aim of crystallization Protein structure determination Protein purification
Protein used Usually novel Usually well characterized
Protein quantity available Usually limited (mg) Large (grams or more)
Number of crystals desired One Unlimited
Crystal size Generally �300 lm 25 lm or more
Lattice order Very highly ordered Ordered
Solution purity Preferably free of impurities and protein heterogeneity Usually contains many impurities

ganic acids, and has played an important role in chiral res-
olutions of organic materials, until recently it has been
applied only rarely to the bulk purification of proteins. It
is well known that proteins, despite their large size, can
be crystallized. Nevertheless, a survey of the vast protein
crystallization literature, almost entirely devoted to pro-
ducing crystals for X-ray studies, reveals that protein crys-
tallization has been perceived generally to be tedious, dif-
ficult, and disrupted by the presence of impurities. These
perceptions have perhaps arisen because of the unique re-
quirements of protein X-ray crystallography, which re-
mains the primary method for the determination of protein
structure. The requirements for X-ray crystallography and
bulk protein crystallization are contrasted in Table 1. The
significant differences highlight the fact that many of the
well-known issues that bedevil the production of protein
crystals for X-ray crystallography are not germane to the
bulk crystallization of proteins for manufacturing uses. In
fact, the bulk crystallization of many proteins is found to
be reasonably straightforward, similar in nature to the
crystallization of inorganic molecules (1), and capable of
achieving high degrees of purification at good yield and
large throughput. This article will focus on existing knowl-
edge relevant to the bulk crystallization of proteins from
solution and largely bypass the more specialized field of
protein crystallization for X-ray crystallography, for which
excellent reviews already exist (2,3). Useful general ref-
erence books on bulk crystallization of materials include
those by Randolph and Larson (4) and Mullin (5).

THE PROTEIN CRYSTAL

In addition to the beauty of the crystalline form (Fig. 1),
protein crystals share many features in common with
smaller inorganic and organic molecule crystals. They con-
sist of highly ordered molecular arrays with distinct crys-
tal faces. Proteins usually exhibit polymorphism, leading
to several crystallographic forms, depending on various
factors including the nature of the precipitant or the tem-
perature (Table 2). Obtaining the most appropriate crystal
form is often important for process manufacture, because
“chunkier” crystal forms are easier to wash, store, and
transport without excessive crystal damage and fragmen-
tation. Needle forms, which are difficult to process, occur
commonly in industrial practice. Transition boundaries be-
tween different polymorphic forms must be established
experimentally and may be affected by many factors, in-
cluding temperature, pH, and precipitant type and concen-

tration. A common example is the tetragonal-orthorhombic
transition for lysozyme, which occurs at about 25 �C (6).
Further, the crystals may undergo significant habit change
in the presence of impurities or under varying conditions
(7) and exhibit dendritic morphologies during very high
crystal growth rates.

A significant feature of all protein crystals is their large
degree of incorporated solvent, which is typically 50% v/v
(8), but varies generally between 30 and 80%. This has the
practical result of making protein crystals unstable when
exposed to air, resulting in their rapid collapse to an amor-
phous state. Consequently, protein crystals are usually
maintained as a liquid crystal slurry.

SOLUBILITY

Crystallization processes depend on the production of a su-
persaturated solution that leads to the formation of the
crystalline solid phase, consisting primarily of solute. Con-
sequently, an accurate protein solubility data set deter-
mined for the conditions chosen for the crystallization pro-
cess is essential. Two processes are fundamental to
crystallization: nucleation and subsequent crystal growth
by addition of additional solute to the nucleated crystal.
The extent of supersaturation is the primary determinant
of both the yield of crystalline solute from the solution and
the rate of crystal growth.

Nucleation

The influence of solubility on the crystallization process is
illustrated by Figure 2. Under any set of conditions, there
is a unique protein solubility given by the solubility curve.
This curve represents the thermodynamic boundary at
which there is stable coexistence of solid and dissolved pro-
tein forms. Below the solubility line, solution conditions
thermodynamically favor the maintenance of a single, ho-
mogeneous liquid phase, and protein crystals added to this
solution will dissolve. Solution conditions that lie above the
solubility curve represent supersaturated conditions un-
der which the formation of a protein-rich solid phase and
a saturated liquid phase are favored. The solubility data
represent the lower limit of the crystallization process in
that once the protein concentration in solution declines to
this concentration, the system is at equilibrium and no fur-
ther crystallization is possible.

Metastable Region. The supersaturation region can be
further divided into a metastable region and a nucleation
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(a) (b)

Figure 1. (a) Crystals of the commercial sweetener protein, thaumatin, produced from 0.5 M
sodium/potassium tartrate. Source: Courtesy of W.W. Wilson and A. Arabshahi, Mississippi State
Univ. (b) Crystals of subtilisin. Source: Courtesy of Richard Bott, Genencor International, Inc.

Table 2. Polymorphic Forms of Proteins

Protein Crystal form Condition Reference

Lysozyme Tetragonal, orthorhombic Temperature 6
Lysozyme Monoclinic; triclinic; tetragonal Nature of salt 9
Cytochrome c2 Hexagonal; triclinic; tetragonal Ionic strength, pH 10
Ovalbumin Monoclinic; triclinic pH 11
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Figure 2. Solubility and nucleation data for ovalbumin at pH 5.2
and 30 �C (11).

Table 3. Typical Size and Metastable Regions for Various
Molecular Species

Molecular category Size of metastable region
(c/c*)

Ionic, inorganic salts �1.1 or less
Small organics (e.g., sugars) �5–30
Proteins �1–20
Large proteins (MW � 200 kDa) �1.1 or less

Note: c, concentration; c*, concentration at solubility limit under same con-
ditions.

region. The metastable region represents a region of low
supersaturation in which nucleation does not occur spon-
taneously within times useful for crystallization processes,
despite the existence of supersaturation. However, if crys-
tals are already present, crystal growth will occur. This is

the preferred region for the operation of industrial crys-
tallization processes, since it provides the greatest degree
of control over the crystal number in the crystallizer and,
hence, crystal size distribution and quality. The width of
the metastable region is of great significance for crystalli-
zation processes and appears to be reasonable generous for
proteins (Table 3), although the available data are ex-
tremely limited.

When crystallization processes are operated in the
metastable region, the crystallization process must be ini-
tiated by providing crystal nuclei to the crystallizer (seed-
ing), so that crystallization can begin. The number, mean
size, and size distribution of these seeds are variables that
permit the quality of the final crystal product and the pro-
cess crystallization time to be manipulated (Fig. 3).

Nucleation Region. In some crystallization processes,
seeding is not preferred, usually because of requirements
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Figure 3. The effect of initial crystal seed charge on the rate of
crystallization (given as decrease in ovalbumin concentration in
solution) during ovalbumin crystallization from aqueous ammo-
nium sulfate (27% w/v) at pH 4.9 and 30 �C (11).
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Figure 4. A temperature-controlled apparatus for the rapid de-
termination of protein solubility using small amounts of material.
a, column mounts; b, cooling slot; c, circulation pump slot; d, holes
for reservoir access; e, temperature probe access; f, heater port;
g, crystal column holder; h, base column mount; i, eluent tube;
j, tube from column to reservoir; k, reservoir syringe; l, syringe
pump. Source: Reprinted from Ref. 14 with kind permission of
Elsevier Science-NL, Amsterdam.

for aseptic operation (e.g., pharmaceutical preparations) or
when a very small (�30 lm diameter) final mean crystal
size is desired. In these cases, batch crystallization pro-
cesses must be initiated in the nucleation region. In this
region of higher supersaturation, spontaneous production
of large numbers of tiny crystal nuclei will occur after an
initial induction time. The control of such processes can be
difficult, because rates of crystal nucleation and growth are
usually very high at the large supersaturation typical of
this region. The nucleation region can be further subdi-
vided into a primary nucleation region, in which nucleation
will occur spontaneously from the supersaturated solution
(heterogeneous nucleation if active foreign nuclei, such as
dust, are present, or homogeneous nucleation if they are
not) or secondary region (at lower supersaturation) if crys-
tals are already present. In industrial crystallization, sec-
ondary nucleation predominates. However, the threshold
between these regions is fuzzy.

Precipitation. At very high supersaturation, conditions
will favor the production of a disordered solid phase (pre-
cipitation), which usually forms rapidly on nucleation.
Such operation generates amorphous protein precipitates,
which lack the purity and structural properties of protein
crystals. Precipitation processes have been widely used for
protein recovery and are covered elsewhere in this ency-
clopedia. Recent dynamic light scattering (DLS) studies of
supersaturated protein solutions have suggested that
there is a significant difference in the manner in which
homogeneous nucleation occurs for crystallization and pre-
cipitation processes (12).

Factors Affecting Protein Solubility

Proteins vary widely in their solubility in aqueous solu-
tions. Most commercially manufactured commodity pro-

teins exhibit high solubilities (40 to 100 mg/mL) in aque-
ous buffers, but more esoteric proteins can have unusual
behavior. For example, some proteins (prolamins) are more
soluble in aqueous ethanol than in water (13). Accurate
measurement of protein solubility is required for proper
design of crystallization processes. This is frequently a te-
dious process, made difficult by the challenge of obtaining
sufficient quantities of pure protein material and the com-
mon contamination of the material with heterogeneous
forms of the protein, whose effect on the solubility is un-
clear. For real crystallization processes, the effect of im-
purities present, often in significant concentration, on pro-
tein solubility must not be overlooked. Issues and protocols
for protein solubility determination have been discussed
by Ries-Kautt and Ducruix (9). Recently, a useful appara-
tus for the rapid measurement of protein solubility (Fig. 4)
using only small quantities of protein has been developed
in which solutions near the solubility limit are equilibrated
with small volume crystal beds of the protein (14). Protein
solubility is affected by many factors, and the major factors
are discussed below.

Solution pH. The pH of solution usually has a marked
influence on protein solubility. The solubility often exhibits
a minimum at the isoelectric point (IEP), with a sharp in-
crease in solubility within small pH changes either side of
the IEP (Fig. 5). In concentrated protein solutions, typical
of those necessary for protein crystallization, this gener-
alization is fallible. For example, glucose isomerase has an
IEP of 4.0, but has minimum solubility in ammonium sul-
fate at about pH 7 (15).
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Figure 6. The solubility of tetragonal lysozyme as a function of
salt concentration and temperature at pH 4.6 in 0.1 M sodium
acetate. Source: Reprinted from Ref. 16 with kind permission of
Elsevier Science-NL, Amsterdam.

Temperature. Proteins exhibit a wide range of solubility
responses to temperature. The solubility of some proteins
is largely unaffected by temperature; others, such as glu-
cose isomerase (15) and lysozyme (16), show marked in-
crease with temperature; and others exhibit a retrograde
response. The effect of temperature and salt concentration
on lysozyme solubility is presented in Figure 6. The two
common crystal forms of lysozyme have been noted to have

a markedly different solubility response to temperature
(6).

Ionic Strength. Increasing ionic strength decreases glob-
ular protein solubility, although diverse effects occur, in-
cluding regions of low ionic strength (I � 0.15 M) at which
salting-in phenomena are commonly observed. In some
cases, a solubility minimum with concentration has been
observed for some protein–salt combinations, particularly
for divalent salts (15,17,18). Protein solubility during pre-
cipitation processes has often been analyzed by the Cohn
plot in which protein solubility is graphed as a logarithmic
function of ionic strength. It has been frequently noted,
however, that protein solubility in crystal suspensions is
lower than for amorphous precipitate suspensions and
that the Cohn relationship exhibits poor fit for the former
(6,19).

Salt Type. The varying ability of different salts to alter
protein solubility is well known and is described by the
Hofmeister series (lyotropic series), which ranks ions ac-
cording to their salting-in or salting-out effect. However,
care is needed in applying the series, as shown for lyso-
zyme (20).

Nonelectrolytes. A wide variety of nonelectrolytes can
influence protein solubility, usually in a complex manner.
Organic solvents (ethanol, acetone), polyethylene glycol
(PEG), sugars, and even amino acids have been used to
salt-out proteins. Where waste disposal of inorganic salt-
rich mother liquors is difficult or expensive, nonelectrolyte
nonsolvents may be a good alternative. The complex be-
havior of these systems is illustrated well by ethanol,
which salts-out at low temperatures and low concentra-
tions, but salts-in at all concentrations as temperature
rises. These effects do not depend on the dielectric constant
(polarity) of the solvent, but on the unusual properties of
ethanol and water mixtures (13).

PREDICTING CONDITIONS FOR CRYSTALLIZATION

Obtaining the appropriate conditions for protein crystal-
lization is more challenging than for many small organic
and inorganic molecules, because relatively little is known
about protein solubilities, often only small quantities of the
protein are available early in process development, protein
crystallization even under optimal conditions can be slow
(days, months), and the use of a precipitant, rather than
temperature, to create supersaturation adds an extra de-
gree of freedom in locating conditions for good crystalli-
zation. Because X-ray crystallography has until recently
been the sole method for protein structure determination,
immense effort has been put into the development of pro-
tocols for quickly finding suitable conditions for protein
crystallization at the microscale. Typical techniques used
are well known and include dialysis, vapor diffusion, and
batch crystallization methods. Various statistical search
strategies, such as sparse matrix screens using commer-
cially available solution kits (21), and robotic technology
for repetitive microscale tests (22) are used to reduce the
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Table 4. Values of B22 Corresponding to Crystallization
Conditions

Protein
Precipitant and pH

conditionsa
B22 � 10�4

mol/mL/g2

Lysozyme 2% NaCl, pH 4.6 �3.0
Canavalin 0.7% NaCl, pH 7 �0.8
Concanavalin A 1 M (NH4)2SO4, pH 7 �2.5
Concanavalin A 0.1 M NaCl, pH 6 �1.9
BSA 52% satd (NH4)2SO4, pH 6.2 �2.0
Ovostatin 7.5% PEG 8000, pH 7.5, 20�C �7.1
Ribonuclease A 50% n-propanol, pH 5, 24�C �4.1
�-Chymotrypsin 10% PEG 3350, pH 4.6 �8.4
STMV 12.5% SAS, pH 6.5 �1.8
Ovalbumin 43% SAS, pH 5.4 �6.1

Note: BSA � bovine serum albumin; SAS � saturated ammonium sulfate.
a�298 K unless stated otherwise; original buffer conditions given in ref-
erence. Source: Ref. 26.

amount of material and time required and optimize the
likelihood of finding a suitable set of conditions.

This body of work exists as an accessible database (23)
and serves as an excellent resource for quickly narrowing
down suitable systems for the bulk crystallization of pro-
teins. Unfortunately, the transient solution environment
typical of microscale systems means that additional tests
are required to define crystallization conditions exactly.
Process engineering issues can then be applied as an ad-
ditional set of criteria. Precipitants used for the crystalli-
zation will need to be available in bulk at low cost and, for
some sites, waste disposal concerns may impose con-
straints on the use of concentrated salt solutions. In this
vein, the use of biodegradable alternative precipitants has
been investigated.

Both DLS (12,17) and fluorescence spectroscopy tech-
niques (24,25) have been applied recently to attempts to
differentiate conditions leading to precipitation, or crys-
tallization. Although changes in solute structure are seen,
the predictive ability of these techniques remains elusive.
An alternative approach for predicting optimal solution
conditions for protein crystallization is to measure the os-
motic second virial coefficient (B22) of the protein in the
crystallization mixture, but at dilute (�8 g/L) protein con-
centrations (26). It was discovered that for the proteins
tested (Table 4) there exists a crystallization slot charac-
terized by B22 values in the range of �1 to �8 � 10�4

mol/mL/g2. At more negative values, the solution was
found to promote the formation of amorphous protein ag-
gregates, whereas at positive values, the protein preferred
to remain in solution. Although independent experimental
validation of this approach has not yet been published,
subsequent work by Wilson to extend the method to more
proteins and by others investigating the application of lat-
tice model (8) or colloidal theory (27) to describe protein
interaction in concentrated solutions has supported the va-
lidity of this approach. Measurements of B22 may provide
a faster approach to optimal conditions than do microscale
tests, which require several days for the result to be
known.

KINETIC STUDIES

The knowledge of rates of protein crystal growth is of pri-
mary importance in industrial crystallization processes,
but except for lysozyme, few systematic studies have been
published. Most kinetic studies have been performed using
static crystal measurements, the most common method of
which involves nucleating several crystals in a growth cell
located on a microscope and following the increase in crys-
tal dimension with time as supersaturated solution is
pumped gently around the crystals (28,29). These are use-
ful for fundamental studies of growth mechanisms, but
have a number of disadvantages for process design:

• The growth rate is typically expressed as a face (e.g.,
two-dimensional increase) growth rate whose appli-
cability to three-dimensional crystal growth in sus-
pended crystal slurries in industrial crystallizers, in
which the hydrodynamic conditions may be vastly
different, has not been validated.

• Because crystals grow at different rates, a large num-
ber of crystals must be followed to obtain a reason-
able approximation of mean population growth rates.

Nevertheless, the method has benefits in that data can be
obtained on individual crystals. Few kinetic studies of pro-
tein crystallization have been performed in bulk crystalliz-
ers in which the growth of a large crystal population can
be measured under conditions more typical of industrial
conditions (11,30).

Factors Affecting Rates of Protein Crystal Growth

Supersaturation. Chief among the factors determining
the rate of crystal growth is the degree of supersaturation,
which defines the driving force for crystallization. Super-
saturation (s) can be defined a number of ways and is typ-
ically defined in the manner most convenient for the user.
The relative supersation (r) � s/c* is commonly used. In
industrial practice, it is convenient to express the relation-
ship between the growth rate (G, lm/h) and supersatura-
tion (s) as a power law:

nG � ks

where k is the nth-order growth rate constant and n is the
kinetics order. From the studies performed on protein
growth kinetics, a range of dependencies of growth rate on
supersaturation have been reported, but most have re-
vealed a second-order dependence (Table 5). This may be
interpreted as surface integration kinetics control of the
rate of crystal growth. In isolated cases, a first-order de-
pendence was measured, for example, for concanavalin A
(Table 5), which is more indicative of a diffusion-controlled
growth mechanism. The growth rates of protein crystals
and their dependence on supersaturation are contrasted in
Figure 7. Protein crystal growth rate appears to be inde-
pendent of crystal size (31,32).

In the case of lysozyme, which has been extensively
studied, the usual growth rates experienced in static cell
studies suggest that about two to three layers of molecule
are added to the crystal face every second, amounting to a
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Table 5. The Relationship between Protein Growth Rate
and Supersaturation

Protein
Kinetics order,

n

Concanavalin Aa, porcine pancreatic �-amylaseb 1
Insulinc, ovalbumind, canavaline, lysozymef 2

aRef. 7.
bRef. 33.
cRef. 30.
dRef. 31.
eRecalculated from Ref. 28.
fRef. 29.
Source: Ref. 31.
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Figure 7. Values of the second-order growth rate constant, kGr,
against relative supersaturation for various proteins. Most aver-
age crystal growth rates, G (expressed on a volume equivalent
diameter basis), fall between 1 and 100 lm/h over the range of
supersaturation commonly used.
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Figure 8. Comparison of average crystal growth rates for various
values of supersaturation for industrially crystallized small mol-
ecules and the proteins ovalbumin and canavalin.

Figure 9. Rosette of �-amylase crystals. Source: Courtesy of
Richard Bott, Genencor International, Inc.

face growth rate of 0.1 to 1 nm/s (0.4–4 lm/h) (34). Recent
work has proposed that protein crystal growth occurs by
the addition of oligomers of lysozyme into the crystal,
rather than by monomer incorporation (35). There is a
large body of supporting evidence for this view, both with
lysozyme and for other proteins (1,7), although this finding
remains controversial (36).

A comparison of protein growth rates with those of other
commonly crystallized materials reveals that proteins are
slower to crystallize relative to most smaller molecules for
a given relative supersaturation (Fig. 8). Nevertheless,
known protein crystal growth kinetics are comparable to
those of aluminum trihydroxide, which is crystallized in-
dustrially on a very large scale. Furthermore, the meta-
stable zone available for protein crystallization (e.g., the
values of supersaturation in which it is convenient to op-
erate a crystallizer) is many fold more than that possible
in many small molecule crystallizations (Table 3).

Most commercial protein crystallization processes are
batch operations. During isothermal batch crystalliza-
tions, the supersaturation will fall rapidly from an initially
high value to much lower values, especially because su-
persaturation is typically achieved by the addition of pre-
cipitant. In these cases, it may be uneconomical to wait for
the system to reach equilibrium before terminating the
crystallization. Although low supersaturation is undesir-
able because it will result in long crystallization times, ex-
cessive supersaturation is also undesirable and generally
results in any of a number of inconvenient features, in-
cluding greater inclusion of impurities in the crystal lat-
tice, unusual and dendritic crystal forms that are hard to
process (Fig. 9), and amorphous precipitation. Where the
solubility of the protein being crystallized exhibits sensi-
tivity to pH, temperature, or other factors, the supersatu-
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ration may be maintained at a moderate value by changing
these factors as crystallization occurs, provided that there
are no deleterious results such as decreased rate, change
in crystal form, denaturation, etc. This can only be deter-
mined by thorough solubility studies.

Temperature and pH. The effect of temperature and pH
on the kinetics of protein crystallization have been little
studied. There are frequent comments in the literature
that different pH and temperature conditions, or even
changes in the primary structure of the protein, altered the
rate of crystallization or made crystallization easier. In
most cases, there are insufficient data to confirm that the
experimental variable (pH, temp, etc.) had a direct influ-
ence on the rate of crystallization, rather than an indirect
influence through some other effect, such as an altered pro-
tein solubility, which in turn would result in increased su-
persaturation for the same initial protein concentration
and hence a faster crystallization rate.

The pH has been observed to have a marked effect on
the crystallization rate, independent of its effect on solu-
bility, in the case of ovalbumin (11). An increase in pH at
values up to 1 pH unit higher than the isoelectric point
(pH 4.6) resulted in an increase in the rate of crystalliza-
tion of up to 10-fold. Whether this trend continued at larger
deviations from the IEP was not studied. Reports on the
effect of temperature are rare, but the probable depen-
dence of the rate of protein crystallization on kinetic mech-
anisms implies that the rate should increase with tem-
perature at a given supersaturation. Although the results
above are too limited to generalize to all commercially pro-
duced proteins, it is interesting to note that conditions that
have been observed to enhance crystallization rate (in-
creased temperature, pH values away from the IEP) also
correspond to conditions of greater protein solubility. Con-
sequently, a compromise is necessary between high crys-
tallization rates and the need for high recovery of protein
as crystal.

Impurities. The presence of some impurities in a crys-
tallizing solution is known to result in depressed rates of
crystal growth for many molecules. In most cases, such
poisoning is difficult to prove unequivocally. The impurities
likely to be present in protein solutions undergoing crys-
tallization can be arbitrarily divided into three categories:

• Nonprotein impurities
• Protein contaminants not derived from the product

protein
• Heterogeneous forms of the product protein

The term pure typically means crystals devoid of the latter
two categories, because large quantities of the precipitant
inevitably will be present in the solvent channels within
the protein crystal. In fact, it is exactly this property that
makes protein crystals amenable to X-ray crystallography.

Nonprotein Impurities. The rate of protein crystalliza-
tion appears to be remarkably unaffected by the presence
of small compounds, such as salts, precipitants, sugars,

and pigments, compared to small molecule crystallization
processes (1), although they may have a pronounced effect
on solubility of the protein (15). This resilience may be be-
cause of the comparatively small number of contact points
between adjacent protein molecules in the crystal, which
makes disruption of the ordered lattice by small molecules
more unlikely compared to the tightly packed lattices of
salts and other small molecules. This is convenient for pro-
tein bioprocessing. However, polysaccharides derived from
microbial cell wall or components of the media are com-
monly present in fermentation broths and have been im-
plicated as causing difficulties in bulk crystallization pro-
cesses, particularly affecting the crystal morphology and
properties of the final product (37). This problem was re-
solved by the use of carbohydrate-hydrolyzing enzymes.

Contaminating Proteins. The presence of contaminating
proteins has often been considered a primary reason for
not adopting crystallization as a protein purification pro-
cess. In fact, in the few cases studied to date, the presence
of contaminating proteins had little or no deleterious effect
on the rate of crystallization. The rate of crystallization of
ovalbumin was unaffected by the presence of up to 0.22-
mol fraction of total protein as lysozyme and conalbumin
(11); similarly, the rate of lysozyme crystallization was un-
affected by the presence of up to 5% w/w ovalbumin (36).
However, the literature on this issue is scarce.

Heterogeneous Forms of the Product Protein. An impor-
tant issue is the effect of microheterogeneous forms of the
product protein on rates of crystallization. There is mount-
ing evidence that even small changes in the primary se-
quence of a polypeptide may lead to large alterations in its
crystallizability. Unfortunately, the term crystallizability
is vague and may refer to an improved propensity for nu-
cleation, altered solubility under the conditions used for
crystallization, or an actual enhancement in the rate of
growth of the crystal face for a given supersaturation. Dis-
cerning between these effects requires extensive charac-
terization of protein behavior, which typically is not per-
formed. Nevertheless, numerous reports of protein
variants that have either improved crystallizability or that
inhibit crystallization of the preferred protein exist. Thus,
variants of recombinant human insulin were generated by
site-directed mutagenesis that exhibited improved crys-
tallizability under physiological conditions (38), whereas
for ovalbumin, the subtilisin-treated variant, plakalbumin
(which possesses 6 fewer amino acid residues out of the
original 385), is reported to exhibit greatly improved crys-
tallizability (39). This opens the possibility of engineering
protein variants with improved crystallization character-
istics to improve properties germane to their final use or
to reduce processing cost. Some forms of heterogeneity,
however, may also be responsible for poisoning rates of pro-
tein crystallization. This has been reported for lysozyme in
mixtures of that protein from different sources (40). This
adverse effect of variant forms is more likely, because they
would share a high degree of homology with the native
protein and might be expected to integrate into the lattice
in such a way as to poison or disrupt further growth. The
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Figure 10. Crystallization of ovalbumin from a solution mixture
of ovalbumin (0.784 mol fraction of protein), lysozyme (0.182), and
conalbumin (0.034) results in high purity crystals by overloaded
SDS-PAGE analysis with Coomassie blue R-250 staining. Lanes:
1, molecular weight; 2, ovalbumin; 3, conalbumin; 4 and 5, lyso-
zyme; 6, initial solution; 7 and 8, final mother liquor; 9 and 10,
washed ovalbumin crystals separated from the mother liquor (11).

ability of crystallization process to select for crystals of
only one microheterogeneous form of a protein is unclear.

Other Factors. The effect of a number of other operating
variables on the rate of protein crystallization have not
been investigated. It would be expected that the precipi-
tant used, or its concentration, would alter the rate of crys-
tallization. However, data are scarce. Certainly, the effect
of salt concentration (ammonium sulfate) on the rate of
ovalbumin crystallization was negligible, independent of
its effect on protein solubility, which is large (11). Agita-
tion, or a convective environment, has been argued to have
a deleterious effect on crystal growth in small-scale studies
performed on microscope cells (29), although other studies
have contradicted these findings (41,42). Nevertheless,
some agitation is essential in industrial crystallizers to
prevent the crystals settling in the vessel. A more serious
effect of agitation is crystal breakage. Protein crystals ap-
pear to be relatively fragile, probably because of the small
density of intermolecular contact points between neigh-
boring molecules in the crystal lattice. Consequently,
rough handling of the crystals should be minimized. High
pressure (up to 3,000 bar) was reported to increase the
crystallization rate of glucose isomerase relative to that of
solutions at atmospheric pressure (43); however, it is more
likely that the enhanced rates observed were the result of
higher rates of nucleation at high pressure, which would
generate larger crystal surface areas for growth (44). This
latter effect would be advantageous for the production of
large numbers of small (�10 lm) protein crystals in the
absence of seeding, because induction times for nucleation
were also reduced by high pressure.

Growth Dispersion

Growth rate dispersion (GRD) refers to the existence of a
population of crystal growth rates under identical crystal-
lization conditions. The primary cause of GRD remains un-
clear, but it is now accepted that crystals, under conditions
of constant supersaturation, will grow at different, but con-
stant, growth rates. The most significant effect of GRD is
to broaden the crystal size distribution with time, which is
generally undesirable for most industrial applications. The
existence of GRD in protein crystallization is largely un-
studied, but appears to be small relative to crystallizations
that exhibit the effect strongly, such as sugars.

PURIFICATION BY CRYSTALLIZATION

Crystallization is capable of highly selective purification of
most compounds from impure mixtures. Protein crystals
sought for X-ray crystallography need to be highly pure,
because the crystal is required for structure determina-
tion. This requirement has commonly led to the comment
that protein solutions must be highly pure to attain crys-
tallization. However, for bulk crystallization purposes, this
requirement is not relevant. Because of the highly open
structure of protein crystals, small impurities, such as
salts, sugars, etc., are likely to be present in the final crys-
tals to a similar degree as in solution, although protein
crystals appear to exclude the pigments and colorants

found routinely in fermentation broths (37). Successful
protein crystallization has been routinely obtained in the
presence of other contaminating proteins with degrees of
purification similar to those achieved by ion exchange.
Most of the carryover of contaminating protein is in the
liquid adhering to the exterior surface of the crystals. Stud-
ies showed that ovalbumin crystals (MW 45,000 Da) pro-
duced in bulk crystallization were substantially free of
both smaller and larger protein contaminants, which com-
prised 22 mol % of the total protein initially present in
solution (11), after a single wash of the crystals (Fig. 10).
Similar results have been observed for lysozyme (36).

PROCESS APPLICATIONS OF PROTEIN CRYSTALLIZATION

Despite the ubiquity of crystallization for the structural
determination of proteins, actual process applications of
crystallization as a technology for the purification and re-
covery of proteins remained relatively rare until the last
few years. An increasing number of proteins are now pro-
duced in multikilogram or multiton quantities by crystal-
lization from clarified fermentation broth. These include
insulin, glucose isomerase, asparaginase, subtilisin, li-
pases, thermolysin, and penicillin acylase (45–47). The
first major use of crystallization was in the purification of
insulin, which was crystallized as a zinc complex from salt
solution. This technology was developed in the 1950s and
simulated the natural process found for storage of insulin
as zinc hexameric crystalline arrays in the pancreas (30).
More recently, the ability of insulin to be crystallized has
been used in slow release forms to achieve a more sus-
tained titer of the hormone in the blood (38), due presum-
ably to the regulation of insulin adsorption by slow disso-
lution kinetics at physiological pH.

The salient features of protein crystallization processes
reported in the patent literature are listed in Table 6, al-
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Table 6. Selected Protein Crystallization Processes from Patent Literature

Protein Conditions Yield (%) Time (h) Company Reference

Subtilisin pH 5.2–5.8; 0.5M NaCl 84 24–48 Genencor 18
Glucose isomerase 1.5% MgSO4 97 3 Stabra AG 47
Peroxidase pH 4.0; 1.5% CaCl2; 20% PEG 4,000 90 4 Novo-Nordisk 48
Alkaline protease pH 7.5; 0.5M NaCl 76 4 Solvay 37
Amylase pH 7.6; 8% NaCl 91.5 24 Solvay 49

Figure 11. Cross-linked enzyme crystals (CLECs) of thermolysin
(100 lm length). Source: Courtesy of Alex Margolin, Altus Biolog-
ics Inc. Reprinted from Ref. 45 with kind permission of Elsevier
Science-NL, Amsterdam.

though the process may not be used to produce the protein
in commercial practice. In the majority of cases, halide
salts are preferred for producing the supersaturation
needed to obtain crystallization, although a recent report
suggests that the use of PEG may greatly enhance the pro-
cess at lower salt contents (48).

Crystallization is usually performed using clarified fer-
mentation broth that has been concentrated normally by
ultrafiltration so that supersaturation is attained on ad-
dition of precipitant. The crystallization pH is generally
adjusted to values at or near the isoelectric point of the
protein to take advantage of the lower solubility at these
pH values. Alkaline proteases, such as those from Bacillus
species (e.g., subtilisin) and lysozyme, are exceptions.
These enzymes are typically crystallized at lower pH val-
ues to minimize autolysis during the process (46). Process
temperatures vary widely. Temperature change plays a mi-
nor role compared to precipitant addition for obtaining su-
persaturation. This is usually the result of the constraints
imposed on process temperature by protein stability re-
quirements or the relative insensitivity of protein solubil-
ity to temperature, particularly at high salt concentra-
tions. Typically, the crystals produced in commercial
crystallization processes are small (30 to 100 lm in diam-
eter) to aid their more rapid dissolution, in either product
applications or subsequent purification steps. By the end
of the crystallization process, the crystal content of the li-
quor can be up to 20 to 30% v/v (18).

The crystalline product can be separated from the
mother liquor by settling of the denser crystal phase and
decantation of the mother liquor from the crystals, or by
usual solid–liquid separation technologies such as micro-
filtration, pressure filtration, or centrifugation. Washing to
remove the mother liquor from the crystals improves crys-
tal purity and the overall purification ability of the process.
Generally, the crystals must be maintained as a concen-
trated slurry in a suitable salt solution to avoid redisso-
lution or drying out and reversion to an amorphous state.

A novel approach to protein crystallization, which over-
comes the problem of maintaining the crystal form, is the
subsequent cross-linking of the crystals by, for example,
glutaraldehyde, which renders the crystals insoluble in
aqueous solutions. This process has been used to develop
mechanically robust and stable enzyme crystals called
CLECs (cross-linked enzyme crystals) suitable for re-
peated use and easy separation from the reaction liquor in
organic syntheses (45,50). A photograph of CLECs is given
in Figure 11. A further advantage of CLECs is their en-
hanced stability relative to the noncrystalline form and
even to the un-cross-linked crystal form of the enzyme un-
der adverse conditions, such as low water environments,

elevated temperatures or the presence of proteases, which
makes them of value in the synthesis of many chirally pure
drugs and chemical intermediates. A recent example (50)
comprising a lipase revealed the half-life of the soluble en-
zyme to be 5 h compared to more than 13 days for the cross-
linked crystal form.

CONCLUSION

In addition to its critical importance for protein structure
determination by X-ray crystallography, protein crystalli-
zation is now emerging as a useful bulk technology for pro-
tein purification. It is particularly well suited to commod-
ity proteins where bioprocessing costs must be contained
in the face of demands for improved product quality. Pro-
tein crystallization offers potentially high degrees of pu-
rification at any scale in reasonable process times and cost.
Nevertheless, the gaps in knowledge concerning the appli-
cation of protein crystallization at process scale remain
large, despite its successful use in the production of com-
mercially significant proteins. Protein crystals also offer
exciting prospects as novel forms of catalysts in controlled-
release formulations and as biomaterials. The sensitivity
of protein crystallizability to even single amino acid
changes in the polypeptide chain further suggests that
fruitful results can be obtained using tools of modern mo-
lecular biology and protein engineering, already well es-
tablished in the production of commodity proteins. Per-
haps what is needed most, however, is the realization that
crystallization, long overlooked in production processes for
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proteins and far more elegant than its wilder sibling—
precipitation—deserves to be considered alongside the
many other operations commonly selected for protein pu-
rification.
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INTRODUCTION

The Increased Importance of Microorganisms and Cell Lines
Microorganisms have a significant effect on human life,
whether as a result of the diseases or benefits they cause
humans or to their food source (plants and animals) and
through their effect on the environment (food spoilage, wa-
ter pollution). In addition, microorganisms and cell lines
are used increasingly within biotechnology and are there-
fore an integral part of the infrastructure of microbiology

and fundamental in underpinning scientific research. They
are used in crop improvement, food production, pharma-
ceutical production, and treatment of waste. Industry has
the capacity to screen isolates for particular biochemical
properties and metabolite production, to evaluate and de-
velop commercial kits and rapid detection kits for micro-
bially produced compounds, and to evaluate organisms’ ca-
pacity for use in bioremediation and as biocontrol agents.

With the decline in the use of animals in scientific ex-
perimentation over recent years, both for economic and
ethical reasons, many modern standards and specifica-
tions require the use of microorganisms and cell lines in
the testing of products and quality control procedures. Cul-
ture collections, therefore, supply microorganisms and cell
lines for the British, European, and U.S. testing standards,
disinfection testing, the assessment of mutagenicity
against a range of microorganisms, toxicity testing, NA-
MAS accreditation, quality accreditation, water and envi-
ronmental reference strains, and biological and biomedical
research.

The supplier is responsible for adequate quality control
procedures to ensure the authenticity of these cultures.
Failure to do so may result in potential loss incurred as a
result of contamination, work on the wrong organism or
biochemical product, or invalid manufacturing quality con-
trol procedures.

Preservation of Existing Biodiversity

Over recent years, there has been increased concern re-
garding the conservation of biodiversity and the wealth of
genetic information still to be harnessed. This matter has
been found to be so important that it has been taken up
governmentally at an international level. The Convention
on Biological Diversity was signed by the governments of
155 countries and the European Community at the Earth
Summit in Rio de Janeiro in 1992. The objectives of the
convention were the conservation of biological diversity,
the sustainable use of its components, and the fair and
equitable sharing of benefits arising from the use of bio-
logical resources. The consequences of the introduction of
this complex convention has been to generate interest in
the scientific aspects of diversity and to begin to establish
a number of major programs and projects aimed at increas-
ing knowledge and improving conservation procedures,
particularly in situ methodologies.

At a legal level, the common inheritance principle re-
garding ownership of biological resources has changed to
sovereign rights, and access to genetic resources will be
controlled by the contracting parties and subject to na-
tional legislation. Scientifically, countries are required to
establish research and training programs, develop guide-
lines and procedures for conservation (ex situ and in situ),
introduce procedures for assessing and monitoring envi-
ronmental impact, establish emergency response proce-
dures, and establish partnerships that support capacity
building and technology transfer in developing countries.

These regulations are far from being neatly juxtaposed
to the Budapest Treaty legislating the patenting of micro-
organisms used in the industrial microbiology industry be-
cause the patent system limits the access to biological re-
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sources. The role of the Budapest Treaty is discussed later.
Conservation of microorganisms is obviously a very im-

portant component of the biological diversity initiative be-
cause they are the most biochemically adaptable organ-
isms on the planet on which they are ubiquitous, occupying
every ecological niche. Thus, culture collections have a pri-
mary role in conserving microorganisms and cells.

THE DEVELOPMENT OF CULTURE COLLECTIONS
AS A RESOURCE

Since Krael established the first culture collection in
Prague in 1890 (1), many others have been set up, not only
to conserve living examples of microbes (e.g., bacteria,
fungi, protozoa, algae, viruses), but also cell lines (human,
animal, and plant cells) and DNA probes. Although the
preservation of genetic diversity will fundamentally ben-
efit humankind anyway, it is not known which materials
may be useful or, indeed, for what purpose they may be
required in the future. It is also impossible to predict
changes in special habitats or in the general environment,
nor what effect such changes may have on the bacterial
genome or chromosomal elements. Therefore, some cul-
tures that are of no importance today may be of signifi-
cance in the future, and it is therefore of fundamental im-
portance to preserve today’s biodiversity.

There are three main types of culture collections, the
classification of which largely depends on the size of the
collection, its documentation, and the service provided.
The first type is one where conservation of a small collec-
tion is a secondary activity of the laboratory. As such cul-
ture collections evolve and increase in size, a second type
that is larger and more specialized will arise. These collec-
tions often result from specific research programs that are
vulnerable when projects come to an end or individual se-
nior scientists retire. Such collections need correct docu-
mentation to be a valuable resource and a greater effort to
maintain the resource successfully.

The third type of culture collection is the nationally and
internationally recognized service-supply culture collec-
tions where conservation is the primary function. In order
that such service-culture collections can become a recog-
nized international resource, three principal elements
must be satisfied. First, the culture collection has to be
preserved in a viable state. Second, the history, original
source, and properties of the culture must be documented.
Third, the cultures must be available to the wider scientific
community.

With the increasing demand on such culture collections
for authenticated, reliable biological material, the World
Federation for Culture Collections (WFCC) has published
recommendations for good practice in culture collections so
that new and existing collections have guidance and ap-
proved standards of operation (2).

Service-supply culture collections exist primarily to
maintain and supply on request cataloged, authenticated
cultures and to give expert advice on cultivation and pres-
ervation to scientists, technologists, industrialists, and
teachers. The primary task of the staff therefore is cura-
torial, thus distinguishing it from secondary collections.

Through continuity of work, these culture collections be-
come expert in documentation and preservation tech-
niques and in the knowledge of the behavioral properties
of the holdings.

For a service collection to be a truly valuable resource
center, it must keep abreast of the developing science it
serves. There must be an active accessioning policy, ongo-
ing reassessment of preservation procedures, awareness of
taxonomic changes, identification of new requirements,
and an original research program. Recently, as a conse-
quence of this, other services have become equally impor-
tant, including cryopreservation, bulk supply of cultures
for screening for products and quality control, patent and
safe deposit facilities, identification of cultures, and the
delivery of training courses.

OPERATION OF CULTURE COLLECTIONS

It is important that all culture collections operate good
practice in all aspects of their function, from microbiology
to dispatch of samples. The various activities of culture
collections and their successful management are discussed
in this section.

Organization, Funding, and Objectives

It is of fundamental importance that the establishment
that houses a culture collection realizes its importance, ac-
cepts the responsibility inherent in maintaining a public
service to appropriate standards, and is committed to its
long-term maintenance. In the case of existing collections,
this aspect should be continually clarified with the director
of the parent institute, its scientific council, senior univer-
sity officials, governing board, or other appropriate au-
thorities.

Intrinsic to such a commitment is appropriate funding.
The operation of such culture collections is a long-term
commitment and requires core-funding from the oversee-
ing parent organization. Support solely in the form of
short-term contracts is totally inappropriate, because nec-
essary levels of funding need to be guaranteed for the fu-
ture activities of the culture collection, including the ser-
vices being planned and the standards users would expect.

All culture collections should have a mission statement
and long- and short-term objectives relating to the scope
of the holdings and to the range of services that it will offer.
If these statements are not agreed upon by the parent in-
stitute and other funding bodies, then the culture collec-
tion will not be able to operate effectively.

A considerable degree of income generation is possible
from culture collection activities, varying from as little as
25% to as much as 85%. This can depend on a mixture of
sources of income, culture sales, and contract services.

Holdings

The diversity of microorganisms and cells and their num-
ber should be continually addressed by a culture collection
because appropriate funding will be needed to maintain
the collection. Microorganisms that require particular con-
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tainment facilities are those that are potentially patho-
genic to humans, animals, or plants or those that are toxic.

When a new culture collection is being established, it
often relates to the interests of the parent organization.
However, it is advisable to aim to complement existing col-
lections rather than duplicating existing ones. It is neces-
sary, therefore, to have a clearly defined accession policy
on which new strains are to be added to the collection. Lack
of such a policy will result in many unsolicited strains en-
tering a collection uncritically without due regard to col-
lection objectives, storage capacity, personnel, and finan-
cial resources. Conversely, the range of a collection should
not be restricted as to limit the effectiveness of the service
provided to the scientific community.

New accessions may arise as a result of any of the fol-
lowing: (1) From the collection’s own research; (2) From
samples sent to the collection for identification; (3) From
active solicitation by the collection; (4) They may arise un-
solicited; (5) As a formal patent deposit under the Buda-
pest Treaty.

Staff

The effective curation, management, and staffing of a cul-
ture collection is a demanding task. Routine accessions,
preservation, maintenance, viability checking, culture
supply, and additional services are all extremely time con-
suming. The staff have to have considerable knowledge not
only about the organisms themselves, but also their
growth and preservation requirements, properties, and po-
tential applications. Where a culture collection offers other
services, such as identification and taxonomic expertise,
additional specialized staff are required. Experience in cul-
ture collection management in addition to taxonomy is a
fundamental prerequisite to expertise, and it is therefore
important to attract and retain staff of a high caliber.

Preservation and Maintenance

There are a number of techniques available for the pres-
ervation of microorganisms, each of which has particular
advantages and disadvantages. In addition, different or-
ganisms require special preservation techniques in order
to ensure optimal storage and maintain purity. The choice
of technique should be determined by relating the features
of each method to the needs of the user. A number of con-
siderations must be taken into account when deciding
which method is most appropriate.

Purity of samples is of paramount importance, and the
preservation method should minimize the chance of con-
tamination. The process of preservation and storage
should be fully validated. Because preservation could re-
sult in loss of viability and hence cell death, a process caus-
ing minimum damage should be chosen. Viability should
be ascertained immediately after preservation and reas-
sessed during storage.

Preservation may introduce the possibility of a change
in the characteristics of a culture. This can happen either
as a result of a significant number of cells dying during the
preservation process, thus selecting for a resistant popu-
lation of surviving cells, or by genetic drift as a result of
mutation or, for example, loss of plasmids.

The expense of preserving and storing cultures may also
influence the choice of method, and this may be further
influenced by the number of cultures and factors, including
staffing, equipment, materials, and storage space. The
operation time for the preservation and maintenance of a
small collection may be too labor intensive for a large col-
lection. The high capital cost for methods such as freeze-
drying might be considered unsuitable for a small collec-
tion, although once preserved the samples require little
maintenance. Storage in liquid nitrogen vapor may be
cheaper, but for large collections, a sizeable storage space
is required. Considerable attention must therefore be
taken when the choice of preservation is being made, par-
ticularly with regard to the long-term objectives and size
of a collection.

The consequence of loss of a culture is another factor to
be considered when choosing a preservation method. Valu-
able samples should be preserved by methods that mini-
mize loss and should ideally be preserved by more than
one technique.

Finally, the choice of preservation technique will depend
on the frequency of distribution of a sample. Samples that
are regularly distributed should be preserved by a method
amenable to bulk storage and that does not put them at
risk to loss of viability or contamination as a result of fre-
quent manipulation. Cultures that are to be supplied
through the mail should be in a form suitable for packaging
and must survive transportation time and temperature in
accordance with IATA (1988) Dangerous Goods Regula-
tions for Transport of Infectious Material (3).

There are four main storage methods briefly outlined in
the next section. This subject has previously been reviewed
in depth, for further information see the work by Kirsop
and Doyle (4).

Subculture. Preservation of samples by continued sub-
culture is open to the risk of complete loss on the one hand
and contamination on the other. Samples are incubated on
a suitable medium, at an appropriate temperature, and for
a suitable time. The procedure is repeated at intervals that
ensure that a fresh culture is prepared before the old one
dies. Samples are therefore continually in danger through
loss of viability, particularly because the survival time of a
particular microorganism varies considerably. Staphylo-
coccus spp. and coliforms will survive for several years, but
Neisseria spp. require subculture within a few weeks.

The majority of media used for the storage of microor-
ganisms are unenriched and have limited nutrients. Ex-
cess carbohydrates should not be included in the medium
because the acid produced might kill the culture.

Storage periods can be extended by reducing the met-
abolic rate of the microorganism. This can be achieved by
reducing the storage temperature to 5 �C in many in-
stances. However, exceptions occur; Neisseria spp. survive
better at 37 �C. Restricting the availability of air with para-
film can also limit metabolism.

Thus, repeated subculturing, together with mislabeling
or transposition of cultures, can result in significant con-
tamination of deposits. Genetic drift and instability of
characters also increases with each subculture. A large in-
oculum reduces the risk of selection but increases the risk
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of contamination. Therefore, this method is not to be rec-
ommended.

Freeze-Drying. Freeze-drying has found popularity
with many service culture collections primarily because it
is suitable for batch production and distribution. Mainte-
nance of viability requires very little attention, storage be-
ing relatively simple and effective and allowing preserva-
tion for 50 years for some microorganisms. The capital cost
of freeze-drying equipment is initially high, and the prep-
aration of samples is quite labor intensive, but the fact that
large batches of samples can be prepared, significantly re-
ducing labor hours per ampule, quickly recoups the initial
financial outlay.

The process of freeze-drying is the removal of water
from frozen samples by sublimation. Cultures are sus-
pended in a suitable medium (generally mannitol), frozen,
and exposed to a vacuum. The water vapor is trapped in
phosphorous pentoxide or a refrigerated condenser. The
microorganisms are stored in individual ampoules or vials
in an inert gas or under vacuum. There are two types of
freeze-dryers in general use; however, the centrifugal
rather than shelf dryer is more popular and has more ad-
vantages.

Although shelf dryers automatically stopper the am-
pules, the bungs can be naturally permeable to air or water
vapor or theromas simply leak. The glass ampoules pro-
duced by centrifugal freezing are completely constricted,
preventing leakage, and they can be plugged with cotton-
wool, eliminating cross-contamination and acting as a fil-
ter to prevent scatter of microorganisms into the environ-
ment when the ampoules are opened.

Even though freeze-drying has been widely used to pre-
serve a variety of microorganisms, the process always
needs refining to optimize preservation in a particular mi-
croorganism. Factors that can be adjusted and controlled
are composition of medium, growth temperature, growth
phase of the culture, rate of freeze-drying, final tempera-
ture, duration of drying, and the final moisture content of
the culture.

In general, freeze-drying does not cause instability of
characteristics and genetic drift.

Drying. Desiccation has been used across a range of mi-
croorganisms, although the process is rather a specialized
application and there is less information available on the
method. Long-term viability appears to be good, when
samples are stored between 5 and 10 �C, and contamina-
tion is not a major problem, although strain stability is less
well documented. The simplicity of the process makes it
suitable for storing large numbers of cultures.

L-Drying. The term L-drying originates from the term
drying from the liquid state (5). Suspensions of microor-
ganisms are dried in ampoules under pressure, but the
vacuum is adjusted to allow rapid drying without freezing.
The method is widely applied and allows a significant re-
duction in drying time and thus labor costs when a number
of microorganisms are preserved. Samples should be
stored at 5 �C.

Freezing. Preservation by freezing has been carried out
for a variety of different microorganisms over tempera-
tures ranging from �20 �C (refrigerator) to �140 �C (vapor
phase nitrogen) to �196 �C (liquid nitrogen). Freezing and
thawing can cause injury to cells by the formation of crys-
tals that may damage the cells’ integrity or by the concen-
tration of electrolytes through the removal of water as ice.
Eutectic mixtures form at �30 �C and above, exposing cells
to high salt concentrations. Temperatures of �70 �C and
below have been found to be increasingly successful, and
storage in the vapor phase of liquid nitrogen is now ubiq-
uitous as a preservation method.

Storage in the liquid phase of nitrogen results in con-
siderable safety problems resulting from nitrogen invading
vials that subsequently become explosive (Fig. 1). The
freezing and thawing process itself may cause a significant
loss in microorganisms. However, once stored, virtually no
further loss occurs. The addition of cryoprotectants, the
adjustment of growth conditions, the rate of cooling and
warming, and freezing methodology can reduce losses (4).

The temperature of samples should be lowered at a con-
trolled rate of 1 to 3 �C/min to �30 �C followed by a more
rapid rate of 15 to 30 �C/min to �100 �C or lower. Ideally,
this should be carried out using a commercial program-
mable freezer, which usually operate on a differential ther-
mocouple principle. If such equipment is not available,
many microorganisms, including bacteria and fungi, can
be successfully frozen by placing the ampules in a dry
chest, in a mechanical refrigerator set at below �65 �C, or

Figure 1. Storage of cells in the gaseous phase of liquid nitrogen.



770 CULTURE COLLECTIONS

New
cultures

Terminate
cultures

Token freeze
(2–5 ampoules)

Master bank
(10–200

ampoules)

Working bank
(40–1,000
ampoules)

Quality
control

Quality
control

Quality
control

Expand

Expand

Quarantine
laboratory

Main
laboratory

Expand
one ampoule

Expand
one ampoule

Figure 2. Cell banking procedures.

in the top of a liquid nitrogen storage tank for 30 minutes,
and then placing the samples at the required temperature.

Preprepared plastic ampoules containing beads and
cryopreservant are now commercially available to enhance
preservation (Prolab Diagnostics, Microbank). A vial of 25
beads is inoculated and agitated and the microorganisms
attach to the beads. Excess cryoprotectant is then removed
and the ampoule frozen. Beads can then be removed when
a culture is required. The vials are placed in a cryoblock
before they are removed from the storage vessel. This en-
sures that the remaining beads do not thaw out while one
bead is removed. Thus, loss of viability does not result from
repeated thawing.

The major disadvantage of freezing is refrigerator fail-
ure or interruption to the supply of liquid nitrogen. Both
will result in the loss of cultures; however, this can largely
be overcome by 24-h alarm systems warning of refrigerator
failure or loss of liquid nitrogen supply. The initial capital
cost is high, but the process is not labor intensive.

Preservation of Cell Lines

It is impractical for most laboratories to maintain cell lines
in culture indefinitely; moreover, cell cultures will undergo
genetic drift with continuous passage and risk losing their
differentiated characteristics. Therefore, it is necessary to
store adequate cell stocks for future use. It is recom-
mended practice that a limit is set for the number of pas-
sages any cell line should undergo before replacing from
cryopreserved stocks. This is of less importance for undif-
ferentiated cell lines having infinite life span, although it
still remains a consideration.

Nearly all cell lines can be cryopreserved successfully
in liquid nitrogen at �196 �C. A few simple criteria must
be adhered to in order to provide sufficient cells for all fu-
ture needs.

The essentials for efficient cryopreservation are slow
freezing (i.e., at a rate between 1 and 3 �C per minute) and
fast thawing, which is achieved by placing ampoules in a
water bath at the temperature required for growth. The
addition of a cryoprotectant, such as glycerol or dimethyl
sulphoxide (DMSO), enhances survival. Nevertheless,
DMSO does have certain toxic properties. Therefore, care
must be taken in handling the cryoprotectant, and some
consideration may be necessary as to whether cells should
be washed immediately on thawing.

Sample Safety and Security. For security, and in order to
minimize the possibility of strains being lost, each culture
should be maintained by at least two different procedures.
Cryopreservation and lyophilization are the best methods
for minimizing the risk of genetic drift, therefore, at least
one of these methods should be used. Where only freezing
is available, duplicates should be stored with different elec-
trical supply. Duplicates of important or irreplaceable
strains should be securely held in different buildings or
ideally on a different site. The documentation of samples
is equally important because loss owing to natural disaster
or fire would make the corresponding cultures meaningless
and worthless.

Cell Banking Procedures. When a culture is received in
the laboratory, it is important that a strict accessioning
scheme be followed (Fig. 2). The method described pre-
vents substantial genetic variation from the original de-
posit. Starter cultures or ampoules received should be
propagated according to the conditions provided by the
originator, and a token freeze should be produced (usually
up to 5 ampoules). Cultures derived from this token freeze
should then be subjected to detailed quality control and
characterization. If these results are satisfactory, then a
master (or seed) stock should be made. Major authentica-
tion of the culture should then be undertaken on the mas-
ter cells because it is these ampoules that will be used to
provide the working or distribution stock.

One ampoule from the master stock is used to produce
a working or distribution stock. The number of ampoules
in each bank is dependent on how often it will be used.
Because the production of these banks is both expensive
and time consuming, the numbers required should not be
underestimated. For some industrial processes, master
banks may contain up to 200 ampoules, and working banks
may contain 1,000 ampoules.

Once the working bank is depleted, a fresh one is made
from an ampoule from the master bank; similarly, a new
master bank is made from the frozen freeze stock. If no
more frozen freeze stock remains, then one of the current
master bank ampoules should be used.

The level of characterization and quality control that
should be carried out at each stage will depend on what it
is to be used for and what the necessary regulatory bodies
require (Table 1). Quality control implications are obvi-
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Table 1. Table of Quality Control Requirements for Cultures within Collections

Culture type

Cell lines Bacteria Fungi Protozoa Algae

Viability Viability Viability Viability Viability
Purity Purity Purity Purity Purity
Test for bacteria, yeast, and other fungi
Test for mycoplasma
Test for viruses
Authenticity Authenticity Authenticity Authenticity Authenticity
Isoenzyme analysis Gram Stain
Cytogentic testing Description of morphology
DNA fingerprinting

ously more intense for cultures used in the manufacturing
industry.

CULTURE COLLECTION SERVICES

The aim of culture collections is to supply authenticated
cultures to bona fide scientists, on request, promptly and
without restriction on their ultimate application. The staff
of culture collections have expertise and knowledge of the
appropriate scientific literature and as such can advise on
strain selection. In addition, they provide a range of sci-
entific services, largely in response to the needs of the user.
These include safe and patent deposit facilities and iden-
tification and preservation services. The expertise gained
by culture collections and their staff enables them to run
training courses and seminars for other scientists.

Culture Supply and Pricing Policy

Culture collections should be able to readily distribute cul-
tures listed in their catalog on request. Arrangements for
culture supply vary according to the financial basis and
policies of the legal owner of the collection. Service-supply
collections usually levy fees for supplying cultures. This
charge should strike a balance between definable measur-
able costs and those that yield an income that is significant
in relation to costs, but that do not result in a declining
effective use of the collection.

Consideration should be taken as to the fact that many
collections are partly government funded, unit costs would
be far too high for what is a reusable commodity (i.e., they
can be subcultured), and fees should not discourage the use
of the collection. Therefore, culture collections operate on
a nonprofit basis. It is often common practice to charge
commercial companies higher fees than nonprofit organi-
zations. Further charges may be levied for postage and
packaging and any special documentation.

Great care should be given to distribution of pathogenic
or toxic cultures. Originators of a request should be able
to guarantee that their establishment has stipulated
equipment and staff to handle pathogenic or toxic cultures.
Dispatch of cultures should be in accordance with IATA
(1988) Dangerous Goods Regulations for Transport of In-
fectious Material (3).

Restrictions to which countries cultures can be distrib-
uted also exist. Because the threat exists that microorgan-

isms could be developed for use in biological warfare, cul-
tures can only be issued to countries in the Australia
Group of nations. The nations belonging to this group and
restricted groups are detailed in The End-Use Control (6).

Catalogs

Catalogs are fundamental to the operation of culture col-
lections. They describe the strains available and their sa-
lient properties, including literature citations, propagation
properties, etc. Stocks are usually arranged alphabetically,
in the case of bacteria by genus and species name. Increas-
ingly catalogs are becoming available in computerized
form, either on-line or on disk, because, they can can easily
be updated whereas paper catalogs cannot. Such catalogs
adopt a field structure and definitions that enable the data
to be integrated into the international and major regional
schemes that are in operation, including the Internet, on
which many resource centers are accessable through the
World Wide Web, Microbial Strain Data Network (MSDN),
World Data Centre on Micro-organisms (WDC), Microbial
Information Network Europe (MINE), and more recently
CABRI (Common Access to Biotechnological Resources
and Information).

CABRI is researching and developing the formation of
an integrated resource center service linking databases of
different organism type, genetic materials, and other bio-
logicals in Europe so that users worldwide can access these
relevant catalogs during one searching session through a
common entry point and request or order products to be
delivered to their place of work.

Safe Deposits

Safe deposits are held for a variety of reasons, including
as a back-up to existing collections and for the retaining of
ownership and confidentiality of strains. These collections
are not listed in catalogs and their taxonomic status may
be unclear. In some cases, the service collection may hold
stocks in its collection and market them on behalf of the
owner.

Patent Deposits

The rapid advance in genetic manipulation techniques and
the allied boom in biotechnology over recent years has led
to increased awareness of the enormous industrial poten-
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tial of microorganisms. Competition is fierce in the race to
exploit this potential, and large sums of money are being
risked in commercial development of new microbial pro-
cesses. In such circumstances, patent protection naturally
becomes a major concern of any organization involved in
modern industrial microbiology.

An important principle of the patent system is that an
invention should be disclosed to the public. Although most
kinds of invention can be disclosed simply by means of
written description, those involving the use of new micro-
organisms cannot. No matter how detailed the written de-
scription may be, a new microbiological process cannot be
tested without a culture of the organism itself. Therefore,
in addition to a written disclosure, the patent offices of
most industrial countries require the strain used in a mi-
crobiological invention to be deposited in a recognized pub-
lic culture collection, where it will eventually be available
to the public.

Patent deposits are now regulated internationally by
the Budapest Treaty on the International Recognition of
Deposit of Microorganisms for the purpose of patent pro-
cedures and patent depository facilities in Europe, under
which certain culture collections of a generally acknowl-
edged high scientific standard are officially recognized as
international depository authorities (IDAs). The main fea-
ture of the treaty is that all countries party to it, and hence
their patent offices, must recognize a deposit that is made
in any one of these IDAs as being valid for the purposes of
their patent procedure. This means that one deposit is all
that is needed, regardless of the number of countries in
which patent applications citing the strain are filed.

The Budapest Treaty contains detailed provisions on
the procedure to be followed by the applicant in making a
deposit and by the IDA in accepting, storing, and subse-
quently making the material available to the public.
Broadly speaking, these provisions are designed to ensure
that the applicant makes a viable deposit and provides
enough information on it to enable the IDA to handle and
maintain it safely and correctly. The IDA, for its part, must
process the deposit promptly, issue the depositor with a
receipt and certificate as proof of deposit and viability, keep
the deposit for at least 30 years, and provide cultures to
those parties entitled to receive them but most impor-
tantly, to no one else. Entitled parties in this respect are
those who have the depositor’s written authorization or
who have an official certificate of entitlement from the ap-
propriate patent office. The IDA is also bound by strict
rules of secrecy and may not give information about a de-
posit to anyone not entitled to receive the patent-deposited
cultures.

Microorganisms must become available to the public at
some stage of the patenting procedure. To date, there are
three kinds of systems in operation. In the Netherlands
and Japan, patent applications are published twice, first
18 months after the filing date of priority date and before
the application has been examined, and second when the
application has been accepted. Once the patent office has
decided to grant a patent, after the second publication
date, the microorganism must be made available. The ma-
jor advantage of this system to inventors is that their mi-

croorganisms do not have to be released until they has an
enforceable right. In Japan, the patent owner is given a
further measure of protection in that the recipients of cul-
tures must not pass them on to a third party and must use
them only for experimental purposes.

In the United States, patent applications are not pub-
lished until the patent is granted, and any microorganism
deposited for patent purposes need not be available until
then. Thus, under the U.S. system, inventors again have
an enforceable right at the time they are required to make
the organism available. Additionally, under the U.S. mech-
anism an inventor is never put in the position of having to
allow access to the organism when no legal protection is
available because if a microorganism is not granted a pat-
ent, then it need never become available.

The EPC (European Patent Convention) also operates
a dual publication system, but stipulates that a microor-
ganism for which a patent is being sought must be made
available at the date of first publication, before any en-
forceable right exists. This mechanism reflects the princi-
ple that the microorganism is an integral part of the patent
application and should therefore be available at the same
time as the written description. Availability at first publi-
cation can be restricted to an independant expert acting
on behalf of a third party. This expert has to be selected
from a list held by the EPC and is not permitted to pass
the strain on to anyone else. On second publication, the
strain becomes generally available, whereupon the inven-
tor has an enforceable right.

There are 23 IDAs. A full description of these is de-
scribed by Halluin (7).

Culture Authentication and Identification

Culture collections have a critical responsibility when it
comes to the authentication of microorganisms and cells
from their initial receipt through preservation procedures
and to dispatch to external scientists. Quality control of
cultures should be as extensive as possible and have three
primary targets; authenticity, purity, and viability. Re-
search using the wrong organism wastes time, is expen-
sive, and leads to publication of invalid results.

The identification of a new accession should be ideally
confirmed by a competent specialist (e.g., the depositor) or
confirmed by the culture collection itself to ensure that it
agrees with published descriptions. Culture collections
with specialized expertise in identification can also offer
an identification consultancy to the scientific community.
The microorganisms identified would not necessarily enter
the culture collection.

Documentation and Quality

Increasingly, many culture collections operate using a
quality management system such as BS EN ISO 9001. Es-
sentially, these regulations ensure that all procedures have
proper protocols that are fully documented, thus allowing
all activities to be fully traced if the need arises. All equip-
ment has to have records of calibration and servicing, and
all laboratory records, worksheets, and equipment log
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Table 2. The European Culture Collection Organization
and the World Federation for Culture Collections

President and Secretary of ECCO and WFCC

Dr. Alan Doyle
CAMR
Porton Down
Salisbury SP4 0JG
United Kingdom
Tel: �44-1980-612512
Fax: �44-1980-611315
E-mail: alan.doyle@camr.org.uk

Secretary of ECCO

Dr. Maija-Liisa Suihko
VTT
Biotechnology and Food Research
PO Box 1501
FIN-02044 VTT Finland
Tel: �358-0-4565133
Fax: �358-0-4552028
E-mail: maija-liisa.suihko@vtt.fi

WFCC’s Web Page: http://www.wdcm.riken.go.jp/wfcc.html

books are regularly audited. All staff are trained in these
procedures.

In order for a culture collection to run completely suc-
cessfully, it has to keep good records about the microor-
ganisms and cells it holds, including the following catego-
ries of information, place, substrate or host, date of
isolation, name or person isolating the strain, depositor,
name of person identifying the strain, preservation pro-
cedure used, optimal growth media and temperature, any
data on biochemical or other characteristics, and any reg-
ulatory conditions applying (e.g., contamination level).

Duplicate copies of computer files or paper records of all
information should be kept to prevent unexpected loss of
information.

Research

It is important that culture collections have an ongoing
research program. This ensures that staff are kept abreast
of current developments and are aware of the needs of the
wider scientific community. Lack of adequate research pro-
grams discourages high-caliber staff from joining a culture
collection and may encourage the loss of existing quality
staff. As well as the obvious research and development into
preservation and taxonomy, culture collections have the
necessary skills to undertake a diverse spectrum of re-
search, whether by themselves or acting as consultants. As
discussed earlier, culture collections have the capacity to
screen isolates for particular biochemical properties and
metabolite production, evaluate and develop commercial
kits and rapid detection kits for microbially produced com-
pounds, evaluate organisms’ capacity for use in bioreme-
diation and as biocontrol agents, and select test organisms
used in the evaluation of materials, media, culture vessels,
and diagnostic reagents.

Safety

It is the responsibility of all culture collections to handle
cultures and carry out procedures as safely as possible and
within the relevant guidelines. This is particularly impor-
tant with regard to microorganisms that are pathogenic to
man or are genetically manipulated. Within the United
Kingdom, all laboratory procedures should be performed
in line with COSHH (Classification of Substances Hazard-
ous to Health), and all matters of safety are enforced by
the HSE (Health and Safety Executive), which also offers
an advisory service.

All culture collections are responsible to their own staff,
the delivery services, and receiving laboratories and must
therefore address all matters of safety properly. All service
collections have regulations for both the deposit and dis-
patch of cultures that have to be fully abided by before
samples can be transported following the IATA (1988)
Dangerous Goods Regulations for Transport of Infectious
Material (3).

Within the United Kingdom, microorganisms are cate-
gorized in accordance with the Advisory Committee on
Dangerous Pathogens (1995) Categorization of Pathogens
According to Hazard and Categories of Containment. In
the United States, a similar categorization has been de-
vised (U.S. Department of Health, Education and Welfare,
1974; American Type Culture Collection, 1986). Both sets
of guidelines have been accepted by the WHO, and other
countries tend to adopt these systems. Information is given
on the degree of containment and protective clothing,
which should be applied during handling of such organ-
isms in the laboratory.

The control of genetically manipulated organisms is
somewhat more complicated in the United States than it
is in the United Kingdom. U.S. researchers must adhere
to the policy that research in this field must conform to the
requirements of the coordinated framework, such as the
National Institutes of Health Recombinant DNA Guide-
lines. In the United Kingdom, genetic manipulations are
the responsibility of the Advisory Committee in Genetic
Manipulations. Other countries likewise tend to adopt
these systems.

All culture collections must additionally follow the reg-
ulations of their own countries and the institutes within
which they work.

Training and Publications

Culture collection staff require appropriate training for all
techniques and procedures they carry out. If an organiza-
tion has a quality management system, such as ISO 9000,
then this will be performed as a mandatory requirement.
Once the staff have become skilled, they are then in an
ideal position to train others in techniques relating to cul-
ture preservation, growth, and identification given that
they have adequate teaching facilities and supervision.

Regular publication relating to culture collection activ-
ities and the research activities carried out within an or-
ganization is necessary to enhance its activities.
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Table 3. Major Culture Collection Repositories

Country and
organization Address Collection

Belgium

BCCM/IHEM Mycology Laboratory
Rue Juliette Wystman 14
B-1050 Brussel
Belgium
Fax: �32 2 6425519
E-mail: Dialcom Telecom Gold: 75: DB I0248

Fungi

BCCM/LMBP Plasmid Collection
University of Gent
K.L. Ledeganckstraat 35
B-9000 Gent
Belgium
Fax: �329 2645348
E-mail: martine@lmbl.rug.ac.be

Plasmids

BCCM/LMG Bacterial Collection
University of Gent
K.L. Ledeganckstraat 35
B-9000 Gent
Belgium
Fax: �32 9 2645346
E-mail: danielle.janssens@rug.ac.be

Bacteria

BCCM/MCLK Faculte des Sciences Agronomiques
Flace Croix du Sud 3
B-1348 Louvain-La-Neuve
Belgium
Fax: �3210451501
E-mail: mucl@mbla.ucl.ac.be

Fungi

Brazil

CCT Tropical Culture Collection
Rua Latino Coelho 1301
Parque Taquaral
CEP 13087-010
Campinas - SP
Brazil
Fax: �55 (019) 242 7827
E-mail: cct.@bdt.org.br
World Wide Web: http://www.bdt.org.br/cct/

Bacteria
Fungi
Yeasts

France

CIP Institut Pasteur
BP52
25 rue du Docteur Roux
F-75724 Paris Cedex 15
France
Fax: �33 1 40613007

Bacteria

LCP Museum National D’Histoire Natwelle
Laboratoire de Cryptogenie
12 rue Buffon
F-75005 Paris
France
Fax: �33 1 40793594
E-mail: roqueber@frmnhn.fr

Fungi

Germany

DSMZ Mascheroder Weg 1b
D-38124 Braunschweig
Germany
Fax: �49 531 2616418
E-mail: dsmz@gbf.de
World Wide Web: http://www.gb.de.bl/DSMZ

Bacteria
Plant cells
Animal and human cells
Plant viruses
Plasmids
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Table 3. Major Culture Collection Repositories (continued)

Country and
organization Address Collection

Italy

ICLC CBA
L.go R Benzi 10
16132 Genova
Italy
Fax: �39 10 5737295
E-mail: iclc@istge.ist.unige.it
World Wide Web: http:/arginine.umdrj.edu/home.html

Human and animal cells

Japan

IFO 17-85 Juso Honmachi 2-Chome
Yodogawa-Ku Osaka 532
Japan
Fax: �81 6 3006555
E-mail: cellbank@ub.infaveb.ne.ip

Human and animal cells

Riken Gere Bank 3-1-1 Koyadai Tsukuba
Science City
305 Iboraki
Japan
Fax: �81 2975 4 2616

The Netherlands

CBS PO Box 273
Oosterstraat 1
NL 3740AG Baarn
Netherlands
Fax: �31 355 416142
E-mail: Stalpers@cbs.knaw.nl
World Wide Web: http://www.cbs.knaw.nl

Fungi
Yeasts

Spain

CECT Universidad de Valencia
Edificio de Investigation
Campus de Burjasot
Valencia
Spain
Fax: �3496 3983187
E-mail: cect@uv.es

Bacteria
Fungi

CCUG University of Goteborg
Dept of Clinical Bacteriology
Guldhedsg 10
S413 46 Goteborg
Sweden
Fax: �46 31 825484
E-mail: ccugef@ccug.gu.se

Bacteria

United Kingdom

CCAP Institute of Freshwater Ecology
The Windermere Laboratory
Far Sawrey
Ambleside
Cumbria LA22 OLP
UK
Fax: �44 15394 46914
E-mail: ccap@ife.ac.uk

Protozoa
Freshwater algae
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Table 3. Major Culture Collection Repositories (continued)

Country and
organization Address Collection

CCAP Dunstaffnage Marine Laboratory
PO Box 3
OBAN
Argyll PA34 4AD
UK
Fax: �44 1631 562244
E-mail: ccap@dml.ac.uk

Marine algae

NCIMB National Collection of Industrial and Marine Bacteria
23 St. Machar Drive
Aberdeen AB2 1RY
UK
Fax: �44 1224 487658

Bacteria

NCTC National Collection of Type Cultures
Institute of Food Research
Colney Lane
Norwich NR4 7UA
UK
Fax: �44 1603 458414
E-mail: ian.roberts@bbsrc.ac.uk

Bacteria

United States

ATCC American Type Culture Collection
PO Box 1549
Manassas
Virginia 20108-1549
USA
Fax: �1 703 365 2750
World Wide Web: http://www.atcc.org/

Bacteria
Viruses
Animal and human cells
Plasmids
Plant Cells

GIMR Coriell Institute for Medical Research
401 Hadden Avenue
Camden
NJ 08103
USA
Fax: �1 609 757 9737
World Wide Web: http://locus.umdnj.edu/home

Human cells/DNA

National and International Collaboration

Microbiologists having interests in culture collections have
banded and assembled in formal or informal national fed-
erations or associations of the culture collections within
them, such as UKFCC (U.K. Federation of Culture Collec-
tions). These federations tend to be further affiliated with
international bodies, such as ECCO (European Culture
Collections Organisation), which comprises 54 collections
from 21 European countries. This organization itself is af-
filiated to WFCC (World Federation for Culture Collec-
tions). These federations provide excellent opportunities
for discussion and exchange of information in all aspects
of culture collection curation.

European Culture Collection Organization. ECCO was
established in 1981. The aim of the organization is to pro-
mote collaboration and trade ideas and information about
all aspects of culture collection activity. Membership is
open to representatives of any resource centers that pro-
vide a professional service on demand and without restric-
tion, that accept cultures for deposit, that provide catalogs,
and that are housed in countries with microbiological so-

cieties affiliated to the Federation of the European Micro-
biological Society (FEMS). After 14 years of activity, ECCO
comprises 54 members from 21 European countries. The
total holdings of the collections are about 300,000 deposits
representing a large pool of biodiversity from different
sources (from humans, animals, plants, foodstuffs, envi-
ronmental) as well as various sources of biotechnological
interest, including GMO strains and organisms of interest
for genetic engineering.

World Federation for Culture Collections. Most of the cul-
ture collections organized in national or regional federa-
tions are members of the WFCC. This international orga-
nization has been set up as a multidisciplinary commission
of the International Union of Biological Science and is a
federation within the International Union of Microbiolog-
ical Societies (IUBS). Various committees exist within the
WFCC for carrying out specific tasks in the different as-
pects of culture collection work. These include the publi-
cation of books, provision of training courses, collaboration
with postal and patent organizations, setting up data-
bases, providing help for endangered culture collections,
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and designating quality standards and guidelines for col-
lections. One of the major activities of WFCC is to organize
its quadrennial meetings (International Congress of Cul-
ture Collections).

The World Data Centre (WDC), now the World Centre
on Microorganisms (WDCM), covers a central role in
WFCC. Initiated in 1972 by Prof. V.B.D. Skerman and
sponsored by UNEP and UNESCO, the database pio-
neered the organization of microbial culture collections
worldwide. Relocated to the RIKEN Institute in Japan in
1986, the WDC, under the directorship of Dr. H. Sugawara,
developed into a valuable information resource at the mi-
crobial level. Several databases are available as hard cop-
ies and are also accessible through the Internet. The core
databases, CCINFO and STRAIN, are regularly updated
and published as the WDC Directory. CCINFO covers in-
formation on nearly 500 microbial resource centers in the
world, their organization, the kinds of cultures held, the
expertise available, and the services offered. Strain lists
all microbial species held by registered collections. The
WDCM activity of continual data collection and dissemi-
nation plays an important role in the improvement of data
quality of collections and for making the resource centers
known to the scientific community.

Any individual with an interest in culture collection ac-
tivities is eligible for membership. Culture collections as
institutions may become affiliate members if they meet the
standards established by the federation. Individuals or or-
ganizations may be accepted as sustaining members on the
basis of extraordinary support of the objectives and activ-
ities of the Federation. Further information can be ob-
tained from the WFCC (Table 2).

Access to Resources

Hard copy catalogs get out-of-date rapidly; the best and
most up-to-date information can be obtained from most re-
source centers on the World Wide Web. Table 3 gives a
comprehensive list of contact information for the major re-
positories.
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INTRODUCTION

The process of choosing and optimizing a cell culture me-
dium for a large-scale production process shares many bio-
logical issues and experimental approaches with the pro-
cess of optimizing medium for any in vitro model system
at the laboratory scale. However, there are some signifi-
cant differences. The cell culture aspect of any large-scale
process should fit in seamlessly with the upstream process
of the transfection and selection of the protein of interest
in the desired parental cell line, the equipment and scale
available and desirable to run the process, and the down-
stream purification process. Issues surrounding the speed
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Table 2. Characteristics to Be Considered When Choosing
a Production Cell Line

Cell growth

Inoculum density
Saturation density
Doubling time
Death rate
Fragility
Suspension growth
Growth in serum-free medium

Other cell characteristics

Free of adventitious agents
Normal glycosylation
Has appropriate processing of proteins
Protease secretion low

Table 1. Parameters Influencing Final Product Yield in a
Production Cell Line

Medium or culture configuration

Optimize nutrients
Optimize growth supplements
Minimize inhibitors
Inducers

Protein production

Specific productivity
Protein quality
Compatibility with purification process

of development and the cost, safety, and reproducibility of
the process are of major importance in developing a com-
mercial process.

The importance of seeing the entire process—from se-
lection of the host cell line through transfection and selec-
tion of the production line, to the growth of the seed train
cells and the actual production culture, harvest, and pu-
rification of the protein—as an integrated whole cannot be
overemphasized. Failure to do so will result in an unwork-
able process, at worst, and missed opportunities for max-
imizing the reliability and minimizing the cost, at best. If
the end goal is kept in mind from the first, many oppor-
tunities for trade-offs in various aspects of the process will
arise that allow decisions to be made in a timely manner.
For example, if two candidate production lines exist, one
with high specific productivity but slow doubling time and
low saturation density and the other with lower specific
productivity but better growth characteristics, the choice
between the lines should be made taking into considera-
tion the titer from each line and the total tank and equip-
ment usage (seed train, production, and purification) re-
quired to obtain a given final yield of protein. It might be
surprising to some how taking this broader view will
change decisions made early in the process that are much
harder to change later. In another case, one medium for-
mulation was found to increase the stability of a cell line
even though the titer was reduced compared to the stan-
dard medium formulation. The advantages of the in-
creased stability were seen to far outweigh the minor loss
of product in the short term.

This chapter will concentrate on specific aspects of
choosing and optimizing the cell culture medium for large-
scale processes. However, as will be emphasized again in
the section at the end, this cannot be achieved optimally
without taking into consideration the product (as well as
the cell line) to be secreted and the purification process and
equipment to be used. Some of the basic parameters that
influence protein yield from a mammalian cell culture pro-
cess are outlined in Table 1 and are discussed in detail
subsequently.

OPTIMIZING CELL GROWTH AND SURVIVAL

The aim of optimizing the growth and survival of cells in
production culture is to obtain the maximum average vi-

able cell number per volume of medium over the duration
of the culture (viable cell days [VCD]). Characteristics of
the cell that will influence the total VCD are listed in Table
2. When selecting the production line to be used for large-
scale culture, these parameters and specific productivity
should be taken into consideration. A transfected cell line
with high specific productivity is useless as a production
line if it cannot be grown in the conditions necessary for
large-scale culture. For example, a tetraploid line may
have a high specific productivity but be too fragile to do
well in a fermenter. Or, a low-cell inoculum may be ac-
ceptable with a rapidly growing cell line, but not with a
slow growing line producing a labile product. Continuous
culture systems strive to produce a steady-state situation
where the cell number is constant and the growth rate and
death rate are balanced. Ideally, one would wish to achieve
something like a contact-inhibited G0-arrested state in
which the cells are neither growing or dying. This is based
on the as-yet-unproved assumption that suspension cells
producing recombinant proteins will have a specific pro-
ductivity in G0 equal to or higher than that in log phase
growth. In our experience, however, it is difficult to achieve
a true G0 growth arrest state in suspension-cultured cells
(1).

Although a great deal is known about the optimal
growth conditions for specific types of cells, including Chi-
nese hamster ovary (CHO), baby hamster kidney (BHK),
and transformed human embryonic kidney (293) cells, it is
still impossible to exactly predict the optimal medium for-
mulation for every cell type in every culture configuration.
In addition, the process of obtaining a stably transfected
cell line expressing a recombinant protein can change the
growth phenotype of the cells. Thus, the empirical ap-
proach is still the only method of ensuring that the medium
being used is optimal for a particular production line. The
optimal medium components or concentrations may vary
from one CHO production line to the next. This is not sur-
prising given that these lines are transfected with foreign
DNA, selected using rather stringent conditions, and fre-
quently amplified in the presence of a mutagen such as
methotrexate. Additionally, the lines are engineered to se-
crete biologically active molecules that may act on the cell
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Figure 1. Apoptotic cell death in fermenters. Apoptosis was iden-
tified by light microscopy after acridine orange staining. Values
are expressed as percent of total cell number that are apoptotic
on days 4 to 11 of a 2-L minifermenter run using CHO cells.

or the medium components, altering the environment of
the culture. Generally speaking, however, two media op-
timal for the growth of two CHO-derived cell lines will be
similar to each other and differ from the medium optimized
for the growth of a dissimilar cell line such as a 293-derived
line. For this reason, it is best to concentrate on one or a
few cell lines for large-scale production efforts. Currently,
most recombinant proteins produced commercially in
mammalian cells use CHO as the host cell line.

Measuring Viable Cell Number

Accurate measurement of cell viability or characterization
of cell death is key to the optimization of any production
cell line. Viability can be readily measured by a variety of
well-known techniques; however, it has more recently been
established that many cell lines grown under batch culture
conditions undergo cell death via apoptosis (1,2). Apoptosis
is an active programmed cell death that exhibits specific
morphological traits, such as nuclear condensation and
fragmentation, maintenance of organelle and membrane
integrity, and gross cell shrinkage (3). This contrasts with
necrotic cell death, which is passive in nature and recog-
nized by the degradation of cellular membranes and or-
ganelles and cell swelling (4). These different forms of cell
death are distinct in morphology, mechanisms, and the
way in which they can be identified. An understanding of
such is required for accurate reciprocal viability quantifi-
cation, because the observation of simple loss of membrane
integrity (e.g., using trypan blue exclusion) may be insuf-
ficient to account for all cell death caused by apoptosis.
This may also be important in the accurate calculation of
specific productivity. Finally, if one desires to improve the
yield in an industrial process by decreasing cell death in
the culture, it is crucial that one understand the mecha-
nism of cell death in the cultures and the extent to which
death decreases total VCD.

Viability can be assessed most simply by the exclusion
of charged dyes such as trypan blue or propidium iodide
(PI) that move freely into dead cells and exhibit minimal
uptake into live cells. The extent of cell death can then be
quantified by microscopy, or in the case of PI, by flow cy-
tometry (1,5). Loss of plasma membrane integrity also re-
sults in the release of intracellular contents into the media
that may then be quantified, such as the enzyme lactate
dehydrogenase (LDH) (6). LDH content can be assayed in
both the cellular and supernatant fractions, allowing rela-
tive quantification of cell death.

Apoptotic morphology specifically can be readily iden-
tified by staining fixed cells with a fluorescent dye such as
acridine orange, which fluoresces green when bound to
double-stranded nucleic acids (7). The classic apoptotic
morphology of condensed or fragmented nuclear material
can then be observed. An assessment of the percent apop-
totic CHO cells during the course of a production run in a
2-L fermenter is shown in Figure 1. From day 7 there is
an abrupt increase in the percentage of cells that show the
characteristics of apoptotic cell death even though the total
cell number in the culture does not change appreciably
over this time period. However, the percentage of apoptotic
cells increased from day 7 to a value of 50% apoptotic cells

on day 11. Clearly, this large proportion of apoptotic cells
will adversely affect the titers late in the run.

An additional characteristic of apoptotic cell death that
can be used for quantification is that of DNA strand
breaks, which are introduced at the internucleosomal
linker sections of DNA in apoptotic cells (8). The ultimate
loss of short DNA fragments, coupled with reduced acces-
sibility to intercalating fluorochromes such as PI because
of the condensation of chromatin, often results in the con-
gregation of apoptotic cells within a fixed cell population
to a hypodiploid peak, when analyzed by flow cytometry
(5). The percentage of cells localized to this peak can be
quantified if not obscured by excessive amounts of cellular
debris.

The free 3�-hydroxyl groups at the ends of the apoptotic
DNA strand breaks may also be labeled with a fluorescent
nucleotide using terminal deoxynucleotidyl transferase (9)
or annexin (10). These techniques allow the fluorescelna-
tion of apoptotic cells with only a low level (or no) labeling
of nonapoptotic cells. Cells labeled in such a way may be
counterstained with PI, allowing concurrent cell cycle
analysis, so that exit from the cell cycle can be tracked by
flow cytometry (1). These methods can be used to trace the
effects of manipulating the culture parameters on the
amount of cell death in the cultures (11). Such experiments
are an invaluable adjunct to direct empirical determina-
tion of conditions that optimize titer because they can help
in deciding which experimental manipulations, among the
many possibilities, might yield benefits.

Considerations of Scale

Virtually all industrial productions of recombinant pro-
teins or antibodies in mammalian cell culture are done on
a large scale (100 to 12,000 L). The few exceptions may be
production of antibodies or proteins for research use only.
Although even these small- and intermediate-scale pro-
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Figure 2. Cells were inoculated into a 1,000-L production fer-
menter. An aliquot of these cells was removed and dispensed into
the various culture vessels on day 0. All vessels were sampled and
the titers assayed throughout the culture period. The data shown
compare the titers of product produced by cells in the different
vessels on day 5 of culture. 1K, 1,000-L fermenter; SP, 1-L spinner;
RB, roller bottle; PL, 60-mm tissue culture plate in CO2 incubator;
SF-S, static shake flask in incubator; SF-M, shake flask mixed
using a stir bar in incubator.

cesses will benefit from using an optimized medium, any
medium optimization will obviously be aimed at use in
large-scale processes. We have found that suspension-
adapted cells and suspension processes scale well from
plates to fermenters. Spinners are actually less predictive,
in some cases, than static plate cultures using suspension
cells. (Suspension-adapted cells grown in tissue culture
plates in medium containing additives such as F-68 fre-
quently will not attach but remain in suspension.) The ex-
periments described in this article can be performed, pref-
erably using the suspension-adapted cells, in plates,
including 96-well plates for high throughput screening.
However, larger (e.g., 60 mm) plates allow multiple sam-
pling from the same plates over time. The type of careful
empirical derivation of optimal process parameters de-
scribed herein really cannot be performed entirely in fer-
menters because too many conditions are required. How-
ever, these experiments can help narrow the number of
parameters to be tested on a larger scale. Figure 2 presents
data on yield of identical cells in identical medium cultured
in small- and large-scale vessels. The cells in 60-mm
plates, roller bottles, and spinners all performed similarly
to those in the 1,000-L fermenter. The static shake flask
cells that performed very poorly may have been suffering
from oxygen deprivation. A few experiments, such as ad-
justments in medium volume, might allow closer congru-
ence between the small-scale model selected and the per-
formance in large-scale fermenters. All major changes or
improvements to a process based on results from small-
scale work should be confirmed using fermenters. The use
of 2-L minifermenters allows replication of conditions and
good statistical analyses of results. If these titers are then
confirmed in larger-scale fermenters, one can be confident

that a rational approach using small-scale cultures, which
allows complete analysis of the interacting variables in the
medium, has led to a robust and optimal process.

Although attached cell culture systems can be scaled up
via roller bottle microcarrier culture, hollow fiber systems,
and so forth, these devices have generally been used for
medium-scale rather than very-large-scale production.
Each introduces a different set of variables that should be
understood to design a small-scale equivalent system for
optimizing medium, as described later. Again, any im-
provements should be compared directly to the standard
conditions before adoption.

Some parameters change, of necessity, when going from
static cultures to fermenters. The method of pH control
differs because base and acid addition are used to regulate
pH in fermenters in addition to the bicarbonate buffer.
This results in a more stable pH over the course of a run
in fermenters, compared to plates, but at the cost of a
greater increase in osmolarity in the fermenters because
of the added salts. Shear and foaming are also factors in
fermenters, but not plates. Components of the medium
that are added to fermenters to prevent shear and foaming
should also be added to plate experiments when optimizing
medium to allow for better concurrence between large- and
small-scale results. Finally, the control of is quite dif-PO2

ferent in plates (diffusion) and fermenters (air or oxygen
sparging). Adjusting the total surface area to volume in
plates and spinners can have a significant effect on protein
production and cell number and help in creating closer
agreement between small- and large-scale data.

Some parameters such as pH, temperature, and canPO2

be adjusted or controlled more easily in a fermenter. These
parameters are best optimized directly in experiments per-
formed in fermenters after the nutrient and growth sup-
plements have been optimized at small scale and tested at
large scale. It is important to optimize these parameters
both for improved cell growth and, on occasion, to improve
product quality. With a few experiments to directly com-
pare small- and large-scale culture, and an understanding
of the principle underlying differences in plate and fer-
menter cultures, the former can be an invaluable tool in
the process of obtaining optimized media for large-scale
industrial processes.

Nutrient Component of the Medium

For convenience, the culture medium can be divided into
two components: the nutrient portion and the added
growth factors and growth-promoting substances. The nu-
trient components are generally part of the commercially
available powdered nutrient mixtures, such as MEM (min-
imal essential medium), DMEM (Dulbecco’s Modified Ea-
gle’s Medium), Ham’s F12 nutrient mixture, RPMI 1640,
or F12/DME. These media were all empirically derived for
very specific cell types and growth conditions (12), none of
which are very similar to a suspension culture of geneti-
cally modified cells in a fermenter. However, they still
make a good starting point for optimizing the culture me-
dium for the specific production line of choice. An initial
screen should compare several commercially available or
proprietary media to determine which is optimal for the
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production line. If the medium is being optimized before
the cells are transfected, cell number can be used as the
end point. If the line is already producing the protein of
interest, protein titers should be measured. If the condi-
tions for obtaining maximal titers and maximal VCD are
the same, this is a good starting point for optimizing the
nutrient portion of the medium. If different media give op-
timal VCD and titer, then more studies should be under-
taken to understand the biology behind this phenomenon.
This will prove useful in designing the optimal production
system.

Once a medium is found that works well, there is a
temptation to move on the assumption that this adequate.
However, large-scale commercial culture is one situation
in which it is almost always worth the time and effort re-
quired to obtain a truly optimal medium. Optimizing the
nutrient portion of the medium is important not only for
the increased yields it will afford directly but because op-
timizing nutrients will lead to a decreased requirement for
parts of the growth supplements such as serum or growth
factors (13). Additionally, optimizing VCD will lead to the
ability to prolong culture time while minimizing damage
to the product caused by enzymes released from dying
cells. Even a 10% increase in VCD can be significant, and
improvements of 2-fold to 10-fold in titer are frequently
seen with optimized media. Because it is very difficult to
change a process after clinical trials have begun, these
early improvements will result in accrued benefits extend-
ing over many years that are often worth millions of dollars
during the life of a production process.

The available nutrient mixtures generally contain
amino acids, a carbohydrate source (usually glucose), in-
organic salts, vitamins, some type of buffering system
(usually CO2, bicarbonate, and phosphate), fatty acids or
more complex lipids, and other components that may vary
from medium to medium (e.g., nucleosides, nucleotides, co-
enzymes, detergents). These components interact with
each other so that the optimal concentration will depend
to some extent on concentrations of other components in
the mixture. Many producers of cell culture media and
components have developed their own proprietary cell cul-
ture media for specific cell types used in production of re-
combinant products (e.g., CHO-S-SFM, #12050 or
Hybridoma-SFM, #12045 Gibco/BRL, and products from
other companies such as JRH, Hana Biologics, and Sigma).
These media may offer a shortcut when proteins must be
produced in short order; however, incomplete disclosure of
the medium components can be a cause for concern, and
costs are frequently higher than those of media formulated
in-house.

Optimization of the medium starts with choosing the
best existing commercial or proprietary nutrient mixture.
Then, media components are made up individually and in
groups (12,13), and individual media are prepared missing
only one component. That component is then titrated using
the desired end point of viable cell number or product titer,
if a good high throughput assay is available. Figure 3
shows the response of CHO cells to three media compo-
nents: inositol, KCl, and isoleucine. It is obvious that the
omission of KCl or isoleucine results in cell death over the
production period and consequently very low protein

yields. However, the omission of inositol had, if anything,
a positive effect. Conversely, increasing the inositol con-
centration 20-fold had little detrimental effect, whereas in-
creasing isoleucine was beneficial and high levels of KCl
were toxic. Using these data, one might then adjust the
inositol concentration downward by 10-fold, the KCl down-
ward by 2-fold, and the isoleucine upward. By using the
data from all the titrations, one can then determine the
optimal concentrations for each component and make up
the best medium. This titration can then be performed
again, using the best medium as a starting point. Each
successive round of optimization would be expected to yield
less benefit as the optimum is approached. A comparison
of titers from a production cell line in the starting (control)
and round-one optimized medium is shown in Figure 4.
This one round of optimization more than doubled the ti-
ters during the 8-day production period. This benefit was
achieved in large part by increasing the VCD in the cul-
ture. Note that significant changes in the culture process,
such as changing cell lines, changing inoculum density,
changing the supplements, or going from attached to sus-
pension culture, might well require reoptimization of the
medium. With experience, it is possible to identify a few
medium components that are most important and check
only these after the initial optimization. Conversely, once
an optimal medium is designed for a given cell line (e.g.,
CHO), the cells can be grown in that medium during trans-
fection and amplification in order to select for cells that
grow optimally in the medium designed.

Growth Factor Additions

The nutrient mixtures discussed in the previous section
are generally supplemented with either undefined
mixtures, such as serum, that promote the growth of cells
or defined mixtures of growth factors, transport proteins,
and hormones. The choice of whether one will attempt to
reduce or eliminate serum and which supplements to use
is based on the characteristics of the product and the cell
line as well as cost and safety considerations. Most estab-
lished cell lines have been carried in serum for years and
are therefore well adapted to growth in serum. It may be
difficult to achieve equivalent growth rates or titers in a
serum-free medium. Table 3 illustrates the effect of me-
dium supplementation on tissue plasminogen activator
(tPA) production by Bowes melanoma cells. Even though
higher specific productivities can be reached in defined me-
dium, when compared to serum-containing medium, the
total yield is lower because of the much-reduced cell
growth. Note also that some of the additions primarily af-
fect cell number, whereas others (e.g., nerve growth factor)
increase specific productivity with little effect on cell yield.
The cells in Table 3 are not recombinant; however, similar
effects can be seen using recombinant proteins and 293,
CHO, or other host cell lines. In this case, a subset of fac-
tors will increase cell number (via decreased cell death or
increased cell division), and another set of factors might
increase titer via increases in specific productivity of the
cells or increase protein stability. The former factors might
be useful for all CHO-derived production lines, whereas
the latter may be product specific.
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Figure 3. Titration of individual medium nutrients. CHO cells
transfected to produce a recombinant protein were grown in pro-
duction medium from which each of the indicated components had
been omitted. These components were then titrated at the indi-
cated concentrations. Cells were plated at standard inoculum and
media collected to assay for product on day 6. All cultures were in
60-mm plates at 37 �C in triplicate. Values are expressed as per-
cent of control where the control is the normal concentration (1�,
dotted line) of each component in the medium. The ordinate values
are the fold increase or decrease of the single component compared
to control. The asterisks indicate the optimal concentration for
each component that will then be chosen for use in the next round
of medium optimization.
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Figure 4. Comparison of titers obtained using the same cells be-
fore (control, hatched bars) and after (filled bars) optimization of
the nutrient portion of the medium. These differences result en-
tirely from changes in concentrations of the nutrients. Results are
expressed as percentage of control where the control is the start-
ing F12/DME medium.

Table 3. Cell Number, Titer, and Specific Productivity of
Cells Producing tPA

Plasminogen
activator

Supplement Cell no. � 105 ng/105 ng/mL

Serum free 0.69 �30 Lts
�I 0.86 �30 Lts
�I�TF 1.08 �30 Lts
�I�TF�NGF 1.06 54 57
�I�TF�NGF�P 1.09 55 59
7.5% FBS 6.00 30 178

Note: Bowes melanoma cells were grown in F12/DME supplemented as in-
dicated. Medium was collected after 5 days in culture. Lts, less than stan-
dard; I, insulin; TF, transferrin; NGF, nerve growth factor; P, progesterone;
FBS, fetal bovine serum.

However, there are several reasons to eliminate serum,
where possible, even if this results in a decrease in titer.
Serum is expensive, contains high levels of many unknown
proteins (about 40 mg/mL) that must then be purified
away from the recombinant product, and contains enzymes
and binding proteins that may affect product quality. For
example, the production of tPA in the presence of serum
will yield predominantly two-chain cleaved tPA rather
than single-chain material. This is because the recombi-
nant plasminogen activator produces plasmin from the
plasminogen in the serum, which in turn cleaves the tPA.
Thus, the tPA produced from the cells in Table 3 in the
serum and serum-free conditions would have different
characteristics. If single-chain material is desired, it is best
to try and improve the cell yield by adding other supple-
ments or adjusting the nutrient mixture.

One straightforward method for reducing contaminat-
ing proteins from serum is to simply reduce the serum con-
centration. This makes the medium less expensive in many

cases, simplifies purification by eliminating serum pro-
teins, and often improves product quality or cell growth.
The general practice is to wean the cells by reducing the
serum concentration over several passages (e.g., from 10%
to 5%, 2%, 1%, 0.5%, 0.1%, etc.) allowing two or more pas-
sages at each concentration if a reduction in growth rate
is observed. This method often works, but it is exception-
ally time consuming. Eliminating serum altogether over
one to two passages is often a reasonable solution for cells
that do not have very fastidious growth requirements, al-
though the resultant titers might not be optimal. A better
solution is to derive a set of supplements that substitute
for serum without any adaptation being required. In our
experience, one can usually obtain titers in serum-free me-
dium similar to, or even better than, those obtained in se-
rum, although some thought must be taken as to the pa-
rental cell lines used for expression (see “The Cell Line”).

With the advent of bovine spongiform encephalitis
(BSE), it is likely that more processes will be driven to
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become serum free for safety considerations. Because test-
ing for BSE on each lot of serum is time consuming and
expensive, elimination of serum from the process is an easy
way to avoid this problem. However, the entire process
must be carried out serum free if one is to avoid the chance
of infection. This is a more stringent growth condition than
growing cells for only one passage serum free and requires
more complete supplementation.

The question of which supplements to add is again one
that can only be answered in the context of the desired end
point. It should be emphasized in this context that opti-
mizing the nutrient portion of the medium can reduce
growth factor (and serum [13]) requirements. Optimizing
the nutrient portion of the medium is generally less ex-
pensive than adding supplements such as serum or growth
factors. For production, minimizing expense and optimiz-
ing product quality may be more important than maximiz-
ing titer. It is the final yield of purified product as a func-
tion of fermentation plus purification cost that is the
determining factor in deciding what the best medium will
be. In an optimized serum-free culture process, the recom-
binant product may comprise 10 to 80% of the total protein
in the harvest medium. This makes purification easier and
less costly. In contrast, if one is growing up cells for the
seed train, minimizing the doubling time to have cells
ready for inoculation may be of more importance than the
cost of the medium because cells are grown in smaller vol-
umes. The quality of the protein produced is also not an
issue in the early passages after thaw. However, it is gen-
erally best to not make too many major changes in media
while bringing cells from the thawed vial to the production
tank in order to avoid lag time as the cells adjust to new
conditions.

Much has been written concerning optimizing the sup-
plements for serum-free media. Our preference is to use
small-scale culture experiments to obtain defined supple-
ments that will provide cell numbers and product titers
equivalent to or higher than those obtained in serum-
supplemented medium. The elimination of serum neces-
sitates the addition of hormones, growth factors, trace ele-
ments, and lipids (12,14–16). Because of the low
concentrations of these components, the absence of binding
and carrier proteins provided by serum, and the instability
of the components in culture medium, these must be added
to the media after filtration and just before use. The most
commonly required additives are insulin (1 to 10 lg/mL),
transferrin (1 to 100 lg/mL), and selenium (10 to 30 nM);
however, some cell lines have an added requirement for
lipids. One can then determine, based on experimental
data, whether the increased product yield obtained by add-
ing the most expensive components of the medium (for ex-
ample, an epidermal growth factor requirement) are worth
the expense. Using such data, one can then determine a
minimum required medium that contains the most cost-
effective supplements. A more complete description of de-
riving the appropriate hormone supplement in order to
eliminate serum is given by Barnes and Sato (15) and Hew-
lett (17). For cell lines that are particularly fragile, Plu-
ronic F-68 (18) or Pluronic F-127 can be added to the me-
dium to prevent shear-associated cell lysis. Finally, if the
product is sensitive to proteolysis, one might wish to add
protease inhibitors, as discussed more fully later.

The empirical derivation of medium formulations opti-
mizing both the nutrient portion of the medium and the
supplements is time and labor consuming. It is seldom un-
dertaken in a thorough fashion. One often-expressed wish
is the desire to be able to predict what the optimal medium
will be for a given cell line. Unfortunately, at this time, it
is not possible to do this with any degree of assurance. We
can make good guesses, largely based on experience gained
by performing previous experiments on similar cells, but
this will probably result in a good enough, not an optimal,
medium. The only cases in which a full optimization of the
medium is undoubtedly justified are (1) those research lab-
oratories interested in understanding the nutritional and
hormonal requirements of cells in vitro and (2) in the de-
velopment of a commercial process where small gains in
titer, viability, and stability would, over many years of pro-
duction, be expected to repay the initial effort expended in
the optimization. Most large-scale culture processes fall
into this category.

OPTIMIZING SPECIFIC PRODUCTIVITY

Specific productivity is the amount of recombinant protein
produced per cell per specified time period. Given that the
cells are growing in an optimal medium, this will be a func-
tion of the expression system (promoter, enhancer, etc.)
chosen and how well that particular system works in the
host cell chosen, the integration site and orientation of the
recombinant plasmid, the copy number of the gene to be
expressed, and any specific or nonspecific inducers used. A
discussion of the many expression systems available (19)
is beyond the scope of this article. However, the method
used to select and clone transfected cells and amplify gene
copy number frequently impacts the performance of the
cells in the production culture medium and will be dis-
cussed briefly.

The process of obtaining a stable cell line expressing a
foreign protein involves a method of permeabilizing the
cells to allow the plasmid containing the foreign DNA to
enter the cell, a method of selecting for the minority of cells
that have integrated the DNA into the nucleus, cloning to
select a clonal cell line producing high levels of protein, and
frequently several rounds of amplification of the DNA,
each followed by cloning. This process allows ample oppor-
tunity for both genetic changes in the host line and the
selection of a subpopulation from the initial population.
Usually, the primary, if not the sole, concern is to maintain
the gene containing the recombinant protein in the cells.
However, the phenotype of a good production cell line also
includes the ability to grow rapidly and to high saturation
density while maintaining a high viability. If one has made
the effort to optimize the medium for the growth of the
parental cell line, it is desirable to maintain the ability to
grow well in this medium, including serum-free and
suspension growth. To maintain the desired phenotype, se-
lective pressure should be maintained for these growth
characteristics during the process of transfection, ampli-
fication, and cloning. If the cells are grown in the process
medium whenever possible, they will be much easier to
handle when they reach the production setting. To the ex-
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Figure 6. Insulin-independent growth of CHO cells transfected
with the proinsulin gene. These cells can grow as well in the ab-
sence of insulin as their parent line can grow in medium supple-
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dp12-proinsulin transfected clone (circles) were grown in the ab-
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Figure 5. Titer as a function of run length. The figure shows the
cumulative titers during two runs of recombinant cells, each ex-
pressing a different protein (open bars and hatched bars). The as-
says used only measure intact protein. Data are expressed as fold
increase over control, where the control is the titer on day 1 of the
culture.

tent that this is not possible, the production cell line se-
lected might benefit from a period of adaptation to the pro-
cess medium and growth conditions before being banked.

OPTIMIZING PRODUCT STABILITY

The production medium is designed to provide the maxi-
mum number of cells secreting protein over the maximum
amount of time. The longer the productive run time, the
longer the product can accumulate in the medium and the
higher the resultant titer. However, this medium, along
with the metabolites and proteins being secreted into it by
the cells, is also the storage medium for the proteins being
produced and secreted. An environment that is 37 �C, neu-
tral pH, fully oxygenated and stirred and where proteases
and other enzymes are separated from the proteins by, at
best, a layer or two of cell membrane would hardly be con-
sidered optimal for protein storage by any biochemist. This
is, however, what recombinant proteins produced in the
first days of the production run have to withstand for the
duration of the run. Therefore, some thought should be
given to protein stability in the production medium. This
will be in large part dictated by the characteristics of the
protein being produced. Figure 5 illustrates the accumu-
lation of titer during a production run with two different
proteins. One is stable and accumulates linearly during
the run; the other is easily proteolyzed and begins to de-
grade faster than it is produced when the cells in the cul-
ture begin to die. Continuation of the culture at this point
leads to loss of product. The most important change in this
process would be to optimize the medium components to
prolong cell viability. One might then adjust the inoculum
density so that the number of viable cell days is optimized.
Too high an initial inoculum can result in early cell lysis
and degraded product, whereas too low an inoculum re-
sults in too long a production period to reach the desired

titer, resulting in overly long product residence time in the
medium. One might also adjust the temperature to mini-
mize cell death (11), shorten the run (including using pro-
cesses that shorten the product residence time, such as
perfusion), or add protease inhibitors to the medium. Pro-
tease inhibitors can be nonspecific (e.g., serum albumin) or
specific (e.g., aproteinin or small molecular weight inhibi-
tors). The small molecular weight inhibitors are frequently
toxic to cells in culture, whereas inhibitors such as apro-
teinin are well tolerated but very expensive for production
use.

THE MARRIAGE OF THE MEDIUM AND THE PROCESS

As discussed in the introduction, medium formulation and
optimization should not proceed in a vacuum but should
be an integral part of the overall process design. From the
initial choice of cell line through to the final purification,
there should be consideration of the entire final process
that will result.

The Cell Line

The production cell line should be chosen not only for its
protein secretion rate measured under laboratory condi-
tions but also for its ability to perform well in the special
conditions that occur in large-scale culture (Table 2). The
cells may be adapted to these conditions after transfection,
as discussed earlier, or the parental cell line may be engi-
neered to optimize its performance as a production cell line
before transfection. Cells can thus be adapted to grow in
suspension or serum-free medium and then be banked for
use as parental cell lines. If they are maintained in these
conditions during transfection and selection, then the re-
combinant protein producing the cell lines will have these
important characteristics. Even if they cannot be handled
in suspension or serum-free conditions at every step of the
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transfection process, they will be more likely to retain the
desired characteristics.

Additionally, one can genetically engineer the parental
cell line to have traits that are optimal for a production cell
line. One example of this is to transfect the production cell
line with a required growth factor, allowing autocrine
growth at large scale without exogenous addition of the
factor. Figure 6 demonstrates that CHO cells that have
been transfected with the proinsulin gene have become in-
sulin independent for growth. This will, of course, alter the
composition of the medium used to grow these cells.

Equipment

It is obvious that the optimal medium for a process will
depend, in part, on the equipment used and the configu-
ration of the process. Clearly, suspension cultures and at-
tached cells might require different media. The optimal
nutrient mixtures for batch cultures and for perfusion cul-
tures would be quite different. The inoculum density and
amount of growth that will be required of the cells at each
stage of the scale-up process will depend on the tank sizes
used to inoculate each stage. The equipment to be used for
the final process should be considered from the first stages
of medium optimization so that one is sure that the me-
dium designed does, in fact, support the cell growth and
viability required in the process.

Downstream Purification

Because the final goal of the process is to obtain a highly
purified active protein, the downstream purification meth-
ods to be used should be considered from the beginning.
Some protein characterization should be performed
throughout the medium development process, in addition
to a simple measurement of titer. Medium changes can al-
ter protein characteristics as well as titers. It is therefore
important to make certain that the desired product char-
acteristics are maintained when medium changes are
made to improve titer.

Finally, everything that is put into the medium by the
formulation or by the cells in the culture must be removed
from the final protein product. Wherever possible, it is al-
ways best to use supplements that will not raise safety
considerations. Additionally, it does not make sense to add
supplements to increase titer if the resulting product will
be lost because of the extra purification steps that must be
added. There is not as much room to alter pH, salt concen-
tration, and so forth in a cell culture medium as there is
in protein purification processes, but some understanding
of the constraints and problems of both ends of the process
will help make for a smooth transition and a reproducible
process.

In summary, the time and effort required to optimize all
components of the production medium will pay off many
times over in a mammalian cell culture process. Optimal
medium not only optimizes protein titers but can lead to
improvements in protein quality and stability, more stable
cell lines, more reproducibility from run to run, and im-
proved use of facilities. To obtain maximal benefit from
medium design it must be done in concert with the trans-
fection and selection of the production cell line, the

configuration of the manufacturing plant, and the design
of the downstream purification process. All these factors
working together have made large-scale mammalian cell
culture an economically important part of the modern bio-
tech industry.
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INTRODUCTION

The ubiquitous presence of microorganisms, as well as
their metabolic diversity, has made them important factors
in industrial applications and product development. Bac-
teria, fungi, and yeasts have been used for the production
of food, medicinals, solvents, enzymes, and numerous
other products. They have also been used as standards for
bioassay and bioremediation applications. In addition, ad-
vances in bioengineering have enabled the incorporation
of genes into microorganisms for the production of mam-
malian proteins and peptides.

During the past 20 years, cell line technology grew dra-
matically to enable the isolation and maintenance of a
wide variety of tissue lines from any species of interest.
The initial use of cell lines for vaccine production was ex-
panded by developments in cell hybridization, transduc-
tion and transfection, and genetic manipulation to include
the production of monoclonal antibodies, cytokines, and
other pharmaceutical products. Lines that have been ge-
netically engineered have been successfully expanded and
grown in fermenters for large-scale production.

The development of microbial and cell cultures repre-
sents an enormous investment in time and money and is
an important asset to industry. These cultures must be
protected from accidental loss by means of standardized
preservation techniques. The primary aim of culture pres-
ervation is to maintain the culture such that it is as close
as possible to the original strain or line exhibiting the de-
sired phenotypic or genetic traits. Often, industrial cul-
tures are not analogous to taxonomic strains in that they
have been modified to have special properties, either rapid
growth, more active metabolic rates, or other features.

Many methods have been used to preserve bacteria and
fungi, but not all species respond in a similar way to a
given method. Unfortunately there is no universal method
that can be applied to all microorganisms. It should be em-
phasized, however, that the success or failure of any pres-
ervation technique also depends on the use of the proper
growth medium and cultivation procedures and on the age
of the culture at the time of preservation. This is particu-
larly true when working with microorganisms that contain
plasmids or recombinant DNA, or that exhibit growth
phases such as morphogenesis or spore formation.

The following provides practical information for the
maintenance and preservation of bacteria, fungi, yeast,
and cell lines. It should be noted, however, that not all
microorganisms will be preserved by these methods, and
some experimentation with cryoprotective agents and
other factors may be necessary for success. Additional in-
formation on bacterial, fungal, and cell-line preservation
may be found elsewhere (1–3).

CULTURE AND PRESERVATION OF BACTERIA

Short-Term Preservation

Subculture. Most bacteria can be preserved by periodic
serial transfer to fresh medium. The period between trans-
fers varies with the organism, medium employed, and the
external conditions. In general, minimal media are pre-
ferred for subculturing because they lower the metabolic
rate of the organism and thus prolong the interval between
transfers. In rich media, growth is often much faster, with
the accumulation of metabolic products. These compounds
may alter environmental conditions such as pH and gas
phase and shorten the interval between transfers. Some
bacteria such as pathogens need complex media (4) for
growth, or their retention of specific physiological proper-
ties require the addition of complex compounds to the me-
dium. The subculturing interval for these organisms must
be determined by experience.

When preserving bacteria by serial transfer, it is im-
portant to use containers that can be securely sealed. Glass
test tubes or 6-mL bottles with rubber-lined screw caps are
widely used. The bacteria can be grown with slightly loose
caps until adequate growth is obtained and then tighten
to prevent dehydration. Solid media are preferred to broth
because contaminants can be readily seen. Duplicate tubes
should be maintained as a precaution against loss, at least
until the subculturing interval is determined. The cultures
should be examined for purity after each transfer, and ab-
breviated characterization tests must be run periodically
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to ensure retention of desired traits. Storage in a refrig-
erator is the preferred method for subcultures. Many bac-
teria can be kept for 3 to 5 months between transfers if
proper precautions are taken to avoid dehydration of the
medium.

It should be noted, however, that the maintenance of
cultures by serial transfer is precarious, time-consuming,
and expensive. The frequent transfer of cultures can result
in contamination, mislabeling, and the selection of strain
variants.

Other methods involve storing cultures at refrigeration
temperatures, drying in sterile soil, glass beads, filter pa-
per, and other substrates. Detailed descriptions of these
methods can be found in Refs. 5–7.

Short-term maintenance and preservation procedures
are not recommended for industrial strains because a num-
ber of problems can occur using these methods. The main
hazards are contamination, population changes through
selection resulting in the loss of key genetic and physiolog-
ical properties, and the expense of maintaining cultures
under these conditions.

Ordinary Freezing. The use of the freezer compartment
of a refrigerator or an ordinary freezer with a temperature
range of 0 to �20 �C to preserve bacteria is not recom-
mended because the freezing process (see “Long-Term
Methods”, Deep Freeze) damages the cells. In addition,
most refrigerators that have a freezer compartment in the
range of 0 to �20 �C are frost free. The frost-free state is
achieved by an alternating warming and cooling cycle,
which can result in further damage to the cells and a loss
of viability.

Long-Term Methods

Freeze-Drying, or Lyophilization. Freeze-drying, or ly-
ophilization, is one of the most economical and widely used
methods for long-term preservation of bacterial cultures
and other microorganisms. Many metabolically diverse
bacterial species have been successfully preserved by this
technique and have remained viable and unaltered for
more than 60 years.

Freeze-drying is a complex process that involves the re-
moval of water and other solvents from a frozen product
by sublimation (8,9). Sublimation occurs when a frozen liq-
uid goes directly to a gaseous phase without passing
through the liquid phase. There are three stages in the
freeze-drying process: (1) prefreezing of the suspension to
ensure a solid frozen starting material, (2) primary drying
during which most of the water is removed through sub-
limation, and (3) secondary drying to remove the bound
water.

The rate of cooling during the prefreezing step and the
final temperature of the frozen material can affect the
freeze-drying process. The removal of water during the pri-
mary drying stage requires an environment that allows the
water molecules to migrate from the frozen material. This
is achieved by using a vacuum pump. A large-capacity
pump must be used to prevent the water vapor load from
compromising the efficiency of the system. The procedure
also requires a moisture trap or condenser to collect and

remove the water molecules before they enter the vacuum
system. The condenser temperature must be lower than
the frozen material for sublimation to occur. The subli-
mation rate is dependent on the differential vapor pressure
between the frozen material and the condenser. Because
the vapor pressure varies with the temperature, heat can
be carefully applied to the frozen cell suspension to in-
crease the vapor pressure and promote a faster primary
drying rate. Precautions must be taken during the appli-
cation of heat to prevent the frozen cell suspension from
thawing. Most commercial instruments have sophisticated
controllers that allow the input of heat to the frozen ma-
terial to achieve maximum drying rates without damaging
the product.

When the primary drying is complete, some bound wa-
ter remains. This water cannot be eliminated by subli-
mation and requires the application of external heat to the
material under low pressure and low condenser tempera-
ture. The moisture remaining in freezed-dried cells is
termed residual moisture. A residual moisture content of
1–3% seems to be required for the long-term shelf life of
bacteria. For an in-depth review of the complex freeze-
drying process, the reader is referred to several excellent
reviews (10–12).

Centrifugal freeze-drying and prefreezing are two of the
most commonly used methods of lyophilization of bacteria.
In centrifugal freeze-drying, the suspensions are initially
frozen by evaporative freezing under a vacuum while cen-
trifuging to prevent frothing due to removal of dissolved
gases. After primary freeze-drying, the vials are con-
stricted using a narrow flame and then placed on a mani-
fold for secondary freeze-drying. A detailed discussion of
centrifugal freeze-drying can be found in articles by Rudge
(13) and Lapage (14). The prefreezing method employs a
controlled rate of cooling to freeze the cell suspension and
then a primary drying phase, as discussed earlier.

The simplest system consists of a vacuum pump capable
of an ultimate pressure of less than 10 lmHg (a pump
rated at 35–50 L/min is usually adequate), a small stain-
less steel condenser for cooling with dry ice, a thermocou-
ple vacuum gauge to monitor the vacuum system, and
heavy-walled vacuum/pressure tubing to connect the com-
ponents. The connection of these modules into a single sys-
tem is often termed a component freeze-dryer. The main
components are the vacuum pump, thermocouple vacuum
gauge, and a condenser that can be attached to several
manifolds, to which glass vials can be attached by means
of vacuum-tubing nipples, or the manifolds can be con-
nected to a stainless steel pan containing the vials. The
manifold system is relatively simple, and it has been used
successfully by many laboratories to preserve cultures. A
small amount of cell suspension (0.2 mL) containing a cryo-
protectant is dispensed into sterile ampules, which are
plugged with sterile cotton. A 1-inch piece of nonpowdered
amber latex IV tubing is attached to the rim of each am-
pule (by using a tube stretcher) and then to the manifold.
The ampules are then immersed in an ethylene glycol
(50%) dry-ice bath at �40 �C to freeze the cell suspension.
The freeze-drying cycle is initiated by starting the vacuum
pump and allowing the temperature of the bath to rise of
its own accord to ambient temperature. In general, runs
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can be started early in the afternoon and allowed to pro-
ceed overnight. At the end of the drying cycle, the ampules
are sealed using a double-flame air/gas torch and stored at
2–8 �C. For specific details on the equipment and methods
see articles by Gherna (15) and Simione and Brown (16).
Details of other procedures and equipment are given by
Haynes et al. (17).

The American Type Culture Collection (ATCC) has suc-
cessfully lyophilized many of the bacteria described in the
literature. It currently uses three methods:

1. Component freeze-dryer. Samples are freeze-dried in
cotton-plugged inner vials, which are then sealed in
outer vials under vacuum.

2. Commercial freeze-dryer. Cultures are freezed-dried
in the double-vial system in a commercial freeze-
dryer.

3. Preceptrol cultures. Cultures are lyophilized in a
commercial freeze-dryer using glass serum vials that
are sealed with a rubber stopper and metal cap.

It should be noted that after the drying cycle is complete
in the commercial freeze-dryer and Preceptrol methods,
the vacuum in the drying chamber is replaced with cooled
nitrogen gas (2–8 �C) that has been passed through a
0.2-lm Pall filter. The condenser temperature must not be
allowed to rise above �50 �C. The nitrogen gas may have
to be passed through a copper coil immersed in liquid ni-
trogen.

Culture Preparation. Successful freeze-drying depends
on using healthy cells grown under optimum conditions on
the medium of choice for each strain, which ensures the
retention of the desired features of the bacterium. Bacteria
can be grown on agar or in shaken or static broth cultures.
The cells are harvested at maximum stability and viability,
in the late logarithmic or early stationary phase, and sus-
pended in a medium. The cell suspension should contain
at least 107–1010 cells/mL in order to achieve optimal re-
sults. Anaerobic cultures must be grown, harvested, and
dispensed under anaerobic conditions (18).

The viability of freeze-dried cultures is greatly influ-
enced by the suspending medium. The choice of suspend-
ing medium for freeze-drying depends on the type of bac-
teria and on the method used.

The ATCC uses two suspending media for the commer-
cial freeze-drying method:

1. Reagent 18
0.75 g trypticase soy broth
10.0 g sucrose
5.0 g bovine serum albumin fraction V
100.0 mL distilled water
Filter sterilized through a 0.2-lm filter

2. Reagent 20
10.0 g bovine serum albumin fraction V
20.0 g sucrose
100 mL distilled water
Filter sterilized through a 0.20-lm filter

Reagent 18 is more commonly used for freeze-drying bac-
teria and fungi. Reagent 20 is employed for bacteria that
are adversely affected by trypticase soy broth and is added
to an equal volume of cell suspension in the broth.

In the component freeze-drying method (double-vial),
the additive is a 20% (wt/vol) sterile solution of skim milk,
prepared by autoclaving a 20% skim milk solution at 116
�C for 20 min in 10-mL tubes. For cultures grown on agar
surfaces, the cells are washed off with the 20% skim milk
solution. Broth cultures are centrifuged, and the cell pellet
is resuspended with the sterile skim milk to give a suspen-
sion of 108 cells/mL. Skim milk should not be used for bac-
teria that are inhibited by milk, instead use a 24% (wt/vol)
sterile sucrose solution diluted equally with growth me-
dium to yield a 12% (wt/vol) sucrose solution (final concen-
tration) for the single-vial manifold or commercial freeze-
dryer method. As soon as the cell suspension is prepared,
it should be dispensed into the ampules. The interval be-
tween dispensing and freeze-drying should be kept to a
minimum to avoid possible alteration of the culture. Other
investigators have used 10% (wt/vol) dextran, horse se-
rum, inositol, raffinose, trehalose, and other cryoprotective
chemicals in the suspending medium (19–21).

Most bacteria can be lyophilized using these methods;
for those cultures that require special conditions, the
reader is referred to Ref. 16. The same methods have been
employed successfully to freeze-dry most bacteriophages;
exceptions are stored in liquid nitrogen. In general, bac-
teriophages can be grown in a soft agar layer or in broth.
The phages are harvested by scraping off the soft agar with
a sterile glass rod or rubber policeman, macerating and
dispensing into a sterile centrifuge tube, and centrifuging
at low speed to sediment the agar and most of the unlysed
bacteria. Broth-gown cultures are centrifuged at low speed
to remove the unlysed bacteria. The supernatant is then
filtered through a 0.45-lm and then through a 0.2-lm Mil-
lipore filter. The filtrate should be titrated to determine the
concentration of phages; a titer of 108 pfu/mL is desirable.
The phage can be freeze-dried using 20% skim milk and
the component freeze-dryer method.

Freeze-dried bacteria and bacteriophages can be stored
at 2–8 �C. A longer shelf life has been obtained when cul-
tures are stored at �30 or �70 �C in a mechanical freezer.
Freezed-dried cultures should not be stored in a freezer
compartment of a frost-free refrigerator because of the al-
ternate heating and freezing cycles, nor should they be
stored at room temperature.

Although lyophilization has facilitated the long-term
preservation of bacteria, viability checks must be done be-
fore and after lyophilization to determine the effectiveness
of the process. Quality control procedures must be in place
to check for purity, retention of essential characteristics
and periodic viability to determine the shelf life of the cul-
ture.

Deep Freeze. The long-term preservation of bacterial
species not amenable to freeze-drying has been achieved
through storage in the frozen state at a temperature of
�70 �C or, more advisable, at the temperature of liquid
nitrogen (�196 �C) or liquid vapor phase (�150 �C).
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The freezing process results in several events that can
be destructive to the cells. As the bacterial suspension be-
gins to cool, the liquid water turns to ice at 0 �C (the exact
temperature depending on the nature of the bacterial sus-
pension). Ice formation occurs first in the external aqueous
environment, resulting in an increased concentration of
solutes outside the cells. The differential osmotic pressure
causes water to migrate from the cells. The rate and extent
of the water loss are dependent on the rate of cooling and
the permeability of the cells. Removal of too much water
leads to a concentration of solutes within the cells that may
be harmful. If too much water is left in the cells, internal
ice crystals may form, which would result in intracellular
damage. It is important to maintain the critical balance
between the two events by controlling the rate of cooling
while freezing the cells, and warming as rapidly as possible
when the cells are thawed. Chemical compounds such as
glycerol and dimethyl sulfoxide (DMSO) can be added to
the cells to minimize the damage caused by freezing. These
compounds, labeled cryoprotective agents (see “Cryopro-
tectants”), exhibit certain properties that are essential for
good cryoprotection (22,23). They must be nontoxic to the
cells, show good permeability, and bind either the electro-
lytes that accumulate or the water molecule to delay freez-
ing.

The physiological condition of the cells plays an impor-
tant role in survival of freezing. In general, actively grow-
ing cultures harvested at the mid to late logarithmic phase
of growth will survive the freezing process better than
those harvested at an earlier or later phase. The bacteria
should be grown under optimum conditions in the appro-
priate medium that best retains the prominent character-
istics of the strain. Bacteria can be grown on broth that is
static or shaken, or on agar. Shaken cultures generally
reach optimal cell density faster than agar-grown cultures.
Some strict anaerobes require prereduced media and an-
aerobic procedures for harvesting and dispensing.

Cells grown in broth cultures are harvested by aseptic
centrifugation, and the resultant pellet is resuspended in
sterile broth containing 30–50 % (vol/vol) sterile glycerol.
Bacteria grown on agar are harvested by aseptically wash-
ing the growth with sterile broth containing the cryopro-
tectant. Dispense 0.4 ml of the cell suspension, containing
at least 108 cell/mL into each sterile, prelabeled vial. Plas-
tic presterilized screw-capped vials (such as Nunc) are rec-
ommended for bacteria. Place the filled vials into a me-
chanical freezer set at �70 �C. The cells are recovered by
rapidly thawing the frozen cell suspensions in a 37 �C wa-
ter bath.

A wide variety of bacterial have been successfully pre-
served at �70 �C using glass beads and 15 % glycerol as
the cryoprotectant (24). The glass beads are prepared as
described in Ref. 15, and 30 beads are placed in 2-mL glass
screw-cap vials and sterilized for 15 min at 121 �C. The
vials must be prelabeled with ink that will not come off at
ultralow temperatures. Cell suspensions are prepared con-
taining approximately 108 organisms/mL in sterile 15%
glycerol, and 0.5 mL is dispensed into each vial. The vials
are shaken gently to ensure that all the beads are wetted
with the bacterial suspension, and then the excess liquid
is aseptically removed with a sterile pasteur pipette. The

vials are placed into a mechanical freezer at �70 �C. The
cells are recovered by aseptically removing a bead from the
vial with a sterile spatula or forceps and placing the bead
in sterile broth. It should be noted, however, that the con-
tents of the vial should not be allowed to thaw; this can be
prevented by placing the vial in crushed dry ice and re-
moving the bead after ensuring the beads will remain fro-
zen. This technique has been used to preserve bacteria ob-
tained from extreme environments such as hypersaline
pools.

Precautions must be taken against electrical shutdowns
and compressor malfunctions. Adequate back-up systems
(such as alarms, back-up freezers, or an electrical gener-
ator) will help to prevent the loss of a valuable collection.
However, additional alarm systems are recommended,
such as the sound/off power-temperature monitor (Arthur
H. Thomas Co.), which has a temperature range of �75 to
� 200 �C. The unit is battery powered and can be mounted
on a wall.

Ultrafreezing, or Cryopreservation. Although the long-
term maintenance of bacteria in liquid nitrogen has been
considered expensive, the successful preservation of phys-
iologically diverse bacteria by this method, along with min-
imal handling and lower labor cost, makes this method
feasible to use. The ATCC has successfully preserved many
bacteria and bacteriophages, including fastidious ones, in
liquid nitrogen for over 36 years without the loss of phe-
notypic properties.

A large variety of liquid-nitrogen refrigerators are now
commercially available, with a wide assortment of features
and storage capacities. The sizes range from 10 to 1,000 L,
allowing storage of 300–40,000 ampules.

The physiological condition of the cultures plays an im-
portant role in the survival of bacteria under liquid-
nitrogen freezing. Bacteria are grown in the appropriate
medium and harvested at mid-late logarithmic phase of
growth (25). Cultures grown in broth are harvested by
aseptic centrifugation, and the resultant pellet is resus-
pended with sterile fresh medium containing either glyc-
erol or DMSO. For agar-grown cells, the growth is washed
off from the agar surface with sterile broth containing the
appropriate cryoprotectant. Cryoprotective agents must be
added to the suspending medium to protect cells from
freeze damage. Cryoprotectants fall into two main classes:
compounds such as glycerol and DMSO, which are per-
meable and appear to provide both intracellular and ex-
tracellular protection against freezing; and agents such as
dextran, glucose, lactose, mannitol, polyglycol, polyvinyl-
pyrrolidone, and sucrose, which seem to exert their pro-
tective effect external to the cell membrane. The first class
of cryoprotectants has proven to be the most effective, and
in general, glycerol and DMSO seem to be equally effective
in protecting a wide range of bacteria. It is advisable to
conduct a tolerance test on new species to ascertain
whether the cryoprotectant is toxic or beneficial.

DMSO and glycerol are routinely used at concentrations
of 5 % (vol/vol) and 10% (vol/vol), respectively, in the proper
suspending medium. Glycerol is normally prepared as a
double-strength (20 %, vol/vol) solution and then mixed
with an equal amount of the cell suspension. Glycerol is
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sterilized by autoclaving at 121 �C for 15 min and stored
in 6-mL volumes at 2–8 �C. DMSO is filter sterilized with
a 0.22-lm-pore-size Teflon (polytetrafluoroethylene) mem-
brane (Gelman or Millipore) that has been prewashed with
methanol and DMSO, collected in 10 to 15-mL quantities
in sterile test tubes, and stored in the frozen state at 5 �C
(DMSO freezes at 18 �C) and protected from light. An
opened bottle of DMSO should not be used for more than
1 month because of the accumulation of oxidative break-
down products.

Cell suspensions containing at least 108 cells/mL are
dispensed into prelabeled sterile vials. There are a variety
of vials available commercially, ranging from prescored
glass to sterile plastic. With glass vials, care must be taken
when sealing and storing because improperly sealed glass
vials can explode when retrieved from the liquid nitrogen
as a result of the rapid expansion of the liquid nitrogen
that enters the vials through microscopic holes. Plastic
screw-cap vials that are not properly sealed can fill with
liquid nitrogen if stored in liquid phase; retrieval of the
vials to a warmer temperature can result in liquid nitrogen
expansion, causing the contents of the plastic vials to spray
into the laboratory environment. Plastic screw-cap vials
should always be stored in the vapor phase. Protective
gloves and face shields should be worn when handling fro-
zen liquid-nitrogen vials.

The rate of cooling is important in liquid-nitrogen stor-
age. In general, the best results for preservation of bacteria
have been achieved with slow cooling. This step can be con-
trolled using programmable controllers such as the Linde
BF 3-2 (Union Carbide Corp.), which has an adjustable
cooling rate. The cells are frozen at a controlled rate of
1–3 �C/min to �40 �C and then at a more rapid rate of
10 �C/min to �90 �C. After this temperature is reached,
the vials are transferred to a liquid-nitrogen tank and
stored in the liquid phase at �196 �C or above in the vapor
phase at �150 �C.

If a programmable freezer is not available, slow cooling
can be obtained by placing the filled glass or plastic vials
in a stainless steel pan at the bottom of a mechanical
freezer at �60 �C for 1 h and then plunging the vials into
a liquid-nitrogen bath for 5 min. The rate of cooling to �60
�C is approximately 1.5 �C/min. The frozen vials can then
be stored in the liquid-nitrogen tank in the liquid or vapor
phase.

It has been reported that the best recovery of cultures
from liquid-nitrogen storage is obtained by rapid thawing
(26,27). This has also been the experience with cultures
frozen at the ATCC. The events during thawing are com-
plex, and slow warming rates can lead to ice crystal for-
mation; a rapid warming rate of approximately 100 �C/min
will minimize the damage due to ice formation. A rapid
rate of warming can be achieved by quickly immersing the
frozen vials in a 37 �C water bath with moderate agitation
until all the ice melts. This usually takes about 50 s for
glass vials and 90 s for polypropylene ones.

Cryopreservation of strict anaerobic bacteria must be
performed under anaerobic conditions. Technical details of
the procedures involved have been described by Hill et al.
(28). The reader should consult various sections of Bergey’s
Manual of Systematic Bacteriology, volumes 1 through 4

(29–32), for information on the maintenance and preser-
vation of representative bacterial genera.

The successful cryopreservation of plasmid-containing
bacteria depends on the stability of their plasmids (33).
These organisms are less genetically stable and more
likely to lose their foreign genetic material (34). In general,
bacteria containing unstable plasmids should be grown on
antibiotic-containing liquid medium at 30 �C, frozen with
10 % (vol/vol) glycerol, and stored in the vapor over liquid
nitrogen.

CULTURE AND PRESERVATION OF FUNGI AND YEAST

Short-Term Preservation

Subculture. Many filamentous fungi can be successfully
maintained by serial transfer on suitable media. It is im-
portant, however, to use optimal media and growth con-
ditions to ensure healthy cells that retain their morpho-
logical and physiological characteristics. A list of suitable
media and incubation temperatures for a variety of fungi
is provided by Onions and Pitt (35). In general, a medium
that promotes good sporulation is considered to be the
most desirable. When possible, it is best to cultivate the
fungi on agar slants in test tubes or culture bottles. Trans-
fers should be made only from the growing edges of the
culture, taking precautions to ensure that contamination
is prevented. Some fungi degenerate when maintained on
the same medium for extended periods, thus media should
be alternated from time to time. A minimal medium such
as potato/carrot agar can often be used to induce sporula-
tion in a culture that has deteriorated (36). Also, the con-
tinual transfer of spores from some aging fungal cultures
such as Mucorales can result in a deterioration of the cul-
ture; the transfer of mycelium and spores seems to mini-
mize this problem.

The interval between transfers varies from fungus to
fungus; some require transfer every 2–4 weeks, the major-
ity every 2–4 months, while others may survive for 12
months without transfer. Cultures grown on agar slants
can be stored at room temperature. Storage in the refrig-
erator or cold room at 5–8 �C can extend the transfer period
to 4–6 months. However, there are some fungi, such as the
thermophiles, that are sensitive to storage at these tem-
peratures.

The maintenance of fungi by serial transfer has many
disadvantages. The most notable are contamination, selec-
tion of variants, mislabeling of cultures, infestation with
mites, and labor intensity.

Yeasts have been successfully maintained by serial
transfer on either solid or liquid media. In general, many
yeasts will survive for longer periods when grown on solid
media rather than in broth, especially nonfermentative
yeast. Fresh medium is inoculated with actively growing
cells and incubated at the appropriate temperature. After
sufficient growth occurs, the cells are stored at refrigerated
temperature (�4 �C). The majority of yeast species will
remain viable for a least 6 months. The interval between
transfers must be determined by experimentation. Serial
transfer is not recommended for extended maintenance be-
cause genetic drift has been observed. In addition, asco-
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sporogenous strains may sporulate on agar slant media
stored for prolonged periods, resulting in strain variability.

Many fungi and yeast can be preserved for years by dry-
ing on a suitable menstruum such as soil, silica gel, and
filter paper (37), and drying under vacuum from the liquid
state (L-drying) (38).

Silica Gel. Sterile anhydrous silica gel (6–22 mesh, non-
indicator) is prepared by dispensing the gel into growth
bottles so that they are one-quarter filled, and sterilizing
in an oven at 180 �C for 2–3 h. The bottles containing the
sterile gel are cooled by placing in a pan containing eth-
ylene gycol and dry ice to the depth of the gel layer or by
placing the bottles in water in a mechanical freezer at a
temperature of �17 to �24 �C. Fungal spores are sus-
pended in a sterile 5% skim milk solution that has been
cooled to 4 �C. The spore suspension is added to the cooled
silica gel until three-quarters of the gel has been mois-
tened. It is important to avoid saturating the gel. The
growth bottles are left in the ice bath for approximately
20–30 min and then agitated to ensure thorough disper-
sion of the suspension. The bottles are held at 25 �C for
approximately 1–2 weeks until the crystals easily separate
when shaken. Inoculated bottles are sealed with screw
caps and stored over indicator silica gel in an airtight con-
tainer at 4 �C. To recover the fungal spores, a few crystals
are sprinkled on an appropriate medium and incubated.
This method has been used successfully for a variety of
fungi (39). This method has produced variable results with
yeast; some are not viable after 3 months of storage,
whereas other survive after 2–5 years (40).

Soil. A variety of fungi have been maintained in soil
(41). The method involves the inoculation of approximately
1 mL of a spore suspension into soil that has been sterilized
by autoclaving twice, 24 h apart, at 121 �C for 15 min. The
soil is incubated at room temperature for 5–10 days and
then stored in a refrigerator at 4–8 �C. Cultures are recov-
ered by inoculating a suitable medium with a few grains
of soil.

Paper. Yeasts have been preserved by drying on paper
discs or squares and storage over the desicant silica gel
(42). Whatman No. 4 filter paper is cut into small squares
or discs about 10 mm across and placed on a small alu-
minum foil, which is folded into a packet and autoclaved
at 121 �C for 15 minutes. The sterile discs or squares are
inoculated by immersing into drops of a heavy yeast sus-
pension prepared in 5% skim milk. The packets are dried
in a desiccator for 2–3 weeks at 4 �C and then placed in an
airtight container and stored at 4 �C. Cultures are recov-
ered by aseptically removing a piece of filter paper and
inoculating the appropriate solid or liquid medium. Yeast
maintained in this manner have been viable after 2–3
years.

L-Drying. L-drying refers to liquid-state drying in such
a way as to prevent freezing. Drying occurs under vacuum
at temperatures generally no colder than 5–10 �C. The
method has been improved and simplified by Malik (43) for
the preservation of sensitive microorganisms that are
damaged by freezing or freeze-drying. The technique has

been used to successfully preserve some yeasts and fila-
mentous fungal spores.

Long-Term Methods

Freeze-Drying, or Lyophilization. The equipment, cryo-
protectants, and theoretical aspects of freeze-drying have
already been discussed. Fungi are grown under optimum
conditions using media that will produce maximum spor-
ulation. Mature spores are harvested by flooding the agar
cultures with approximately 2 ml of a 20% sterile skim
milk solution. The skim milk must be cold when used, and
thus it is stored at 2–8 �C until required. The spores are
gently scraped from the surface of the culture to yield a
suspension containing at least 106 spores/mL. The spore
suspension is pipetted back into the tube containing the
remaining milk and mixed thoroughly. If more than one
tube is used, repeat the procedure and pool the suspension
in one tube to yield a concentration of at least 106 spores/
mL. The spores of cultures grown in broth medium are
centrifuged and resuspended in sterile 20% skim solution.
Approximately 0.2 mL of the spore suspension is dispensed
into sterile vials for freeze-drying. The interval between
harvesting the spores and dispensing must be minimized
because many spores begin to germinate when suspended
in liquid. Spores should not be in the skim milk for more
than 2 h before being processed. Filled vials should be re-
frigerated while awaiting further processing.

The fungi are freeze-dried using one of the ATCC meth-
ods already described. Lyophilized spores can be stored at
2–8 �C. Extended shelf life can be achieved by storing the
vials at �70 �C in a mechanical freezer.

Freeze-dried fungal cultures are rehydrated with 0.5–
0.9 mL of sterile water, then transferred to tubes contain-
ing 6 mL sterile water and allowed to soak for 50–60 min
before transferring to solid medium.

At the ATCC, yeasts are processed in the same manner
as bacteria for the component freeze-drying method. Cul-
tures are grown on the appropriate solid medium and sus-
pended in sterile 20% skim milk or reagent 18 to a concen-
tration of at least 106 cells/mL. The suspension is mixed
thoroughly, and 0.2 mL is dispensed into each vial. The
cultures are freezed-dried using the component freeze-
drying method described earlier.

Ultrafreezing, or Cryopreservation. The preservation of
fungi at ultralow temperatures of liquid nitrogen (�196 �C
for liquid phase and �150 �C for vapor phase) is presently
considered the best method of storage. The method can be
applied to both sporulating and nonsporulating strains, as
well as those fungi that have been genetically altered or
harbor plasmids. The freezing rates and cryoprotective
agents described for bacteria are also applicable to the
freezing of fungi. Spores or mycelial fragments are har-
vested by flooding slants or plates with 10% glycerol or 5%
DMSO and gently scraping the surface of the cultures. The
fungal suspension is dispensed in 0.5-mL amounts into
sterile plastic freezing vials and frozen at a controlled rate.
Fungi that produce sticky mycelia or whose mycelia grow
embedded in the agar can be prepared for freezing by cut-
ting agar plugs containing new growth (hyphyl tips) with
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a sterile cork borer (5 mm). Three or four plugs are place
into each sterile plastic vial with 0.4 mL of 10% glycerol
and frozen at a slow controlled rate.

Cultures grown in broth are fragmented in a sterile
Waring blender in a biological hood and suspended in equal
parts of 20% glycerol and growth medium or equal parts
of 10% DMSO and growth medium to give a final concen-
tration of 10% glycerol (vol/vol) or 5% (vol/vol) DMSO, re-
spectively. Some strains must be concentrated by centri-
fugation in order to obtain sufficient material for freezing.
Pathogens must not be macerated in a mechanical blender
because of the hazard of aerosol dispersion.

Some cultures, such as Agaricus strains, can consist of
seeds, grains, or pollen and be frozen without the presence
of a cryoprotectant. Slime molds can be preserved by
freeze-drying or freezing. Spores, microcysts, and spher-
ules are preserved by a controlled freeze in 10% glycerol
and stored in the liquid-nitrogen vapor phase. Thawing of
the frozen culture should be done rapidly in a 37 �C water
bath with moderate agitation. Once the ice melts, the cul-
ture can be transferred to a suitable medium.

Yeast cells have been successfully preserved by con-
trolled freezing to liquid-nitrogen temperature (�196 �C
liquid, �150 �C vapor phase). The yeast cultures are han-
dled in the same manner as bacteria and grown as de-
scribed in the freeze-drying section for yeast. Cell suspen-
sions are prepared in 10% glycerol to a concentration of at
least 106 cells/mL. The yeast are frozen under controlled
conditions as described in the bacterial section.

Several reports have described the loss of plasmid ex-
pression or the induction of respiratory-deficient mutants
in yeast as a result of freeze-drying or improper freezing
(44). Nierman and Feldblyum (33) reported that when
plasmid-containing Saccharomyces cerevisiae were pre-
served by freezing in liquid nitrogen, no loss of viability
was observed, and the fraction of plasmid-containing cells
was the same before and after freezing. The preservation
of plasmid-containing yeast is superior in liquid nitrogen
with a controlled freezing rate than by freeze-drying.

CULTURE AND PRESERVATION OF CELL CULTURES

Long-Term Preservation

Ultrafreezing, or Cryopreservation. Storage in liquid ni-
trogen is currently the best method of preserving cultured
cells. Cryopreservation methods for a variety of cell lines
are well developed and used extensively for culture stor-
age. For a detailed description of standard cryopreserva-
tion protocols see reports by Freshney (45) and Hay (46).

The general events that occur during freezing and the
effect of the cooling rate, cryoprotective agents, and a con-
trolled rate of cooling have been discussed in the bacterial
section.

Cell suspensions are prepared in the same manner used
for routine subcultivation; trypsin is added if necessary to
produce a uniform suspension. The cell suspension is cen-
trifuged at approximately 100 g for 10 min, and the resul-
tant pellet is resuspended in an appropriate amount of
fresh medium containing a cryoprotectant. Normally, 5–
10% DMSO or glycerol is employed. The freeze medium

should be prepared just prior to use by mixing fresh growth
medium and the cryoprotective agent and kept at room
temperature. The remaining cryoprotectant is discarded
because oxidative contaminants can accumulate. A cell
suspension containing approximately 106–107 cells/mL is
satisfactory. The cell suspension is dispensed in 1-mL
amounts into each glass vial or plastic ampule and frozen
at a controlled rate of 1 �C/min to about �50 �C. The vials
are immediately transferred into liquid nitrogen for stor-
age in the liquid or vapor phase. Rapid thawing is essential
for recovery of frozen cells, thus the frozen vials are im-
mersed directly into a 37 �C water bath and agitated until
the suspension is completely thawed. The thawed cell sus-
pension is transferred to 10 mL of sterile growth medium
and centrifuged at 100 g for 10 min. The supernatant con-
taining the cryoprotectant is discarded, and the cell pellet
is resuspended in fresh medium and propagated using
standard procedures.

Quality Control. It is important that all preservation
methods include standard operating procedures for the de-
termination of culture purity, viability, retention of mor-
phological and physiological characteristics, production of
desirable products, and other key attributes. Purity checks
must be conducted before and after processing microorgan-
isms for freeze-drying and microorganisms and cell lines
for freezing. Generally, the cell suspension is diluted and
inoculated into suitable medium and incubated at opti-
mum temperature. After growth appears, the cultures are
examined for purity. It is also important to conduct pre-
and postpreservation viability checks for freeze-drying and
freezing to determine the effectiveness of the process. In
addition, periodic viability assays should be performed to
ascertain the shelf life of the culture.

Cell lines should also be examined for Mycoplasma con-
tamination, because it has been estimated that about 10%
of cell lines are contaminated (47). It is also important to
conduct tests to verify cell-line identity; several rapid tech-
niques have been developed that use DNA probes to iden-
tify the cell lines (48).

Documentation. Documentation plays an important
role in the maintenance and preservation of cultures. Im-
portant data include the identity of the culture, isolation
source and methods, the individual who isolated it, geo-
graphical location, morphological and physiological char-
acteristics, maintenance data, and other salient features.
If the culture was obtained from another investigator, the
documentation should include the name of the investiga-
tor, culture history if available, and date of acquisition. The
greater the amount of data recorded and regularly up-
dated, the greater the value of the culture.
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INTRODUCTION

The use of enzymes in organic solvents for biotransfor-
mations is now commonplace. The nonaqueous milieu per-
mits the advantages of organic solvents as the reaction me-
dia, and enzymes provide the opportunity for high

selectivity and catalytic rates under mild reaction condi-
tions (1). Indeed, enzymes are fantastic catalysts in terms
of effectiveness—enzyme-catalyzed reactions provide up to
1015-fold rate accelerations as compared with uncatalyzed
processes—and reaction specificity (e.g., enantio-, regio-,
and chemioselectivity). Unfortunately, exploiting such ad-
vantages is often limited by the low stability of the biocat-
alysts. Even in aqueous environments, enzymes undergo
denaturation that is, they loose their unique three-
dimensional structure and catalytic activity. The risk of
denaturation is even greater when proteins are placed into
conditions much less “natural” than the conventional aque-
ous environment. The goal of this review is to consider the
general mechanisms behind the often low stabilities of pro-
teins in the presence of organic solvents, and to evaluate
more specific mechanisms responsible for denaturation of
proteins in systems with organic solvents. Special atten-
tion is given to enzymes as the most important class of
proteins in biotransformations. Successful approaches
elaborated to increase protein stability are also discussed.

GENERAL DEFINITIONS

Protein Denaturation

Mechanisms of protein denaturation in aqueous media
have been studied for decades and are mostly understood
now. Denaturation of proteins is caused by various factors
such as high and low temperatures, high pressures, ultra-
sound, high-intensity irradiation (including microwaves),
addition of organic solvents, certain salts, and specific com-
pounds such as urea. Despite the high structural diversity
of proteins, their denaturation is described by very similar
features. Denaturation, or more specifically inactivation of
enzymes (i.e., loss of their catalytic function) can be either
reversible or irreversible. For reversible denaturation, the
enzyme completely recovers the native structure and cat-
alytic activity after the denaturing action is eliminated, for
example, by reestablishing room temperature after heat-
ing or by removing chemical denaturants during dialysis.
Reversible denaturation is often a two-state transition be-
tween the folded native state, N, and the unfolded dena-
tured state, U (2). Because structural differences between
N and U are significant, concentration of both forms can
be followed in the transition zone quite easily by circular
dichroism or fluorescence spectroscopy, or other physical
methods. This ability to follow concentrations of both pro-
tein forms during denaturation enables researchers to ob-
tain the thermodynamic characteristics of protein stability
and quantitatively compare the stability under a variety
of external conditions including organic solvents.

Often after incubation under denaturing conditions (es-
pecially at temperatures higher than 50–60 �C), the en-
zyme does not recover its native structure and catalytic
activity; this is irreversible denaturation (3,4). The reason
may be purely kinetic, for example, heat-denatured en-
zyme remains in a catalytically inactive conformation after
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Table 1. Inactivation Mechanisms and Experimental Methods for Their Study

Inactivation mechanism Methods for identifying inactivation mechanism

1. Aggregation (sometimes followed by
formation of intermolecular S-S bonds)

Formation of precipitates visible by eye; smaller aggregates are detected by
electrophoresis or sedimentation

2. Changes in primary structure
a. Hydrolysis of peptide bonds Detection of low molecular weight protein fragments by SDS electrophoresis
b. Oxidation of Cys, Trp, Met Deceleration of protein inactivation by inert gases
c. Reduction of S-S bonds by OH�, followed

by b-elimination and reactions of formed
SH groups with Cys or other amino acids

Detection of emerging SH groups by Ellman’s reagent; disappearance of Cys,
Lys, and Arg, and appearance of lysinoalanine, dehydroalanine, and
ornithinoalanine, detected by amino acid analysis

d. Modification of SH groups by metal ions to
form mercaptides Decrease in free SH groups, detected by Ellman’s reagent

e. Deamidation of Asn and Gln Formation of proteins with smaller isoelectric points; detection of ammonia with
glutamate dehydrogenase

f. Racemization of amino acids Only above 100 �C
3. Elmination of coenzyme from the active site Disappearance of spectral bands characteristic of coenzyme attached to proteins
4. Dissociation of oligomeric proteins into

monomers Detection of dissociation products by chromatography or electrophoresis
5. Adsorption on the vessel surface Sometimes desorption by added denaturants
6. “Incorrect refolding,” with production of

mismatched forms Reactivation of mismatched protein forms by unfolding and subsequent refolding

Source: Ref. 3.

cooling because at room temperature the protein molecule
is not flexible enough to surpass the high kinetic barrier
that exists between the denatured and the native states.
On the other hand, in the unfolded state, the protein be-
comes more susceptible to aggregation and chemical
changes in the structure that also lead to irreversible in-
activation. Table 1 lists inactivation mechanisms.

Studying Reversible and Irreversible Denaturation. When
protein is reversibly denatured, the two protein forms, N
and U, are in equilibrium, which is governed by the equi-
librium constant K:

K
N } U, K � [U]/[N]

where [N] and [U] represent concentrations of the native
and unfolded proteins, respectively, and are determined
experimentally under denaturing conditions by measuring
catalytic activity or physical characteristics of the protein.
Other thermodynamic parameters of denaturation are de-
termined from the value of K by studying the temperature
dependence of denaturation:

2DG � �RT (ln K); DH /RT � d(ln K)/dTD D

DS � (DG � DH )/T; Dc � d(DH )/dTD D D p D

where DGD is the free energy of denaturation, R is the gas
constant, and T is the temperature in degrees kelvin. DHD

is the enthalpy of denaturation, DSD is the change in en-
tropy of denaturation, which is a characteristic of the de-
gree of protein unfolding, and Dcp is the change in heat
capacity on denaturation and is a measure of the hydration
effects in a protein. This formalism also applies to dena-
turation of proteins in organic solvents, at least in cases
when the denaturation is not complicated by irreversible
processes such as aggregation.

Irreversible inactivation is studied by following the
rate, vin, of disappearance of the native form of the protein:

kin
N r I; v � �d[N]/dt � k [N]in in

where I is the inactivated enzyme and kin is the rate con-
stant of inactivation. Aliquots of solution, or suspensions
with enzyme in organic solvents are sampled at time in-
tervals, and the residual enzymatic activity is assayed in
aqueous solution (or in organic solvent).

Protein Stability

Closely related to low stability is the problem of stabili-
zation of enzymes. In the last two decades, numerous ap-
proaches have been elaborated to increase stability of pro-
teins in aqueous media; see Refs. 3–6 for reviews. These
approaches employ immobilization and cross-linking of
proteins, the methods of site-directed and random muta-
genesis, and covalent modification of proteins; also, stabi-
lization is achieved by addition of low molecular weight
compounds. Some of these approaches have been success-
fully used in organic solvents and are discussed in this re-
view.

Despite the variety of organic solvent systems contain-
ing enzymes, two of them are most important in the prac-
tical sense and for understanding protein denaturation by
organic solvents. First, enzymes are often dissolved in bi-
nary mixtures of water and polar organic solvents with
concentrations of the solvent as high as several dozens vol-
ume percent. Second, lyophilized or immobilized enzymes
are studied when suspended in neat organic solvent or in
the solvent containing as little as a few volume percent of
water. These two types of systems are the focus of this re-
view.
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1. N N +

2. N + N

3. N D

Figure 2. Schematic representation of major molecular steps in-
volved in reversible protein denaturation by organic solvents. �,
water molecule; �, organic cosolvent molecule; N states for the
native protein, D for the denatured protein.
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Figure 1. Dependence of relative catalytic activity of dissolved
enzymes on the concentration of organic solvents in binary
mixtures with water. (1) laccase in water–acetone mixtures; (2) �-
chymotrypsin in water–ethanol mixtures; (3) trypsin in water–
acetonitrile mixtures.

ENZYMES IN MONOPHASIC WATER–COSOLVENT
MIXTURES

Reversible Denaturation

Exploiting enzymes in peptide synthesis and other bio-
transformations demands the use of mixtures of water
with polar organic solvents (i.e., alcohols and formamides,
among others) as the reaction media. However, almost all
organic solvents in binary mixtures with water have un-
favorable denaturing effects on enzymes (7). Even poly-
hydric alcohols (glycerol and ethylene glycol, among the
others), which at low concentrations are known to stabilize
proteins against heat treatment, induce denaturation at
concentrations higher than 50 vol % (8). Catalytic activity
of enzymes dissolved in mixtures of water with a polar or-
ganic solvent are described by a characteristic profile,
shown in Figure 1. Addition of cosolvent to aqueous solu-
tion of enzyme up to some critical concentration does not
change or increase enzymatic activity. This activation
could often be explained by more favorable solvation of the
polar transition state of enzymatic reaction by water–
cosolvent mixture than by water. However, beginning with
this critical concentration of a cosolvent, enzymatic activ-
ity drops (often reversibly) in a threshold manner, reaching
a very low or even zero value. This threshold decrease in
activity is accompanied by an abrupt change in spectro-
scopic or other physical properties of the dissolved enzyme,
and this fact has been explained by a conformational tran-
sition in the protein molecule. The fact that the plummet
in enzymatic activity occurs at the same concentration as
the spectral changes do, implies that it is the denaturation
that causes the threshold inactivation of the dissolved en-
zymes.

Mechanistic description of this inactivation is based on
the important prerequisite that the protein molecule in
aqueous solution is surrounded by a shell formed by water
molecules that are bound by hydrogen bonds to the protein
surface. According to a widely accepted notion (9), this hy-

dration shell, or at least a portion of it, represents an in-
tegral part of the protein and is essential for protein struc-
ture and function. Consequently, displacement of bound
water molecules by an organic solvent results in a dra-
matic change of the whole structure and leads to protein
denaturation. In line with these ideas, reversible inacti-
vation of enzymes in water–cosolvent mixtures consists of
three major steps, described in Figure 2: (1) dehydration
of the protein molecule, that is, removal of a certain critical
amount of water molecules from the protein hydration
shell; (2) binding of the organic cosolvent by the partially
dehydrated protein molecule; and (3) conformational tran-
sition in the protein molecule, resulting in the formation
of a denatured form, D, with concomitant loss of catalytic
activity. Thermodynamic consideration of this model the
details of which are beyond the scope of this article, leads
to the following expression for the free energy of denatur-
ation (DGD) of proteins by organic solvents (8):

DG � B � B n � B E (30) � B n logPD 0 1 2 T 3

where B0, B1, B2, and B3 are numerical coefficients, which
remain unchanged for a given protein at constant tem-
perature, regardless of the nature of the solvent; n is a
numerical parameter that depends on the size and shape
of the molecules of organic solvents and gives an idea of
how many molecules of water can be displaced from the
protein surface by one molecule of the organic solvent;
ET(30) is the Dimroth–Reichardt parameter, which is di-
rectly related to the free energy of the solvation process of
the organic cosolvent; P, the partition coefficient of the sol-
vent in a water–octanol biphasic system, is a measure of
organic solvent hydrophobicity. The values of ET(30) and P
for different solvents are well documented, and the param-
eter n can be calculated from the information on the or-
ganic solvents contained in comprehensive handbooks on
organic and physical chemistry.

Equation 1 predicts that cosolvents having high values
of ET(30) and logP possess greater denaturing ability. In
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fact, the solvents such as 1,4-dioxane, tetrahydrofuran,
and higher alcohols (e.g., isomers of butanol), which are
both hydrophobic and have a high solvation capacity, ap-
pear to be strong denaturants and cause enzyme inacti-
vation at concentrations as low as 10–30% (v/v). Inversely,
Equation 1 predicts that hydrophilic solvents, such as glyc-
erol, ethylene glycol, and formamide, have a low denatur-
ing capacity. Indeed, it has been experimentally confirmed
that many enzymes are not inactivated by these solvents
at concentrations as high as 50–60 vol % (8). Thus, solu-
tions with high concentrations of these solvents are con-
venient as a media for enzyme-catalyzed reactions carried
out in binary water–cosolvent mixtures.

Stabilization of Enzymes against Denaturation by Organic
Cosolvents

Molecular events behind enzyme inactivation in water–
cosolvent mixtures also prompt ideas of how to stabilize
enzymes against this denaturation. Because protein un-
folding is an indispensable step in the inactivation by sol-
vents (Fig. 2), one could try the approaches recommended
as best for deceleration of protein unfolding in aqueous so-
lutions. By using the method of covalent immobilization,
proteolytic enzymes were stabilized against denaturation
by alcohols and dimethylformamide (10,11); for other ex-
amples, see the literature cited in Ref. 11. The stabilization
effect expressed as an increase in the threshold concentra-
tion at which enzymatic activity dropped abruptly, rose
with the number of covalent bonds between the enzyme
and support. Stabilization against denaturation by polar
organic solvents has been also obtained when noncovalent
complexes of enzymes with polyelectrolytes were formed
due to multiple electrostatic interactions between oppo-
sitely charged groups in the interacting macromolecules
(12). The delay in activity decrease in this case was also
accompanied by a shift in the concentration of organic sol-
vents, at which point significant structural changes in the
protein molecule (unfolding) occurred. Probably the same
reason (i.e., increase in rigidity of the protein molecule in
water–cosolvent mixtures) underlies stabilization of en-
zymes by chemical cross-linking with bifunctional re-
agents, as was the case with cross-linked crystals of ther-
molysin in dimethylformamide (13). Equilibrium between
the native and denatured states of a protein (step 3 in Fig.
2) can be efficiently shifted toward state N by addition of
substrates and specific ligands that are preferentially
bound with the native enzyme. Due to this reason, en-
zymes are often more stable in organic solvents in the pres-
ence of saturating concentrations of their substrates.

Another productive idea for stabilization of enzymes in
water–cosolvent mixtures is to strengthen the binding of
the hydration shell to the protein surface. As seen from
Figure 2, protein denaturation includes the step of dehy-
dration, namely, dissociation of essential water molecules
from the hydration shell. It has been assumed that if water
molecules are more tightly bound with the protein, dena-
turation could be decelerated. Indeed, introduction of polar
and charged groups into the protein by covalent modifica-
tion led to a significant increase in the concentration
of organic solvents that caused denaturation of �-

chymotrypsin. Stabilization was observed when enzymes
were modified with low molecular weight compounds
(pyromellitic anhydride, glyceraldehyde) (14) and
poly(ethylene glycol) (PEG) (15). This stabilization was ex-
plained by the ability of the newly attached hydrophilic
(carboxylic and hydroxylic) groups to hold water, thus pre-
venting protein dehydration by organic cosolvent mole-
cules. Tighter binding of the hydration shell could also be
achieved due to replacements of the proteins’ amino acid
residues by site-directed or random mutagenesis. Recent
studies from Arnold’s and Wong’s groups showed that such
replacements increased the stability of proteases in the
presence of a strong denaturant, dimethylformamide
(16,17). The stabilization was explained by numerous rea-
sons, such as enhancement of internal hydrogen bonds and
ionic forces, optimization of internal hydrophobic interac-
tions, reduction of solvation energy, and introduction of
conformational restrictions to the protein molecule. Also it
is possible that chemical modification or replacement of
amino acid residues on the protein surface both change the
protein’s affinity to organic solvent molecules and, accord-
ing to the schemes in Figure 2, decrease the protein’s sen-
sitivity to denaturation. A stabilizing approach recently
developed by Arnold (18) and Wong (19) suggests increas-
ing the rigidity of a protein by introducing amino acid res-
idues (e.g., histidines) that are able to specifically bind
with metal ions. In fact, in organic solvents, catalytic ac-
tivity and stability of such metal-chelated proteases was
significantly higher than in their nonmodified analogs.

Irreversible Inactivation: Precipitation

It has been commonly noticed that the initially reversible
denaturation of proteins by organic solvents is further ac-
companied by irreversible inactivation during long (a
dozen minutes to hours) incubation. This irreversible in-
activation becomes especially important when the concen-
tration of cosolvent is higher than the denaturation thresh-
old. Proteins may even precipitate if their concentration in
water–cosolvent solution is of the order of micromoles per
liter or lower; normally these concentrations are used to
detect catalytic activities. The general features of this in-
activation were described by Singer (7), who found that
proteins lose only a part of their native structure in organic
solvents—the denatured protein retains a large portion of
secondary structure, although the tertiary structure is de-
stroyed. This conformation, analogous to the recently dis-
covered molten globule state, turns out to be very “sticky,”
and proteins have a strong tendency to form inactive ag-
gregates due to formation of interprotein hydrogen bonds
and hydrophobic interactions. However, even in the insol-
uble form, enzymes may show a small, though detectable,
activity in the presence of high concentrations (60–80 %,
v/v) of polar solvents. For example, such an activity was
detected when solid �-chymotrypsin was added to a water–
cosolvent mixture (20). On the other hand, the enzyme
does not show any activity when the precipitate is formed
after an aqueous solution of the enzyme is added to the
organic solvent. This difference does not seem too surpris-
ing in view of the recent fact (21) that the enzyme directly
suspended in water–cosolvent mixture contains a higher
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Table 2. Potential Advantages of Enzymatic Processes in
Nonaqueous Media

1. Increased solubility of apolar substrates.
2. Enhanced thermostability.
3. Easier product recovery from low-boiling sovents.
4. Immobilization is often unnecessary because the enzyme is

insoluble.
5. Easier recovery of the enzyme by simple filtration or

centrifugation.
6. If immobilization is required for better performance, simple

adsorption onto nonporous surfaces may be sufficient.
Enzymes do not desorb from these surfaces in nonaqueous
media.

7. Alteration in substrate specificity.
8. Suppression of water-dependent side reactions, e.g.,

nonenzymatic blank reaction in enzymatic hydrocyanations
of aldehydes, which leads to racemic product.

9. Shifting thermodynamic equilibria to favor synthesis over
hydrolysis, e.g., esterification and peptide formation.

10. The possibility of carrying out reactions with other
neucleophiles, which would not be feasible in water, e.g.,
transesterification and ester aminolysis.

11. Easier integration of enzymatic with conventional chemical
steps in a multistep synthesis (chemoenzymatic processes).

Source: Ref. 22.

percentage of the native secondary structure than the en-
zyme first dissolved in water and then mixed with the sol-
vent to form a precipitate. Most likely, in the former case,
only the enzyme molecules forming the surface layer of
particles are inactivated due to direct contact with the or-
ganic solvent, whereas the enzyme molecules inside the
particles are protected from denaturation by interprotein
contacts. Oppositely, in the latter system, enzyme mole-
cules are first denatured and then aggregate, giving rise
to inactive precipitates.

This inactivation caused by aggregation has been suc-
cessfully combated by protein immobilization or by modi-
fication with polymers such as PEG; both are highly effi-
cient in preventing interprotein contacts. Aggregate
formation and protein precipitation can also be delayed by
chemical modification of proteins with low molecular
weight compounds (for example, charged reagents) or by
replacement of amino acid residues on the protein surface
through mutagenesis. Sometimes these modified enzymes
remain catalytically active without noticeable precipita-
tion in the significantly wider range of cosolvent concen-
trations (by 30–40 vol %) than their nonmodified counter-
parts (V.V. Mozhaev and E.V. Kudryashova, 1996).

SUSPENSIONS OF ENZYMES IN ANHYDROUS MEDIA

Neat organic solvents or solvents containing only a few vol-
ume percent of water are very convenient media for many
enzymatic reactions (Table 2). Most proteins are insoluble
or sparingly soluble in neat organic solvents and most of-
ten are used as suspensions of freeze-dried protein pow-
ders. These systems have found numerous applications in
chemical processing, food-related conversions, and analy-
ses (1).

The main problem that still remains with nonaqueous
enzymology is a rather low catalytic activity of enzymes in
anhydrous media in comparison with activity in water.
Many factors such as diffusional (mass transfer) limita-
tions, sterical shielding of the enzyme’s active site from the
access by a substrate, and unfavorable energetics of sub-
strate desolvation may contribute to this decrease in activ-
ity (23). Here we focus on aspects of the problem that are
related to the stability of enzymes.

Protein Denaturation During Lyophilization

It has been established that many proteins are denatured
during lyophilization (24–26). This denaturation can be ei-
ther reversible (lyophilized proteins regain their native
three-dimensional structure and function when placed in
aqueous solution) or irreversible. Especially sensitive to
irreversible inactivation during lyophilization are oligo-
meric proteins, which often dissociate into individual sub-
units (25). Carpenter and coauthors have found that en-
zymes can lose their activity both at freezing and at drying,
which constitute the lyophilization protocol, and that de-
naturation at these steps follows essentially different
mechanisms.

Freezing. This process includes a number of “stresses”
such as protein exposure to low temperatures and ice, con-
tact with the test tube surface, concentration of the dis-
solved compounds, and eutectic crystallization of solution
components, and each of these stresses may decrease en-
zyme activity. For example, eutectic crystallization from a
buffer-containing solution may result in dramatic altera-
tions in pH, for example, up to 3 pH units (27). Such
changes largely influence the catalytic activity of enzymes,
which is very sensitive to the ionization state of the en-
zyme’s functional groups participating in catalysis. As
shown for subtilisin Carlsberg in anhydrous media, the en-
zyme activity increased more than 300 times upon chang-
ing the pH of the aqueous solution (from which the enzyme
was lyophilized), from 5 to 11 (28). However, addition of
compounds such as polyvinylpyrrolidone and bovine serum
albumin (BSA) during freezing is known to prevent such
large shifts in pH (25) and may be helpful to increase the
activity of enzymes in organic solvents.

Inactivation of enzymes in the freezing process is dom-
inated mainly by unfolding of the protein molecule. Pro-
tection of labile proteins during freezing may be achieved
by adding a variety of solutes, such as polyols, sugars,
amino acids (normally at concentrations of a few hundred
millimolar), synthetic polymer PEG, and a protein BSA,
effective at concentrations of 1% (w/w) or smaller (25). This
cryoprotection is explained by the mechanism of prefer-
ential hydration of proteins (6). Sugars, polyols, and some
other compounds are preferentially excluded from contact
with the surface of a protein because their interaction with
a protein’s functional groups is unfavorable in comparison
with interactions of the same compounds with water mol-
ecules. Consequently, in the presence of these compounds,
the protein is preferentially hydrated, that is, the hydra-
tion shell becomes more tightly bound to the protein mol-
ecule. This leads to an energetically unfavorable situation
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as chemical potentials of both the protein and the additive
increase. As a result, the compact native structure is sta-
bilized by the additives because denaturation (unfolding)
would lead to a greater surface area of contact between the
protein and the solvent and would increase this thermo-
dynamically unfavorable tendency.

Drying. The frozen protein sample is already signifi-
cantly dehydrated due to formation of ice from the bulk
water. However, an essential amount of water comprising
the protein’s hydration shell (several hundreds of water
molecules per protein of molecular weight of 20–25 kDa)
remains unfrozen and is removed only by sublimation un-
der high vacuum (i.e., by lyophilization). How much water
remains bound to a protein after lyophilization is a ques-
tion that is not resolved. Most likely, only a few water mol-
ecules are bound by several hydrogen bonds to polar
groups in the protein’s interior, whereas almost all water
on the protein’s surface is stripped. This latter fact leads
to the appearance of a great number of polar groups with
the noncompensated ability to form hydrogen bonds, which
is satisfied by the formation (mainly intermolecularly) of
b-sheet structures because the b-structure allows for the
highest degree of hydrogen bonding in proteins (25,29).
Due to low molecular flexibility in anhydrous media, these
structural changes in freeze-dried enzymes are conserved,
and the catalytically active conformation is not completely
recovered after the enzyme is placed in organic solvent.
Actually, active site titration of chymotrypsin in organic
solvents has shown that about 40% of the active enzyme
was destroyed at the drying step (26).

Effect of Excipients. Stabilization during the lyophili-
zation procedure demands the protection of proteins
against inactivation at both the freezing and drying steps.
As discussed in the previous section, many additives are
effective as protectors during freezing. Fewer compounds
are known to protect enzymes against dehydration stress
during drying; sugars are one example. Due to several hy-
droxyl groups, sugars substitute for molecules of water to
form multiple hydrogen bonds with polar groups on the
protein surface, thus preventing alterations in the pro-
tein’s secondary structure (29). Especially successful are
combinations of several additives. For example, PEG was
shown to protect lactate dehydrogenase and phosphofruc-
tokinase from inactivation during freezing, but not to sta-
bilize these proteins during drying (24). This is not sur-
prising because PEG crystallizes during freezing and is
then not able to form the hydrogen bonds with proteins
that are necessary for protein protection at the drying step.
However, in the presence of 1% PEG and small amounts
of glucose or trehalose, which alone provide only minimal
protection, the activity of both lyophilized enzymes recov-
ers almost completely after rehydration in aqueous solu-
tion. In this case, PEG stabilizes the proteins by the mech-
anism of preferential hydration during freezing, while
sugars act as water substitutes during drying because of
their hydrogen bonding with the proteins. However, pro-
tection during freeze-drying is not the sole mechanism re-
sponsible for higher catalytic activity in organic solvents
of enzymes lyophilized with excipients. For example, sev-

eral proteases were shown to be activated a thousandfold
in anhydrous media when they were lyophilized with an
excess of KCl or other salts (30). Although certain salts are
known to be good cryoprotectants, the activation of en-
zymes in that case was shown to be due to some other effect
than protection during freeze-drying. The most plausible
explanation, suggested by Khmelnitsky et al. (30), is that
the activation was due to stabilization of the reaction tran-
sition state by a polar matrix microenvironment.

Inactivation at the steps of freezing and drying can,
however, be avoided if a method other than lyophilization
is used for preparing enzyme catalysts. Vacuum evapora-
tion of aqueous solutions of enzymes or precipitation by
acetone did not lead to better catalytic activities in anhy-
drous media. Much higher activities have been obtained
with crystals of enzymes (31). In a crystalline microenvi-
ronment, additional polar and hydrophobic contacts be-
tween neighboring protein molecules significantly increase
stability by preventing unfolding, aggregation, or dissoci-
ation in the case of oligomeric proteins. “Mild” cross-
linking with bifunctional chemical reagents makes the
crystals more solid (cross-linked enzyme crystals) and also
increases protein stability. One more way to avoid lyophi-
lization is to obtain noncovalent complexes of enzymes
with surfactants, which exist due to ion-pairing between
the molecules of surfactant and enzyme (32). Such com-
plexes are quite soluble in nonpolar solvents (up to concen-
trations of several milligrams per milliliter) and possess
very high catalytic activities. For example, the value of
kcat/Km for transesterification of N-acetyl-L-phenylalanine
ethyl ester catalyzed by the complex of subtilisin with
Aerosol OT dissolved in octane was equal to 70% of the
value for the hydrolysis reaction in water.

Effect of Organic Solvents on Structure and Activity
of Enzymes

In a dry state almost all enzymes are inactive; they need
a small quantity of water to display catalytic activity. This
water provides enzymes with conformational mobility,
which is necessary for catalytic function. Because of this,
lyophilized (dry) enzymes are often preequilibrated with
small amounts of water before starting reactions in organic
solvents. However, contact with anhydrous solvents may
lead to significant dehydration of enzymes (“stripping” es-
sential water of the protein) and inactivate them (33). This
tendency is especially strong with polar solvents. Some of
them were shown to dehydrate enzymes on a very rapid
time scale—5 min or faster (34). The driving force for de-
hydration is the higher affinity of water to molecules of
polar solvent than to the protein’s functional groups. The
interaction energy for a hydrogen bond between water and
dimethyl sulfoxide was calculated as equal to 8.8 kcal/mol;
the solvent interaction with an amide H has the same en-
ergy, and both are much stronger than hydrogen bonds be-
tween water and a carbonyl O or an amide H and between
a backbone carbonyl O and amide H (35). These data ex-
plain why dimethyl sulfoxide, as well as other polar sol-
vents, has the tendency to strip water molecules from the
protein surface and form new hydrogen bonds with protein
functional groups. On the other hand, contact with non-
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polar solvents leaves the major portion of the protein mol-
ecule hydrated and causes only small rearrangements of
side chains on the protein surface (36).

Effects of polar solvents on the structure of suspended
enzymes depend mainly on the nature of the solvent (37)
and on enzyme stability (38). For example, acetonitrile, bu-
tanol, ethyl acetate, and tetrahydrofurane, each contain-
ing 1% (v/v) of water, produced few changes in the struc-
ture of bovine pancreatic trypsin inhibitor in addition to
those already brought about by lyophilization (37). On the
other hand, this protein was strongly denatured by meth-
anol, dimethyl formamide, and dimethyl sulfoxide—
solvents known for their ability to dissolve proteins. Con-
tact with polar solvents is accompanied by significant
changes in the protein’s hydration. For example, 4% (v/v)
isopropanol added to crystalline chymotrypsin in hexane
nearly doubled the number of water molecules observable
in the protein’s crystal structure (36). These additional wa-
ter molecules did not contact directly with the protein’s
surface groups but were integrated within the second hy-
dration sphere of the protein. Structural changes in pro-
teins caused by organic solvents have been successfully in-
hibited by the simple addition of low molecular weight
compounds during lyophilization. For example, lyoprotec-
tors such as ammonium sulfate or sucrose did not only sta-
bilize enzymes during lyophilization but were quite effi-
cient in protecting enzymes from inactivation by organic
solvents (33), probably by maintaining water in the en-
zyme’s active site.

Polar solvents may significantly increase molecular mo-
bility of proteins in nonaqueous media by eliminating flex-
ibility constraints imposed by protein–protein contacts. It
has been shown that the rates of interconversion between
several conformations of a peptide, gramicidin A, in an an-
hydrous milieu were increased in protic solvents due to a
faster exchange between hydrogen bonds (39). Molecular
dynamic simulations also showed that subtilisin is much
more flexible in polar versus nonpolar solvents (35). Prob-
ably, such an increase in molecular flexibility by added po-
lar cosolvents (dimethyl sulfoxide and formamide) is re-
sponsible for the more than hundredfold acceleration of the
reactions catalyzed by subtilisin in neat nonpolar solvents
(40), although this explanation has been disputed (36).

Recent studies with Fourrier-transform infrared spec-
troscopy have pointed out that enzymes conserve a much
more nativelike secondary structure in neat solvents than
they do in water–cosolvent solutions with a solvent con-
centration of 60 vol % (21). The explanation is that protein
denaturation (unfolding) is significantly inhibited by the
more severe conformational restrictions imparted on the
enzyme molecules in anhydrous versus water–cosolvent
media. This may explain why enzymes are often more cat-
alytically active in neat organic solvents than in water–
cosolvent mixtures, that is, why the addition of water is
detrimental rather than beneficial for stability of the na-
tive enzyme’s conformation (21).

High Thermal Stability of Enzymes in Anhydrous Media

The fact of the enormously high stability of lipase sus-
pended in organic solvents was mentioned in one of the

first works in nonaqueous enzymology: this enzyme re-
tained high activity after several hours of incubation in
anhydrous media at 100 �C (41). Further studies confirmed
that high thermal stability is a hallmark of proteins in non-
polar solvents, as opposed to their low stability in aqueous
media; for such comparison, see the recent review by Zaks
(42). For example, the melting temperature for proteins
suspended in nonpolar solvents is 110–145 �C, which is 50–
70 �C higher than in aqueous solutions (43). Thermal sta-
bility of ribonuclease A was nearly the same when mea-
sured in either a free-of-solvent state or hydrophobic
solvents (44). The explanation was that the conformational
flexibility of proteins is significantly retarded in systems
with a small water content (45), as the latter acts as a
lubricant in all macromolecular motions, owing to its high
propensity to form multiple hydrogen bonds with a protein.
Water removal also increases the strength of intramolec-
ular hydrogen bonds and salt bridges, due to the higher
energy of electrostatic interactions in the media with low
dielectrics. All this creates a high kinetic barrier between
the native and unfolded states and stabilizes native con-
formations of proteins (42). Also molecular mobility is sup-
pressed by protein–protein interactions, which exist in
multitude in lyophilized and crystalline protein samples,
where the packing density of macromolecules is very high.
Elimination of water decelerates almost all detrimental
chemical reactions (Table 1), which are also responsible for
irreversible inactivation of proteins in nonaqueous media.
For example, a very slow inactivation of proteins in non-
polar solvents at temperatures higher than 100 �C is
caused by the formation of aggregates cross-linked by in-
termolecular reactions of transamidation and disulfide ex-
change (43).

On the other hand, proteins are significantly less ther-
mostable in polar versus nonpolar solvents (46). The rea-
son may be that in hydrophobic solvents a protein has
more intraprotein hydrogen bonds, which make the pro-
tein molecule more rigid and more resistant to high-
temperature unfolding. Thermal stability of proteins in or-
ganic solvents often declines on addition of even small
amounts of water, which are quite sufficient to revive mo-
lecular dynamics in proteins. An almost linear decrease in
the melting temperature has been observed as a function
of the amount water in anhydrous media (44). This stabil-
ity decrease was explained by stabilization of the unfolded
protein state, rather than destabilization of the folded na-
tive state. High-temperature inactivation in anhydrous
media is accompanied by migration into the solvent of wa-
ter bound to protein; it was suggested that this dehydra-
tion could be the rate-limiting step of the whole inactiva-
tion process (47). The tendency to dehydrate proteins
essentially depends on the hydrophobicity of organic sol-
vents. Molecular dynamic simulation has shown that more
water molecules leave the surface of a protein placed in
dimethyl sulfoxide than in the acetonitrile simulation,
whereas no water at all leaves the protein in carbon tet-
rachloride (35). Finally, protein thermal stability in anhy-
drous solvents significantly depends on conditions of ly-
ophilization, such as pH of the buffer or presence of
excipients (48). For example, the complex of chymotrypsin
with sorbitol denatures in organic solvent at much higher
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temperatures than the enzyme in the absence of sorbitol
(49).

CONCLUSION

The problem of low activity and stability of enzymes in
organic solvents led biochemists and biochemical engi-
neers to the necessity of protein stabilization, and some
recent advances were discussed in this review. A variety of
methods have been applied, including familiar immobili-
zation and chemical modification, and recently designed
genetic procedures, which have become routine in the last
decade. Essentially, not only protein stability is increased
by methods of enzyme engineering, but also a variety of
other important enzyme properties are changed, such as
pH profiles of catalytic activity and stability, substrate
specificity, including chemio-, regio- and enantioselectivity,
and others. It is a task of the next decade to learn how to
tailor in the most rational way the whole combination of
enzyme properties that are necessary for successful utili-
zation of enzymes in biotransformations.
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INTRODUCTION

Over the past 25 years a new class of microbial products,
the microbial exopolysaccharides, has grown in industrial
importance. These products can be used as alternatives to
other synthetic and natural water-soluble polymers that
are used as emulsifiers, stabilizers, binders, coagulants,
lubricants, film formers, and thickening, gelling, and sus-
pending agents. Despite their costly collection and extrac-
tion, plant and algal polysaccharides such as gum guar,
locust bean gum, starch, alginate, carageenan, and agar
are widely used in the food and pharmaceutical industries.
These polymers, although valuable, have certain draw-
backs such as rheological properties that may not match
exactly with a specific requirement, production that is vul-
nerable to crop failure, climatic conditions and marine pol-
lution that cause the quality, supply, and cost to fluctuate
(1,2).

The production of microbial exopolysaccharides pro-
vides a valid alternative to plant and algal polysaccha-
rides. The exopolysaccharides, produced by a wide variety
of microorganisms, show considerable diversity in their
composition, structure, and unique physical properties.
Their industrial production has been stimulated by the op-
portunity to provide a guaranteed supply, constant quality,
superior properties, and stable price. Among all of the exo-
polysaccharides, dextran exemplifies attainment of these
objectives.

Dextran produced from a bacterial strain of Leuconostoc
mesenteroides NRRL-B512F has a unique value in medical
applications as a blood plasma substitute and a blood flow
improver, properties that have provided the impetus for
initiating much work on its production and further appli-
cations (3). Dextran is a microbial exopolysaccharide made
up of �-D-glucose units linked mainly by �, 1 r 6 bonds.
Traditionally, dextran is produced by fermenting dextran-
producing bacteria in sucrose-rich media (4). The prime
bacterial product of fermentation in the presence of sub-
strate sucrose is not dextran itself but the enzyme dex-
transucrase. The enzyme is secreted by growing cells into
the medium, where it converts the sucrose to dextran ac-
cording to the following equation:

(Glucose)nDextransucrase
n Sucrose r or � n Fructose (1)

Dextran

Therefore, dextran can be produced from sucrose in cell-
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free environments by using the enzyme dextransucrase (5).
The main dextransucrase-producing bacteria belongs to
the genera Leuconostoc and Streptococcus. The enzyme
dextransucrase uses sucrose as a high-energy glucopyra-
nosyl donor for dextran synthesis, and the properties of the
enzyme and the dextran produced are specific to the mi-
croorganisms used (6).

In addition to sucrose, �-D-glucopyransosyl, �-L-sorbo-
furanoside (7), lactulosucrose (8), �-D-glucopyranosyl fluo-
ride (9), and P-nirophenyl �-D-glucopyranoside (10) also
serve as glucopyranosyl donors, with sucrose having the
lower Michaelis constant. These substrates have glucosidic
bond energies of 5.0–5.5 kcal/mol. Hehre and Hamilton
(11) and Barker et al. (12) reported that Acetobactor cap-
sulatum and A. viscosum can transform amylodextrins to
dextran. A chemical synthesis of dextran has been re-
ported by Ruckel and Schuerch (13).

Dextran produced from microbial fermentation is called
native dextran and typically has a molecular weight of 5
� 107 to 5 � 109. Native dextran is usually separated from
the producing cells and precipitated by alcohol. This native
dextran may then be subjected to controlled acid hydroly-
sis to obtain the desired molecular weight for specific ap-
plications (14,15).

HISTORICAL BACKGROUND

Dextran first came under close examination more than 100
years ago. Dextrans develop naturally in sucrose-contain-
ing solutions that have become inoculated with dextran-
producing bacteria from air, plants, or soil. The resulting
transformation of sucrose solution to syrupy, viscous, or
ropey fluids or even gelled masses doubtlessly has plagued
humankind since the inception of accumulating and stor-
ing sucrose-containing food and beverages and has caused
much trouble in sugar beet industries.

In 1861 Louis Pasteur (16) identified the viscous poly-
mer as a polysaccharide. In 1874 Scheubler (17) deter-
mined its empirical formula to be C6H10O5 and named it
dextran because it was closely related to starch and dex-
trin. Van Tieghem (18) named the causative bacteria Leu-
conostoc mesenterides. Cell-free enzymatic synthesis of
dextran was first demonstrated by Hehre and Sugg (5,19).
The enzyme involved in this synthesis was given the name
dextransucrase by Hestrin and Shapiro-Avineri (20), and
it was soon found to be a member of the general class of
transglycosylases (21–23). In 1937 Flower and coworkers
made the first systematic investigation of the chemical
structure of dextran (24). A large body of work carried out
between 1950 and 1970 on dextran production and its
structure, properties, and uses is reviewed by Neely (25),
Jeanes (4,26), Murphy and Whistlkr (27), and and Side-
botham (28).

CLASSIFICATION AND STRUCTURE OF DEXTRANS

The term dextran collectively describes a large class of bac-
terial extracellular hydrocolloid homopolysaccharides con-
sisting of �-D-glucopyranosyl units polymerized predomi-
nantly in an �, 1 r 6 linkage. The diversity within the class

of dextran molecules derives from the existence of non–�,
1 r 6 linkages that lead to branching from the main poly-
mer chain. Branching mainly occurs by �, 1 r 3, �, 1 r 4,
and �, 1 r 2 linkages. The type, amount, length, and ar-
rangements of branches define the differences in dextran
structure and influence the water solubility and other
rheological properties of dextran (29).

Hucker and Pederson (30) classified the dextran-
producing microorganisms into family, tribe, genus, and
species. In 1954 Jeanes et al. (6) reported the classification
and characterization of dextrans by examining 96 strains
of bacteria. First they classified dextrans into three groups:
water-soluble dextrans, water-insoluble dextrans, and het-
erogeneous dextrans. Water-soluble dextrans are further
divided into less-soluble dextrans (can be precipitated by
34–37% of alcohol) and more-soluble dextrans (can be pre-
cipitated by 40–44% of alcohol). Different kinds of dextrans
produced by the same strain of bacteria are called hetero-
geneous dextrans, and these mixtures of heterogeneous
dextrans can be separated by differential alcohol precipi-
tation (31). Further, Jeanes et al. classified the dextrans
into class A, class B, and class C dextrans on the basis of
the percentage of their �, 1 r 3 linkages. They character-
ized the dextrans by optical relation, viscosity, periodate
oxidation, and physical appearance after alcohol precipi-
tation. Dextran structures have two common features:

1. Main chain and branching chain (side chain) are
made by �-D-glucose units linked together by �,
1 r 6 bonds.

2. Branching chains (or branching units) are connected
to the main chain by �, 1 r 3, �, 1 r 4, or �, 1 r 2
bonds, called branching linkages.

Examples of �, 1 r 3 Branch–Linked Dextrans

Commercially produced L. mesenteroides B-512F dextran
has 95% of the total glucouspyranosyl linkages as �, 1 r 6
linkages and 5% as �, 1 r 3 linkages (32,33) (structure A
in Fig. 1). The �, 1 r 3 branching linkages occur in two
ways:

1. A single �-D-glucose unit attached to the main chain
by an �, 1 r 3 bond

2. A branching chain attached to the main chain by an
�, 1 r 3 bond (see Fig. 1)

This dextran appears as a translucent gel. Senti et al. re-
ported that 77% of the �, (1 r 3) linkages are single glucose
residues and the remaining branch chains have 50 or more
glucose residues (34). Walker and Pulkownik, studying the
hydrolysis of B512F dextran by dextranglucosidase, also
concluded that it has 85% single glucose branches and 33
or more glucose residues in the remaining branch chains
to give the yield of glucose that they observed (35).

Streptococcus mutans 6715 produces water-soluble and
water-insoluble dextrans. The water-soluble fraction has
35% �, 1 r 3 linkages and 65% �, 1 r 6 linkages. Branching
single glucose units are uniformly connected to the main
chain and to extended side chains (structure B in Fig. 1).
The resulting structure was named an alternating bifur-
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(a) 5% of �, 1        3 linkage
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Figure 1. Structures of dextrans: Hexagonal units represent
�-D-glucose units, horizontal lines joining glucose units are �, 1 r

6 bonds, vertical lines joining glucose units are �, 1 r 3 bonds:
(a) clinical dextran, (b) alternating bifurcated comb structure, and
(c) bifurcated comb structure. (Not drawn to statistically accurate
scale.)

cated comb polymer by Robyt et al. (36,37), is resistant to
hydrolysis by endodextranase, and appears as a heavy,
opaque material (38).

L. mesenteroides B-742 strain produced more-soluble
and less-soluble dextrans. The more-soluble fraction of
dextrans has 50% �, 1 r 6 linkages and 50% �, 1 r 3
branching linkages. Some branching chains are attached
to the main chain by �, 1 r 3 branching linkages, but single
glucose units are attached to all other glucose units in the
main chain by �, 1 r 3 bonds. This structure results in the
most highly branched dextrans. Robyt et al. (36,37) named
this structure a (structure C in Fig. 1), in which each single
�, 1 r 3 linked glucose branch is like a tooth of a comb and
the �, 1 r 6 linked chains are the backbone of the comb,
bifurcated comb polymer (39,40). This structure is slightly
resistant to hydrolysis by endodextranase. This dextran
appears as a finely divided material. The �, 1 r 4 and �, 1
r 2 branched dextrans are less common (39–44).

CHARACTERISTICS OF DEXTRANSUCRASE

The unit of dextransucrase (EC 2.4.1.5, �, 1 r 6-D-glucan:
D-fructose 2-glucosyltransferase) activity, DSU, is defined

as the amount of enzyme that will convert 1 mg of sucrose
to dextran in 1 h at 30 �C in acetate buffer solution at pH
5.2. Another unit, U, is defined as the amount of enzyme
that liberates 1 lmol of reducing sugar from sucrose in 1
min at pH 5.2 and 30 �C. The relation between these two
units is 1 U/mL � 20.27 DSU/mL (14).

The extensive purification of dextransucrase was first
reported by Ebert and Schenk, and the molecular weight
of the enzyme was determined to be 280,000 by ultracen-
trifugation methods (45). In 1980 Kobayashi and Matsuda
separated two components of dextransucrase having dif-
ferent affinities for dextran gel by a column of Sephadex
G-100. The major component of the purified enzyme had a
molecular weight of 64,000–65,000, an isoelectric point (pI)
of 4.1, and was 17% carbohydrates (46). Most of the car-
bohydrates in the purified enzyme were found to be endog-
enous dextran, covalently bound to the enzyme molecule
and released from it by mild treatment with endodextran-
ase. They concluded that dextransucrase exists in multiple
forms and that endogenous dextran molecules might be
responsible for the multiple forms (47). Miller et al. (48)
and Fu and Robyt (49) found that the molecular weight of
dextransucrase produced from a mutant strain of Leucon-
ostoc mesenteroides B-512 FM initially secreted into the
culture medium was 177,000; later, however, the enzyme
exhibited a drop in molecular weight to 158,000 without
any loss in activity.

Mode of Dextransucrase Action

The irreversible reaction of dextransucrase with sucrose is
simply formulated in equation 1. Dextransucrase is one of
a very few synthesizing enzymes that do not require the
presence of cofactors or high-energy phosphorylated inter-
mediates. The energy required for the condensation of two
glucosyl units is provided by the hydrolysis of sucrose, dis-
tinguishing it from other mechanisms of polysaccharide
synthesis (36,37).

Mechanism of Main Chain Synthesis. When dextransu-
crase was first described in 1941 by Hehre (5), Cori and
Cori were studying the action of muscle phosphorylase (50)
and Hanes was studying potato phosphorylase (51). These
investigators observed that phosphorylase could elongate
glycogen and starch chains by the transfer of glucose from
�-D-glucopyranosyl phosphate (Glc-1-P) to the nonreduc-
ing end (C6 moiety of glucose) of the polysaccharide chain
(52) according to the following equation:

Polysaccharide �-D-glucopyranosyl
�� � � �chain (primer) phosphate (Glc-1-P)

Phosphorylase One glucose unit added
r (2)� �to the polysacchardie chain

It was believed that the enzyme phosphorylase that cata-
lyzed the preceding reaction requires a preformed polysac-
charide chain, called a primer, and a high-energy mono-
saccharide donor, Glc-1-P. Later it was proven that the
enzyme phosphorylase was a degradative enzyme that cat-
alyzed the reaction of inorganic phosphate with the non-
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reducing end of the polysaccharide chain to give Glc-1-P
according to the following equation:

PhosphorylasePolysaccharide Inorganic
� r [Glc-1-P]� � � �chain phosphate

One glucose unit reduced in the
� (3)� �polysaccharide chain (primer)

The reverse of the preceding reaction, which requires a pri-
mer (a polysaccharide chain), produces a polysaccharide
chain by adding one glucose monomer to the primer at the
nonreducing end (C6 moiety). Thus in the 1940s and 1950s
the primer mechanism was assumed for dextran synthesis
(53,54).

Evidence for the primer-dependent mechanism for dex-
tran synthesis was strengthened by Germaine and co-
workers in the 1970s. They found that addition of dextran
(as a primer) to dextransucrase increased the rate of dex-
tran synthesis and that the rate reached a maximum at an
average size of the added dextran of 30 glucose residues
(55–57). Kobayashi and Matsuda also reported that puri-
fied dextransucrase was stimulated by dextran (as a pri-
mer), although dextransucrase could synthesize dextran
without the addition of primer (46,47). Based on these re-
sults, Kobayashi et al. (58) proposed a primer-dependent
mechanism for dextran synthesis. They proposed that the
active site has two types of substrate binding sites, one for
sucrose and the other for primer dextran. The elongation
of the primer was hypothesized to take place when an en-
zyme nucleophile (presumably a carboxylate anion) at-
tacks C1 of the glucose moiety to give the glucosyl–enzyme
covalent intermediate. This glucose is then transferred to
the 6-hydroxyl group of the nonreducing end of the primer
chain attached to the primer binding site of the enzyme,
forming the next �, 1 r 6 linkage. For the synthesis to
continue, the primer, with newly added glucose residue,
must dissociate from the primer binding site and a new
primer molecule must bind in the primer binding site with
its nonreducing glucose residue in position to accept the
next glucose unit. The synthesis in this scheme is thus a
discontinuous process.

However, Robyt and Corrigan found that a dextran (as
a primer) modified by a blocking group (triisoproprylben-
zenesulfonyl, tripsyl) on the C6 position of the nonreducing
end of the glucose residue was as effective in increasing
the rate of dextran synthesis by dextransucrase as the un-
modified dextran primer. The modified dextran could not
act as a primer because its sixth position was blocked,
proving that the added modified dextran stimulated syn-
thesis by some other mechanism (59). Robyt et al. have
shown that the activation of dextransucrase by addition of
dextran is by an allosteric mechanism rather than by an
extending primer mechanism (37) as distinguished from
the chain elongation of glycogen and starch by phosphor-
ylase.

In 1962 Ebert and Patat proposed another mechanism
for dextran synthesis, insertion type polymerization, in
which the addition of glucose units takes place at the re-
ducing end (C1 of glucose moiety) of the growing dextran
polymer (60). In their mechanism they assumed that the
growing chain and the enzyme remain in contact in the

form of a complex throughout the chain elongation cycle.
This enzyme–polymer complex (EPn) reacts in the first step
with substrate to form a substrate complex (ESPn)2, which
is transformed in a second step in such a way that the
polymer chain in the reaction complex is extended by one
unit. This can only happen if the new monomer unit is
inserted into the covalent bond between the enzyme and
the polymer chain in the EPn complex.

k1

EP � S i ESP (4)n n
k�1

k2

ESP r EP � F (5)n n�1

(F: fructose)

The bond between the enzyme and polymer chain does not
dissociate during the reaction but must be flexible enough
so that the new unit can be inserted into it. From their
kinetic studies, Ebert and Schenk (45) assumed that the
substrate undergoes a second reaction with the EPn com-
plex in which it reacts as an acceptor.

k3

ESP � S* i S*ESP r ES � S*P (6)n n n
k�3

In the preceding reaction, the acceptor (sucrose molecule
acting as an acceptor identified by the asterisk) does not
compete with the substrate for the enzyme but reacts with
the intermediate ESPn complex, terminating polymer ex-
tension. This would explain why the molecular weights of
the products decrease with increasing substrate concen-
tration. From the preceding mechanism Ebert and Patat
proposed the following reaction rate expressions:

V [S] Km av � • (7)
K � [S] K � [S]m a

where Vm is the maximum reaction rate (k2E0), Km is the
Michaelis constant of the chain extension reaction, and Ka

is the corresponding constant of acceptor reaction. Ebert
and Schenk conclude that there is strong evidence for their
proposed mechanism because the results of their kinetic
studies on dextran formation match the proposed rate in
equation 7 quite well. They further conclude that primers
are not necessary to initiate polymer growth, and sucrose
alone can initiate polymerization (45).

The early theories of the mechanisms of dextran syn-
thesis were described by Neely (61). Ebert and Schenk pro-
pose the sequential addition of monomer units to the re-
ducing end by insertion between a carrier (the enzyme) and
growing polysaccharide chain (45). Sidebotham (28) con-
tinued the discussion in 1974, and a series of papers by
Robyt and coworkers appears to have conclusively resolved
the mechanism (59,62,63).

In 1974 Robyt and coworkers proposed a two-site inser-
tion mechanism for dextran synthesis in which the glucose
unit is added to the growing polymer chain at the reducing
end (C1 moiety of glucose). They used pulse and chase
techniques with 14C-labeled sucrose and dextransucrase
immobilized in Bio-Gel-P2 (64). In their two-site insertion
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mechanism (see Fig. 2), there are two sucrose binding sites
(A and B) that attack two sucrose molecules to give two
covalently attached glucosyl–enzyme intermediates (C).
The C6 hydroxyl of one of these glucosyl–enzyme inter-
mediates makes a nucleophilic attack on C1 of the other
glucosyl–enzyme intermediate with the formation of an �,
1 r 6 glucosidic linkage and results in an isomaltosyl–
enzyme intermediate (D). The vacant sucrose binding site
(A) attacks another sucrose molecule to form a new
glucosyl–enzyme intermediate to give a second �, 1 r 6
linkage and the formation of the isomaltotriosyl–enzyme
intermediate (E). This process continues in a similar fash-
ion by inserting a glucose residue between the enzyme and
growing chain, which results in a dextranyl–enzyme com-
plex (F). In this mechanism the growing dextran chain is
transferred from one site to another during the synthesis.
Robyt and Eklund (65,66) considered the stereochemistry
of the reaction and concluded that the linkages of glucosyl
and dextranyl units to the enzyme must be b to retain the
configuration of the glucose residue in growing from su-
crose to dextran.

Mechanism of Branch Linkage Formation. In 1959 Bovey
investigated the formation of branching in dextrans using
data on molecular weights obtained from light-scattering
measurements. He proposed that a separate branching en-
zyme (acting in a way similar to Q enzyme on amylose) is
responsible for the formation of branches (67). The branch-
ing enzyme, however, has never been found. In 1967 Ebert
and Brosche proposed a reaction mechanism for the for-
mation of branches in which a dextran chain itself acts as
an acceptor, attacking an enzyme–dextran complex (ESPn)
(see equations 4–6). The acceptor dextran then becomes
the main chain, and the dextran chain from the enzyme
becomes the side-branched chain. Using a 3H-labeled ac-
ceptor dextran of low molecular weight and assuming an
average molecular weight of 4 � 105 for synthesized dex-
tran, they concluded from the specific activity of synthe-
sized product that there was only one labeled acceptor dex-
tran molecule in each synthesized dextran (68). Although
this seemed to be proof for the proposed mechanism, some
doubt was cast on the mechanism because of assumptions
and the circular arguments that were made.

In 1976 Robyt and Taniguchi (63) proposed a mecha-
nism based on their study using 14C-labeled sucrose and
dextransucrase immobilized in Bio-Gel-P2. In their mech-
anism (see Fig. 3), a C3 hydroxyl group of an interior glu-
cose unit of an acceptor dextran (D) makes a nucleophilic
attack at C1 of either the glucosyl–enzyme complex (C) or
at C1 of the dextranyl–enzyme complex (E) to form an �,
1 r 3 branch linkage by displacing glucose or dextran from
the enzyme. Thus, branching can take place without a
separate enzyme by the action of an acceptor dextran on a
glucosyl–enzyme complex (C) to give single glucose unit
branch linkage (F) and on a dextranyl–enzyme complex (E)
to give a long side chain branch linkage (G) (36,66).

Acceptor Reactions and Acceptor Products

In addition to catalyzing the synthesis of dextran from su-
crose, dextransucrase also catalyzes the transfer of the glu-

cose moiety from sucrose to other carbohydrates that are
present or added to the reaction mixture (69). These other
carbohydrates are acceptors (see Table 1). Actually, there
are two classes of acceptors—those that give a homologous
series of oligosaccharides, each differing one from the other
by one glucose residue, and those that form only a single
acceptor product that contains one glucose residue more
than the acceptor (36,66).

Koepsell et al. (53) and Tsuchiya et al. (54) first ob-
served that the presence of low molecular weight carbo-
hydrates (acceptors) shifted the course of dextransucrase
reaction from synthesizing a high molecular weight dex-
tran to synthesizing of a low molecular weight dextran.
These acceptors not only terminate the dextran synthesis
but also produce a novel series of oligosaccharides. Su and
Robyt systematically studied maltose acceptor reactions
with dextransucrase (70). In this maltose acceptor reaction
the D-glucose moiety of sucrose is diverted from synthesis
of dextran but transferred to the nonreducing end of mal-
tose (a disaccharide) to form panose (a trisaccharide). This
first acceptor product, panose, can itself act as an acceptor
to give a tetrasaccharide. This tetrasaccharide can again
act as an acceptor to give a pentasaccharide and so forth.
This series of homologous acceptor products is produced by
acceptor reactions.

Mechanism of Acceptor Reaction. As described earlier,
dextransucrase catalyzes the synthesis of dextran by ini-
tially forming two covalent glucosyl–enzyme complexes
(Fig. 2) in which the C6 hydroxyl moiety of one glucose
attacks the C1 of the other to form an �, 1 r 6 glucosidic
bond to produce an isomaltosyl–enzyme complex. This is
the beginning of the dextran main chain growth; the dex-
tran chain is covalently attached to the enzyme active site
and elongated by the insertion mechanism (36,66). In the
presence of an acceptor, such as maltose, the transfer of
glucose into a growing dextran chain is interrupted as the
maltose binds to an acceptor binding site.

Robyt and Walseth proposed a mechanism for the ac-
ceptor reaction (see Fig. 4). In this mechanism, the accep-
tor bound at an acceptor binding site, and if the maltose
molecule is an acceptor, its C6 hydroxyl group at the non-
reducing end attacks C1 of the glucosyl–enzyme (C) or
dextranyl–enzyme (E) complex to give an oligosaccharide
(F) or a dextran acceptor product (G), respectively (62). Su
and Robyt, using maltose as an acceptor in an equilibrium
dialysis experiment, showed that there was one acceptor
binding site and two sucrose binding sites (A and B) (70).

Effect of Acceptor on Dextran Production. The acceptors
affect dextran production in two ways:

1. They terminate the growth of the dextran chain by
reacting with the dextranyl–enzyme complex, which
results in the low molecular weight dextran (product
G in Fig. 4).

2. They interfere with the transfer of the glucose moi-
ety of sucrose to the growing dextran chain by react-
ing with the glucosyl–enzyme complex, which results
in production of a homologous series of acceptor
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Figure 2. Two-site insertion mechanism: A and
B, enzyme active sites; S, sucrose; F, fructose; C,
glucosyl–enzyme complex; D, isomaltosyl–en-
zyme complex; E, isomaltotriosyl–enzyme com-
plex; F, dextranyl–enzyme complex (—OH groups
are omitted for clarity.)
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products and reduction in the amount of dextran pro-
duced (product F in Fig. 4).

Paul et al. demonstrated the effect of the sucrose-to-
acceptor ratio in the synthesis of controlled molecular
weight dextrans (71). Robyt and Eklund showed that the
amount of dextran synthesized decreased as the molecular
ratio of maltose to sucrose increased (69). Not all of the
acceptors reacted with equal efficiency. In a series of re-
actions with different acceptors at a 1:1 ratio of acceptor
concentration to sucrose concentration, they found that the

most effective acceptor for decreasing the amount of dex-
tran synthesized was maltose and that the amount of glu-
cose residues diverted from dextran synthesis into accep-
tor products depended on the ratio of maltose to sucrose
used. The efficiency of other acceptors is given in Table 1,
where maltose efficiency is defind as 100% (66). Su and
Robyt found that an increase in the ratio of maltose to su-
crose increased the amount (concentration) of acceptor
products, with a concomitant decrease in dextran synthe-
sis. Further, as the ratio was increased, the number of ac-
ceptor products (e.g., tri-, tetra-, and pentasaccharides) de-
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Table 1. Acceptors and Their Efficiency on
Dextransucrase

Acceptorsa Efficiency (%)

Maltose 100
Isomaltose 89
Nigerose 58
Methyl �-D-glucopyranoside 52
D-Glucose 17
Lactose 11
Cellobiose 9
D-Fructose 6.4
Maltooctaose 6.2

aThe products from these acceptors can also act as acceptors to produce a
homologous series of acceptor products.

creased. When the concentration of maltose and sucrose
increased and the ratio was maintained at 1:1, there also
a decrease in the amount of dextran and an increase in the
amount (concentration) of acceptor products observed. In
addition, the amount of dextran decreased and the amount
and number of acceptor products increased when the
amount of enzyme increased. From these studies, they re-
ported that the first acceptor product (panose) can be ex-
clusively obtained without formation of dextran by using
a specific ratio and concentration of maltose and sucrose
and a specific amount of enzyme (70).

Part et al. reported on the effect of borate ions on the
acceptor reaction products of dextransucrase. They ex-
plained that the fructose released during dextran synthe-
sis reacts as an acceptor with a glucosyl–enzyme complex

to form fructose acceptor products (e.g., leucrose and iso-
maltulose), which in turn reduce the dextran yield. This
fructose can be complexed with borate ions, and its accep-
tor effects can be minimized to increase dextran yield.
They concluded that with 0.115 M sodium tetraborate in
the reaction mixture, leucrose and isomaltulose formation
can be minimized up to 75% with consequent increase in
dextran yield (72). Therefore, the acceptor reaction be-
tween fructose and the dextranyl–enzyme complex, which
leads to diminished low molecular weight dextran, can be
overcome by adding borate ions to the reaction medium.

Lee et al. (73) used the idea of producing low molecular
weight dextran by adding an acceptor to the reaction me-
dium to directly produce clinical dextran (MW 70,000).
They studied the effect of dextran T-10, dextran T-40, and
maltose as acceptors in the batch and continuous reactors.
They reported that increasing the concentration of dextran
T-10 reduces the production of high molecular weight dex-
tran and increases the production of clinical dextran,
whereas increasing the dextran T-40 concentration de-
creases the production of clinical dextran. Maltose reduces
high molecular weight dextran production but increases
the production of acceptor products, thereby reducing clini-
cal dextran production (73).

Activation, Inhibition, and Stability of Dextransucrase

Germaine et al. observed that addition of dextran to the
dextransucrase (produced from the Streptococcus mutans
reaction mixture) increased the rate of dextran synthesis.
They found that the rate depended on the size of the dex-
tran chain and reached a maximum when the average size
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of the added dextran was 30 glucose residues (55–57). Ko-
bayashi and Matsuda also observed that purified dextran-
sucrase was stimulated by addition of dextran, although
dextransucrase could synthesize dextran without addition
of dextran to the reaction mixture. The rate of dextran syn-
thesis in dextran-free reaction mixtures was accompanied
by a lag period that could be eliminated by addition of ex-
ogenous dextran (58). Robyt et al. reported that the addi-
tion of dextran to dextransucrase reaction mixtures affects
the initial velocity of dextran synthesis in a sigmoidal man-
ner characteristic of an allosteric binding of dextran to the
enzyme. Further, they proposed that the allosteric activa-
tion of dextransucrase occurs when the dextran binds to
the dextran binding site, where it acts as a matrix to join
or induce the subunits to associate into an active form (37).
Kobayashi and Matsuda reported that purified B-512 F
dextransucrase contains 17% carbohydrates, mostly as en-
dogenous dextran covalently bound to the enzyme, which
can be eliminated by the mild action of endodextranase.
They suggested that exogenously added dextran could sta-
bilize the enzyme not only during storage but also during
long-term incubation (46,47).

Miller and Robyt (74), from their rate kinetics of dex-
tran synthesis, showed that concentrations of Ca2� ion be-
low 1 mM activate the enzyme by increasing Vm and de-
creasing the Km for the sucrose. Above 1 mM Ca2�, the
ions act as weak competitive inhibitors. Although Ca2� is
an activator at low concentrations, it is not required for
dextran synthesis. Miller and Robyt proposed a model for
Ca2� ion activation and inhibition behavior in which the
enzyme has two Ca2� binding sites. One Ca2� site is an
activating site and the other is an inhibitory site at which
Ca2� ions prevent the binding of sucrose to the sucrose
binding site (48,74). Kobayashi and Matsuda reported that

the purified enzyme can be activated by Ca2� ions and
strongly inhibited by EDTA. The inhibitory effect of EDTA
can be reduced by adding Ca2� ions (75,76). However, they
further observed that the purified enzyme was strongly in-
hibited by Cu2�, Fe2�, and Mn2� ions in this order (46).
Contrary to the crude enzyme, which contains endogenous
dextran, the purified enzyme shows optimum activity at
pH 6.0 (46). Miller and Robyt found that the dextransu-
crase could be stabilized against the activity losses caused
by heating or by dilution through the addition of low con-
centrations nonionic polymers (e.g., dextran, PEG 20000,
and methyl cellulose) or of nonionic detergents at or
slightly below their critical micelle concentrations (77).
The effect of pH and temperature on dextransucrase is dis-
cussed in the later section “Effect of pH and Temperature”.

Effect of Enzyme Concentration

In 1962 the effect of enzyme concentration on dextran syn-
thesis was reported by Braswell et al. (78). They observed
that at higher concentrations of enzyme the molecular
weight of dextran synthesized was decreased and the in-
trinsic viscosity and branching ratio (�, 1 r 6 linkages to
�, 1 r 3 linkages) was increased. Tsuchiya et al. made a
related observation that increasing the enzyme concentra-
tion decreased the amount of high molecular weight dex-
tran synthesis (54).

At the time, neither Braswell and coworkers nor Tsu-
chiya and coworkers put forward an explanation. However,
in 1993 Su and Robyt explained in their report that the
results are due to the increased acceptor reactions at
higher enzyme concentrations (70) (see the earlier section
“Acceptor Reactions and Acceptor Product”). Another im-
portant point is that improving the yield of enzyme from a
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given fermentation does not necessarily produce an im-
proved yield of dextran because the conditions under which
the enzyme is allowed to act on sucrose solution determine
the dextran yield (14).

PRODUCTION OF DEXTRANSUCRASE AND DEXTRAN

The dextran fermentation process involves three phases:
(1) the cell growth phase, (2) the dextransucrase produc-
tion phase, and (3) the enzyme action phase. The enzyme
action phase that produces dextran is the third phase (i.e.,
it occurs after cell and enzyme production). Thus, the rate
of dextran production under given conditions is a function
of the enzyme production rate, which in turn is a func-
tion of the cell production rate. Moreover, dextransucrase
stability and its activity under given conditions influence
dextran synthesis. To optimize the dextran fermentation
process, one must consider the following rates of reactions:
(1) cell growth rate, (2) enzyme production rate, (3) enzyme
deactivation rate (stability), and (4) enzyme action rate.

The interdependency of these reaction rates under spe-
cific fermentation conditions is a key factor for in situ dex-
tran production. Because each rate of reaction has its own
optimum level, a set of conditions given for a fermentation
may not be optimal for all four rates of reaction. For ex-
ample, a temperature of 30 �C is optimal for cell production
and enzyme action but not for enzyme production and its
stability. The three phases of dextran fermentation can be
separated and the optimum level of each phase can be used
one by one for maximum dextran yield. Therefore, each
phase and its reaction rates must be understood separately
and in great detail to employ process control techniques,
to find optimal conditions, and to design a high-
performance reactor.

Factors That Influence Dextran Fermentation

Bacterial Strains. The genera of bacteria recognized to
produce the enzyme dextransucrase, which is capable of
synthesizing dextran from sucrose, are primarily Leucon-
ostoc and Streptococcus. These two genera are gram-
positive, facultative anaerobic cocci that are closely re-
lated. The notable difference between these two genera is
that Leuconostoc species require sucrose in the culture me-
dium to induce the formation of dextransucrase, whereas
the Streptococcus species do not require sucrose in the cul-
ture medium to induce enzyme formation (79,80). Thus,
the Leuconostoc species are normally inducible for the for-
mation of dextransucrase and the Streptococcus species
are normally constitutive for their formation. However,
Kim and Robyt have obtained mutant strains of Leucon-
ostoc mesenteroides B-512 FM, B-742, B-1299, and B-1355
that are constitutive for dextransucrase formation (81).

Effect of Sucrose Concentration. Sucrose is an essential
substrate for dextransucrase and dextran synthesis. Al-
though L. mesenteroides can grow on various carbohy-
drates such as glucose, fructose, and maltose, it prefers
sucrose over other carbohydrates as a carbon and energy
source (82,83). The carbohydrates are fermented through
the hexose monophosphate pathway, giving lactic acid, car-

bon dioxide, and ethanol under anaerobic conditions. An
aerobic oxidative metabolism that yields carbon dioxide,
lactic acid, and acetic acids also exists (84).

Tsuchiya et al. found in batch culture that increasing
sucrose concentration from 5 to 50 g/L resulted in an in-
crease in enzyme productivity from 6 to 120 DSU/mL.
However, they recommended 20 g/L sucrose for optimum
dextransucrase production because higher sucrose concen-
trations increase the viscosity of the broth due to dextran
synthesis, which makes cell removal difficult. The enzyme
activity that they achieved at 20 g/L sucrose is 86 DSU/
mL (85). It is essential to maintain the lower level of su-
crose concentration (5–10 g/L) throughout fermentation to
produce a higher activity of dextransucrase (86). This is
possible in semicontinuous or continuous operational
mode. Lopaz and Monsan achieved the enzyme activity of
180 DSU/mL by addition of sucrose at the rate of 20
g/L/h over the cell growth phase (87,88). Lawford reported
that the enzyme can be synthesized only after a critical
concentration of sucrose, the inducer, has been reached or
surpassed (82). The highest activities of dextransucrase re-
ported in the literature are by Schneider et al. (86) and
Barker and Ajongwen (89). The former obtained 400 DSU/
mL in laboratory scale and 289 DSU/mL at pilot plant
scale. Barker and Ajongwen obtained activity of 450 DSU/
mL under nonaerated fed-batch fermentation and 350
DSU/mL under aerated fed-batch fermentation.

At higher sucrose concentrations, the enzyme is inhib-
ited and the conversion of sucrose to dextran decreases (see
Fig. 5). Moreover, the molecular weight of synthesized dex-
tran decreases at higher sucrose concentrations, where su-
crose itself acts as an acceptor (see the earlier section “Ac-
ceptor Reactions and Acceptor Products”) to terminate
polymer growth. Braswell et al. observed that increasing
the sucrose concentration from 50 to 300 g/L increases the
intrinsic viscosity and the branching ratio of dextran pro-
duced while decreasing the molecular weight of dextran
and the rate of dextran formation (78,91).

Alsop reported that higher dextran yields have been ob-
tained at lower initial sucrose concentrations, reducing
costs as a function of sucrose alone. However, the net
amount (and so the concentration) of dextran produced
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was lower, reducing plant productivity and substantially
increasing ethanol and labor costs in downstream process-
ing. Alsop calculated the optimum value on the basis of
ethanol precipitation costs (which depend on the molecular
weight of the dextran synthesized; high molecular weight
dextrans can be precipitated with lower concentrations of
alcohol) and reported that the optimum value is 170 g/L of
initial sucrose concentration. However, the same author
reported another optimal value, 125 g/L of sucrose, based
on the operating costs of the plant (14). Martinez-
Espindola and Lopez-Munguina reported that in cell-free
enzymatic synthesis of dextran, an initial sucrose concen-
tration of 150 g/L is optimum for 99% conversion of sucrose
to dextran. The optimum value was based on reaction ki-
netics of dextransucrase and a specific design for a batch
reactor (92).

In our work, we found the optimum value (based on
yield) of sucrose to be 300 g/L for batch dextran production
in whole cell culture based on response surface methodol-
ogy (90). We observed a yield of 135 g/L dextran at this
optimum level. Further, we observed substrate inhibition
kinetics for cell growth at more that 100 g/L sucrose and
that at more than 300 g/L sucrose the dextran yield de-
creases considerably (93,94) (see Fig. 5).

Effect of Nitrogen Source. The nitrogen sources used to
grow L. mesenteroides and produce enzyme are corn steep
liquor, yeast extract, soya meal preparations, and peptone.
These complex nutrients also provide essential growth fac-
tors and trace elements. Ammonium ions used as the ni-
trogen source appear to have an adverse effect on cell
growth (85). Tsuchiya et al. reported that an increase in
the concentration of corn steep liquor as a nitrogen source
from 2.5 to 20 g/L increases the enzyme yield but only
when higher amounts of phosphate are present in the me-
dium (85).

Barker and Ajongwen, who obtained the highest en-
zyme activity, used 40 g/L yeast extract as a nitrogen
source in fed-batch culture. However, they observed vari-
able performance with different yeast extract types, be-
cause different yeast extracts contain varying levels of vi-
tal nutrient components (89). In our work, we optimized
yeast extract concentration to 10 g/L for conversion of 300
g/L sucrose to dextran (90) and further observed that be-
low 10 g/L yeast extract the growth of cells and enzyme
production were affected considerably.

Effect of Phosphate Concentration. Phosphates such as
K2HPO4 and KH2PO4 act as buffers in the fermentation
medium in addition to being nutrients. Tsuchiya et al. re-
ported that 35 g/L KH2PO4 is optimum for enzyme pro-
duction (85). We observed that 30 g/L K2HPO4 is optimum
for batch dextran production to convert 300 g/L sucrose to
dextran (90). Lawford et al. (82) reported that larger
amounts of phosphate can remove the Ca2� ions in the
medium by forming a complex with Ca2� ions. Calcium is
an essential element for dextransucrase stability (see the
earlier section “Activation, Inhibition, and Stability of Dex-
transucrase”). They observed loss of activity of dextran-
sucrase during batch culture at 10 g/L potassium phos-

phate, whereas at 1 g/L phosphate the produced activity
remained stable for a long time.

London and Webb optimized the concentration of
Na2HPO4 to 20 g/L (95,96), and Barker and Ajongwen used
K2HPO4 at 20 g/L in their fed-batch fermentation for
higher enzyme production (89). In batch fermentation
without controlled pH the pH of the medium starts to fall
as the cell starts to grow. However, the rate of fall can be
controlled by using higher phosphate concentrations. Cell
growth, enzyme production, and dextran production are
faster at pH 7.0, 6.7, and 5.2, respectively (14). The inter-
action between initial pH and phosphate can be seen in
Figure 6 (90). However, in pH-controlled fermentations,
the higher amounts of phosphates are not required and the
adverse effect of Ca2� ion removal can be avoided. pH con-
trol is recommended over a higher phosphate concentra-
tion in the culture.

Effect of Growth Factors and Trace Elements. Carlson and
Carlson reported that the growth factors nicotinic acid, thi-
amine, pantothenic acid, and biotin and the amino acids
valine and glutamic acid are required for L. mesenteroides
growth (97–99). However, the complex nitrogen sources
(e.g., yeast extract, corn steep liquor, and peptone) are ex-
pected to supply those vital nutrients and necessary trace
elements. In 1952 a salt solution called R salts that con-
tained 4.0% MgSO4 • 7H2O, 0.2% NaCl, 0.2% FeSO4 •
7H2O, and 0.2% MnSO4 • H2O, was first introduced by
Koepsell and Tsuchiya (100). London reported that the
trace inorganic salts generally used were not found to be
necessary (95,96), suggesting that nutrient requirements
are culture dependent. The effect of Ca2� ions on enzyme
stability was discussed earlier.

Effect of pH and Temperature. The optimum levels of pH
and temperature for cell, enzyme, and dextran production
are given in Table 2, and the enzyme dextransucrase is
stable at pH 5.2 and low temperature. The effects of pH
and temperature on enzyme production and its action and
stability are interrelated. Although pH 6.7 is optimum for
enzyme production in this example, this value is applicable
only at the optimum temperature of 23 �C. At higher tem-
peratures, pH 6.7 inactivates the enzyme rapidly (85).
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Table 2. Optimum pH and Temperature for Cell Growth,
Enzyme Production, and Dextran Production by
Leuconostoc mesenteroides

Parameter
Cell

growth
Enzyme

production
Enzyme
action

pH 7.0 6.7 5.2
Temperature (�C) 30 23 30

Similarly, the optimal temperature of 30 �C for cell growth
and enzyme activity is too high for enzyme production and
stability. The enzyme activity in culture filtrate is retained
at pH 5.2 for at least 24 h at 25 �C, but 35% of the activity
is lost at pH 6.7 within 1 h at 25 �C. Moreover, at higher
temperatures the deleterious effect of pH is accentuated
markedly. Kobali and Reilly (101) reported that the half-
lives of enzyme at pH 4.9 are 13.75, 7.02, and 3.28 min at
30, 32, and 35 �C, respectively. London and Webb observed
that the maximum enzyme production rate was achievable
at pH 6.1, although the maximum activity was observed
at pH 6.7. They further stated that at pH 6.0 and below,
the enzyme was relatively stable, retaining 100% of activ-
ity for 5 h at pH 5.4 and 26 �C. Above pH 6.0 the enzyme
was far less stable, retaining only 10% of its original activ-
ity at pH 6.6 and 26 �C (95,96).

The effect of temperature as the velocity of the reaction
corresponds to an Arrhenius activation energy of 10.6 kcal/
mol (78). However, Kobali and Reilly reported a lesser
value of 8.6 kcal/mol of activation energy (101). Dextran
synthesis temperature also plays an important role in the
properties of the dextran produced. Braswell et al. re-
ported that decreasing the reaction temperature from 30
to 0 �C lowers the molecular weight of dextran and in-
creases the intrinsic viscosity. One would normally expect
lesser intrinsic viscosity for lower molecular weight poly-
mers, but a more linear polymer is produced at lower tem-
peratures, increasing the intrinsic viscosity observed (78).
Sabatie and Choplin (102) also reported that dextran pro-
duced at 5 �C was more linear than dextran produced at
30 �C. They observed 5% �, 1 r 3 branch linkages at 5 �C
of synthesis temperature compared with 4.8% at 30 �C (78).

Effect of Aeration and Agitation. The maximum produc-
tivity and product concentration achievable in industrial
microbial processes for production of biomass as product
are typically limited by the rate of oxygen transfer. L. mes-
enteroides is a facultative anaerobe. However, some re-
searchers used the aerobic fermentation for dextransu-
crase production. Schneider and coworkers observed a
higher enzyme activity of 400 DSU/mL under highly aer-
ated conditions in which the oxygen level was maintained
at 40–80% of the initial saturated value throughout the
course of fermentation (86). However, Barker and Ajong-
wen observed the higher activity of 450 DSU/mL under
nonaerated fed-batch fermentation but achieved only 350
DSU/mL of activity under aerated fermentation (89). Fos-
ter also found that aeration gives a lower yield of enzyme
(103,104).

Koepsell and Tsuchiya (104) and Tsuchiya et al. (86)
noticed that enzyme yields were higher in shaken than in

still flasks, and Johnson and McCleskey (105) also ob-
served similar results. This may be due to the mixing re-
quirements for limiting nutrients. London and Webb com-
pared the stirred and unstirred cultures for enzyme
production. They observed a lower cell growth rate and
higher enzyme production in unstirred culture than in
stirred culture. This is due to the limiting substrate con-
centration around the cells being lower under poor mixing
conditions (i.e., the transfer from the liquid to the cells is
insufficient to meet their demand, which results in poor
cell growth rate). But as the cells produce the enzyme and
acid, the enzyme and acid are expected to collect in pockets
around the cells in nonagitated conditions. This lowers the
pH around the enzyme to its stability optimum (95,96).

As the dextran concentration increases in the fermenter
during its synthesis, the viscosity of the broth also in-
creases, which requires proper mixing conditions for better
conversion of substrate to polysaccharide and scale-up of
polysaccharide fermentation (106). Margaritis and Bokkel
studied the rheological behavior of dextrans (low and high
molecular weight) in different concentrations (107). Their
data fit well the following power law equation, which rep-
resents the pseudoplastic behavior of fluid:

logs � logK � n logc (8)

where s is the shear stress applied on the fluid (N/m2), K
is the consistency index, n is the flow behavior index, and
c is the shear rate (s�1).

From Margaritis and Bokkel’s observations, the flow in-
dex n of the high molecular weight dextran solution was
much less than the flow index for the low molecular weight
solution. The consistency index K of high molecular weight
dextran solutions was found to be higher than the K values
of low molecular weight solutions for the same concentra-
tions (1). These results show that high molecular weight
dextran shows a higher degree of pseudoplastic behavior
than low molecular weight dextran.

Batch Culture

Traditionally, dextran is produced by anaerobic, unstirred
batch culture using dextransucrase-producing bacteria in
sucrose-rich media (14). Sugar solutions are fortified with
a nitrogen source such as yeast extract or corn steep liquor,
a phosphate source such as K2HPO4 or KH2PO4, and trace
metal salts. Little further process control is employed. The
pH, which was neutral at the start of the fermentation
process, falls as cells grow. Dextransucrase is not produced
until near the beginning of the stationary phase. At this
point the enzyme is secreted rapidly into the culture me-
dium and reaches a maximum after a few hours (76).

Dextransucrase kinetics have generally been described
by the Michaelis–Menten model and applied for sucrose
levels below 100–150 g/L, where the saturation of the en-
zyme is achieved. Martinez-Espindola and Lopez-
Munguina proposed a simple substrate inhibition model
for enzyme action at higher sucrose levels as follows:

2V � [V � S]/[K � S � (S /K )] (9)i max m i

For enzymatic synthesis of dextran in a batch reactor,
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Figure 7. Typical batch dextran fermentation profiles. Fermen-
tation conditions are given in Table 3. Source: From Ref. 90.

Table 3. Optimal Conditions for Production of Dextransucrase Used by Various Authors

Variables El-Sayed et al. (108) London and Webb (96) Barker and Ajongwen (89) Karthikeyan et al. (90)

Sucrose 20 g/L 40 g/L 10 g/L 300 g/L
Yeast extract 20 g/L 20 g/L 40 g/L 10 g/L
Tween 80 2 g/L — — —
KH2PO4 2 g/L — — —
K2HPO4 — — 20 g/L 30 g/L
Na2HPO4 — 16 g/L — —
CaCO3 10 g/L — — —
R saltsa 5 mL — 0.5% v/v —
pH 6.7b 7.1c 6.7b 8.3c,d

Temperature 26 �C 26 �C 23 �C 23 �C
Inoculum — 1% v/v — 10% v/v
Mode Fed-batch Batch Fed-batch Batch
Sucrose feed 10 g/L/h — Connected with alkali addition —
Product Dextransucrase Dextransucrase Dextransucrase Dextran

aR salts contain 40 g MgSO4•7H2O, 2 g NaCl, 2 g FeSO4•7H2O, and 2 g MnSO4•H2O, dissolved in 1 L.
bpH-controlled fermentation.
cIndicates initial pH, which is uncontrolled during the fermentation.
dpH will become 7.5 after adding 10% v/v of acidic inoculum.

Martinez-Espindola and Lopez-Munguina derived the fol-
lowing design equation:

2 2V t � S X � K ln(1 � X) � (K S )(2X � X )/2max 0 m i 0
(10)

where S0 is the initial sucrose concentration, X is the con-
version, and Ki is the inhibitor constant. They predicted
that 150 g/L of sucrose concentration is optimum for 99%
conversion of sucrose to dextran in terms of productivity
in a batch reactor (92).

London and Webb (96) optimized both the medium and
inoculum for batch production of dextransucrase in an
unaerated and unstirred culture. The optimum conditions
are given in Table 3. They achieved a final enzyme activity
of 142 DSU/mL. Although it is lower than the fed-batch
achievement, it was the best reported value for batch
operation. However, London and Webb’s scaled-up process
to 1,000 L yielded only 45 DSU/mL of activity (see Ta-
ble 3).

We reported the optimum conditions for batch dextran
production by using response surface methodology (RSM)
(109) and multistage Monte Carlo optimization (MSMCO)
(110) optimization techniques with a predicted yield of 154
g/L dextran. The optimum values are given in Table 3; un-
der these conditions we observed 135 g/L dextran yield
(90). Typical batch dextran fermentation profiles can be
seen in Figure 7. The optimum initial pH of 8.3, which was
set before inoculation and sterilization, dropped to 7.5 at
the start of fermentation after adding 10% v/v acidic in-
oculum (see Figs. 5 and 6). Batch operational mode is a
suitable method to produce dextran through either whole
cell fermentation or cell-free enzymatic synthesis due to
the possibility of a high final dextran concentration (hence
the productivity), which minimizes the alcohol precipita-
tion costs in recovery of the product. However, if our aim
is to produce maximum enzyme activity, fed-batch opera-
tion that keeps lower levels of sucrose concentrations in
the fermenter is the best operational mode.

Semicontinuous Culture

Because dextran fermentation shows substrate inhibition
kinetics, the substrate level can be maintained at the de-
sired level by using fed-batch operational mode. This is
shown by the various authors who produced higher en-
zyme activity than in batch cultures (87,89,111). Lopez and
Monsan (87,88) and Monsan et al. (111,112) achieved 180
DSU/mL enzyme activity by fed-batch fermentation. They
fed sucrose solution at a rate of 20 g/L/h and achieved
maximum cell density and enzyme activity. Barker and
Ajongwen (89) achieved the highest enzyme activity
(450 DSU/mL) under low agitated, nonaerated fed-batch
fermentation (see Table 3). El-Sayed and coworkers ob-
served higher enzyme activity in fed-batch operation than
batch mode in both immobilized-cell and free-cell cultures.
They observed that when the sucrose feed rate is increased
from 5 to 10 g/L/h, enzyme activity increases from 73 to
118 DSU/mL in free-cell culture and 110 to 223 DSU/mL
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in immobilized-cell culture (113–115). Although fed-batch
culture (used to maintain a low substrate level) is suitable
for enzyme production, it may not be suitable for dextran
production because of lower plant productivity and in-
creased alcohol precipitation costs in downstream process-
ing.

Continuous Culture

Ringpfeil and Selenia (116) theoretically calculated from
batch culture experiments the maximum yield of dextran-
sucrase that would be obtained from sucrose-limited con-
tinuous culture at low dilution rate. The maximum enzyme
activity achieved at a dilution rate of 0.53 h�1 was 16 DSU/
mL. However, Lawford et al. (82) reported that the enzyme
can be synthesize only after a critical concentration of su-
crose has been reached because they could not synthesize
dextransucrase at dilution rates less than 0.2 h�1. They
calculated the theoretical dilution rate for maximum cell
growth to be 0.67 h�1. However, they achieved maximum
cell growth rate at 0.35 h�1, concluding that either some
essential metabolite other than the energy source limited
the growth or some components of the growth medium in-
hibited the growth. Lee et al. (73) produced low molecular
weight clinical dextran in a two-stage continuous reactor
using acceptors such as maltose, dextran T-40, and dextran
T-10. Cells cultivated in the first reactor were transferred
to the second reactor, where sucrose and acceptor were
added for clinical dextran production.

Immobilized Cells and Enzymes

Use of immobilized dextransucrase, if it were of sufficient
stability, would allow the production of dextran without
the requirement for repetitive fermentation. Earlier re-
ports of dextransucrase immobilization were issued from
several groups. The enzyme has been immobilized ionically
to DEAE sephadex A-50 (117), covalently to Bio-Gel-P2
(63,64), and covalently to polyacrylamide gel, cellulose ac-
etate membranes, and polysulfone hollow fibers (118). In
1980 Kobali and Reilly (101) examined 13 carriers (e.g.,
Enacryls, DEAE cellulose, DEAE sephadex, SP sephadex,
and porous silica) for dextransucrase immobilization.
Among the 13 carriers surveyed, only alkaline amine po-
rous silica retained more than 10% of activity on immobi-
lization (10 DSU/g carrier). The optimum pH (5.2) and
temperature (30 �C) of enzyme activity are not changed on
immobilization, but the activation energy below 30 �C was
1.7 kcal/mol for immobilized enzyme, which is lower than
for soluble enzyme (8.6 kcal/mol).

Monsan and Lopez immobilized dextransucrase on an
aminoporous silica support activated with 2% glutaralde-
hyde by covalent coupling (111). They examined the spe-
cific surface area of the carrier silica for immobilization
efficiency and observed that (1) lowering the specific sur-
face area increased the coupling efficiency for dextransu-
crase and that (2) adding maltose to the dextransucrase
preparation during enzyme coupling greatly increased the
coupling efficiency. The production of high molecular
weight dextran with immobilized dextransucrase results
in extremely viscous solutions, which makes recovery of
the support difficult at the end of the synthesis. They also

observed from their kinetic study diffusional limitation in
the immobilized catalyst because of high molecular weight
dextran synthesis. Chang et al. (119) successfully immo-
bilized the enzyme on porous phenoxy acetyl cellulose
beads by hydrophobic adsorption with high efficiency. The
enzyme was immobilized at more than 100 times the ac-
tivity attained on porous silica beads by Kobali and Reilly
(101) and at nearly double the activity found by Monsan
and Lopez (111).

El-Sayed and coworkers published a series of papers
(113–115) in which they studied the effect of different car-
riers (i.e., calcium alginate, three types of celites, celites
coated with calcium alginate, stainless steel, and stainless
steel coated with calcium alginate) for immobilization,
mode of operation (batch and fed-batch), and the perfor-
mance of different reactors (bubble column and airlift bio-
reactors). They further compared all the results with whole
cell fermentation under the same conditions. The medium
they used for dextransucrase production is given in Ta-
ble 3.

El-Sayed and coworkers used the immobilized cells in
calcium alginate beads for sequential production of dex-
transucrase followed by dextran production in three cycles.
Each cycle consisted of fed-batch enzyme production for 24
h followed by batch dextran production for 24 h. The max-
imum dextran yields reached 40%, 44%, and 46% based on
the added sucrose and were achieved 15, 7, and 3.5 h from
the beginning of the first, second, and third dextran pro-
duction periods, respectively. Increasing the sucrose feed
rate from 5 to 10 g/L/h led to an increase in the total en-
zyme activity of about 88%. El-Sayed et al. compared the
results with free-cell fermentation where only one cycle
was possible. They observed that immobilized cells pro-
duced more than three times as much dextran as free cells
during one cycle (113). When comparing different carriers
they observed that the immobilized cell cultures were sig-
nificantly affected by pore and particle size. Enzyme pro-
duction with cells immobilized in celite R 648 resulted in
the highest total enzyme activity followed by celite R 633,
alginate-coated celite R 630, celite R 630, and the calcium
alginate beads. A layer of calcium alginate on porous celite
R 630 particles improved their mechanical stability, in-
creased the amount of soluble dextransucrase activity, and
decreased the cell leakage from the highly porous support
(114). Immobilizing L. mesenteroides on a porous stainless
steel support also increased dextransucrase and dextran
production. Coating calcium alginate layers on stainless
steel supports enhanced the cell loading capacity of the
support and increased dextransucrase and dextran pro-
duction (115).

Other Operational Strategies

Dextran fermentations consist of three phases—cell, en-
zyme, and dextran production—and each phase shows dif-
ferent optima for pH, temperature, and sucrose concentra-
tion. A major advantage in dextran fermentation is that
these individual phases can be performed separately and
sequentially in a reactor system that allows flexibility in
operational strategy (120,121). Their separation could be
achieved by either of the following simple techniques:
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(b) fed-batch reactor, (c) continuous reactor.

1. Single reactor system with multistage operation: a
stepwise operation of the individual phases with
their individual optimum condition.

2. Multistage reactor systems in series: simultaneous
operation of individual phases (i.e., each individual
phase performed with unique optimum levels in
separate reactors in series).

In Figure 8, reactors a, b, and c represent single reactor–
multistage operational systems with batch, fed-batch, and
continuous mode of operation, respectively. In these sys-
tems, for example, if we divide the total fermentation time
into three stages so as to perform cell, enzyme, and dextran
production in a stepwise fashion, we can control the pH at
7 and temperature at 30 �C for the first stage to maximize
cell growth. In the second stage, after reaching a high bio-
mass concentration, we set the pH and temperature to 6.7
and 23 �C, respectively, for enzyme production. Similarly,
in the third stage we can set the pH at 5.2 and temperature
at 30 �C for dextran production. Further, we can control
sucrose concentration in fed-batch and continuous cultures
for these three stages. El-Sayed and coworkers attempted
the sequential production of dextransucrase followed by
dextran production using immobilized cells in an airlift
bioreactor (113–115). If we divide the fermentation time
for individual phases in the stepwise process the questions
to be answered are as follows:

1. What is the required amount of biomass and enzyme
activity to be produced to get a maximum conversion
of given sucrose to dextran in the shortest time?

2. How many stages are required? Are three stages nec-
essary, because dextran fermentation consists of
three phases?

3. What is the duration required for each stage?

The term required amount in question 1 is important
because the aim of fermentation is to produce maximum
dextran, not cells or enzyme. If we produce more cells and
enzymes than the required amount, it will result in low
yield from the fermentation medium. Therefore, in the first
and second stages we need not produce maximum cells and
enzyme but a required amount to optimally convert su-
crose to dextran in the overall process. Optimization can
be solved by employing mathematical techniques such as
dynamic programming and the continuous maximum prin-
ciple (122–125). These techniques require the mathemat-

ical models for cell growth, enzyme formation and deacti-
vation, and dextran synthesis. The model parameters
should explain the effect of pH and temperature. In the
stepwise process, we need not necessarily divide the total
time into only the three stages suggested earlier. In fact,
more than three stages will prove advantageous. The num-
ber of stages required for maximum production can also be
obtained through the previously mentioned mathematical
techniques.

Multistage reactors in series allow simultaneous opera-
tions. In all simultaneous reactor systems in series shown
in Figure 9, the symbol Fa represents additional feed of
sucrose to the respective reactors. This feed can be utilized
to control sucrose concentration in the respective reactor.
The optimal operational conditions for simultaneous
operation can also be obtained by the previously mentioned
mathematical techniques. In reactor system f in Figure 9,
three reactors labeled A, B, and C are connected in series.
Reactor A is kept at optimum conditions for cell growth
and, similarly, B and C are kept at optimum conditions for
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enzyme and dextran production, respectively. Another re-
actor system shown in Figure 9d has only two reactors,
labeled A and B. Here, reactor A supports both cell growth
and enzyme production and reactor B performs the dex-
tran synthesis. Separate sucrose feed (Fa) can also be em-
ployed in reactor B. Lee et al. (73) reported the perfor-
mance of a two-stage continuous reactor for dextran
synthesis. In the d reactor system in Figure 9, reactor A
can also be utilized with immobilized cell systems to pro-
duce enzyme, which can be supplied to reactor B for dex-
tran production. The reactor system shown in Figure 9e
has a cell recycle unit R that separates the cells in the
medium before it goes to reactor B and maximizes the cell
concentration in reactor A. Another interesting system
shown in Figure 9g consists of a packed-bed reactor (A)
connected to a stirred tank reactor (B). Here immobilized
cells are packed and are controlled at the optimum condi-
tions for enzyme production. Using the enzyme from re-
actor A, reactor B supports dextran synthesis under opti-
mum conditions. The stirred tank reactors shown in Figure
9 can be replaced by other reactors such as airlift, bubble
column, and so forth.

A major advantage in reactor systems e and g in Figure
9 is that dilution of the final viscous broth for cell removal
by centrifugation, is not needed, thereby saving on alcohol
precipitation costs. The additional investment in terms of
equipment and control systems and the operational diffi-
culties are major disadvantages in systems with reactors
in series. The overall economics of such a process should
be worked out after taking into consideration the product
value for such a process.

USES AND APPLICATIONS OF DEXTRANS

Depending on the microbial species employed and the fer-
mentation conditions, a wide variety of dextrans can be
produced. For example, dextrans commercially produced
from L. mesenteroides NRRL-B512F consist of 95% �,
1 r 6 linkages and 5% �, 1 r 3 linkages. Many types of
applications of this particular dextran and its derivatives
have been developed (4,14,27,126–128). The important ap-
plications of dextran and its derivatives are described in
the following sections.

Clinical Dextran

Dextran fractions of average molecular weight 70,000 can
be used as blood plasma substitutes (or blood volume ex-
panders). This single most important application initiated
extensive research in dextran production. Clinical dextran
(6% w/v) in isotonic saline provides viscous, colloidal, and
osmotic properties equivalent to those of plasma proteins.
Clinical dextran solutions can be administered intrave-
nously for treatment of shock and burns, especially when
blood is not available, to restore blood pressure and cir-
culatory volume. The advantages of clinical dextran solu-
tion are its stability to sterilization by heat and in storage,
independence of the blood types of recipients, low incidence
of adverse reactions, and freedom from transmissible dis-
eases (128,129). Clinical dextran (10–12% w/v) in aqueous
or dextrose solutions administered intravenously provides

high colloidal and osmotic activity and is used for treat-
ment of hypoproteinemia and nephrotic and cerebral
edema (128).

Rheomacrodex or Low-Viscosity Dextran

Dextran fractions of average molecular weight 40,000 can
be used as blood flow improvers. Dextran (10% w/v) in
sodium chloride solution (0.9% w/v) shows hematorheolog-
ical properties that counteract capillary stagnation and
improve the suspension stability of blood. When intrave-
nously administered, it increases the fluidity of erythro-
cytes (130).

Cross-Linked Dextran Gel

Dextran is used in the manufacture of molecular sieves. It
can be cross-linked with reagents such as epichlorohydrin
in the presence of sodium hydroxide. The degree of cross-
linking of dextran determines the porosity of the gel struc-
ture, water regain value, and molecular sieveing proper-
ties. These cross-linked gels, having three-dimensional
structure, revolutionized the purification and separation,
of proteins, nucleic acids, and polysaccharides based on dif-
ferences in molecular size. These gels have well-defined
exclusion limits in the molecular weight range of 5,000–
200,000 (131). Commercial cross-linked dextran was intro-
duced in the 1960s by Pharmacia Fine Chemical Limited
under the tradename Sephadex. Hydroxyl propyl deriva-
tives of Sephadex have been made to separate materials
according to molecular size in organic solvents and have
had use in separation of lipids, fatty acids, steroids, and so
forth (132).

Diethylaminoethyl and carboxymethyl derivatives of
cross-linked dextran gels provide adsorbants with differ-
ent porosities and fractionation ranges used in the frac-
tionation of proteins, nucleic acids, and polysaccharides on
the basis of different adsorption characteristics. Cross-
linked dextrans and their derivatives have found wide ap-
plication in the separation and purification of biological
molecules based on charge, molecular size, and so forth on
both laboratory and preparative scales. Proteins are not
usually denatured by hydrophilic polymer networks, and
nonspecific adsorption is usually very low.

Dextran Sulfate

Dextran sulfate can be prepared by esterification of poly-
saccharide of molecular weight 5 � 105 with chlorosulfonic
acid. This product, a polyelectrolyte containing 17% sulfur
(an average 2.3 sulfate groups on each glucosyl residue),
has various applications. It shows reversible interaction
with plasma proteins, and under some conditions selective
precipitation, and thus permits isolation of substances
such as b-lipoproteins and human antihemophilic globulin
(133).

Dextran of sufficiently low molecular weight (5,000–
10,000), substituted with sulfate, has anticoagulant activ-
ity (128). It mimics the action of heparin but with 15% of
the activity of heparin. Dextran with a molecular weight
of 7,000–8,000, substituted with sulfate, is used for selec-
tive stabilization of c-globulin and fibrinogen to heat (134).
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The wide spectrum of biological properties of dextran sul-
fate has produced studies involving enzyme inhibition, ac-
tivation, and release; adjuvant effects on immune re-
sponses; cellular interactions; and decreased virus
infectivity and multiplication. It has shown some efficacy
as a drug in the treatment of AIDS and tumors.

Dextran and Polyethylene Glycol in Aqueous Two-Phase
Systems

The need for an extracting phase that does not harm labile
enzymes, proteins, cellular organelles, and macromole-
cules has motivated consideration of liquid–liquid two-
phase extraction systems in which each phase is primarily
aqueous. The production of separate aqueous phases is
achieved by dissolution of two incompatible polymers such
as dextran and polyethylene glycol (135). Dextran may be
replaced by its derivatives, including sodium dextran sul-
fate, sodium carboxymethyl dextran, or diethylaminoethyl
dextran, in this two-phase system. These systems offer a
new approach for extraction that is different from conven-
tional techniques (136–138). Pullulanase and phosphory-
lase are extracted from Klebsiella pneumoniae using the
dextran–polyethylene glycol (PEG) system (139).

Activated Dextrans

Several attributes (119) can be achieved by coupling li-
gands to dextran, including the following:

1. Stability and lifetime of ligands can be increased.
2. Because of the general compatibility of the dextran

fraction in vivo, drugs that require a longer circula-
tory lifetime can be covalently coupled with dextran.
Insulin has been coupled with dextran, and the hy-
poglycemic action of the complex was reported to be
superior to native insulin. The complex also had a
longer lifetime in the bloodstream than free insulin
(140,141).

3. The antigenicity of protein ligands can be decreased.
4. Enzymes can be immobilized for enzyme reactors to

produce various products (142).
5. Covalent linking of ligands for affinity chromotog-

raphy can be used in purification processes (143).

Because dextran, in a well-defined molecular size range,
is an established blood plasma substitute, the coupling
with hemaglobin may provide a blood substitute. The prep-
aration of hemaglobin covalently coupled with dextran was
studied (144). These preparations were cleared slowly by
the kidney, and it was found that the oxygen molecule
bound more tightly than to free hemaglobin. Wong and as-
sociates have published a number of papers in which the
preparation and experimental use of these dextran–
hemaglobin products are described (145–149).

Industrial Uses

Dilute aqueous solutions of dextrans with molecular
weights 18,000, 74,000, 228,000, and 7,400,000 are used
as superior media for suspension polymerization of unsat-
urated monomers (150). Dextran (5–50% w/w; MW 10,000)

incorporated into the total solids in gelatin-silver halide
emulsions has significant use in the photography industry.
It improves film surface coverage, maximum density con-
trast, and speed of gelatin-silver halide emulsions for
radiologic and lithographic films (151,152).

Native Dextrans

Linear-type, water-soluble native dextrans are effective for
a number of other potential uses. Dextran is superior to
many polymers tested in viscous water flooding for second-
ary recovery of petroleum. The dextran used for this pur-
pose has the requisite rheological properties—thermal,
chemical, and solution stability and innertness to ionic ef-
fects; it does not plug earth formations and is not adsorbed
on rock surfaces (153–155). Dextran is superior to carboxy-
methylcellulose and other common colloidal agents when
used in high-calcium drilling muds even at elevated tem-
peratures. Muds containing dextran or aldehyde-modified
dextran show superior stability and performance at high
pH and in saturated brines (156–159). Dextran shows rela-
tively high resistance to deterioration in soil aggregates
(160). It also makes effective protective coatings for seeds
(161) and deflocculants for production of fine papers (162).
Certain film-forming dextrans have value for protecting se-
lected areas from deposition of metals in gas plating pro-
cesses while remaining water soluble for ease of subse-
quent removal (163).

Other Uses

An iron–dextran complex has achieved significant com-
mercial success in the treatment of iron-deficiency anemia
(164). This complex is prepared by mixing a hot alkaline
solution of dextran with FeCl3 solution followed by neu-
tralization. This complex containing 5% iron and 20% dex-
tran is used for intramuscular or intravenous injections for
treating iron deficiency. It is currently being used to treat
anemia in newborn piglets. Dextran is used as a stabilizer
in freeze-drying sensitive materials such as vaccines and
bacteria (165). As recently reported, it is one of the best
preservative and stabilizing agents for transplant organs
(119). Compatibility of linear-type dextrans with living tis-
sues and their ability to be metabolized permits their use
in binding multiple collagen fibers into strands for surgical
suture (166). Dextran’s use in foods is based on its ability
to stabilize syrups, confections, and the like against crys-
tallization; to stabilize and provide viscosity to liquid sug-
ars (167); to act as humectants and adhesives; and to show
high tolerance for a low pH. Acting alone, dextran is su-
perior for stabilizing texture in ice creams and sherbets
(15).
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INTRODUCTION

Tyrosine phenol-lyase (TPL) (deaminating) (EC 4.1.99.2)
catalyzes 3,4-dihydroxyphenyl-L-alanine (L-DOPA) syn-
thesis from pyrocatechol, pyruvate, and ammonia in a one-
step reaction. In the investigation to produce L-DOPA by
this enzyme reaction, a bacterial strain (Erwinia herbi-
cola) has been chosen as the best producer of TPL out of
more than 1,000 others tested. Culture conditions for the
preparation of cells containing high TPL activity and re-

action condition for the synthesis of L-DOPA were opti-
mized with this bacterium to support L-DOPA, appearing
as the crystals in the reaction mixture, at final amounts
reaching 110 g/L.

L-DOPA is the precursor of the neurotransmitter do-
pamine and is an effective agent in the treatment of Par-
kinson’s disease. In this disease, the amount of dopamine
in the brain of the patient is insufficient. L-DOPA had been
produced mainly by a synthetic method that contains
many chemical reaction steps, including a step for optical
resolution. TPL is a pyridoxal phosphate dependent mul-
tifunctional enzyme obtained from bacteria that catalyzes
the synthesis of L-DOPA from pyruvate, ammonia, and py-
rocatechol in a one-step reaction. The L-DOPA from E. her-
bicola, is produced in cells containing high amount of TPL.
This biocatalytic method is one of the most economical pro-
cesses to date for the production of L-DOPA.

SELECTION OF MICROORGANISMS HAVING HIGH
TPL ACTIVITY

The activity of TPL in microorganisms was investigated
with 646 strains of bacteria, 140 strains of yeast, 138
strains of fungi, and 117 strains of actinomycetes (1).
TPL activity was determined by measuring the amount
of L-tyrosine or L-DOPA synthesized through the
b-replacement reaction between L-serine and phenol or py-
rocatechol, respectively. Cells of microorganisms were di-
rectly added to the reaction mixture as the enzyme for
practical applications. TPL activity occurred widely in a
variety of bacteria, most of which belong to the Enterobac-
teriaceae, especially to the genera Escherichia, Aerobacter,
Proteus, and Erwinia. No activity was observed in yeasts,
fungi, and actinomycetes. A large number of bacterial
strains isolated from rice and corn plants showed high TPL
activity. Cells of E. herbicola ATCC 21434, which showed
the highest activity, were selected as a promising source of
enzyme for the preparation of L-DOPA.

Aeration, pH, and temperature affect the formation of
TPL. Cell growth requires oxygen transfer, but the condi-
tion for TPL synthesis may have a different optimum. For
example, the optimum volume of the medium for the for-
mation of TPL was 40 to 60 mL in a 500-mL shaking flask,
but cell growth was rather repressed in this volume. The
optimum pH for enzyme formation in this example was in
the range of 7.0 to 7.5, and the optimum temperature for
enzyme formation was in the range of 27 to 32 �C.

TPL activity occurs during cultivation of E. herbicola,
and continues beyond the active growth phase. Cells were
grown at 31.5 �C for 32 h with reciprocal shaking. The me-
dium contained 0.2% tyrosine, 0.2% KH2PO4, 0.1% MgSO4

• 7H2O, 1.0% yeast extract, 0.5% polypeptone, and 0.5%
meat extract (pH 7.5) and supported maximum formation
of the enzyme during the early stationary phase (culti-
vated for 26 to 30 h); thereafter, the enzyme gradually dis-
appeared with the consumption of L-tyrosine added to the
medium. Additions of yeast extract, meat extract, polypep-
tone, and the hydrolyzate of soybean protein to the basal
medium enhance cell growth as well as the formation of
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Figure 1. The reaction mixture for the L-DOPA synthesis by TPL.
Crystals of L-DOPA are precipitated on the bottom of flask.

Figure 2. Microphotograph of crystals of L-DOPA.

Table 1. Comparison of Chemical and Enzymatic Methods of L-DOPA Production

Chemical Method Enzymatic Method

Starting materials Vanillin, hydantoin, acetic anhydride, hydrogen Pyrocatechol, pyruvate, ammonia
Total number of unit-reaction 8 1
By-products Ammonia, CO2, acetate H2O
Necessity of optical resolution Yes No
Equipment Specific plant Commonly usable fermenter
Period (day) 15 3
Contaminating amino acids L-Tyrosine, 3-methoxytyrosine, trihydroxy-phenylalanine L-Tyrosine

TPL. DL-Methionine, DL-alanine, and glycine stimulate en-
zyme formation. However, L-serine, L-ornithine, and L-
cystine inhibit enzyme formation. Pyridoxine is added as
a required precursor of coenzyme for enzyme formation.

Catabolite repression of formation of TPL by E. herbi-
cola has been observed on adding glucose, pyruvate, and
�-ketoglutarate to the medium at high concentrations.
Glycerol is a suitable carbon source for cell growth as well
as for the accumulation of the enzyme in growing cells. A
marked increase in enzyme formation has been seen when
glycerol is added together with succinate, fumarate or mal-
ate. Among the metallic ions tested, Fe2� ion was the only
one effective for the formation of TPL.

TPL is an inducible enzyme, and the addition of L-
tyrosine to the medium is essential for formation of the
enzyme. However, when large amounts of L-tyrosine were
added, inhibition of enzyme formation and repression of
cell growth were observed. The phenomena seem to be
caused by the phenol that is liberated from the L-tyrosine.

Various analogs of L-tyrosine that were not decomposed
during cultivation were investigated in the search for an
inducer of TPL, but no effective, nondecomposable inducer
was found among the L-tyrosine analogs tested. L-
Phenylalanine, D-phenylalanine, and phenylpyruvate did
not induce this enzyme by themselves, but they show a
synergistic effect on the induction of the enzyme by L-
tyrosine. L- and D-phenylalanine are competitive inhibitors
of TPL.

Cells of E. herbicola with high TPL activity are typically
prepared by growing them at 28 �C for 28 h in a medium
containing 0.2% KH2PO4, 0.1% MgSO4 7H2O, 2 ppm Fe2�

(FeSO4 • 7H2O), 0.01% pyridoxine • HCl, 0.6% glycerol,
0.5% succinic acid, 0.1% DL-methionine, 0.2% DL-alanine,
0.05% glycine, 0.1% L-phenylalanine, and 12 mL of hydro-
lyzed soybean protein in 100 mL of tap water, with the pH
controlled at 7.5 throughout cultivation. Under these con-
ditions, TPL is efficiently accumulated in the cells of E.
herbicola and makes up about 10% of the total soluble cel-
lular protein.

REACTION CONDITIONS FOR THE SYNTHESIS
OF L-DOPA

Synthesis of L-DOPA from Pyruvate, Ammonia,
and Pyrocatechol

The optimum pH for this reaction is around 8.0, and the
optimum temperature is 16 �C. Because pyruvate is
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unstable in the reaction mixture at a high temperature,
low temperature is favorable for the synthesis of L-DOPA.
The reaction is carried out at 16 �C for 48 h in a reaction
mixture containing various amounts of sodium pyruvate,
5 g of ammonium acetate, 0.6 g of pyrocatechol, 0.2 g of
sodium sulfite, 0.1 g of EDTA, and cells harvested from 100
mL of broth, in a total volume of 100 mL. The pH was
adjusted to 8.0 by the addition of ammonia. At 2-h inter-
vals, sodium pyruvate and pyrocatechol were added to the
reaction mixture to maintain the initial concentrations.
The maximum synthesis of L-DOPA was obtained when
the concentration of sodium pyruvate was kept at 0.5%. L-
DOPA appears as the crystals in the reaction mixture, as
shown in Figures 1 and 2.

When a higher concentration of pyruvate was added
to the reaction mixture during the synthesis of L-DOPA,
two by-products, 1-methyl-1,3-dicarboxy-6,7-dihydroxy-
1,2,3,4-tetrahydroisoquinoline and 1-methyl-3-carboxy-
6,7-dihydroxy-3,4-dihydroisoquinoline, were formed. The
by-products have been shown to be formed through a spon-
taneous condensation reaction.

TPL catalyzes a variety of �,b-elimination, b-
replacement, and racemization reactions and the synthesis
of L-tyrosine and its related amino acids. The mechanism
for these reactions has been studied in some detail, by
adopting the general mechanism proposed for pyridoxal-
dependent reactions (1).

An enzymatic method for preparing L-DOPA was devel-
oped using bacterial cells with high TPL activity. This
method is simple and is one of the most economical pro-
cesses to date (Table 1) for preparing L-DOPA. L-DOPA is
currently produced by this method with 60-m3 scale fer-
menters. The yield of L-DOPA compared to pyrocatechol is
98% and to pyruvate, 90%, with the final accumulation of
L-DOPA reaching 110 g/L (2). Certain L-tyrosine-related
amino acids can be synthesized from the starting materials
of pyruvic acid and appropriate derivatives of phenol, such
as pyrocatechol (1).
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INTRODUCTION

Diltiazem, (2S,3S)-3-acetoxy-5-[2-(dimethylamino)ethyl]-
2,3-dihydro-2-(4-methoxyphenyl)-1,5-benzothiazepin-
4(5H)-one hydrochloride, is a calcium channel blocker and
has been clinically used since 1974 as an antianginal and
antihypertensive agent in more than 100 countries (1). Be-
cause diltiazem has two stereo centers at positions 2 and
3 in the structure shown in Figure 1, four isomers are pos-
sible. Among them, only the (2S,3S)-isomer exhibits the
desired coronary vasodilating activity. The conventional
production has been a nine-step process starting with p-
anisaldehyde and methyl chloroacetate (1). The fourth step
is a chemical resolution of the advanced intermediate 6.
Resolution at an earlier step should save raw materials
and reduce the amount of waste. (�)-MPGM is the first
intermediate containing stereo centers. Two of the four iso-
mers are excluded through the chemical synthesis of (�)-
MPGM, which yields only trans type MPGM. Furthermore,
no racemization occurs on the subsequent steps from (�)-
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Figure 1. The synthetic process for diltiazem hydrochloride. Numerals: 1, p-anisaldehyde; 2, (�)-
(2RS,3SR)-3-(4-methoxyphenyl)glycidic acid methyl ester [(�)-MPGM]; 3, (�)-(2R,3S)-3-(4-meth-
oxyphenyl)glycidic acid methyl ester [(�)-MPGM]; 4, (�)-(2S,3R)-3-(4-methoxyphenyl)glycidic
acid; 5, 4-methoxyphenylacetaldehyde; 6, threo-2-hydroxy-3-(4-methoxyphenyl)-3-(2-nitrophenyl-
thio)propanoic acid; 7, (�)-(2S,3S)-3-acetoxy-5-[2-(dimethylamino)ethyl]-2,3-dihydro-2-(4-meth-
oxyphenyl)-1,5-benzothiazepin-4(5H)-one hydrochloride (diltiazem).

MPGM to diltiazem. Therefore, the asymmetric syntheses
of (�)-MPGM (2–5) and resolutions of (�)-MPGM (6,7)
have been investigated for the synthesis of diltiazem. We
focus on the resolution of (�)-MPGM as the more effective
method of (�)-MPGM production (8,9).

Previous workers resolved (�)-MPGM by first hydro-
lyzing to the carboxylic acid, resolving the carboxylic acid
with an optically active amine, and then esterifying
(10,11). This method involves many steps and yields oily
MPGM with low purity. To solve these problems, we re-
solved (�)-MPGM using an enzyme. Enzymes are now
widely recognized as practical catalysts for asymmetric
synthesis (12). Previous examples of enzyme-catalyzed en-
antioselective reactions of glycidate compounds include en-

antioselective hydrolysis of one ester group in meso-cis-
oxirane dicarboxylic acid diester (13) and of one
enantiomer of racemic glycidyl esters (14). Although these
glycidate compounds are stable in aqueous solution, our
substrate, (�)-MPGM, is not. The 4-methoxyphenyl group
increases the reactivity of the oxirane so that (�)-MPGM
decomposes easily in aqueous solution under neutral to
acidic conditions. (�)-MPGM is more stable in an organic–
aqueous biphasic system. In addition, the two-phase
mixtures also simplify separation of reactants and prod-
ucts. Enzyme recovery is also very important for cost
reduction in industrial enzyme reactions, but effective re-
covery is difficult from two-phase mixtures due to the for-
mation of stable emulsions. We used the Sepracor mem-



DILTIAZEM SYNTHESIS 825

Table 1. The Solubility and Stability of (�)-MPGM in
Organic Solvents

Organic solvent
(organic solvent:water � 1:1)

Solubility
(mg/mL)

Stability
(%)

Water only (suspension) �0.1 10
N,N-Dimethylformamide �20 29
Ethanol �20 21
Acetone �20 70
Tetrahydrofuran �20 85
Methyl isobutyl ketone 219 90
Ethyl acetate 560 90
n-Butyl acetate 267 90
tert-Butyl methyl ether 79 95
Toluene 251 95
Carbon tetrachloride 205 95
p-Xylene 171 95

Note: Four milligrams of (�)-MPGM is dissolved in 2 mL of various organic
solvent–water (1:1) biphasic systems, and the biphase is incubated at 30 �C
for 24 h. The stability of (�)-MPGM is expressed as a percentage of re-
maining (�)-MPGM. The solubility of (�)-MPGM is expressed as the con-
centration of dissolved (�)-MPGM in organic solvent at 30 �C.

brane reactor based on the principle that permits
immobilization of the enzyme and contact between organic
and aqueous phases for both efficient hydrolysis and sim-
ple separation of products. Furthermore, we overproduced
the enzyme using mutation, optimization of culture me-
dium, and recombinant DNA techniques.

Our objectives were production of (�)-MPGM without
chemical degradation of (�)-MPGM, construction of a
lipase-hyperproducing strain, an effective isolation of
(�)-MPGM from an organic–aqueous biphasic system, and
a repeated use of enzyme. The screening of hydrolytic en-
zymes, overproduction of the enzyme, optimization of the
enzyme reaction, and application of membrane reactor are
reported herein.

SCREENING FOR ENANTIOSELECTIVE HYDROLASES

Screening Method

The instability of (�)-MPGM in an aqueous solution is a
serious problem in the enzymatic resolution of (�)-MPGM.
However, as shown in Table 1, (�)-MPGM is both more
stable and more soluble in a mixture of toluene–water.
Chemical hydrolysis of the oxirane ring in (�)-MPGM in-
creases at a pH lower than 8, yielding 2,3-dihydroxy-3-(4-
methoxyphenyl)propanoic acid methyl ester. We used the
toluene–water biphasic system at pH 8 to screen for hy-
drolase with high activity and enantioselectivity toward
(�)-MPGM (15). Because the reaction system contains an
organic solvent, we focused on lipases that are more stable
in organic solvents and can act on insoluble substrates
such as oils by adsorbing to the oil droplet (16). (�)-MPGM
hydrolyzing activity is assayed using the emulsion method
(17) shown in Figure 2. One unit of esterase activity is
defined as the amount of enzyme that hydrolyzes 1 lmol
(�)-MPGM/min. One unit of lipase activity is defined as
the amount of enzyme that hydrolyzes 1 lmol of ester
group from 2,3-dimercaptopropan-1-ol tributyrate, as mea-

sured with the Lipase Kit S (18). The enzyme activity in
“Overproduction of Enzyme” is shown by the lipase activ-
ity. E-values are calculated from the enantiomeric excess
of the recovered (�)-MPGM and extent of conversion (19)
and are not corrected for chemical hydrolysis of the methyl
ester.

Asymmetric Hydrolysis of (�)-MPGM by Various
Microorganisms

Among the enzymes from 700 type strains and 30 com-
mercially available enzymes, 453 enzymes hydrolyzed the
ester of (�)-MPGM. Hydrolytic enzymes for (�)-MPGM
were widely distributed in bacteria, yeasts, and molds.
Many favored the (�) enantiomer of MPGM. The E-values
of 12 enzymes were more than 10, and Serratia marcescens
lipase has the highest enantioselectivity (E � 135) and
hydrolyzing activity, as shown in Table 2. The ratio of the
esterase activity to the hydrolyzing activity on olive oil is
the highest for S. marcescens lipase. This indicates that S.
marcescens lipase is the most effective enzyme for hydro-
lysis of (�)-MPGM. In addition, since the E-value includes
chemical degradation of (�)-MPGM, it shows a lower
value than the true value of the enzyme. S. marcescens
lipase does not enzymatically hydrolyze (�)-MPGM; the
E-value of this lipase itself is considered to be infinity (17).

Purification and Characterization of S. marcescens Lipase

Three main protein bands exist in the supernatant after
centrifugation of the culture broth. The molecular masses
of these bands are 62,000, 51,000, and 40,000 Da on SDS-
PAGE. The hydrolytic activity toward (�)-MPGM exists in
the 62,000-Da band. The esterase can be purified from cul-
ture supernatant (about 21-fold) at a yield of 20%, and its
(�)-MPGM hydrolyzing activity is 570 units/mg protein.
Esterase corresponds to 5% of the extracellular proteins in
cells grown with dextrin as the carbon source and Meast S
(beer yeast extract) as the nitrogen source. The activity of
the purified enzyme is 3,100 units/mg protein for olive oil,
and 520,000 units/mg protein for 2,3-dimercaptopropan-
1-ol tributyrate. Because this esterase selectively hydro-
lyzes the 1,3-positional ester of triglyceride, the esterase
is a lipase. The protein exhibiting a molecular mass of
51,000 on SDS-PAGE is a protease with hydrolytic activity
toward casein. The protease does not have (�)-MPGM hy-
drolyzing activity.

(�)-MPGM as well as other esters having different al-
cohol moieties may be used as a key intermediate in the
synthesis of diltiazem. The enantioselectivity of the lipase
did not change upon altering the chain length of the alcohol
moiety, except for the acid ethyl ester. (�)-MPGM crystal-
lizes more easily from toluene and is less expensive than
other esters, so it was selected for preparing enantiomer-
ically pure 3-(4-methoxyphenyl)glycidic acid ester (17).

OVERPRODUCTION OF ENZYME

Cloning of S. marcescens lipA Gene

S. marcescens produces the lipase at a level of 3 � 103

units/mL when grown in LB medium. The amount of lipase
increased 50-fold by optimizing the culture condition (15),
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Figure 2. Analytical methods of esterase activity and enantioselectivity.

Table 2. Asymmetric Hydrolysis of (�)-MPGM by Enzymes from Various Microorganisms

Enzyme sourcea
Enzyme usedb

(mg)
Esterase activity

(units/mg protein)
Conversion

(%)
e.e.
(%) Ec

Serratia marcescens Sr41 8000d 1.4 mL 36 48.2 89.0 135
Pseudomonas putida ATCC 17426d 3.75 mL 18 44.2 75.1 85
Corynebacterium primorioxydans ATCC 31015d 3.75 mL 16 44.6 75.6 73
Pseudomonas mutabilis ATCC 31014d 3.75 mL 13 44.7 74.7 57
Corynebacterium alkanolyticum ATCC 21511d 3.75 mL 18 45.8 77.4 53
Candida cylindracea (Lipase OF) 4.0 34 50.0 82.2 26
Mucor javanicus (Lipase M) 150 0.82 48.0 75.0 22
Bacillus licheniformis (Alcalase) 1.9 mL 0.91 41.2 57.0 17
Rhizopus japonicus (Lipase saiken 100) 100 2.3 42.8 58.4 15
Bacillus subtilis (Protease 27) 300 – 45.1 62.6 14
Mucor miehei (Palatase M) 0.25 mL 27 45.3 60.3 12
Pseudomonas sp. (Lipase P) 300 0.20 49.8 68.6 11

aTrade name of the commercially available enzyme is shown in parentheses.
bThe extent of hydrolysis (%) of (�)-MPGM and the optical purity (%) of the recovered (�)-MPGM are examined using this amount of enzymes.
cE-value {E � ln[(1 � C)(1 � e.e.)]/ln[(1 � C)(1 � e.e.)]} is calculated on the basis of the enantiomeric excess of the recovered (�)-MPGM (e.e.) and extent
of conversion (C).
dCells are grown in the shaking flasks (500 mL) with 2% Meast S, 1% dextrin, 0.2% (NH4)2SO4, 0.1% kH2PO4, 0.05% MgSO4 • 7H2O, 0.01% CaCl2 • 2H2O,
0.001% FeSO4 • 7H2O, 0.5% Tween 80, and 0.1% Colorin 102 (pH7) at 30 �C for 18 h (140 rpm). The esterase activity in the culture supernatant is measured.

and 2.5-fold as a result of mutation using N-methyl-N-
nitro-N-nitrosoguanidin. Extracellular lipase activity
reaches 400 � 103 units/mL of culture medium when the
lipase-hyperproducing mutant is cultured in a fed-batch
culture on proline. To further increase production of the
lipase, the lipA gene, encoding the lipase, was cloned from
S. marcescens. The nucleotide sequence of the lipA gene
showed a major open reading frame encoding a 64.9-kDa
protein of 613 amino acid residues; the deduced amino acid
sequence contained a lipase consensus sequence, GXSXG.
The S. marcescens lipase has 66 and 56% homologies with
the lipases of Pseudomonas fluorescens B52 (20) and P.
fluorescens SIK W1 (21), respectively, but does not show
any overall homology with other lipases. The Escherichia
coli cells carrying the lipA gene do not secrete the lipase

into the medium. The S. marcescens lipase lacks a conven-
tional N-terminal signal sequence and is not subjected to
any processing at either the N-terminal or C-terminal
regions. A specific short region, GGXGXDXXX, which is
often found in secretory proteins having no N-terminal sig-
nal peptide, is observed in the amino acid sequence. The
region is characterized as a glycine- and aspartic acid–rich
region. Thus, these results reveal that S. marcescens lipase
is secreted by the N-terminal-signal-peptide-independent
system (22).

Secretion Mechanism of S. marcescens Lipase

The 20-kb SacI DNA fragment allowing the lipase secre-
tion was cloned from S. marcescens by lipase selection phe-
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notype based on the clear halo formation by recombinant
E. coli cells, as shown in Figure 3. The subcloned 6.5-kb
EcoRV fragment contains three open reading frames, lipB,
lipC, and lipD, which are composed of 588, 433, and 437
amino acid residues and constitute an operon (Fig. 3). The
E. coli cells carrying the lipA, lipB, lipC, and lipD genes
secreted the S. marcescens lipase, but the cells carrying
only the lipA gene did not. Deletion mutation analysis
shows that all three genes are essential for the extracel-
lular secretion of the S. marcescens lipase. Thus, the se-
cretion of the lipase requires three proteins: LipB, LipC,
and LipD (23). Recent papers reported that the genes en-
coding the secretion device for the extracellular proteins
lacking an N-terminal signal sequence are found in several
Gram-negative bacteria and has been categorized as being
in the ABC (ATP binding cassette) transporter family: the
hlyB, hlyD, and tolC genes (24–27) for E. coli hemolysin;
the prtDEC, and prtEEC, and prtFEC genes (28) for Erwinia
chrysanthemi metalloprotease; the aprD, aprE, and aprF
genes (29) for Pseudomonas aeruginosa alkaline protease;
the cyaB, cyaD, and cyaE genes (30) for Bordetella pertus-
sis cyclolysin; the lktB and lktD genes (31) for P. haemo-
lytica leukotoxin; and the hasD, hasE, and hasF genes
(32,33) for S. marcescens heme-binding protein and metal-
loprotease. The deduced amino acid sequences of the lipB
and lipC genes showed high homology to those of the E.
chrysanthemi prtDEC and prtEEC genes (56 and 46% iden-
tity, respectively), and also the S. marcescens hasD and
hasE genes (54 and 45% identity, respectively). The LipB
protein belongs to a member of the ABC protein family, and
its putative ATP-binding site was found in the central re-
gion of the C-terminal half. No N-terminal signal sequence
was identified in the LipB and LipC proteins. The LipB

and LipC proteins were revealed to be inner membrane
components involved in transport across the membrane.
The outer membrane component corresponding to the E.
chrysanthemi prtFEC gene product was encoded by the lipD
gene in S. marcescens (42% identity). The products of the
lipB, lipC, and lipD genes also showed 26, 20, and 22%
identity with the hlyB, hlyD, and tolC gene products of E.
coli, respectively. These results indicates that LipB-LipC-
LipD is included in the ABC transporter family and is the
secretion device of the S. marcescens lipase, as shown in
Figure 4.

Overproduction of Lipase by a Recombinant Strain
of S. marcescens

The S. marcescens lipA gene was cloned into the high-copy-
number vector pUC19, resulting in pLIPE121 (22). This
plasmid was introduced into the cells of S. marcescens
8000, a wild-type strain of Sr41. The extracellular lipase
activity of the recombinant strain (34) reached 220 � 103

units/mL in the lipase production medium and is about
nine fold greater than that of the strain carrying pUC19,
as shown in Table 3. However, we expected an even greater
increase, based on the high copy number of the plasmid.
The S. marcescens lipB, lipC, and lipD genes were cloned
into the low-copy-number vector pMW219 (35), resulting
in pMWBCD10 (23). The S. marcescens lipA gene was
cloned into the high-copy-number vector pBR322, result-
ing in pBRE121 (34). The lipase productivity of S. marces-
cens cells carrying pMWBCD10 and pLIPE121 (or
pBRE121) is higher than that carrying the lipA plasmid
only. The extracellular lipase activity of the hyperproduc-
ing strain carrying pMWBCD10 and pBRE121 reaches 420
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Figure 4. The secretion mechanism for
the S. marcescens lipase and metallopro-
tease. LipA indicates the S. marcescens li-
pase. PrtA indicates the S. marcescens me-
talloprotease. LipB, LipC, and LipD are
the gene products of the lipB, lipC, and
lipD genes, which encode the ABC trans-
porter for S. marcescens lipase and metal-
loprotease.
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Table 3. Effect of lipA and lipBCD Expression on Lipase
Production

Plasmid Growtha Lipase activityb

lipA lipBCD (OD660) (�10�3 units/mL)

– – 12.2 31.8
pBRE121 – 11.9 258
pBRE121 pMWBCD10 11.2 421
pLIPE121 – 12.2 220
pLIPE121 pMWBCD10 10.9 820

aThe recombinant strains of S. marcescens Sr41 8000 carrying various plas-
mids are cultivated at 30 �C for 25.5 h in lipase production medium. Anti-
biotics are added at specified concentrations: ampicillin, 500 lg/mL; kana-
mycin, 100 lg/mL.
bThe lipase activity in the culture supernatant is measured.

Table 4. Esterase Activity of S. marcescens Lipase in
Various Organic Solvent–Water (1:1) Biphasic Systems

Organic solvent
(organic solvent:water � 1:1)

Dielectric
constant of
solvent (�)

Esterase activity
(units/mg protein)

Carbon tetrachloride 2.2 85
Toluene 2.2 36
p-Xylene 2.2 31
n-Butyl acetate 5.0 26
Ethyl acetate 6.1 19
Methyl isobutyl ketone 13.1 11
Trichloroethane 7.5 3
Ethanol 24.6 0

� 103 units/mL of the culture medium and is 13-fold
greater than that of the wild-type strains. The extracellu-
lar lipase activity of the hyperproducing strain carrying
pMWBCD10 and pLIPE121 reaches 820 � 103 units/mL
of the culture medium and is 25-fold greater than that of
the wild-type strains. We are now investigating large-scale
lipase production using this recombinant strain.

OPTIMIZATION OF ENZYMATIC REACTION

Conditions for Enzymatic Reaction and Asymmetric
Hydrolyzing Activity

Screening for hydrolases, as already described, used the
toluene–water biphasic system, which suppresses chemi-
cal degradation of (�)-MPGM and readily dissolves
(�)-MPGM. In this section, (�)-MPGM hydrolyzing activ-
ities of the S. marcescens lipase are compared in various
biphasic systems (Table 4). The hydrolyzing activities dif-
fer with the kind of organic solvent. The lower the dielec-
tric constant of the solvent, the higher the enzyme activity
obtained. Among the biphasic systems tested, the carbon
tetrachloride–water biphasic system gives the highest hy-

drolyzing activity. However, carbon tetrachloride is not
suitable for industrial application because of its toxicity.
Consequently, the toluene–water biphasic system, which
gives the second highest hydrolytic rate, was selected as
the reaction solvent.

The lipase shows maximum activity at about pH 8.
When the lipase was kept at 30 �C for 24 h at different
pHs, we found it to be stable between pH 6 and 8. The
apparent enantioselectivity of hydrolysis of (�)-MPGM by
this lipase in a toluene–water biphasic system decreases
at pH values below 8 because the chemical degradation of
the oxirane ring in (�)-MPGM increases below pH 8. An
Arrhenius plot indicates that the apparent activation en-
ergy of the enzymatic hydrolysis is 26 kJ/mol. The thermal
inactivation of the enzyme occurs above 50 �C. On the other
hand, the apparent activation energy of chemical degra-
dation of the oxirane ring in (�)-MPGM or (�)-MPGM is
66 kJ/mol. These findings show that reaction at a lower
temperature minimizes the relative amount of chemical
degradation of (�)-MPGM. The best conditions were a
toluene–water emulsion at pH8 and 30 �C.

As the toluene to water ratio in the reaction mixture
decreases, the rate of enzymatic hydrolysis also decreases.
At a toluene to water ratio lower than 1:1, the chemical
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Figure 5. Repeated use of S. marcescens lipase for the asymmet-
ric hydrolysis of (�)-MPGM. The toluene solution (50 mL) of 0.96
M (�)-MPGM, 0.48 M (�)-MPGM, or 20 mM p-methoxypheny-
lacetaldehyde is added to 50 mL of 0.2 M Tris-HCl buffer (pH 8, 1
mM CaCl2) containing the lipase. The first incubation is carried
out at 30 �C for 3 h with vigorous stirring (900 rpm). After the
incubation, the mixture is centrifuged, and the water layer con-
taining the lipase is recovered. The second incubation is carried
out with the above water layer (50 mL) containing recovered lipase
and a fresh toluene layer (50 mL) containing 0.96 M (�)-MPGM.
The concentration of residual (�)-MPGM in the second incubation
is measured by the HPLC method described in the analytical
methods. Symbols: �, without first incubation; �, toluene-water
(1:1); �, aldehyde 5 and toluene–water (1:1); 	, (�)-MPGM and
toluene–water (1:1); 
, (�)-MPGM and toluene–water (1:1).

degradation of (�)-MPGM increases. Therefore, we use
the condition of a toluene to water ratio of 1:1 as a typical
reaction for the asymmetric hydrolysis of (�)-MPGM (15).

Effect of Substrates and Solvent on the Stability
of the Enzyme

Attempted reuse of the S. marcescens lipase showed much
slower reaction rates, indicating deactivation of the lipase.
When fresh lipase is incubated with the toluene–water bi-
phase without substrate before the enzymatic reaction is
started, the progress of reaction is nearly equal that of un-
treated enzyme, as shown in Figure 5. Therefore, the es-
terase activity of the reaction decreased only slightly. How-
ever, when the first incubations are carried out in the
toluene–water biphase containing (�)-MPGM or (�)-
MPGM, the progress of reaction shown in Figure 5 is
slowly toward that of untreated enzyme. The esterase ac-
tivity of the second incubation decreases from 36 units/mg
protein to 6 and 12 units/mg protein, respectively. Inacti-
vation of the lipase is greatly influenced by MPGM. When
the first incubation is carried out in the toluene–water bi-
phase containing (�)-MPGM, the degree of inactivation of
the lipase is higher than that of the lipase treated with the
toluene–water biphase containing (�)-MPGM. This is be-
cause p-methoxyphenylacetaldehyde (aldehyde 5) derived

from chemical degradation of the hydrolyzed product of
(�)-MPGM probably inactivates the lipase. Treatment of
the lipase with the toluene–water biphase containing 20
mM and 100 mM aldehyde 5 lowers the esterase activity
of the second incubation to 28 and 18 units/mg protein,
respectively. Although the lipase is highly stable in a
toluene–water biphase, it is unstable under the biphasic
system containing (�)-MPGM and aldehyde 5. Hence, the
repeated use of the lipase is difficult for this batch process
(15).

Destruction of the Emulsion and Isolation of (�)-MPGM

In the organic–aqueous biphasic systems, the reaction rate
is influenced by the outer diffusion and contact area on the
biphase, and the highest rate is obtained by the formation
of fine emulsion. However, the fine emulsion was unfavor-
able for industrial purposes because the destruction of the
emulsion after the enzymatic reaction and subsequent
phase separation are difficult, and the desired product can-
not be recovered in high yields. The destruction of the
emulsion after the enzymatic reaction and subsequent
phase separation is a serious problem for industrial appli-
cations of the emulsion bioreactor. Several means involv-
ing an electrical method such as sonication, a physical
method such as filtration, centrifugation, or heating, and
a chemical method such as addition of surfactant or solvent
have already been proposed to overcome this problem.
Among them, the chemical method using surfactants
would be the most favorable for industrial purposes be-
cause of the ease of operation. When a 0.01% (w/v) sodium
dodecyl sulfate is added to the reaction mixture, the de-
struction of emulsion and phase separation are accom-
plished. In the hydrolysis of (�)-MPGM with the lipase,
aldehyde 5 is accumulated in the toluene phase, with the
desired (�)-MPGM. Aldehyde 5 suppresses crystallization
of (�)-MPGM. To isolate (�)-MPGM efficiently, it is nec-
essary to remove the aldehyde 5 from the toluene solution.
It is well known that aldehyde compounds generally form
a water-soluble adduct through the reaction with bisulfite
anion (36). The aldehyde 5 can be removed by transfer to
the aqueous phase by the formation of an adduct (RCHOH
• SO3Na) with the addition of sodium bisulfite (pH 6). After
the phase separation and removal of the aldehyde, the tol-
uene phase is neutralized with sodium hydrogen carbon-
ate, washed with water, dried over anhydrous sodium sul-
fate, and the (�)-MPGM is crystallized. The yield of
(�)-MPGM isolated from (�)-MPGM is 40–43%, and the
optical purity of (�)-MPGM is nearly 100% e.e.

USE OF A MEMBRANE REACTOR

Production of (�)-MPGM Using a Membrane Reactor

The enzymatic hydrolysis of (�)-MPGM proceeds effi-
ciently in a conventional emulsion reactor with a toluene–
aqueous biphasic system (15). However, destruction of the
emulsion and separation of the biphase are required for
effective isolation of the product. Enzyme stability and re-
covery are also required for its repeated use. In particular,
the recovery of enzyme is very important for cost reduction
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Figure 7. Behavior of products in membrane reactor. Pressure in
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SO3Na, an adduct formed between sodium hydrogen sulfite and
p-methoxyphenylacetaldehyde.

Lumen Shell

4

5

1

3 2

5 4

pH stat

Figure 6. Flow diagram of a membrane reactor. Numerals: 1, hy-
drophilic membrane; 2, 1.15 L of toluene phase containing 1.15
mol of (�)-MPGM; 3, 12.3 L of aqueous phase containing 1.15 mol
of sodium hydrogen sulfite; 4, recycle pump; 5, throttle valve.

in industrial processes involving enzyme reactions. How-
ever, efficient recovery is difficult in the case of a stable
emulsion. We proposed an immobilized enzyme system to
solve these disadvantages of the emulsion reactor.

With respect to the immobilization of lipase, various
methods have already been proposed (37–40). When these
lipase-immobilized reactors are utilized, lipase can be ef-
ficiently immobilized. However, it is difficult to achieve re-
action and product separation simultaneously. Further-
more, because the hydrolysis of oily fat by lipase is an
interfacial reaction involving the adsorption of enzyme to
the surface of oil droplets (16), the activities of most im-
mobilized lipases are low compared with other immobi-
lized enzymes (39). A membrane reactor permits both
physical adsorption of enzyme and contact between the or-
ganic and aqueous phases; this configuration enables effi-
cient hydrolysis and simplifies product separation. Since a
pioneering work on the membrane reactor with liquid–
liquid contact mode by Hoq et al. (41), several membrane
bioreactors with industrial promise have been developed
(42,43). We used the ultrafiltration membrane reactor
technology commercialized by Sepracor, Inc., in Massachu-
setts, on the basis of Matson’s investigation (44).

Structure of the Membrane and Reaction Conditions

The membrane reactor used in this study is a commercially
available Sepracor membrane reactor model MBR 500-tm
(Sepracor Inc., U.S.A.), Figure 6. The membrane module
is a hydrophilic hollow-fiber ultrafiltration membrane with
a molecular weight cutoff of 50,000. The membrane module
contains approximately 8,500 fibers with an internal di-
ameter of 0.21 mm and a wall thickness of 0.05 mm. The
effective membrane area is 0.75 m2. The saturated adsorp-
tion amount of proteins is 3.0 g/m2. The membrane, com-
posed of polyacrylonitrile, is an asymmetric membrane
having a tight skin layer on the lumen side and a loose
spongy layer on the shell side. Immobilization of enzyme

is carried out by ultrafiltration of the lipase solution from
the shell side to the lumen side. The lipase is physically
immobilized on the spongy layer of the shell side. As shown
in Figure 6, the reaction using a membrane reactor is
achieved by circulating both toluene solution containing
(�)-MPGM in the shell loop and an equimolar solution (pH
8.5) of sodium sulfite in the lumen loop. Flow rates in both
loops are maintained at 750 mL/min and 500 mL/min, re-
spectively; these are sufficient to keep mass transfer resis-
tances at a minimum. The pressure in the shell loop is
maintained at overpressure at 0.4–0.5 kg/cm2 over the
pressure in the lumen loop, to avoid the filtration of
aqueous-phase solution into the shell loop through the hy-
drophilic membrane. The enzyme reaction is carried out at
20 �C and pH 8.5 by controlling the pH of the aqueous
phase. As discussed earlier, 30 �C was selected for the op-
timum temperature of reaction. As for the lipase-catalyzed
asymmetric hydrolysis on a membrane reactor, a long pe-
riod of reaction was required, and 20 �C was selected in
order to suppress chemical degradation of (�)-MPGM. If
sodium bisulfite was not added to the aqueous phase in the
lumen loop, the aldehyde 5 accumulated in the toluene
phase, as shown in Figure 7, and deactivated the lipase.
The stability of the lipase is not influenced when the so-
dium hydrogen sulfite concentration is below 0.1 M at pH
8.5 and 22 �C. From these results, 0.0935 M sodium hy-
drogen sulfite solution (pH 8.5) was applied to the aqueous
phase to prevent the lowering of enzyme activity. Another
by-product, methanol, is transferred from the toluene
phase to the aqueous phase. Because the concentration of
methanol in the aqueous phase was below 0.2% (w/v), the
hydrolysis of (�)-MPGM was not influenced (45).

Rate Analysis and Optimization

Time course for hydrolysis of (�)-MPGM in a membrane
reactor with S. marcescens lipase is shown in Figure 8. The
residual concentration of (�)-MPGM decreases with re-
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Figure 8. Time course for hydrolysis of (�)-MPGM in a mem-
brane bioreactor with S. marcescens lipase. 0.6 � 105 units of
lipase is loaded onto the membrane. The reaction is carried out at
22 �C using 1.15 L of 1 M (�)-MPGM toluene solution and 12.3 L
of 0.094 M sodium hydrogen sulfite solution.
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Figure 9. Operational stability of lipase immobilized on a mem-
brane. ks is calculated from the results of repeated batch reaction;
loaded enzyme, 0.8 � 105 units/m2; (�)-MPGM, 1 M; reaction
time in individual batch, 23 h; temp., 22 �C.

Table 5. Comparison of Reactor Performances for
Laboratory- and Pilot-Scale Membrane Reactors

Reactor Laboratory scale Pilot scale

membrane area 0.75 m2 7.8 m2 57 m2

L/Da (�) 3.9 5.5 4.4
Loaded enzymeb

(units/m2) 0.8 � 105 1.1 � 105 0.9 � 105

kS value (h�1) 0.23 0.23 0.22
Half-life of enzyme

activity (h) 127 137 144

aL, effective length of the membrane module; D, diameter of the membrane
module.
bThe amount of loaded enzyme is shown as the esterase activity.

action time and reaches less than 1% of initial concentra-
tion of (�)-MPGM during the first 15 h. The degradation
of (�)-MPGM in merely trace amounts is observed. Thus
this hydrolyzing rate of the lipase obeys the following first-
order reaction kinetics:

r � �dC /dt � k CS S S S

r � �dC /dt � k CR R R R

where rS and rR are reaction rates for (�)- and
(�)-MPGMs (M/h); CS and CR are (�)- and (�)-MPGM
concentrations (M); kS and kR are reaction rate constants
(h�1); and t is reaction time (h). kS and kR are calculated
to be 0.23 h�1 and 0.007 h�1, respectively. The ratio of kS

to kR is about 33, indicating that the lipase from S. mar-
cescens has a high enantioselectivity on hydrolysis of
(�)-MPGM.

Optimization of the asymmetric hydrolysis reaction
with the following parameters was investigated using the
reaction rate constant k (h�1) as the indication of reaction.
This hydrolyzing reaction is influenced by pH, tempera-
ture, phase ratio, and immobilized enzyme amount. The
optimized conditions are pH 8.5; temperature 20 �C; phase
ratio (�aqueous:toluene phase) 2:1; immobilized enzyme
amount 0.8–1.6 � 105 unit/m2 (based on esterase activity).
In the industrial application of the membrane bioreactor,
one of the most important factors is the stabilization of
enzyme. The half-life of enzyme activity was examined in
a long-term continuous experiment, as shown in Figure 9.
The reaction rate constants for the asymmetric hydrolysis
of (�)-MPGM exponentially decrease with time, and the
half-life of enzyme activity is 127 h. This half-life is much
lower than for enzymes employed for the industrial pro-
duction of various amino acids (46–48). However, one is
about 30 times higher than that in the emulsion reactor.
In this membrane bioreactor, one is able to remove inac-

tivated enzymes by a simple back flash. When the enzyme
activity in the membrane reactor lowers, one can immo-
bilize new enzyme without regeneration of the membrane.
As a result, it has become possible to achieve repeated runs
of the enzyme reaction for periods up to a month. When
the regeneration of the membrane after the every eight
successive batch runs is repeated 10 times over a period of
4 months, the water flux rate of the old membrane is the
same as that of new membrane. Thus the production
method of (�)-MPGM using the membrane reactor can be
industrialized (45).

Scale-Up

Advantages of the production process of (�)-MPGM using
the membrane bioreactor are as follows: (1) the reaction
and products separation are achieved simultaneously, and
crystalline (�)-MPGM with a high yield of 40–43% and
optical purity of 100% e.e. is obtained by just concentrating
the toluene solution; (2) the working time taken to isolate
crystalline (�)-MPGM is reduced in comparison with that
of the emulsion bioreactor, (3) stabilization and recovery of
the enzyme are achieved in laboratory-scale experiments.
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Figure 10. Schematic diagram of industrial production system of (�)-MPGM. Numerals: 1, mem-
brane bioreactor skid; 2, aqueous solution tank; 3, organic solution tank; 4, crysytallizer; 5, cen-
trifuge; 6, dryer; 7, product container.

On the basis of these results, the scale-up experiments
were started using membrane modules having an effective
membrane area of 7.8 m2 and 57 m2. Both membranes
were magnified from that of the laboratory scale on the
basis of geometrical analogy. The basic strategy of scale-
up of the membrane reactor is as follows: (1) the flow rate
of supplied fluids to the membrane area is kept constant,
(2) when a lot of modules are used in series, a pressure
gradient with respect to flow direction among the modules
is not allowed to form. We have tried the reaction in pilot-
scale experiments under a liquid line rate comparable to
that in the laboratory-scale experiments. The functions of
pilot-scale membrane reactors are identical with those of
laboratory-scale membrane reactors, as shown in Table 5.
From the result, it is believed that scale-up should proceed
very smoothly without any trouble. On the basis of the ob-
tained data, we made a design for an apparatus producing
(�)-MPGM (Fig. 10). It is estimated that the membrane
bioreactor using membrane modules having the effective
membrane area of 57 m2 produces about 50 kg (�)-MPGM
m�2 year�1. The pilot-plant experiments were carried out
in collaboration with Sepracor, Inc., and this technique was
commercialized in 1993.
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INTRODUCTION

Diltiazem hydrochloride, (2S,3S)-3-acetoxy-5-[2-(dimeth-
ylamino)ethyl]-2,3-dihydro-2-(4-methoxyphenyl)-1,5-ben-
zothiazepin-4(5H)-one hydrochloride (7; reaction products
are described in Figs. 1 and 2), is a typical calcium channel
blocker and is used clinically as an effective antianginal
and antihypertensive agent in more than 100 countries (1).
Many methods have been investigated for the synthesis of
this optically active medicine (2–11). On a commercial ba-
sis, the standard process of nine chemical synthetic steps
had been used for a long time. Later, lipase-catalyzed
asymmetric resolution of a key intermediate, methyl trans-
3-(4-methoxyphenyl)glycidate [(�)-MPGM] was devel-
oped, and the synthetic process was reduced to five steps
(Fig. 1) (12,13). As a result, diltiazem has been produced
on a commercial basis by this method since 1993. However,
one drawback of the method is that the yield of the desired
optically active intermediate, methyl (2R,3S)-3-(4-meth-
oxyphenyl)glycidate [(�)-MPGM], does not exceed essen-
tially 50% of the starting material, which means that half
of the substrate goes to waste.

The microbial reduction of carbonyl compounds is a use-
ful method in which 100% theoretical yield can be expected
(14), and the procedure for the reaction is very simple. Its
use has been limited to preparation of chiral alcohols on a
large scale because of the following disadvantages: (1) a
relatively low concentration of substrate in the reaction
medium, (2) a tedious procedure for isolation and purifi-
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Figure 1. Synthetic process for diltiazem hydrochloride.

cation of the product, and sometimes (3) a relatively low
optical purity of the product (15).

In order to eliminate these disadvantages, microorgan-
isms having a high enzymatic activity and a high enantio-
selectivity were sought to produce the optically active dil-
tiazem intermediates for three production methods: the
reduction of methyl (RS)-2-chloro-3-(4-methoxyphenyl)-3-
oxopropionate [(RS)-8] to methyl (2RS,3S)-2-chloro-3-
hydroxy-3-(4-methoxyphenyl) propionate [(2RS,3S)-9]
[Fig. 1(i)], the reduction of (RS)-2-(4-methoxyphenyl)-1,5-
benzothiazepin-3,4(2H,5H)-dione [(RS)-10] to (2S,3S)-2,3-
dihydro-3-hydroxy-2-(4-methoxyphenyl)-1,5-benzothiaze-
pin-4(5H)-one [(2S,3S)-11] [Fig. 1(ii)]; and the microbial
conversion of 3-acetoxy-2-(4-methoxyphenyl)-1,5-benzothi-
azepin-4(5H)-one (12) to (2S,3S)-11 [Fig. 1(iii)].

Among these three routes, the second is the most prom-
ising; (2S,3S)-11 was obtained from (RS)-10 in a high yield
with high enantioselectivity from baker’s yeast, and was
able to be easily separated from the reaction mixture. This
route was also introduced to the production of (2S,3S)-11
in a high concentration for industrial application.

SCREENING OF MICROORGANISMS FOR THE
PRODUCTION OF OPTICALLY ACTIVE DILTIAZEM
INTERMEDIATE

To successfully apply microbial reduction to industrial
scale production it is important to have microorganisms
with a high enzymatic activity and a high enantioselectiv-
ity. Three production routes for optically active diltiazem
intermediates were examined (Fig. 1).

Microbial Reduction of Methyl (RS)-2-Chloro-3-(4-
methoxyphenyl)-3-oxopropionate [(RS)-8]

Methyl (2R,3S)-3-(4-methoxyphenyl)glycidate [(�)-
MPGM] is an important optically active intermediate for
the industrial synthesis of diltiazem (12,13). (�)-MPGM
can be also obtained selectively from methyl (2RS,3S)-2-
chloro-3-hydroxy-3-(4-methoxyphenyl)propionate [(2RS,
3S)-9] by treating it with NaOMe in methanol; there is
epimerization in the second position of 9 (9,16) (Fig. 1).
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Table 1. Asymmetric Reduction of (RS)-8 by Various Microorganisms
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(2S, 3R)-9

Cl
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COOMe

anti syn

Product 9

Microorganism
Yielda

(%) anti/syn
Absolute

configuration % e.e.a

Absidia corymbifera IFO 4009 18 1/�99 syn-2S,3R �99
Cryptococcus laurentii OUT 6027 43 80/20 anti-2R,3R �99

syn-2S,3R 99
Mucor ambiguus IFO 6742 58 1/�99 syn-2S,3R �99
Mucor hiemalis OUT 1045 20 12/88 anti-2R,3R 68

syn-2S,3R �99
Mucor janssenii OUT 1050 23 5/95 anti-2R,3R �99

syn-2S,3R �99
Mucor javanicus IFO 4570 40 7/93 anti-2R,3R �99

syn-2S,3R �99
Trichoderma viride OUT 4642 7b 1/2 anti-2S,3S 87

syn-2R,3S 96
The microorganisms were inoculated into test tubes (15 mm diameter � 12 cm) containing 3 mL of medium Ac or Bd and cultured at 30

�C for 24 h (yeast and bacteria) or for 72 h (fungi and actinomycetes) with continuous shaking (300 strokes/min). The cells were
collected by centrifugation and suspended in 3 mL McIlvaine buffer (pH 5) containing 5% glucose. Then 6 lL of N,N-
dimethylformamide (DMF) solution containing 6 mg of (RS)-8 was added to the test tube. After the reaction was carried out at 30 �C
for 24 h with continuous shaking (300 strokes/min), the reaction products were extracted from the reaction mixture with 2 mL of
ethyl acetate. The yield of 9 was calculated by using HPLC equipped with Zorbax CN� column (Du Pont Company). The e.e. of 9,
which was isolated by silica gel TLC (solvent: n-hexane: chloroform: ethyl acetate, 4:1:1) was also calculated by HPLC equipped with
Chiralcel OJ� column (Daicel Chemical Industries, Ltd.).

Source: Ref. 17.
aYield and e.e. of 9 were determined by HPLC.
bIsolated yield.
cMedium A comprised 5% glucose, 0.1% KH2PO4, 0.05% MgSO4 • 7H2O, 0.05% CaCl2 • 2H2O, 0.1% yeast extract, 0.1% (NH4)2SO4, 0.05% urea, 0.0002% FeSO4

• 7H2O, 0.0002% MnCl2 • 4H2O, and 0.0002% ZnSO4 • 7H2O (yeast and fungi, pH 6.5; actinomycetes, pH 7.3).
dMedium B comprised 1% glucose, 1% Polypepton� (Nikon Seiyaku Co. Ltd.), 0.1% KH2PO4, 0.05% MgSO4 • 7H2O, 0.05% CaCl2 • 2H2O, 0.1% yeast extract,
0.1% (NH4)2SO4, 0.05% urea, 0.0002% FeSO4 • 7H2O, 0.0002% MnCl2 • 4H2O, and 0.0002% ZnSO4 • 7H2O (bacteria, pH 7).
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Table 2. Asymmetric Reduction of (RS)-10 by Various Microorganisms
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Product 11

Microorganism
Yield
(%) cis/trans

Absolute
configuration % e.e.

Brevibacterium ketoglutamicum ATCC 15588 33 98/2 2S,3S 96
Candida melinii IFO 0747 50 97/3 2S,3S 99
Candida saitoana IFO 0380 49 99/1 2S,3S �99
Debaryomyces polymorphus IFO 1166 51 99/1 2S,3S �99
Pichia capsulata IFO 0721 56 99/1 2S,3S �99
Pichia pinus IFO 1793 48 �99/1 2S,3S �99
Pseudomonas putida ATCC 17484 27 98/2 2S,3S 97
Rhizopus arrhizus IFO 5780 22 �99/1 2R,3R 99
Rhizopus japonicus IFO 4758 11 �99/1 2R,3R �99
Rhodosporidium toruloides IFO 1638 36 99/1 2S,3S 99
Saccharomyces cerevisiae (baker’s yeast) 67 95/5 2S,3S �99
Saccharomyces cerevisiae IFO 1346 54 98/2 2S,3S �99
Streptomyces lavendulae IFO 3145 29 98/2 2S,3S �99
The microorganisms were inoculated into test tubes (15 mm diameter � 12 cm) containing 3 mL of medium A or B (same as those

described in Table 1) and cultured at 30 �C for 24 h with continuous shaking (300 strokes/min). The cells were collected by
centrifugation, and the reaction mixture contained 0.6 mmol McIlvaine buffer (pH 5.0), 0.83 mmol glucose, and cells (150 mg baker’s
yeast) in a total volume of 3.0 mL. Six microliters of DMF solution containing 0.01 mmol (RS)-10 was added. The reaction was carried
out at 30 �C for 24 h with continuous shaking (300 strokes/min); the reaction products were extracted from the reaction mixture with
4 mL of ethyl acetate. Yield and e.e. of 11 were analyzed by HPLCs equipped with ChemcoPak� column (Develosil ODS-7) (Chemco
Scientific Co., Ltd.) and Chiralcel OD� column (Daicel Chemical Industries, Ltd.), respectively.

Source: Ref. 19.

Microbial reduction of (RS)-8 has been studied for the pro-
duction of an optically active 9 (17). The screening of mi-
croorganisms was carried out in a buffer adjusted to pH 5,
which contained 5% glucose, substrate 8 and product 9 are
unstable above pH 6. Table 1 summarizes the microorgan-
isms that have the ability to reduce (RS)-8.

The yield and e.e. of 9 were calculated with HPLC,
where the yield stands for the total yield of four optically
active isomers of 9, and the e.e. of 9 was determined for
each diastereomer of anti-9 and syn-9. The terms syn and
anti were defined according to Masamune et al. (18). The
microorganisms that produced alcohol 9 with the 3R con-
figuration, which can be used for the synthesis of the en-
antiomer of diltiazem with high enantioselectivity, are in
the genera Absidia, Cryptococcus, and Mucor. Mucor am-
biguus IFO 6742 (IFO: Institute for Fermentation, Osaka,
Japan) gives only (2S,3R)-9 in 58% yield (�99% e.e.)
among the four isomers, through keto–enol tautomeriza-
tion of substrate (RS)-8. With reaction conditions of pH 4
and 30 �C, the yield of (2S,3R)-9 increases up to 68% (iso-
lated yield), and the e.e. of (2S,3R)-9 is over 99%.

Furthermore, screening of microorganisms for the abil-
ity to conduct asymmetric reduction of (RS)-8, revealed
that Trichoderma viride OUT 4642 (OUT: Department of
Biotechnology, Faculty of Engineering, Osaka University,
Japan) gives 9 with the 3S configuration, which is a key
diltiazem intermediate with high enantioselectivity. The
production ratio of syn-9 to anti-9 was 2:1, and the e.e. of
the (2R,3S)-9 and (2S,3S)-9 is 96% and 87%, respectively.
However, the total yield of (2R,3S)-9 and (2S,3S)-9 is low
(7%) due to the formation of the by-products methyl 3-(4-
methoxyphenyl)-3-oxopropionate (13) and 2-chloro-1-(4-
methoxyphenyl)ethanone (14) (Table 1).

When whole cells are used as a catalyst, there are often
unwanted side reactions. In this case, biotransformation
by the extracted free enzyme is thought to be more effec-
tive than whole-cell biotransformation. However, if micro-
bial reduction is performed with whole cell, an industrial
device for cofactor recycling must be introduced. Desiring
microbial reduction with high enzymatic activity and high
enantioselectivity, two whole-cell reactions were investi-
gated.
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Figure 2. Reduction of (RS)-10 by
baker’s yeast. Source: Ref. 19.

Microbial Reduction of (RS)-2-(4-Methoxyphenyl)-1,5-
benzothiazepin-3,4(2H,5H)-dione [(RS)-10]

The microbial asymmetric reduction of (RS)-2-(4-methox-
yphenyl)-1,5-benzothiazepin-3,4(2H,5H)-dione [(RS)-10] is
a useful method for producing another optically active key
intermediate, (2S,3S)-2,3-dihydro-3-hydroxy-2-(4-methox-
yphenyl)-1,5-benzothiazepin-4(5H)-one [(2S,3S)-11] (19).
Substrate (RS)-10 is easily obtained from (�)-MPGM
through three steps of chemical ring closure with amino-
thiophenol, chemical oxidation, and chemical hydrolysis
(Fig. 1) (20).

Table 2 shows microorganisms that have the ability for
the asymmetric reduction of (RS)-10 (19). The e.e. of cis-11
was determined by using HPLC.

Microorganisms that produce the key intermediate
(2S,3S)-11 are widely distributed in the genera Brevibac-
terium, Candida, Debaryomyces, Pichia, Pseudomonas,
Rhodosporidium, Saccharomyces, and Streptomyces. On
the other hand, only Rhizopus reduces (RS)-10 to (2R,3R)-
11. Among these, baker’s yeast (Saccharomyces cerevisiae)
has the highest ability for the formation of (2S,3S)-11,
which is useful for the synthesis of diltiazem. Baker’s yeast
itself has been widely used as a reagent in organic synthe-
sis (21,22) and the large-scale preparation of, for example,
ethyl (S)-3-hydroxybutanoate using baker’s yeast has al-
ready been reported (15).

In the microbial asymmetric reduction of (RS)-10,
baker’s yeast strictly recognizes (S)-10, and (2S,3S)-11

forms selectively through keto–enol tautomerization of
substrate (Fig. 2). A very small amount of 3-hydroxy-2-(4-
methoxyphenyl)-1,5-benzothiazepin-4(5H)-one S-oxide
(15) is formed as a by-product of the chemical reaction. In
the baker’s yeast reduction system, (2S,3S)-11 is accu-
mulated with 94% conversion under the following the low
substrate concentration conditions: substrate concentra-
tion 1 g/L at pH 7 and 42 �C for 24 h. Sometimes, it is
difficult to separate a product from the enzymatic reaction
mixture. In this case, separation is carried out with the
ease as follows: At the end of the reaction, acetone was
added as a volume of three times the reaction mixture. The
cells in acetone were dried to powder form and easily re-
moved by filtration through Celite�. Then, acetone in the
filtrate was evaporated under reduced pressure. The de-
posited precipitate in the aqueous layer was recovered by
filtration and washed with water in the amount of four
times the volume of the reaction mixture. The precipitate
was redissolved in acetone, and then the solution was de-
hydrated by the addition of anhydrous magnesium sulfate.
After filtration, crude crystals were obtained by evapora-
tion of the organic layer to dryness under reduced pres-
sure. The residue was recrystallized from methanol (10 mL
methanol/1 g residue). The isolated yield was 85% based
on (RS)-10, and the e.e. was over 99%.

Microbial Conversion of 3-Acetoxy-2-(4-methoxyphenyl)-
1,5-benzothiazepin-4(5H)-one (12)
An optically active key intermediate, (2S,3S)-11, can be
also obtained by the microbial conversion of 12 (Fig. 1) (23).
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Table 3. Microorganisms with the Ability to Produce
(2S,3S)-11 from 12

12
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S

OMe

N
H

(2S,3S)-11

OH

O

S

OMe

N
H

Product (2S,3S)-11

Microorganisms

Conversion
yield
(%) % e.e.

Isolated
yield
(%)

Alcaligenes faecalis FERM P-6745 76 99 72
Arthrobacter paraffineus ATCC 21219 76 �99 66
Bacillus sphaericus FERM P-6746 77 �99 74
Rhodococcus sp. ATCC 15592 67 �99 65
The microorganism were cultivated in 500-mL shaking flasks

with 100 mL of medium, which comprised 1% glucose, 0.7%
Polypepton� (Nikon Seikayu Co. Ltd.), 0.5% K2HPO4, and
0.5% yeast extract (pH 7.2), at 30 �C for 24 h with continuous
shaking (140 strokes/min). To each shaking flask was added 1
mL of DMF solution containing 100 mg 12 and 10 mL 1 M
potassium phosphate buffer (pH 6.5). The mixtures were
shaken at 30 �C (140 strokes/min). After 40 h, the conversion
yield and e.e. of (2S,3S)-11 were checked by HPLC equipped
with Chiralcel OF� column (Daicel Chemical Industries,
Ltd.). The mixtures were shaken for an additional 8 h.
According to the method already described, (2S,3S)-11 was
isolated.

Source: Ref. 23.
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Figure 3. Time courses of (2S,3S)-11 production from 12 (�) and
(RS)-10 (�) by B. sphaericus. Source: Ref. 23.

For this type biotransformation, the microbial conversion
of enol ester using Pichia farinosa has been reported (24).
The microorganisms that have the ability to catalyze the
conversion of 12 into (2S,3S)-11, with excellent enantio-
selectivity, are summarized in Table 3.

The conversion yield of 12 to 11, and the e.e. of 11 are
calculated on the basis of HPLC analysis, and the isolated
yield is based on 12. No accumulation of 15 (Fig. 2) was
observed in this reaction. By employing this microbial con-
version, diltiazem can be synthesized in only six steps with
a high yield (Fig. 1).

Figure 3 shows the time courses of the microbial con-
version of (RS)-10 and 12 using Bacillus sphaericus FERM
P-6746 (FERM: Fermentation Research Institute, Agency
of Industrial Science and Technology, Japan). In both
cases, the products are optically active (2S,3S)-11 (�99%
e.e.) and isolated easily by the same procedure already de-
scribed. With (RS)-10 as the substrate, the reduction pro-
ceeds directly from the beginning of the reaction, whereas
with 12, an obvious lag phase is observed at the beginning
of the reaction. Later, however, the yield of (2S,3S)-11 from
12 increases to the same level as that from (RS)-10. There-
fore, in the reaction pathway of microbial conversion of 12
to (2S,3S)-11, it is thought that (RS)-10 is an intermediate,
that hydrolysis and reduction proceed in turn, and that the
hydrolysis of 12 is a rate-determining step. Furthermore,
it is also confirmed that the hydrolytic enzyme is induced
by 12 and that asymmetry is introduced during the
(RS)-10 reduction step. Because all the other microorgan-
isms shown in Table 3 also reduce (RS)-10 to (2S,3S)-11
(79–88% conversion, �99% e.e.), the microbial conversion
of 12 into (2S,3S)-11 is thought to proceed through a simi-
lar pathway in these microorganisms.

Another approach to the synthesis of (2S,3S)-11 from
12 in the presence of the hydrolytic enzyme from B. sphaer-
icus and baker’s yeast gives (2S,3S)-11, with a conversion
of 65% (99% e.e.).

INVESTIGATION FOR INDUSTRIAL APPLICATION

In general, industrial application of enzymatic reduction
is difficult due to the low concentration of the substrate in
the reaction medium. Among the three reactions catalyzed
by microorganisms mentioned earlier, baker’s yeast–
mediated reduction of (RS)-10 is the most promising, for
industrial application if the substrate concentration is in-
creased, because of the high optical purity of the product,
easy product isolation, and a simple reaction system (not
a plural enzyme system) (25).

Because the substrate (RS)-10, obtained as crystals by
recrystallization from organic solvent, is almost insoluble
in an aqueous medium, the reaction was carried out by
adding an N,N-dimethylformamide (DMF) solution of
(RS)-10, and by using ethanol as an energy source under
aerobic conditions. Although it is widely accepted that
sugar is essential as an energy source, the use of ethanol
as the energy source has also been considered because it
is clean and efficient compared with sugar (15,26–30).

In the reduction of (RS)-10, the reduction activity of
baker’s yeast decreased when DMF was added at a con-
centration of above 10% (v/v) in order to increase the sub-

strate concentration. By-product, S-oxide of the substrate
(15), also appeared at these high DMF concentrations.
Therefore, the large-scale production of (2S,3S)-11 by a
fed-batch operation on a laboratory scale was examined. A
suspension of 11.2 g of baker’s yeast in 50 mL of 200 mM
ethanol in a 300-mL Erlenmeyer flask was shaken at 30
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Figure 4. Conversion of (RS)-10 to (2S,3S)-11 by baker’s yeast.
Source: Ref. 25. A suspension of baker’s yeast (11.2 g) and sub-
strate (RS)-10 in 200 mM ethanol (50 mL) was aerobically shaken
at 30 �C at 80 rpm. Substrates using the reaction were as follows:
�, DMF solution (600 lL) containing 100 mg of (RS)-10; �, 100
mg of the dry aggregate; �, 100 mg of the fine powder (average
grain size of 2.3 lm); �, 100 mg of the crystalline form (average
grain size of 21.3 lm). An aggregate of (RS)-10 was prepared by
the addition of 6 mL of 0.56 M (RS)-10 in DMF [1.0 g of (RS)-10]
to 100 mL of water for 5 min followed by stirring for 1 h at room
temperature. The aggregate was collected by centrifugation at
3,000 rpm for 3 min and washed with water.
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Figure 5. Changes in conversion ratio of (RS)-10 to (2S,3S)-11 in
a high-concentration reaction. Source: Ref. 25.

�C, and 6 mL of DMF solution containing 1.0 g of (RS)-10
(0.56 M) was added in 0.15 mL aliquots every 1 h. Since
ethanol was consumed within 12 h, 0.575 mL of ethanol
was added three times. After 42 h, the reaction was
stopped and the product was isolated and purified. The

yield of (2S,3S)-11 was 0.83 g (83%), and e.e. was over 99%.
By fed-batch operation, substrate concentration increased
to 20.0 g/L.

In order to increase the substrate concentration further,
as a yeast-mediated reduction would be inhibited by a high
concentration of DMF, the reactions were also carried out
in an aqueous solution without DMF. As shown in Figure
4, however, in the case of crystalline (RS)-10 (an average
grain size of 21.3 lm) in an aqueous solution directly, re-
duction did not proceed successively. Increasing the sur-
face area of the crystalline (RS)-10 by grinding (an average
grain size of 2.3 lm) was not very effective in increasing
the reduction rate. On the other hand, when a DMF solu-
tion of (RS)-10 was added to water with stirring, a dis-
persed colloid of (RS)-10, an emulsion was formed, and this
emulsion gradually changed to a suspension, producing
small precipitates. These precipitates of (RS)-10, called ag-
gregates, were easily collected by centrifugation (an aver-
age grain size of 13.0 lm) and were reduced with a rate
comparable to that of a DMF solution of (RS)-10 under low
concentration of substrate, as shown in Figure 4.

The aggregate was soluble in an aqueous medium at
about 20 mg/L, and DMF did not need to be added to the
reaction medium. By using the aggregate as the substrate,
substrate concentration was increased up to an industrial
production level (100 g/L, yield 80%) by means of the fol-
lowing procedure: A suspension of 11.2 g of baker’s yeast
and the aggregate, prepared from 5.0 g of the crystalline
(RS)-10, in 50 mL of 200 mM ethanol solution was shaken
at 30 �C for 9 days. Ethanol (0.46 g) was added every 12 h.
The reduction of (RS)-10 proceeded successively as shown
in Figure 5. After processing as described earlier, over 99%
e.e. of (2S,3S)-11 was obtained with 80% yield.

The substrate concentration was improved by applying
this procedure. The disadvantages of (1) a relatively low
concentration of substrate, (2) a tedious procedure for iso-
lation and purification of the product, and (3) a relatively
low optical purity of the product in the microbial reduction
were resolved. This method of using baker’s yeast, which
is commercially available and cheap, is expected to be de-
veloped for industrial application.
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INTRODUCTION

A chemical engineer is generally concerned with the in-
dustrial implementation of processes in which chemical or
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Table 1. Base Quantities: Their Dimensions and SI Units

Basis quantity Basic dimension Basic unit

Length L m meter
Mass M kg kilogram
Time T s second
Thermodynamic temperature H K kelvin
Amount of substance N mol mole
Electric current I A ampere
Luminous intensity Iv cd candela

microbiological conversion of material takes place in con-
junction with the transfer of mass, heat, and momentum.
These processes are scale dependent; that is, they behave
differently on a small scale (in laboratories or pilot plants)
and a large scale (in production). They include heteroge-
neous chemical reactions and most unit operations. Un-
derstandably, chemical engineers have always wanted to
find ways of simulating these processes in models to gain
insights that will assist them in designing new industrial
plants. Occasionally, they are faced with the same problem
for another reason: an industrial facility already exists but
will not function properly, if at all, and suitable measures
have to be carried out to discover the cause of the difficul-
ties and provide a solution.

Irrespective of whether the model involved represents
a “scale-up” or a “scale-down,” certain important questions
always apply:

1. How small can the model be? Is one model sufficient,
or should tests be carried out in models of different
sizes?

2. When must or when can physical properties differ?
When must the measurements be carried out on the
model with the original system of materials?

3. Which rules govern the adaptation of the process pa-
rameters in the model measurements to those of the
full-scale plant?

4. Is it possible to achieve complete similarity between
the processes in the model and those in its full-scale
counterpart? If not, how should one proceed?

These questions touch on the fundamentals of the the-
ory of models, which are based on dimensional analysis.
Although they have been used in the field of fluid dynamics
and heat transfer for more than a century (cars, aircraft,
vessels, and heat exchangers were scaled up according to
these principles), these methods have gained only modest
acceptance in chemical engineering. University graduates
are usually not skilled enough to deal with such problems
at all. On the other hand, there is no motivation for this
type of research at universities, which generally are not
confronted with scale-up tasks and are not equipped with
the necessary apparatus at the bench scale. This gives the
totally wrong impression that the methods are, at most, of
marginal importance in practical chemical engineering. It
is most unfortunate that these methods are not taught and
dealt with in greater depth.

DIMENSIONAL ANALYSIS

The Fundamental Principle

Dimensional analysis is based on the recognition that a
mathematical formulation of a physicotechnological prob-
lem can be of general validity only when the process equa-
tion is dimensionally homogeneous.

What Is a Dimension?

A dimension is a purely qualitative description of a per-
ception of a physical entity or a natural appearance. A

length can be experienced as a height, a depth, a breadth.
A mass presents itself as a light or heavy body, time as a
short moment or a long period. The dimension of a length
is L, the dimension of a mass is M, and so on.

What Is a Physical Quantity?

Unlike a dimension, a physical quantity represents a
quantitative description of a physical quality (e.g., a mass
of 5 kg). It consists of a measuring unit and a numerical
value. The measuring unit of length can be a meter, a foot,
a cubit, a yardstick, a nautical mile, a light-year, and so
on. The measuring unit of temperature can be �C (centi-
grade), �R, �F, or K (kelvin). (It is therefore necessary to
establish the measuring units in an appropriate measur-
ing system.)

Basic and Derived Quantities and Dimensional Constants

We distinguish between basic and secondary quantities,
the latter being often referred to as derived quantities. The
basic quantities are based on standards and are quantified
by comparison with them. The secondary units are derived
from the primary ones according to physical laws (e.g., ve-
locity � length/time). The borderline separating basic and
derived quantities is largely arbitrary: 40 years ago a mea-
suring system was used in which force was a primary di-
mension instead of mass!

All secondary units must be coherent with the basic
units (Table 1); for example, the measuring unit of velocity
must not be miles per hour or kilometers per hour, but
meters per second. A secondary unit that has been estab-
lished by a physical law may sometimes contradict another
one. For example, according to Newton’s second law of mo-
tion, the force F is expressed as a product of mass m and
acceleration a: F � ma, having the measuring unit of kg
m/s2 � N. According to Newton’s law of gravitation, the
force is defined by F � m1 m2/r2, thus leading to a com-
pletely different measuring unit (kg2/m2). To remedy this,
the gravitational constant G—a dimensional constant—
had to be introduced to ensure the dimensional homoge-
neity of this equation: F � G m1 m2/r2. Another example
entails the universal gas constant R, the introduction of
which ensures that in the perfect gas equation of state pV
� nRT the secondary unit for work W � pV[M L2/T 2] is
not offended.

Another class of derived quantities is represented by
the coefficients in diverse physical equations (e.g., transfer
equations). They are established by the respective equa-
tions and determined via measurement of their constitu-
ents, (heat transfer coefficients etc.; see examples 7–10).
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Table 3. Important Secondary Measuring Units in
Mechanics, Named After Famous Researchers

Secondary
quantity Dimension

Measuring
unit

Eponymous
researcher

Force M L/T 2 kg m/s2 � N Newton
Pressure M L/T 2 kg (ms2) � Pa Pascal
Energy M L2/T 2 kg m2/s2 � J Joule
Power M L2/T 3 kg m2/s3 � W Watt

Table 2. Often-Used Physical Quantities and Their
Dimensions According to Currently Used SI Formulas in
Mechanical and Thermal Problems

Physical quantity Dimension

Angular velocity
Shear rate, frequency
Mass transfer coefficient, KLa

1/T

Velocity L/T
Acceleration L/T 2

Kinematic viscosity
Diffusion coefficient
Thermal diffusivity

L2/T

Density M/L3

Surface tension M/T 2

Dynamic viscosity M/(LT)
Momentum M L/T
Force M L/T 2

Pressure, stress M/(LT 2)
Angular momentum M L2/T
Energy, work, torque M L2/T 2

Power M L2/T 3

Heat capacity L2/T 2H

Thermal conductivity M L/T 3H

Heat transfer coefficient M/T 3H

Dimensional Systems

A dimensional system consists of all the primary and sec-
ondary dimensions and corresponding measuring units.
The currently used International System of Dimensions
(Système International d’Unités; SI) is based on seven basic
dimensions. They are presented in Table 1, together with
their corresponding basic units. For some of them a few
explanatory remarks may be necessary.

Temperature expresses the thermal level of a system,
not its energetic contents. (A fivefold mass of matter has a
fivefold thermal energy at the same temperature!) The
thermal energy of a system can indeed be converted into
mechanical energy (base unit joule). Moles are amount of
matter and must not be confused with the quantity of
mass. The molecules react as individual entities regardless
of their mass: one mole of hydrogen (2 g/mol) reacts with
one mole of chlorine (71 g/mol) to produce 2 moles of hy-
drochloric acid, HCl.

Table 2 shows the most important secondary dimen-
sions. Table 3 refers to some very frequently used second-
ary units that are named after famous researchers.

Dimensional Homogeneity of a Physical Content

The aim of dimensional analysis is to check whether the
physical content of the case under examination can be for-

mulated in a dimensionally homogeneous manner. The
procedure necessary to accomplish this consists of two
parts:

1. All physical parameters necessary to describe the
problem are listed. This “relevance list” of the prob-
lem consists of the quantity in question and all the
parameters that influence it. In each case only one
target quantity must be considered; it is the only de-
pendent variable. On the other hand, all the influ-
encing parameters must be primarily independent of
each other.

2. The dimensional homogeneity of the physical con-
tent is checked by transferring it in a dimensionless
form. (Note: A physical content that can be trans-
formed in dimensionless expressions is dimension-
ally homogeneous.)

The information given thus far can be made clear by a
famous example (1).

EXAMPLE 1

What determines the period of oscillation of a pendulum?

��
�

�
�

��
�

�
�

l

α

mg

Physical quantity Symbol Dimension
Period of oscillation t T
Length of pendulum l L
Mass of pendulum m M
Gravitational acceleration g L/T2

Amplitude (angle) � —

We first sketch a pendulum and write down all the quantities
that could be involved in this question. It may be assumed that
the period of oscillation of a pendulum depends on the length and
mass of the pendulum, the gravitational acceleration, and the am-
plitude of swing.

Our aim is to express t as a function of l, m, g, and �:

t � f (l, m, g, �)

Can this dependency be dimensionally homogeneous? No! The
first thing that now becomes clear is that the basic unit for mass
occurs only in the mass, m, itself. Changing this basic unit (e.g.,
from kilograms to pounds) would change the numerical value of
the function. This is unacceptable. Either our list should have in-
cluded a further variable containing M, or mass is not a relevant
variable. If we assume the latter, the relationship is reduced to:

t � f (l, g, �)

Both l and g incorporate the basic unit of length. When combined
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as a ratio (l/g), they become dimensionless with regard to L and
thus independent of changes in the basic unit of length:

t � f (l/g, �)

Because the angle � has no dimension, we are left with the
dimension T on the left-hand side of the equation, and T2 on the
right. To remedy this, we will have to write . This expressionl/g�
will keep its dimension T only if it remains unchanged, so we have
to take it out of the function f, and we obtain the following:

t � l/g f (�) or t g/l � f (�)� �

The dependency between four dimensional quantities, containing
two basic dimensions (L and T) in their dimensions, is reduced to
4 � 2 � 2 parametric relationship between dimensionless ex-
pressions (“numbers”).

This equation is the only statement that dimensional analysis
can offer in this case. It is not capable of producing information
on the form of f. The integration of Newton’s equation of motion
for small amplitudes leads to f � 2p and is independent of �. The
relationship can now be expressed as

t g/l � 2p�

The elegant solution of this first example should not
tempt the reader to believe that dimensional analysis can
be used to solve every problem at hand. To treat this ex-
ample by dimensional analysis, the law of free fall had to
be known. This knowledge was gained empirically by G.
Galilei in 1604 through his experiments with the inclined
plane. Bridgman’s (1, p. 12) comment on this situation is
particularly appropriate:

“The problem cannot be solved by the philosopher in his arm-
chair, but the knowledge involved was gathered only by some-
one at some time soiling his hands with direct contact.”

This transparent and easy example clearly shows how di-
mensional analysis deals with specific problems and what
conclusions it allows. It should now be easier to under-
stand the sarcastic comment with which Lord Rayleigh be-
gan his short essay on “The Principle of Similitude” (2):

I have often been impressed by the scanty attention paid even
by original workers in physics to the great principle of simili-
tude. It happens not infrequently that results in the form of
“laws” are put forward as novelties on the basis of elaborate
experiments, which might have been predicted a priori after a
few minutes’ consideration.

From example 1 we also learn that a transformation of a
physical dependency from a dimensional into a dimension-
less form is automatically accompanied by an essential
compression of the statement: the set of the dimensionless
numbers is smaller than the set of the quantities contained
in them, but it describes the problem equally comprehen-
sively. In the example 1, the dependency between four di-
mensional parameters is reduced to a dependency between
only two dimensionless numbers. This is the proof of the
so-called pi theorem (pi after P, the sign used for products),
which states the following: Every physical relationship be-
tween n physical quantities can be reduced to a relation-

ship between m � n � r mutually independent dimen-
sionless groups, whereby r stands for the rank of the
dimensional matrix, made up of the physical quantities in
question and generally equal to the number of the basic
quantities contained in them. (Note: The pi theorem is of-
ten associated with E. Buckingham, who introduced this
term in 1914, but the proof of it had been accomplished in
1911 in course of a mathematical analysis of partial dif-
ferential equations by A. Federmann already [3, p. 7].)

THE DETERMINATION OF A PI SET BY MATRIX
CALCULATION

The Establishment of a Relevance List for a Problem

As a rule, more than two dimensionless numbers are nec-
essary to describe a physicotechnological problem, and
therefore they cannot be derived by the method just de-
scribed. In this case the easy and transparent matrix cal-
culation introduced by J. Pawlowski (4) is increasingly
used. Example 2, which demonstrates this calculation,
treats a problem that is important in industrial chemistry
and biotechnology because the mixing vessel belongs to the
most important production equipment.

EXAMPLE 2

Which is the pi set for the mixing power of a stirrer?

In this case, too, we first sketch the apparatus. Then we facilitate
our work by proceeding systematically toward our target quantity,
the mixing power P, which depends on the following parameters:

P

n

d H

D

Geometrical Stirrer diameter d
Physical properties Fluid density q

Kinematic viscosity m

Process-related Stirrer speed n

We obtain the following relevance list:

{P; d; q, m; n} (1)

We interrupt the procedure by asking an important question con-
cerning the determination of the characteristic geometric param-
eter.
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Determination of the Characteristic Geometric Parameter

Obviously, we could name all the geometric parameters in-
dicated in the sketch. They were all the geometric param-
eters of the stirrer and of the vessel, especially its diameter
D and the liquid height H. In case of complex geometry,
such a procedure would deflect from the problem. It is
therefore advisable to introduce only one (or a few) char-
acteristic geometric parameters, knowing that all the oth-
ers can be transformed into dimensionless geometric num-
bers by division with this one of a few of them.

In the case of example 2, we introduced the stirrer di-
ameter as the characteristic geometric parameter. This is
reasonable. One could only think about how the mixing
power would react to an increase of the vessel diameter D:
it is obvious that above a certain size, D would have no
influence, but a small change of the stirrer diameter d
would always have an impact.

We now set forth a procedure for solving example 2.

Constructing and Solving the Dimensional Matrix

In transforming the relevance list, equation 1, of the five
physical quantities into a dimensional matrix, we can min-
imize the calculations required by recalling the following
points.

1. The dimensional matrix consists of a square core ma-
trix and a residual matrix.

2. The rows of the matrix are formed of basic dimen-
sions, contained in the dimensions of the quantities,
and they will determine the rank r of the matrix. The
columns of the matrix are presented by the physical
quantities or parameters.

3. Quantities of the square core matrix may appear
later on in all the dimensionless numbers as “fillers,”
whereas each element of the residual matrix will ap-
pear only in one dimensionless number. For this rea-
son the residual matrix should be loaded with essen-
tial variables such as the target quantity and the
most important physical properties and process-
related parameters.

4. By the (extremely easy) matrix calculation (linear
transformations), the core matrix is transformed
into a matrix of unity: the main diagonal consists
only of ones, and the remaining elements are all zero.
One should therefore arrange the quantities in the
core matrix in a way that will facilitate this proce-
dure.

5. After the matrix of unity has been generated, the
dimensionless numbers are created as follows: each
element of the residual matrix forms the numerator
of a fraction, while the denominator consists of the
fillers from the matrix of unity with the exponents
indicated in the residual matrix.

Let us return to example 2. The dimensional matrix
reads as follows:

Core matrix Residual matrix

q d n P m

Mass M 1 0 0 1 0
Length L �3 1 0 2 2
Time T 0 0 �1 �3 �1

Only one linear transformation is necessary to transform �3 in
the cell formed by the L row and the q-column into zero. The sub-
sequent multiplication of the T row by �1 transfers �1 to 1:

Unity matrix Residual matrix

q d n P m

M 1 0 0 1 0
3M � L 0 1 0 5 2
�T 0 0 1 3 1

The residual matrix contains only two parameters, therefore only
two P numbers result:

P P
P � � � Ne (Newton number)1 1 3 5 3 5q n d qn d

m m �1P � � � Re (Reynolds number)2 0 1 2 2q n d nd

The interdependence of five dimensional quantities of the rele-
vance list, equation 1, reduces to a set of only 5 � 3 � 2 dimen-
sionless numbers:

{Ne, Re} or f (Ne, Re) � 0 (2)

thus again confirming the pi theorem.

Determination of the Process Characteristics

The functional dependency, equation 2, is the maximum
that dimensional analysis can offer here. It cannot provide
any information about the form of the function f. This can
be accomplished solely by experiments. But such experi-
ments can now most certainly be conducted far more easily
because it is the Reynolds number that must be varied,
and this can be accomplished by altering the characteristic
velocity v (here v � nd), or a characteristic length l (here
d), or the kinematic viscosity �. By choosing appropriate
model fluids, the viscosity can be very easily altered by
several orders of magnitude. This way measurements were
conducted to determine the power characteristic Ne(Re) of
a blade stirrer of fixed geometry in a vessel. From Figure
1 it follows:

1. In the range Re � 20, the proportionality Ne � Re�1

is found, thus resulting in the expression NeRe � P/
(gn2d3) � const. Density is irrelevant here—we are
dealing with the laminar flow region.

2. In the range Re � 50 (vessel with baffles) or Re � 5
� 104 (unbaffled vessel), a constant Newton number
Ne � P/(q n3 d5) is found. In this case, viscosity is
irrelevant—we are dealing with a turbulent flow re-
gion.

3. Understandably, the baffles do not influence the
power characteristic in the laminar flow region.
However, their influence is extremely strong at Re �
5 � 104. Here, the installation of baffles under oth-
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  0, 01 Figure 1. Power characteristics of

a leaf stirrer of a given geometry
and given installation conditions.
Source: From Ref. 3.

erwise unchanged operating conditions increases the
power consumption of the stirrer by a factor of 20.

4. When liquid is stirred in an unbaffled vessel, it be-
gins to circulate, and a vortex is formed. Gravita-
tional acceleration g, and hence the Froude number
Fr � n2 d/g, plays no role under these circumstances
as determined experimentally (Fig. 1): For confir-
mation, one need only look at the points on the lower
Ne(Re) curve where the same Re value was set for
fluids with different viscosities. This was possible
only by a proportional alteration of the rotational
speed of the stirrer. Where Re � idem (� identical
value), Fr was clearly not idem, but this has no in-
fluence on Ne: g is therefore irrelevant.

FUNDAMENTALS OF THE THEORY OF MODELS
AND SCALE-UP

Theory of Models

The results in Figure 1 also could have been acquired by
changing the stirrer diameter: the means by which a rele-
vant number is changed does not matter. This is clear evi-
dence that the representation of a physicotechnological
problem in a dimensionless form is independent of scale
(“scale-invariant”), and this presents the basis for a reli-
able scale-up: two processes may be considered completely
similar if they take place in similar geometrical space and
if all the dimensionless numbers necessary to describe
them have the same numerical value (Pi � identical or
idem).

Clearly, the scale-up of a desired process condition from
a model to industrial scale can be accomplished reliably
only if the problem was formulated and dealt with accord-
ing to the dimensional analysis.

Model Experiments and Scale-Up

In example 2 we evaluated process characteristics that
presented a comprehensive description of the process. This

often expensive and time-consuming method is certainly
not necessary if one has only to scale up a given process
condition from the model to the industrial plant (or vice
versa). With example 2, and assuming that the Ne(Re)
characteristics like those in Figure 1 are not known, the
task is to predict the power consumption of a leaf stirrer
of d � 2 m, installed in a baffled vesser of D � 4 m (D/d
� 2) and rotating with n � 10 min�1. The kinematic vis-
cosity of the liquid is m � 1 � 10�4 m2/s.

One need know only—and this is essential—that the
hydrodynamics in this case are governed solely by the Rey-
nolds number and that the process is described by an un-
known dependency Ne(Re). Then one can calculate Re of
the industrial plant:

2 3Re � nd /m � 6.7 � 10

Let us assume that we have a geometrically similar labo-
ratory device of D � 0.2 m and d � 0.1 m and that the
rotational speed of the stirrer can be arbitrarily chosen.
Which must be the rotational speed to obtain Re � idem
using water m � 1 � 10�6 m2/s as model liquid? The an-
swer is

2 3 �1nd /m � 6.7 � 10 r n � 40 min

Under these conditions the stirrer power is measured and
the power number Ne � P/(qn3d5) calculated. We find Ne
� 8.0. Because Re � idem results in Ne � idem, the power
consumption PT of the industrial stirrer can be obtained:

P P
Ne � idem r Ne � Ne r �T M � 3 5� � 3 5�qn d qn dT M

From Ne � 8.0 found in the laboratory measurement, it
follows for the leaf stirrer having d � 2 m and rotational
speed n � 10 min�1:
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3 5 3 3 5P � Ne q n d � 8.0 � 1 � 10 � (10/60) � 2
� 1,185 W � 1.2 kW

We realize that in scale-up, knowledge of the functional
dependency f (Pi) � 0 is not necessary. All we need is to
know which pi space describes the process.

FURTHER PROCEDURES TO ESTABLISH A RELEVANCE LIST

Consideration of the Acceleration Due to Gravity g

If a natural or universal physical constant has an impact
on the process, it must to be incorporated into the relevant
list, regardless of whether it will be altered. In this context
the greatest mistakes are made with regard to the gravi-
tational constant g. Lord Rayleigh (2) complained bitterly,
saying:

I refer to the manner in which gravity is treated. When the
question under consideration depends essentially upon gravity,
the symbol of gravity (g) makes no appearance, but when grav-
ity does not enter the question at all, g obtrudes itself conspic-
uously.

This is all the more surprising in as much as the relevance
of this quantity is easy enough to recognize if one asks the
following question: would the process function differently
if it took place on the moon instead of on Earth? If the
answer to this question is yes, g is a relevant variable.

The gravitational acceleration g can be effective solely
in connection with the density as gravity gq. When inertial
forces play a role, the density q must be listed additionally.
Thus it follows:

1. In cases involving the ballistic movement of bodies,
the formation of vortices in stirring, the bow wave of
a ship, the movement of a pendulum, and other pro-
cesses affected by the Earth’s gravity, the relevance
list comprises gq and q.

2. Creeping flow in a gravitational field is governed by
the gravity gq alone.

3. In heterogeneous physical systems with density dif-
ferences (sedimentation or buoyancy), the difference
in gravity gDq and q plays a decisive role.

Example 3 treats a problem in which the gravitational
constant is of prime importance owing to extreme differ-
ence in densities in the gas–liquid system. This example
offers opportunities to improve our skills in solving dimen-
sional matrices and to gain deeper insights into the pos-
sibilities made available by dimensional analysis.

EXAMPLE 3

Process characteristics of a self-aspirating hollow stirrer
and the determination of its optimum running conditions

As a result of their form, hollow stirrers utilize the suction gen-
erated behind their edges (Bernoulli effect) to suck in gas from the
head space above the liquid. As “rotating ejectors,” they are stir-
rers and gas pumps in one and are therefore particularly suitable

for laboratory use (especially in high-pressure autoclaves) because
they achieve intensive gas liquid-contact via internal gas recycling
without a separate gas pump (3,5). A particularly effective stirrer
of this type—the pipe stirrer—is depicted here.

In operating a hollow stirrer, the target quantities gas through-
put q and stirrer power P adapt themselves simultaneously. Both
target quantities depend on the following parameters:

Geometry Stirrer diameter d
Physical properties Density q

Dynamic viscosity l

Process parameters Rotational speed n
Gravitational constant g

Thus we obtain two separate relevance lists:

{q; d, q, l; n, g} (3)

{P; d, q, l; n, g} (4)

The problem is of a mechanical nature, and dimensions of the
quantities describing it will contain only three basic quantities (M,
L, T). It is to be expected that each process characteristics will
therefore involve 6 � 3 � 3 numbers.

The first relevance list, equation 3, leads to the following di-
mensional matrix:

q d n q l g
Mass M 1 0 0 0 1 0
Length L �3 1 0 3 �1 1
Time T 0 0 �1 �1 �1 �2

M 1 0 0 0 1 0
3M � L 0 1 0 3 2 1
�T 0 0 1 1 1 2

From this the following three numbers result:

q q
P � � � Q1 0 3 1 3q d n nd

l l �1P � � Re2 1 2 1 2q d n qd n

g g �1P � � � Fr3 0 1 2 2q d n dn

where Q is the gas throughput number, Re the Reynolds number,
and Fr the Froude number.

The gas throughput characteristic of a hollow stirrer thus
reads as follows:

2 2q nd q n d
� f , r Q � f (Re, Fr) (5)1 1� �3nd l g

The power characteristics—obtained from the relevance list equa-
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Figure 4. Optimization of a hollow stirrer according to P/q �

min. The result reads: Small is beautiful.
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Figure 3. Gas throughput characteristics Q(Fr) of a three-edged
stirrer (see the sketch in Fig. 2). Source: From Ref. 3.
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Figure 2. Power characteristics Ne (Fr) of the three-edged stirrer
depicted in the inset. Source: From Ref. 3.

tion 4 by a similar dimensional matrix—containing P instead of
q—results in the following:

2 2P nd q n d
� f , r Ne � f (Re, Fr) (6)2 2� �3 5qn d l g

Model experiments with another type of hollow stirrer
(three-edged stirrer, see sketch in Fig. 2) were performed
in a water–air system under defined experimental condi-
tions, and the scale factor dT/dM changed in the range of
1:2:3:4:5. The results (Figs. 2 and 3) demonstrate that the
Reynolds number is irrelevant. In the turbulent range of
motion (Re � 104) the process is governed exclusively by
the Froude number.

These process characteristics present the reliable basis
for a scale-up of this hollow stirrer under given geometric
conditions. But they also allow a further optimization of
this process, as will be demonstrated by the following
treatment. The question must be answered regarding pro-
cess conditions under which this stirrer will achieve a
given gas throughput with minimum power, P/q � min.
The answer can easily be given by the combination of the
characteristics presented in equations 5 and 6 in such a
way as to produce a dimensionless expression for P/q. This
is the combination

NeFr P
� � f (Fr) (7)3Q qdqg

which is, as are their constituents, also a function of the
Froude number. The dependency, equation 7, is plotted in
Figure 4. Two sections can be distinguished:

Fr � 10: NeFr/Q � const r P/q � d
2Fr � 10: NeFr/Q � Fr r P/q � d

In the first section P/q increases with direct proportional-
ity to the stirrer diameter. This means that in an industrial
plant having a scale-up factor, say, dT/dM of 10 (T, indus-
trial scale; M, model scale), the same gas throughput re-
quires a power consumption ten-fold higher than the model
scale. At Fr � 10 the hollow stirrer would be still less ef-
ficient.

This procedure clearly shows that hollow stirrers, de-
spite their excellent performance on the laboratory scale,
do not perform economically on an industrial scale. In this
case the gas throughput and the stirrer power have to be
separated by choosing an appropriate stirrer (a Rushton
turbine is a good choice) and providing the gas from below
the stirrer by a blower.

Introduction of Intermediate Quantities

Many engineering problems involve several parameters, a
condition that impedes the elaboration of the pi space. For-
tunately, in some cases a closer look at a problem (or pre-
vious experience) facilitates reduction of the number of
physical quantities in the relevance list. This is the case
when some relevant variables affect the process by way of
a so-called intermediate quantity. Assuming that this in-
termediate variable can be measured experimentally, it
should be included in the problem relevance list if this
would facilitate the removal of more than one variable
from the list.

The fluid velocity v in pipes—or the superficial gas ve-
locity vG in mixing vessels or in bubble columns—present
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a well-known intermediate quantity. The introduction of
any such velocity into the relevance list removes two other
quantities (throughput q and the diameter D) because of v
� q/D2 and vG � qG/D2, respectively. The potential impact
of the introduction of intermediate quantities on the rele-
vance list is demonstrated in the following elegant exam-
ples.

EXAMPLE 4

Mixing characteristics for liquid mixtures with differences in density
and viscosity

Mixing time h necessary to achieve a molecular homogeneity of a
liquid mixture (normally measured by decolorization methods) de-
pends in material systems without differences in density and vis-
cosity on only four parameters: stirrer diameter d, density q, dy-
namic viscosity g, rotational speed n:

{h; d; q, m; n} (8)

From this, the mixing time characteristics are found to be

2nh � f (Re) Re � nd /m (9)

In material systems with differences in density and viscosity, the
relevance list, equation 8, enlarges by the physical properties of
the second mixing component, by the volume ratio of both phases
u � V2/V1 and, because of the density differences, inevitably by
the gravity difference gDq to nine parameters:

{h; d; q , m , q , m , u; gDq, n} (10)1 1 2 2

This results in mixing time characteristics incorporating six num-
bers:

nh � f (Re, Ar, q /q , m m , u) (11)2 1 2 1

where Re � nd2/m1 is the Reynolds number and Ar � gDqd3/
(q1 is the Archimedes number.2m )1

Meticulous observation of this mixing process (the slow dis-
appearance of the Schlieren patterns as result of the disappear-
ance of density differences), reveals that macromixing is quickly
accomplished compared to micromixing. This time-consuming
process already takes place in a material system that can be fully
described by the physical properties of the mixture:

m* � f (m , m , u) and q* � f (q , q , u)1 2 1 2

By introducing these intermediate quantities m* and q*, we can
reduce the relevance list, equation 10, by three parameters to

{h; d; q*, m*; gDq, n} (12)

and get a mixing characteristic of only three numbers:

nh � f (Re, Ar) (13)

(In this case, Re and Ar have to be formed by q* and m*)
The process characteristics of a cross-beam stirrer was estab-

lished in this pi space by evaluation of corresponding measure-
ments in two differently sized mixing vessels (D � 0.3 and 0.6 m)

using different liquid mixtures (Dq/q* � 0.01 � 0.29 and m2/m1 �

1 � 5,300). It reads (6) as follows:

�1 1/3 1 5 2 11nh � 51.6 Re (Ar � 3) Re � 10 –10 ; Ar � 10 –10�

Example 4, which clearly shows the great advantages
achieved by the introduction of intermediate quantities, is
amplified by example 5.

EXAMPLE 5

Description of the dissolved air flotation process

In the flotation process, fine gas bubbles adhere to the hydrophobic
surface of solid particles and float them to the surface of the liquid,
from which they are removed as foam. Dissolved air flotation has
been introduced to the treatment of wastewater for the removal
and subsequent concentration of biological sludge. It utilizes air
that has been dissolved under a higher pressure and is released
by decompression to atmospheric pressure, thus producing the fin-
est possible gas bubbles. The appliances in use are either troughs
exhibiting longitudinal flow, or flotation cells. The latter are ad-
vantageously divided by a concentric wall into two spaces (3, p.
87; 7). In the inner chamber, gas bubbles are released and brought
into intimate contact with solids in suspension. Here the principal
part of the flotation process occurs. The annular space surround-
ing the inner chamber exhibits vertical flow from top to bottom.
It serves for calming down the flow, thus facilitating the final clar-
ification (removal of the residual particles).

Flotation, a depletion process of first-order kinetics, is de-
scribed by the flotation rate constant kF [T�1] as the target quan-
tity. A continuous process without back-mixing (plug flow) of the
liquid is described in Ref. 7:

u � ut �
�ln � k sF

u � u0 �

where u is the solids content and s is the mean residence time of
the liquid throughput in the inner chamber or in the annulus,
respectively.

In case of full back-mixing in the flotation unit, solids discharge
A (which corresponds to the conversion factor X in first-order
chemical reactions) is utilized (3, p. 87):

u 1outA � 1 � � 1 �
u 1 � k sin F

In constructing the relevance list of this unit operation, it is easy
to list the process parameters. They are liquid feed qin, which
leaves the flotation cell and splits into floated output qfl and “clear”
output: qout � qin � qfl; releasable gas content of the liquid feed
qG/qin; gravitational acceleration g: {qin, qout, qG/qin; g}.

The problem lies is the listing of all physical properties of the
system, since these properties fluctuate strongly during the pro-
cess (very much in contrast to the mineral flotation) and are only
partially known. There is a degree of hydrophobicity (wettability)
of the particle surface, described by the contact angle H. Another
important parameter is the electrical charge of the particles,
which greatly depends on the pH. Furthermore, finer particles
float to the surface only after they have been agglomerated to flocs
with the aid of a polyelectrolyte. Therefore the surfactant (floc-
culant) concentration cf and its chemical origin (type) must be in-
corporated in the relevance list, too. Further material parameters
will be the gravity difference gDq, the solids content u in the liquid,
and the average gas bubble size (i.e., all liquid properties Si de-
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Figure 5. Process characteristics of the foam centrifuge (inset)
for a particular foamer (Mersolat H, Bayer AG, Germany). Source:
From Ref. 8.

scribing bubble coalescence, which is still unknown by number
and kind): {H, pH, cf, type, gDq, u, Si}

The tentative relevance list will therefore read as follows:

{A; D; H, pH, c , type, u, S ; q , q , q /q , gDq} (14)f i in out G in

This relevance list can be streamlined significantly by introducing
two intermediate quantities: the superficial velocity v � qin/D2 in
the flotation cell and the rising velocity w of the flocs.

The rising velocity w of the flocs as an intermediate variable
should allow all relevant physical properties to be taken into ac-
count; however, separate measurements of this intermediate
quantity in suitable equipment are necessary.

The complete relevance list is then

{A; w, v, q , q } (15)in out

and from it we have the following pi set of three parameters:

{A; w/v, q /q } (16)out in

In case of qout/in � const (this parameter governs the flotate con-
centration), the solids discharge A will depend only on w/v:

A � f (w/v) (17)

To prove this, measurements were performed in a bench-scale
flotation cell (D � 1.6 m); the sample consisted of biologically clar-
ified wastewater from a large chemical factory (160 production
plants). It turned out that at qout/qin � 0.9, maintaining w/v � 2
was sufficient to ascertain a complete removal of the biosludge;
see Example A 6 in Reference 3.

In the preceding example one need only to compare the
tentative relevance list (equation 14) with the final five-
parameter relevance list (equation 15) to fully realize the
advantages of introducing intermediate quantities in com-
plex interrelations.

Material Systems of Unknown Physical Properties

With foams, sludges, and slimes often encountered in bio-
technology, we are confronted with the problem of not be-
ing able to list the physical properties because they are still
unknown and therefore cannot be quantified. This situa-
tion often leads to the opinion that dimensional analysis
would fail in such cases.

It is obvious that this conclusion is not valid: dimen-
sional analysis is a method based on logical and mathe-
matical fundamentals (1,3,4). If relevant parameters can-
not be listed because they are unknown, one cannot blame
the method. The only solution is to perform the model mea-
surements with the same material system and to change
the model scales.

EXAMPLE 6

Scale-up of a mechanical foam breaker

To obtain reliable information on dimensioning and then scale-up
of a given type of mechanical foam breaker (foam centrifuge, see
Fig. 5), we wish to ascertain the mode of performing and to eval-
uate the model measurements of the device. Preliminary experi-
ments have shown that for each foam emergence—proportional to

the gas throughput qG—for each foam breaker of diameter d, a
minimum rotational speed nmin exists that is necessary to control
it. The dynamic properties of the foam (density and viscosity, elas-
ticity of the foam lamella, etc.) cannot be named or measured. We
will have to content ourselves by listing them wholesale as ma-
terial properties Si. In our model experiments we will of course be
able to replace Si by the known type of surfactant (foamer) and its
concentration cf (ppm).

In discerning the process parameters, we realize that the grav-
itational acceleration g has no impact on the foam breaking within
the foam centrifuge: the centrifugal acceleration n2d exceeds the
gravitational one (g) by far. However, the water content of the
foam entering the centrifuge depends very much on the gravita-
tional acceleration: on the moon, the water drainage would be far
less effective. In contrast to the dimensional analysis presented
elsewhere (8), we are well advised to add g to the relevance list:

{n ; d; type of foamer, c ; q , g} (18)min f G

For the sake of simplicity, in the following, nmin is replaced by n,
and qG by q. For each type of foamer we obtain the following pi
space:

3 2nd n d
, , c or, abbreviated {Y, Fr, c } (19)f f� �q g

To prove this pi space, measurements must be made in model
equipment of different sizes, to produce a reliable process char-
acteristics. Figure 5 gives results for a commercial foamer (Mer-
solat H, Bayer AG, Germany); the pi space of equation 19 is seen
to be fully satisfied.

The straight line in Figure 5 corresponds to the analytic ex-
pression

0.32�0.4Y � Fr c (20)f

which can be reduced to
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Figure 6. Graphical representation of the four levels of knowl-
edge and their impact on the treatment of the problem by dimen-
sional analysis. Source: After J. Pawlowski, Ref. 3.

0.2nd � const q f (c ) (21)f

Here, the foam breaker will be scaled up according to its tip speed
u � pnd in model experiments, which will also moderately depend
on the foam yield (q).

In all the other foamers examined (9), the correspondence Y �
Fr�0.45 was found. If—by chance—the correlation

�0.5Y � Fr f (c )f

proved to be true, then this one can be deduced to

2n d/g � const(c )f

In this case the centrifugal acceleration (n2d) would present the
scale-up criterion and would depend only on the foamer concen-
tration, not on foam yield (q).

Short Summary of the Essentials of the Dimensional Analysis
and Scale-Up

The advantages made possible by the correct and timely
use of dimensional analysis can be stated briefly as follows.

1. Reduction of the number of parameters required to
define the problem. The P theorem states that a
physical problem can always be described in dimen-
sionless terms. Thus the number of dimensionless
groups that fully describe it is much smaller than the
number of dimensional physical quantities and is
generally equal to the number of physical quantities
minus the number of basic units contained within
them.

2. Reliable scale-up of the desired operating conditions
from the model to the full-scale plant. According to
the theory of models, two processes may be consid-
ered to be similar if they take place under geomet-
rically similar conditions and all dimensionless num-
bers that describe the processes have the same
numerical value.

3. A deeper insight into the physical nature of the pro-
cess. When experimental data are presented in a di-
mensionless form, distinct physical states can be iso-
lated from one another (e.g., turbulent or laminar
flow regions), and the effect of individual physical
variables can be identified.

4. Flexibility in the choice of parameters and their reli-
able extrapolation within the range covered by the di-
mensionless numbers. These advantages become
clear if one considers the well-known Reynolds num-
ber, Re � vl/m, which can be varied by altering the
characteristic velocity v, or a characteristic length l,
or the kinematic viscosity m. By choosing appropriate
model fluids, the viscosity can be very easily altered
by several orders of magnitude. Once the effect of the
Reynolds number is known, extrapolation of both v
and l is allowed within the examined range of Re.

Area of Applicability of Dimensional Analysis

The application of dimensional analysis is indeed heavily
dependent on the available knowledge. The following five
steps (see Fig. 6) can be outlined.

1. The physics of the basic phenomenon is unknown:
dimensional analysis cannot be applied.

2. Enough is known about the physics of the basic phe-
nomenon to compile a first, tentative relevance list:
the resultant pi set is unreliable.

3. All the relevant physical variables describing the
problem are known: the application of dimensional
analysis is unproblematic.

4. The problem can be expressed in terms of a mathe-
matical equation: a closer insight into the pi rela-
tionship is feasible and may facilitate a reduction of
the set of dimensionless numbers.

5. A mathematical solution of the problem exists: the
application of dimensional analysis is superfluous.

It must, of course, be said that approaching a problem
from the point of view of dimensional analysis also remains
useful even if all the variables relevant to the problem are
not yet known: the timely application of dimensional anal-
ysis often lead to the discovery of forgotten variables or the
exclusion of artifacts.

Experimental Methods for Scale-Up

A number of questions posed at the beginning of this ar-
ticle are often asked in connection with model experi-
ments.

How small can a model be? The size of a model depends
on the scale factor LT/LM and on the experimental pre-
cision of measurement. Where LT/LM � 10, a � 10 %
margin of error may already be excessive. A larger scale
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for the model will therefore have to be chosen to reduce
the error.
Is one model scale sufficient, or should tests be carried
out in models of different sizes? One model scale is suf-
ficient if the relevant numerical values of the dimen-
sionless numbers necessary to describe the problem (the
“process point” in the pi space describing the opera-
tional condition of the technical plant) can be adjusted
by choosing the appropriate process parameters or
physical properties of the model material system. If this
is not possible, the process characteristics must be de-
termined in a series of models of different sizes, or the
process point must be extrapolated from experiments in
technical plants of different sizes.
When must model experiments be carried out exclusively
with the original material system? Where the material
model system is unavailable (e.g., in the case of non-
Newtonian fluids) or where the relevant physical prop-
erties are unknown (e.g., foams, sludges, slimes), model
experiments must be carried out with the original ma-
terial system. In such cases, measurements must be
performed in models of various sizes (cf. example 6).

Partial Similarity

In the scale-up from a model to industrial scale, not only
must the geometric similarity be ensured, but also all di-
mensionless numbers describing the problem must retain
the same numerical values (Pi � idem). This means, for
example, that in the scale-up of boats or ships the dimen-
sionless numbers governing the hydrodynamics

2v vl
Fr � and Re �

lg m

must retain their numerical values: FrT � FrM and ReT �
ReM. It can easily be shown that this requirement cannot
be fulfilled here.

Since the gravitational acceleration g cannot be varied
on Earth, the Froude number, Fr, of the model can be ad-
justed to that of the full-scale vessel only by its velocity vM.
Subsequently, Re � idem can be achieved only by adjust-
ing the viscosity of the model fluid. If the model size is only
10% of the full size (scale factor LT/LM � 10), Fr � idem
is achieved in the model at vM � 0.32 vT. To fulfill Re �
idem for the kinematic viscosity of the model fluid mM, it
follows

m v LM M M
� � 0.32 � 0.1 � 0.032

m v LT T T

No liquid exists whose viscosity would be only 3% of that
of water!

Some requirements concerning physical properties of
model materials cannot be implemented. In such cases
only a partial similarity can be realized. For this, essen-
tially only two procedures are available (for details, see
Refs. 3 and 10). One consists of a well-planned experimen-
tal strategy in which the process is divided into parts,
which are then investigated separately under conditions of
complete similarity. This approach was first applied by

William Froude (1810–1879) in his efforts to scale up the
drag resistance of a ship’s hull.

The second approach consists in deliberately abandon-
ing certain similarity criteria and checking the effect on
the entire process. This technique was used by Gerhard
Damköhler (1908–1944) in his attempts to treat a chemical
reaction in a catalytic fixed-bed reactor by means of di-
mensional analysis. Here the problem of a simultaneous
mass and heat transfer arises—they are two processes that
obey completely different fundamental principles.

It is seldom realized that many rules of thumb utilized
for scale-up of different types of equipment are represented
by quantities fulfill only a partial similarity. For example,
only the volume-related mixing power P/V (widely used for
scaling up mixing vessels) and the superficial velocity v
(normally used for scale-up of bubble columns) should be
mentioned here.

The volume-related mixing power P/V presents an ad-
equate scale-up criterion only in L/L dispersion processes
and can be deduced from the pertinent process character-
istics d/d � We�0.6 (d, droplet diameter; We, Weber number).
In the most common mixing operation, the homogenization
of miscible liquids, where a macro- and back-mixing are
required, this criterion fails completely (10).

Similarly, the superficial velocity vG of the gas through-
put as an intensity quantity is a reliable scale-up criterion
only in mass transfer in gas–liquid systems in bubble col-
umns. In mixing operations in bubble columns, requiring
the whole liquid content be back-mixed (e.g., in homoge-
nization), this criterion completely loses its validity (10).

Thus we must conclude that a particular scale-up cri-
terion that is valid in a given type of apparatus for a par-
ticular process is not necessarily applicable to other pro-
cesses occurring in the same device.

TREATMENT OF VARIABLE PHYSICAL PROPERTIES
BY DIMENSIONAL ANALYSIS

Biotechnology deals with nonhomogeneous material sys-
tems exhibiting mostly non-Newtonian viscosity behaviors
that often change their properties under shear stress. Thus
a more comprehensive treatment of variable physical prop-
erties by dimensional analysis is essential.

It is generally assumed that the physical properties of
the material system remain unaltered in the course of the
process. Process equations (e.g., the heat characteristics of
a mixing vessel as in Example 9 below, or a smooth straight
pipe)

Nu � f (Re, Pr) (22)

are valid for any material system with Newtonian viscosity
and for any constant process temperature (i.e., for any one-
time constant physical properties).

However, constancy of physical properties cannot be as-
sumed in every physical process. A temperature field may
well generate a viscosity field or even a density field in the
material system treated. In non-Newtonian (structurally
viscous or viscoelastic) liquids, a shear rate can also pro-
duce a viscosity field.
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Although most physical properties (e.g., viscosity, den-
sity, heat conductivity and capacity, surface tension) must
be regarded as variable, the value of viscosity in particular
can be varied by many orders of magnitude under certain
process conditions. In the following, we apply dimensional
analysis solely to describe the variability of this one physi-
cal property. However, the approach can be adapted for any
other physical property.

Dimensionless Representation of the Material Function

Similar behavior of a certain physical property common to
different material systems can only be visualized by di-
mensionless representation of the material function of that
property. It is furthermore desirable to formulate this func-
tion as uniformly as possible. This can be achieved by the
“standard representation” of the material function (4,11)
in which a standardized transformation of the material
function g(�) is defined such that the expression produced

l/l � u{�c (� � � )} (23)0 0 0

meets the requirement

u(0) � u�(0) � 1

where c0 � [(1/l)(dl/d�)]�0
is the temperature coefficient of

the viscosity, l0 � l(�0), and �0 is any reference tempera-
ture. Figure 7 depicts the dramatic effect of such standard
transformations.

Engineers prefer the representation

l/l � exp{�c (� � � )} (24)0 0 0

which is a special case of equation 23, although this is not
the best possible approximation (see dashed line in Fig.
7b). A slightly better approximation of the material func-
tion l(�) is provided by the well-known Arrhenius rela-
tionship:

l E �0 0
� exp � � 1 (25)� � ��l R � �0 0

To describe the process by dimensional analysis, it is ad-
visable to formulate the reference temperature �0 in a
process-related manner, using a characteristic, possibly
mean process temperature, as a reference. A class of func-
tions exists, however, that are independent (invariant) of
the reference point �0. The solid line in Figure 7b shows a
function of this type. (Note: Function equations 23 and 24
are special cases of invariant functions.)

Pi Set for Variable Physical Properties

The type of dimensionless representation of the material
function affects the (extended) pi set within which the pro-
cess relationship is formulated (for more information see
Refs. 3 and 11). When the standard representation is used,
the relevance list must include the reference viscosity g0

instead of g and incorporate two additional parameters c0,
�0. This leads to two additional dimensionless numbers in

the process characteristic. With regard to the heat transfer
characteristic, equation 22 of a mixing vessel, it now fol-
lows that

Nu � f (Re , Pr , c D�, D�/� ) (26)0 0 0 0

where the subscript to Re and Pr denotes that these two
dimensionless numbers are to be formed with l0 (which is
the numerical value of l at �0).

If we consider that the standard transformation of the
material function can be expressed invariantly with regard
to the reference temperature �0 (Fig. 7b), the relevance list
is extended by only one additional parameter, c0. This, in
turn, leads to only one additional dimensionless number.
For our problem, it now follows that

Nu � f (Re , Pr , c D�) (27)0 0 0

Non-Newtonian Liquids

The main characteristic of Newtonian liquids is that sim-
ple shear flow (e.g., Couette flow) generates shear stress s,
which is proportional to the shear rate � dv/dy, (s�1).ċ

The proportionality constant, the dynamic viscosity l, is
the only material constant in the Newton’s law of motion:

s � lċ (28)

where l depends only on pressure and temperature.
In the case of non-Newtonian liquids, l depends on asċ

well. These liquids can be classified in various categories
of materials depending on their flow behavior: g( ), flowċ

curve; l(s), viscosity curve.
J. Pawlowski (12) points out that the rheological prop-

erties of many non-Newtonian liquids can be described by
material parameters whose dimensional matrix has a rank
of 2. These physical properties can be usefully linked to
produce two dimensional constants: a characteristic vis-
cosity constant H and a characteristic time constant h, and
possibly a set of dimensionless material numbers Prheol.
The relevance list is thus formed by

{H, h, P } (29)rheol

In a change from Newtonian to non-Newtonian liquids,
this interrelation has the following consequences for the
complete pi set:

1. Every dimensionless number incorporating g must
now be formulated with the dimensional equivalent
H (e.g., l0, g�).

2. A single process-related number containing h is
added (e.g., ).ċ

3. The pure material numbers are increased by Prheol.

We will demonstrate these rules on the heat transfer
characteristic of a smooth, straight pipe. In the following
table, line A stands for temperature-independent viscosity,
and line B for a temperature-dependent viscosity.



DIMENSIONAL ANALYSIS, SCALE-UP 853

µ 
(P

as
)

ϑ (°C)
0 100 200 300 400 500 600 700 800

10–4

10–3

10–2

10–1

100

101

3
106

2

1

13

11

5

16

158

9

12 7

4

102

14

101

Legend
Baysilon M     1.000
Baysilon M   10.000
Baysilon M 100.000
Baysilon, resin
Molten lead
Glycerol
25% Levapren in benzene
Methanol
Olive oil
25% Perbunan in benzene
Mercury
Rapeseed oil
Castor oil
Turpentine oil
Water
Molten zinc

101

µ/µο

–6 –4 –2 0 2 4

10–1

10–2

(a)

(b)

γο (ϑ – ϑο)

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16

Figure 7. Temperature dependency of the
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Newtonian liquid Non-Newtonian liquid
A Nu, Re, Pr Nu, ReH, PrH, vh/L
B Nu, Re, Pr, c0D� Nu, ReH, PrH, vh/L, cH D�, ch/cH

In B, cH � d ln H/d� and ch � d ln h/d� must be added; D�
denotes the temperature difference between the bulk of the
liquid and the wall. The conventionally used expression l/
lw (where subscript w indicates wall) and cD� are related
by

l/l � exp[�c(� � � )]w w

Since little is known about the rheological properties of
material systems, model experiments must be carried out
with the same substance to be used in the full-scale plant.
Since

P (here Pr ) � idem and P � idemmaterial H rheol

the process will then take place within a P range with only

one more dimensionless number (vh/L) than in the case of
Newtonian liquids.

However, when scaling up from the model to the full-
scale plant, it is impossible to attain complete similarity
using the same material system. In the example just de-
scribed, it is obvious that in keeping q, H, h � idem, we
cannot ensure that ReH � qvL/H and vh/L also remain
identical. It is therefore advisable to retain one and the
same substance but to alter the scale of the model in the
experiments. Pure fluid mechanical processes involving
creeping (q being irrelevant), steady-state, and isothermal
flow are exceptions. In these cases mechanical similarity
can be obtained in spite of the constancy of physical prop-
erties.

Non-Newtonian liquids with flow curves obeying the so-
called power law

ms � Kċ

are known as Ostwald–de Waele fluids. The dimension of
K depends on the numerical value of the exponent m and
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is therefore not a consistent physical quantity. To produce
a material constant X having the dimension of viscosity, K
must be combined with a characteristic velocity, v, and a
characteristic length, l:

m�1X � K(v/l)

With this sort of liquid, the extension of the P set has the
following consequences:

• X replaces l in every dimensionless number in which
it appears.

• Pure material numbers are extended by m (m belongs
to Prheol).

In the case of an Ostwald–de Waele fluid, the heat
transfer characteristic of a smooth straight pipe is as fol-
lows:

Nu � f (Re , Pr , m)X X

where ReX � qv2�mlm/X.

Viscoelastic Liquids

Almost every biological solution of low viscosity (but also
viscous biopolymers such as xanthan and dilute solutions
of long chain polymers—carboxymethyl cellulose CMC,
polyacrylamide, polyacrylonitrile, etc.) displays not only
viscous but also viscoelastic flow behavior. These liquids
are capable of storing a part of the deformation energy
elastically and reversibly. They evade mechanical stress by
contracting like rubber bands. This behavior causes sec-
ondary flow, which often runs contrary to the flow produced
by mass forces (e.g., the liquid “climbs” the shaft of a
stirrer—the so-called Weissenberg effect).

Elastic behavior of liquids is characterized mainly by
the ratio of first differences in normal stress, N1, to the
shear stress, s. This ratio, the Weissenberg number Wi �
N1/s, is usually represented as a function of the rate of
shear .ċ

Henzler (13) takes an approach similar to that of the
Ostwald–de Waele law

a a bWi � Aċ or preferably Wi � Aċ � Bċ

To transform these material functions into dimensionless
forms, a reference Weissenberg number Wio is chosen. This
leads to the generation of the characteristic rates of shear

and . It thus follows thatċ ċ1 2

a bWi ċ ċ
� �� � � �Wi ċ ċo 1 2

In this case the following constituent parts of the dimen-
sionless material function must be incorporated in the rele-
vance list:

Wi , ċ , ċ , a, bo 1 2

In the case of a viscoelastic liquid, the material functions

of both the viscous and the elastic behaviors must be con-
sidered. Assuming that the viscous behavior of the liquid
concerned is described as l/lo � and the Wi/Wiof (ċ/ċ )1

function is valid for its elastic behavior (Fig. 8), the P set
must be modified as follows:

• lo replaces l in every dimensionless number in which
it appears.

• The pure material-related numbers are extended by
the following six purely rheological numbers: Prheol

� Wio, m, a, b.ċ/ċ , ċ/ċ ,1 2

Examples of the Use of Dimensional Analysis in Mass
and Heat Transfer in Gas–Liquid Systems

Examples 7–10 are presented for two reasons. The first lies
in the fact that the compilation of the relevance list (i.e.,
listing all the relevant parameters of the problem) repre-
sents the only real difficulty in using this method, which
can be overcome by practice. The other concerns their con-
tents (mass and heat transfer in gas–liquid systems),
which are of eminent importance to biotechnology and at
the same time show the large potential of information con-
tained in their dimensionless presentation. Clearly, infor-
mation of this kind cannot be obtained by computational
methods.

EXAMPLE 7

Mass transfer in a gas–liquid system in a mixing vessel

According to the so-called two-film theory (Lewis and Whiteman,
1923–1924), the mass transfer in a gas–liquid system (absorption,
desorption: “sorption”) is described by the overall transfer equa-
tion

G � k ADc (30)L

G is mass transfer rate through the interface (M/T), kL is liquid-
side mass transfer coefficient (L/T), A is interfacial area (sum of
the surfaces of all gas bubbles) (L2), and Dc is characteristic con-
centration difference (M/L3) of the dissolved gas between the in-
terface and the liquid bulk. In the case of surface aeration the
difference Dc is given by cs � c. It is assumed that the interface
is always saturated with the gas to be dissolved (cs) according to
the Henry’s law.

Equation 30 and the foregoing definition of Dc fit well the sur-
face aeration situation. In the commonly used volume aeration
systems, it is established practice to assume a uniform distribu-
tion of gas bubbles in the liquid and to relate the mass transfer to
the volume of the liquid:

G/V � k (A/V)Dc � k aDc (31)L m L m

The liquid-side mass transfer coefficient kL as well as the volume-
related interface a � A/V can be measured separately only with
difficulty. Furthermore, both depend on same physical properties
and process parameters. Therefore they are combined to form an
overall mass transfer coefficient:

G
k a � (32)L VDcm

The gas composition of bubbles rising in the column of liquid
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Figure 8. Dimensionless material
function of some viscoelastic chemi-
cal and biological polymers. Source:
Ref. 13.

changes as a result of the sorption processes (e.g., depletion of O2

and absorption of CO2). Beside this, the system pressure changes
along the liquid height. These differences in partial pressures are
taken into account by the logarithmic mean concentration differ-
ence Dcm:

c � c1 2
Dc � (33)m ln[(c � c)/(c � c)]1 2

where c1 and c2 are the saturation concentrations under the (p, �,
x) conditions at the gas inlet and outlet, respectively, c is the con-
centration of the dissolved gas in the bulk of the liquid, x is a mole
fraction of the dissolved gas.

The use of the volume-related and thus intensively formulated
quantity kLa as the target quantity of the mass transfer implies
the following consequences:

• kLa should not depend on geometric parameters, since a
quasi-uniform material system is assumed.

• kLa must be independent of the physical properties of the
gas phase, given that kG � kL.

• Because the target quantity kLa is an intensity variable, the
process parameters must also be formulated intensively.

The relevance list must thus be formed with the following pa-
rameters:

1. Target quantity: kLa

2. Physical properties: density q, kinematic viscosity m, diffu-
sivity �, and the coalescence parameters Si of the liquid
phase. (The latter are still unknown by the nature and num-
ber for dynamic processes such as aeration in mixing vessels
and bubble columns.)

3. Process parameters: volume-related mixing power P/V, gas
throughput qG related to the volume of liquid qG/VL � qG/
(D2 H) or to the cross-sectional area of the vessel (superficial
velocity) vG � qG/D2, and—owing to extreme differences in
density Dq—acceleration due to gravity g or gDq.

We have to come to terms with two problems.
The first one is of a physical nature (Si unknown). The

nature of the liquid treated must be well known (details
such as q, m, � are not sufficient), and model measurements
must be performed with the same liquid system used on
the large scale.

The second problem concerns the pertinent formulation
of the gas throughput. An accurate answer requires mea-
surements with the same material system in differently
scaled equipment. The decision in favor of vG � qG/D2 in-
stead of qG/VL was brought about by Judat (14) by com-
paring extensive research results of the last decade (Fig.
9). Anticipating this work, we compose the relevance list
for volume aeration as follows:

{k a; q, m, �, S ; P/V, v , g} (34)L i G

The resulting pi set reads

{(k a)*, (P/V)*, v*, Sc, S*} (35)L G i

where

2 1/3(k a)* � k a(m/g )L L

P/V
(P/V)* � 4 1/3q(mg )

vGv* � 1/3(mg)

Sc � m/�

Quantities Si are unknown by number and nature. Nev-
ertheless, with the help of known physical properties (q, m,
�), we can easily transform them into dimensionless num-
bers .S*i

The extent of influence of the coalescence phenomena



856 DIMENSIONAL ANALYSIS, SCALE-UP

(k
La

)*

(P/V)*
(B–0.6 + 0.81 × 10–z0.65/B)2.5

10–3 2 5 2 5 2 5 2 510–2 10–1 100 101
2

5

10–5

10–4

2

5

2

5

+30%

–30%

Figure 9. Sorption characteristics for a mixing vessel with turbine stirrer (Rushton turbine) for
a fully coalescent water–air system. Comparative evaluation of several investigations covering
water volumes of V � 0.0025 � 906 m3, B � (p/4) v*. Source: From Ref. 14.

on the mass transfer in the gas–liquid system is clearly
visible upon comparison of the mass transfer characteris-
tics for the water–air system (unrestricted coalescence;
Fig. 9) and for a system consisting of a 1 N solution of
sodium sulfite in air (70 g salt/L; fully suppressed coales-
cence, Fig. 10) (15). Here self-aspirating stirrers (cf.
sketches in example 3 and Fig. 2) have been used in which
the mixing power and the gas throughput are coupled by
the rotational speed of the stirrer. Therefore vG is not an
independent parameter here, and the pertinent pi space is
given by

2 1/3(k a)* � k a(m/g )L L

P/V
(P/V)* � 4 1/3q(mg )

Sc � m/�

For scale-up of surface aerators see Refs. 3 and 16.

EXAMPLE 8

Mass transfer in a gas–liquid system in bubble columns

Bubble columns are preferable in microbiological conversions un-
der aerobic conditions. Perforated coils or sintered plates serving
as gas distributors and the superficial velocity vG present the only
process parameters (besides the acceleration due to gravity, g).

When the O2 uptake in this gas–liquid contacting method is
not sufficient, stirrers must provide additional mixing. The tur-
bine stirrers are mounted on the same shaft. The bubble column
is thus transformed into a mixing vessel with H/D � 1 (mostly
H/D � 3–5), and P/V is an additional process parameter.

In the particularly large bubble columns (tower-shaped bio-
reactors) increasingly used today for aerobic wastewater treat-
ment (17), the intensification of mass transfer by stirrers would
be costly: the stirrer must ensure that the entire contents of the
vessel is in motion to generate in the liquid the shear rate needed
for gas dispersion. In this case, injectors are the aeration devices
of choice: these two-component nozzles utilize the kinetic energy
of the liquid propulsion jet to disperse the gas phase into very fine
gas bubbles and to distribute them into the liquid. The power of
the propulsion jet PL needed for dispersion of the gas throughput
qG in fine bubbles, PL/q and the superficial velocity vG are the
process parameters.

Interestingly, in laboratory measurements with bubble col-
umns, the proportionality kLa � vG has been found. This connec-
tion is immediately understandable if one considers the constit-
uents of which these quantities are built:

k a G S GL
� � � const

v VDc q q HDcG m G G m

where S is the surface area of the tank, H is the liquid height, and
V � SH.

It turns out that the absorption velocity G is directly propor-
tional to the gas throughput qG, to the liquid height H (which
determines the residence time of the gas bubbles in the liquid),
and to the logarithmic mean concentration difference Dcm (cf.
equation 33).

The pi space in the three mentioned technological implemen-
tations is

1. Bubble column with a gas distributor (9): {Y; Sc, ; geom-S*i
etry of the distributor, aeration density}

2. Bubble column with additional stirrers (9): {Y; (P/V)* Sc,
; H/D; type of stirrer}S*i

3. Bubble column with injectors (17, 18): {Y; (PL/q)*; Sc, ; H/S*i
D; type of injector}
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where

1/32k a mLY � � �v g

P/V
(P/V)* � 4 1/3q(mg )

P /qL G(P /q )* �L G 2/3q(mg)

EXAMPLE 9

Heat transfer in mixing vessels

Contrary to mass transfer in fluid–fluid systems, the exchange
area A in heat transfer is given and constant, which presents an
advantage in dealing with mixing vessels. Here one considers
three subsequent steps of heat transfer: namely, the convective
heat transport to the outer side of the wall, the heat conduction
through the solid wall, and the heat transport from the inner side
of the wall to the fluid in the vessel that is to be cooled or heated.

The overall heat transfer equation

1 d 1
Q � UAD� with 1/U � � � (36)

h k ho i

contains thus the overall heat transfer coefficient U as a propor-
tionality constant, which incorporates convective heat transfer co-
efficients h on both sides of the exchange area and the thermal
conductivity k of the wall of the thickness d. Each of the heat trans-
fer steps obeys different process conditions and must be described
and dealt with separately. For heat transfer at the inner side of
the wall, the heat transfer equation reads

Q � h AD� (37)i i i

The heat transfer coefficient hi as the proportionality constant in

this heat transfer step is defined by this equation and can be de-
termined only by measurement of its constituents:

Qih � (38)i (AD� )i

The heat transfer coefficient hi in a mixing vessel of diameter D,
equipped with a stirrer of a given geometry and of diameter d, will
certainly depend on the physical properties of the liquid q, l, lw,
k, Cp, (k, heat conductivity; Cp, heat capacity, l and lw, viscosity
in the bulk of liquid and at the wall) and on the rotational speed
n of the stirrer. (It must not depend on the temperature difference
D�, because it is defined by this value: equation 38.) It is assumed
that the liquid in the vessel displays Newtonian viscosity behav-
ior.

Then the relevance list is as follows:

{h ; D, d; q, l, l , k, C ; n} (39)i w p

In connection with four basic dimensions (M, L, T,H) contained
in the dimensions of the quantities of this relevance list, we will
have to deal with 8 � 4 � 4 dimensionless numbers:



DIMENSIONAL ANALYSIS, SCALE-UP 859

Table 4. Important Named Dimensionless Numbers

Name Symbol Group Remarks

Mechanical unit operations

Archimedes Ar gDql3/m2q � Ga (Dq/q)
Euler Eu Dp/(qv2)
Froude Fr v2/(lg)

Fr* v2q/(lg Dq) � Fr (q/Dq)
Galilei Ga gl3/m2 � Re2/Fr
Knudsen Kn km/l
Mach Ma v/vs

Newton Ne F/(qv2l2) Force
P/(qv3l2) Power

Ohnesorg Oh g/(qrl)1/2 � We1/2/Re
Reynolds Re vl/m m � l/q
Weber We qv2l/r

Thermal unit operations (heat transfer)

Fourier Fo at/l2

Grashof Gr bD�gl3/m2 � bD�Ga
Nusselt Nu hl/k
Péclet Pe vl/a � RePr
Prandtl Pr m/a a � k/(qCp)
Rayleigh Ra bD�gl3/(am) � GrPr
Stanton St h/(vqCp) � Nu/(RePr)

Thermal unit operations (mass transfer)

Bodenstein Bo vl/�ax

Lewis Le a/� � Sc/Pr
Sherwood Sh kl/�
Schmidt Sc m/�
Stanton St k/v � Sh/(Re Sc)

Chemical reaction engineering

Arrhenius Arr E/(R�)

Damköhler Da
cDHr

C q�p 0
Genuine (cf. Ref. 3, p. 148)

DaI k1s

DaII k1l2/� � DaIBo
� DaIReSc

DaIII
cDHrk s1 � �C q�p 0

�
cDHrDaI� �c q�p 0

DaIV

2k cDH l1 r

k�0
�

cDHrDa RePrI � �c q�p 0

Hatta Hat1
1/2(k D) /k1 L First-order reaction

Hat2
1/2(k c �) /k2 2 L Second-order reaction

{Nu, Re, Pr, D/d, l /l} (40)w

where

Nu � h (D/k) Nusselt numberi

Re � nd (q/l) Reynolds number2

Pr � C (l/k) Prandtl numberp

The heat transfer characteristics Nu � f (Re, Pr, D/d, lw/l) are
known today for almost all the stirrer types in use. They can be
summarized by following process equations:

2 6 2/3 1/3 �aRe � 10 � 10 Nu � const Re Pr (l /l)w

2 1/3 �aRe � 10 Nu � const(RePr) (l /l)w

The constant in these equations depends on the geometry of the
vessel and on the type of stirrer. The exponent a of the viscosity
term is mostly given as � 0, 14, but in fact it is a function of the
lw/l term itself (9, 19):

1l /l � 10 a � 0.18w

3l /l � 10 a � 0.12w

Two additional aspects of great interest in biotechnology take
into account the requirement, in most fermentations, that the up-



860 DIMENSIONAL ANALYSIS, SCALE-UP

per temperature may not exceed normal physiological tempera-
tures (30–37 �C). This results in a very low D� when a cryostat
should be avoided on an industrial scale.

1. In the turbulent region, hi can be essentially increased by
implementing cooling coils in the vessel and bubble column,
respectively. In the laminar range the increase of heat flow
is achieved by fastening wipers on arms of an anchor stirrer
(20). By this latter relatively simple implementation, the
Nu number can be increased by a factor of 10, a demon-
strated in Figure 11.

2. Increasing the rotational speed of a stirrer results in an
steeper increase of the mixing power P (corresponding to
heat flux into the vessel) than that of hi (corresponding to
the heat removal Q from the vessel). Therefore in each case
a critical rotational speed exists at which the total heat re-
moval equals the heat flux introduced by the stirrer minus
that transferred via the vessel wall. The removable process
heat is given by R � Q � P (Fig. 12). The dimensional
analytical treatment of this problem is given elsewhere (21).

EXAMPLE 10

Heat transfer in a bubble column

In bubble columns the pertinent process variable is the superficial
velocity vG. This intermediate quantity replaces the gas through-
put and the column diameter. Therefore the relevance list reads
here:

{h ; q, l, k, C ; v , g} (40)i p G

providing 7 � 4 � 3 dimensionless numbers (22):

{St, Pr, ReFr} (41)

where

St [� h /(v C q)] Stanton numberi G p

Pr � C l/k Prandtl numberp

3ReFr � v /(m g) Product of the Reynolds andG

Froude numbers

Figure 13 (22,23) depicts the dimensionless presentation of the
heat transfer in bubble columns as well as in mixing vessels in
which the liquid is aerated by hollow stirrers. It is shown that
additional mixing roughly doubles the heat transfer. (Note: Such
comparisons are possible solely by the use of dimensional analy-
sis.)

Table 4 presents a list of often-used, named dimensionless
numbers.

NOMENCLATURE

a Thermal diffusivity (� k/qCp)
A Area
c, c1, c2 Concentrations
Dc, Dcm, cf Concentration difference, logarithmic mean

difference, and concentration of foamer and
flocculant, respectively

Cp Heat capacity at constant pressure

d Stirrer diameter
D Vessel diameter
� Diffusivity
�ax Effective axial dispersion coefficient
E Activation energy
F Force
g Gravitational acceleration
G Mass flow, gravitational constant
h Convective heat transfer coefficient
DHR Heat of reaction
kL Mass transfer coefficient (subscript L, liquid

side)
k1, k2 Reaction rate constant (reaction order)
kF Flotation rate constant
l Characteristic length
L Dimension of length
m Mass
M Dimension of mass
n Rotational speed; number of moles
p, Dp Pressure, pressure difference
P Power
q Throughput
Qi Heat flow on the inner side of the wall
R Universal gas constant
S Surface area
t Time
T Dimension of time
U Overall heat transver coefficient, equation

35
v Velocity, superficial velocity
vs Velocity of sound
V Liquid volume
w Rising velocity (of gas bubbles or flocs)

Greek characters

b Temperature coefficient of density
c Temperature coefficient of dynamic viscosity
ċ Shear rate
�, D� Temperature, temperature difference
H Dimension of temperature
k Thermal conductivity
km Molecular free path length
l Dynamic viscosity
m Kinematic viscosity
P Dimensionless product
q, Dq Density, density difference
r (Interfacial) surface tension
s Residence time; shear stress

Subscripts

G Gas
L Liquid
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M Model, laboratory scale
T Technological, industrial scale
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INTRODUCTION

The biotechnology industry requires large investment of
funds. The market capitalization of U.S. biotech companies
was estimated at $93 billion in 1997 (1). Even if the profit
motive were to vanish, allocation and expenditure of re-
sources would assume great importance. Assembly and
distribution of economic resources in biotechnology are re-
quired in at least six general areas. First, there is the need
for discovery. Next comes the need for development, scale-
up, and pilot production. Following (or concurrently) come
testing, evaluation, bioactivity determination, and clinical
efficacy. Manufacturing facilities must be funded. Because
regulatory and validation issues are becoming more im-
portant and more complex, more resources are needed. Fi-
nally, compensation issues—which were once included in
the relatively minor category of marketing and sales—are
now encompassed within new study and negotiation mat-

ters that have spawned a subindustry of its own. As third-
party payers become larger and as government involve-
ment and regulations grow, economic issues and cost–
benefit analyses will grow accordingly.

The current health care system is market driven rather
than value driven. It is apparent that economic matters,
while always present in biotechnology, continue to grow in
importance and are intruding more and more into what
was a less complex world of discovery, followed by produc-
tion and sale of bioactive molecules. Coming decades will
emphasize gene-based methods of drug discovery, targeted
diagnostic applications, and speedier drug development,
and more powerful and more precise treatments can be
expected. It seems clear that creation of this new pipeline
of pharmaceuticals and devices will be costly for the pro-
ducer and for the user-payer. The profusion of small bio-
tech companies (their creation—and in some cases de-
mise—can be expected to continue) only adds to the
complexity of funding and resource allocation for each of
the following phases:

Discovery Manufacturing
Development and scale-up Validation and regulatory issues
Bioactivity and clinical issues Payment and compensation

DISCOVERY

In 1993 there were believed to be some 1,100 specialty bio-
technology firms worldwide (with an additional 625–725
firms with an interest in biotech) (2). According to a more
recent estimate, there are now 1,274 biotech companies in
the United States alone (1). Sales of biotech pharmaceu-
ticals reached $5.9 billion in 1992. Since 1980, biotech com-
panies have raised $20 billion in public markets. Another
estimate is more sobering, if not frightening: for each U.S.
public biotech company to bring one product to market, a
further $40 billion would be needed. These dollar figures
point to either excellent discovery or superb programs that
will result in discovery. In recent years, the knowledge has
circulated that even with superb drug discovery, drug de-
velopment and drug creation will take much longer than
first thought. Venture dollars are apparently shifting from
therapeutics to devices and diagnostics (3).

The Forbes article (1) gives estimates of total invest-
ment (initial public offerings, secondary offerings, private
capital, partnering, and venture capital) in 1994 ($3.3 bil-
lion) and in 1995 ($6.3 billion). The drug discovery process
(including approval) continues to take a longer time. With
a lengthening time scale, expenditures rise. The complex-
ity of the clinical testing process coupled with the ever-
problematic review procedure means that costs often grow
exponentially rather than linearly. A recent time and cost
estimate points to an average time for drug discovery and
approval of 15 years and a total cost that may reach $400
million (4). More recently, J.L. LaMattina, vice president
for discovery research at Pfizer, broached the half-billion-
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Figure 1. The drug development and approval process. Source: Pharmaceutical Research and
Manufacturers of America, Washington, D.C.

dollar mark by stating, “The investment, from start to fin-
ish, is on the order of $500 million (per new product)” (5).
It has been estimated that for the year 1996, expenditures
for research and development reached $7.9 billion for the
U.S. biotech industry as a whole (1). The entire drug de-
velopment and approval process is shown in Figure 1 for
the general case of a novel drug.

In a decade, the cost estimate for discovery, develop-
ment, and approval processes has risen by a factor of 3–4.
There is no immediate expectation that this ever-increas-
ing cost will be capped, much less reversed. It is clear, then,
that expected return (dependent on sales price, cost of pro-
duction, and market volume) entails greater hurdles and
more complexities. The chances for failure exist at any step
along the way, and financial loss can also be expected to be
greater if any of the hurdles are not overcome.

Discovery does not spawn only technical articles; full-
length books have been published on the process of tying
science to dollars. One such view is given of the birth of
Vertex (6). Even allowing for some melodrama in the nar-
ration, this book is a useful guide to the various threads
that connect research ideas, academia, and Wall Street.
Interesting questions of program selection, methods of con-
current negotiation, and relations with a major academic
institution are detailed. As a follow-on, it is reported that
Vertex has three candidates in clinical trials and has added
a number of research agreements (7).

It has always been clear that genetic information is
valuable. Quantifying the value has been difficult. A rela-
tively recent sale of the genetic sequence of Helicobacter
pylori (by Genome Therapeutics to Astra of Sweden) was
made for $22 million (8). Since the fully loaded cost of a
research scientist may fall in the range of $150,000 to
$250,000 annually, it is incumbent on corporate managers,

as well as research managers, to not only make the correct
program selections but also to follow up with active direc-
tion and necessary alterations to the programs. The burn
rate—or the dollar outflow in initial stages of a company’s
history during the period of no sales revenue—is followed
by insiders and outsiders alike as a measure of both how
much science is being performed and for how long this rate
can continue. Twenty-five people in a start-up, while con-
sidered quite small, might have a burn rate of $5 million
annually.

There are good sources of ideas on how to make appro-
priate decisions (9) and also on how to manage research
and development (R&D) more effectively (10). These ref-
erences describe results of extensive surveys of industrial
(including biotech) organizations and give useful directions
for improvement and appropriate management of R&D
and technology transfer.

Current methods for discovery of leads are discussed by
Norrington (11). He estimates that discovery and preclin-
ical work could cost $10 million. Many candidates will fail
at this point and others will continue in development, cost
more money, and fail at a later date. The estimates given
for cost of phase I trials is $2.3–7.5 million, for phase II,
$7.5–15 million, and for phase III, $125–250 million. High-
throughout screening (HTS) is discussed; devices for
screening 1,500 samples/h with one or more readouts
(spectrometry, radiometry, fluorometry/luminometry) are
described. Instruments are now being developed to handle
864 well plates; concurrent testing using multiple screens
is strongly suggested. Bevan et al. (12) also stress HTS
screening (23 references) but provide, as well, comparisons
with rational design and combinatorial synthetic methods.

A very detailed article on resource allocation at
SmithKline Beecham should be read (13). Although there
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are alternate scenarios for resource allocation, the authors
carefully describe the thought processes in designing a bet-
ter method for decision making. The basic steps are gen-
eration of alternatives, valuation of alternatives, and, fi-
nally, creation of a portfolio and allocation of available
resources. The very important soft issues (e.g., information
quality, credibility, trust) are faced and, so far as possible,
defined and controlled. The effort to reach the improved
allocation process took about 2 years and was implemented
in late 1995; its success can only be evaluated by future
results.

Although every potential area of biodiscovery cannot be
covered here, two examples point to the need for continual
updating of existing technology. The antibiotic market
worldwide is estimated at $2.3 billion (14). In the decades
following World War II, there were predictions that micro-
bial infection could be halted, or suppressed to the extent
that further work on finding novel antibiotics would be un-
necessary. The facts are otherwise; drug-resistant strains
have evolved in diseases such as tuberculosis, malaria,
cholera, and pneumonia. The 160 antibiotics on the market
may have been overprescribed or improperly used, or both.
The result is a growing research effort in areas of new drug
discovery, genome sequencing, and development of new
vaccines. Large companies have formed partnerships
(Pfizer with Microcide and Schering-Plough with Genome
Therapeutics) to speed discovery.

Current antimicrobial therapies and newer agreements
are described in a short review (15). The regrowth of chiral
chemistry in biotechnology has been related to greater reg-
ulatory stress, tighter environmental controls, and cost
control (16). Both resolution and asymmetric synthesis are
being pursued. Atenolol (for hypertension) and albuterol
(for asthma) are enantiomers, each of which exceeds the
billion-dollar mark in annual sales. Patent protection is
another reason for moving toward the single isomer (17).
Drug information derived from use of the racemate may be
used, in many cases, to speed clearance of the active (or
more active) isomer. Schuster and Menke report that of
1,327 therapeutic compounds, 528 were chiral; of the 528,
only 61 were used therapeutically as the single isomer (17).

It should be recognized that the recent emergence of
“fully integrated discovery organizations” is also altering
the discovery landscape (18). A company (it can be very
large or very small) acts as a coordinator of discovery and/
or development that takes place outside its boundaries.
External companies (there can be one or more working on
the same program) supply the research expertise that was
once the prerogative of the pharmaceutical company itself.
Turner et al. stress biocatalytic processes and report on
annual production of various bioactive compounds (18). A
cautionary note should be included. Discovery is not easy,
technology transfer is no less complex, and scale-up has its
own set of major hazards. The culture chasm (6,19) be-
tween scientists and business managers in biotech firms
was vast a decade or so ago and, in many ways, bridging
the gap has not been wholly successful. The scientific “set”
and the business “set” tended to run their own shows, had
different time scales, had few “common points of refer-
ence,” and experienced trouble communicating and coop-
erating. Unless these real and potential difficulties are rec-

ognized, confronted, and overcome, no amount of money
coupled with “good science” will result in a useful and us-
able device, drug, or therapeutic agent.

DEVELOPMENT AND SCALE-UP

In 1980, 2% of all prescriptions were generic; by 1993, half
of all prescriptions involved generic drugs (20). In the
1993–1999 interval, patents will expire covering branded
drugs with annual sales totaling $20 billion. Pisano and
Wheelright give the current estimate of $359 million (as of
1992) to develop a new drug (20). This is about threefold
higher than the 1987 estimate ($120 million). In the 1990s,
manufacturing cost has risen to 20% of sales. All these
drivers point to the need for more speed and more clever-
ness in process R&D. A general review is useful to cover
rules of successful development (21).

Mukesh gives 15 steps for improving the success rate of
process development (22). Although the overview is gen-
eral, two points require special emphasis in biotech devel-
opment. The first concerns the need to collect information
on raw materials’ sources and purities (and, one might add,
impurities as well). The second emphasizes the desirability
of having scientists and engineers who develop the process
involved (or at least available) at various stages of ad-
vancement (or scale-up) until the process is fully commer-
cialized. These two points are often neglected or glossed
over in biotech scale-up.

One specific and useful example of a complex and suc-
cessful scale-up of a bioprocess is available. Prior et al.
discuss process development in the manufacture of inac-
tivated HIV-1 (23). A process flow diagram (PFD) is given;
all operations occurred within a BSL-3 facility. Cost effec-
tiveness in scale-up is emphasized. A scalable chromatog-
raphy process is described.

Another review (with 81 references) covers newer con-
cepts in bioprocess R&D (24). Certain operations are cov-
ered in depth (mixing, foam control, use of membranes),
and other subjects are reviewed and appropriate refer-
ences given. Subjects include on-line analysis, estimation
and control of the physiological state, automation, and er-
ror reduction. No developmental program can be expedited
and relied on to generate meaningful data without a mod-
ern pilot plant. A dozen authors contribute to a review that
provides 20 detailed tips on how to keep a pilot plant on
the fast track (25).

Although more mundane, an article by Merck workers
(26) should prove useful to anyone involved in a cell culture
or fermentation pilot plant. The Merck facility was first
commissioned in the early 1980s, and significant improve-
ments have been made in hardware, maintenance, equip-
ment replacement, instrumentation, and cleaning. Exam-
ples are given of selected upgrades. The facility has
fermentors ranging from 0.28 to 19 kL in scale. The mes-
sage highlighting the need for continuous improvement is
clearly conveyed. In biotech operations, what was volun-
tary but sensible has now come under regulatory review.
That is, appropriate documentation (even at the pilot
scale) is more essential than ever.

Abate et al., who give careful detail on how and why
effective documentation of pilot plant operations is to be
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Table 1. Cleanliness Is Costly

Class Cost per square foot

100,000 $100
10,000 $200
1,000 $300

100 $400
10 $500�

1 $1,000–4,000�

Source: Excerpted by special permission from Chemical Engi-
neering, May 1995. Copyright � 1995, by McGraw-Hill, Inc.,
New York.

achieved and offer pointers that are directly applicable to
production-scale operations as well (27). The process op-
erating log should not only include methods involved in
change control, it should give the project background and
list equipment to be used, as well as auxiliary systems and
services. The log also should describe the process itself,
identifying materials, safety issues, and process prepara-
tions. An equipment log, data acquisition and detailed pro-
cess operations, and start-up and shutdown checklists
should be included. Examples of forms are given (27).

In any aseptic culturing, agitation issues are invariably
involved. Change is commonplace, and in recent years
there has been a shift to the use of hydrofoils for improved
mixing with reduced (or constant) power consumption.
McFarlane and Nienow present an excellent review on this
subject and follow with air–water experimental studies
(28). Dream has reviewed the various bioreactors available
for bioprocessing (29). Not only is there a discussion of vari-
ous fermentor designs, there is further analysis of prob-
lems related to the use of serum, controls to use (including
ORP), sterilization, effluent handling, surface polishingde-
tails, and relief devices. Economic factors, as well as safety
issues, are discussed under the overall heading of contin-
uous mammalian cell culture (30).

The use of batch or continuous processing is based on
capital investment (usually lower for continuous process-
ing), quantity of material to be processed, genetic stability,
reliability of asepsis, and degree of flexibility needed in the
production plant. Design and scale-up of monoclonal anti-
body production is also reviewed (31,32). Reference 32 has
an exhaustive bibliography with 156 references. Reactor
designs are reviewed and scale-up considerations dis-
cussed in light of the following inputs: government regu-
lation, market requirements, supplier capabilities, capital
budget limitations, cell line idiosyncrasies, existing plant
layout, and alternate process systems. Actual cost data
(using dimensionless factors) in an industrial setting are
given by Lonza workers (33). Both fermentation and iso-
lation are considered, and optimization covers the total
process rather than one part or another. A fine chemical,
L-carnitine, is the subject, and costs of raw material, per-
sonnel, overhead, and depreciation are included. A fed-
batch operation gives the lowest relative cost. Since this
nutrient is actually being synthesized at production scale,
the article by the Lonza workers is not only fairly unique
but interesting as well.

A very fine article by Middelberg (34), incorporatingeco-
nomic analysis in production of a recombinant protein,
once again emphasizes that maximum yield in one step
(biosynthesis) will not always give the optimal global so-
lution; in the case study, maximum yield will lead to a sub-
optimal solution. Protein refolding introduces significant
complications. The analysis incorporates direct fixed cap-
ital, consumables, waste treatment, and other costs (e.g.,
labor, utilities, and R&D). Many plots that show interac-
tion of parameter estimates are given. Another paper in-
cludes the very important concept of process controllability
as a major input in conceptual design (35). Conventional
steady-state economic design does not include operability
and control capability of each design, that is, the usual
tendency is to merely select a minimum cost alternative,

assuming that the plans will give the same degree of pro-
cess controllability. This is a hazardous assumption. The
methodology presented incorporates dynamic controllabil-
ity into the overall assessment and so is a unique contri-
bution. There are two additional examples of preliminary
process design including some economic analysis. The en-
zyme polygalacturonase is manufactured with a 90% re-
covery from whole broth (36). A continuous lactulose pro-
cess (including separation and purification) is described
(37).

In design and scale-up of bioprocesses, one relatively
new development should be considered whenever any
aseptic operation is planned. In the past, filling or bottling
was the only thing that came to mind when the word asep-
sis was noted. Now, however, novel cell therapies are in
use and medical products are incorporating living cells.
Products, for one reason or another, cannot undergo ter-
minal sterilization. Clean rooms—or better, controlled en-
vironments—are now often considered processing space. It
has been estimated that worldwide sales of clean rooms
and related equipment reached $2.7 billion in 1994 (38).
By the turn of the century, this figure is expected to exceed
$4 billion.

The newer concept of a minienvironment or microenvi-
ronment (under the general heading of barrier technology)
can result in lower investment, lower operating costs,
higher product yield, and increased operator comfort.
Costs for clean-room space escalate dramatically as par-
ticle size control becomes more stringent. Table 1 gives es-
timated cost data. Currently, class 1 and class 10 areas are
found in the electronics industry; in general, class 100 is
found to be acceptable for aseptic operations. Given these
costs, it is obvious that overdesign would be prohibitively
expensive, and efforts are under way to limit the working
volumes for class 100 (or better) spaces. Regulatory re-
quirements worldwide are being harmonized, but one
should strive to satisfy current regulations of the various
governing bodies; it is possible to meet the U.S. and EC
guidelines without incurring onerous costs (39).

Issues in design of production facilities for cell and gene
therapy are reviewed in detail (40). A range of $250–350/
ft2 is given as total installed cost for a class 10,000 space,
but this includes provision and commissioning of walls,
ceilings, HEPA filters, low wall returns, lights, fire protec-
tion, roll cove flooring, HVAC, controls, ductwork, and mi-
nor process support services. The requirements (such as
100% once-through air) for cell and gene therapy (same
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Table 2. Operating Expense Comparison: Isolator System versus Conventional Clean Room

Isolator system Clean room

Direct operating expenses (annual): $10,300 $23,040
Replacement suits, sleeves, gloves, gaskets, etc. Full gown set ($12)

2 operators/day, 240 day/yr
4 gown sets/operator/day

Gown-changing time: $530 $5,330
1 min/operator/change 10 min/operator/change
4 min/day/operator 40 min/day/operator
53 h/yr @ $10/h wage 533 h/year @ $10/h wage

Maintenance/decontamination/labor: $4,420 $14,050
3 h/week � 156 h/year 16 h/week � 832 h/yr
$10/h wage $10/h wage
1 VHP cartridge/week 52 disinfections/yr
$55/cartridge 4 gown sets/week

Utilities cost (kW h/yr): $405 (3,372/yr) $2,775 (23,126/yr)
@ $0.12/kilowatt hour 7 blowers @ 55 W 8 blowers @ 330 W

24 h/day 24 h/day
365 days/yr 365 days/yr

DOP testing: $60 $480
Every 6 months Every 6 months
1 operator/3 h, $10/h wage 2 operators/12 h each, $10/h wage

Expense summary

Start-up expenses $265,100 $284,140
Annual direct expenses 15,715 45,675
Annual indirect expenses None 300,000

$280,815 $629,815

Source: This table originally appeared in J.E. Akers, BioPharm 7, 43–47 (1994), with the permission of Advanstar Communications, Cleveland, Ohio. This is
the corrected version (October 1994 issue, vol. 7, no. 8, p. 10).

space classification) would increase costs to $400–450/ft2.
There are a number of useful references concerning design
and cost of barrier isolation systems (41–43) and the use
of isolator systems for sterility testing (44). A good over-
view by Akers (45) discusses numerous applications and
gives comparisons of start-up costs and operating expenses
for conventional clear rooms and isolator designs. Table 2
gives details of this comparison and shows the significant
operating savings attainable with use of isolator technol-
ogy.

The final major product of a development program is
successful technology transfer. (This is equally important
during the transfer of information from the research to the
development organization.) A number of reports will be in-
cluded, and there should be continuous interfacing be-
tween the groups involved in the transfer of the technology.
An appropriate schedule should be established. Each or-
ganization has its own methodology; however, Table 3 rep-
resents an attempt to list all the information and factors
that should be documented and communicated before and
during the technology transfer. Any reader who has been
involved in such a transfer will no doubt be able to insert
additional factors.

It is surprising that insufficient emphasis is often
placed on the process of technology transfer. Large, even
enormous, sums are expended in research and discovery,
even more might be expended in building a new facility,
and an overarching goal is established to complete the
technology transfer in the shortest possible time with min-

imum planning input. One might even view some cases of
technology transfer as a sort of necessary evil to be com-
pleted as quickly as possibly so that the product can be
made. It is as though time spent on technology transfer
were somehow wasted or unnecessary. The results of such
an approach are often painful to see, and the costs incurred
(although speeding the process) sometimes dwarf other,
more carefully planned costs.

Technology transfer is one of the most important steps
in bringing a product to market and at minimum, the plan-
ning effort expended here should equal that devoted to all
aspects of research, development, scale-up, and construc-
tion of a production plant. It is suggested that a budget
(time and manpower) be created as part of the technology
transfer process and the entire process receive the same
high level managerial attention as other parts of the proj-
ect cycle. An interesting case study is available for a real-
life manufacturing development project (46). The product
is a recombinant b-interferon. Subjects discussed include
team creation, project scope, and timing and feedback. The
plan covered some 2 years. Not surprisingly, not every-
thing went according to plan. The difficulties noted are not
unique to Biogen, and the lessons learned are probably ap-
plicable to many other biotech and regulated companies.
There is also a useful appendix that summarizes the U.S.
regulatory process for pharmaceuticals.

BIOACTIVITY AND CLINICAL ISSUES

This section could as easily be located after “Manufactur-
ing” (later) but in the normal course of events, bioactivity
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Table 3. Documentation and Factors Involved in Bioprocess Technology Transfer

1. Raw materials and medium composition
Specifications and QC tests Shelf life
Order of addition Storage conditions

2. Cell strains
Validation and QC tests Growth curves
In-process tests Preparation of banks

3. Process flow diagram (PFD)
Cycle times Operating conditions
Labor use Record (data) keeping
Sterilization sequences Shipping studies
Compounding/packaging

4. Documentation
Written procedures Pictures (or videos)
Process response data In-process tests (and frequency)
Emergency situations Start-up and shutdown

5. Training requirements and schedule
6. Acceptable performance

Critical variables Inventory min/max
Acceptance criteria Operating parameters/ranges
Finished goods variation/testing Troubleshooting

7. Process validation
Document review Time per step
Data comparison (various scales) Batching
QC tests Stability and shipping studies
Master batch record Permissible recycle

8. Instructions for use
User manual Package insert
Labels Storage by customer
Accessories Warranty

9. Safety and sterility
Hazards Environmental testing
Asepsis (precautions) Other precautions
Special equipment Cleaning (and test) procedures
Record of asepsis achieved Off-spec material handling

determination and preclinical activities occur prior to
start-up of a manufacturing plant. Initial quantities
(which could amount to grams but might be hundreds of
kilograms) are usually produced at large-laboratory scale
or in a pilot plant. If preliminary data are promising, pro-
duction plant design could be accelerated and orders might
be placed for long-delivery items, but that would also mean
creation of greater financial exposure. Early clinical trials
(even phase I studies) might involve a few to a few dozen
subjects; material to be evaluated normally is pilot plant
product. Of course, many steps occur concurrently; we con-
sider this subject at this point for convenience, with the
recognition that clinical trials and clinical issues continue
through full-scale plant construction and operation and for
months or years afterward.

One reference already noted (43) gives the needs (in-
cluding minimal capital outlay) for creation of validatable
clinical production facilities. In a 1994 review, a time and
cost flowchart is presented (47). Preliminary development
is said to take 1–3 years, and cost is in the range of $0.5–
5 million. The success rate is stated to be 5–20%. This pre-
sumably means that from 1 in 5 to 1 in 20 candidates is
deemed worthy of proceeding to the next hurdle. The next
step is called investigational development, and the period
of this second stage (of three) is anywhere from 3 to 6 years;
cost is $5–100 million. The success rate here is given as

total of approximately 20%, or 1 in 5. The final stage is
review by the U.S. Food and Drug Administration (FDA);
cost range is $3–100 million, and time frame is 1–3 years.
Success is 1–5%. It would seem that this, too, is an overall
rate (of 1 in 100 to 1 in 20). There might be drugs or devices
that would achieve clearance in 5 years (from discovery)
and incur a total cost of $8.5 million, but these are either
very simple devices or molecules, or they represent a van-
ishingly small segment of materials or substances that
weather the difficulties described. Fitzpatrick and Mackler
posit that before 1990, biotech companies could measure
or expect success based on a technology portfolio, an intel-
lectual property position, and access to capital (43). In the
1990s, regulatory management has apparently become the
primary element of success. There are three reasons for
the failure of the FDA to approve a given therapeutic after
a clinical trial:

1. Failure in clinical design
2. Improper (or failure in) protocol compliance
3. Deficient GCP documentation

Since moving along the success curve (discovery to in-
vestigation to FDA review) means an exponentially rising
dollar outlay, it makes sense to
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• Plan from end to beginning (i.e., understand and de-
fine the end product, and all its requirements, and
plan backward from there).

• Integrate all elements of the process.
• Conduct more phase I and II trials or include more

variables; speed in starting phase III is not an unal-
loyed blessing.

• Be responsible and flexible (i.e., have alternatives for
every potential holdup or problem).

• Seek the right people within and without the orga-
nization.

• Validate and reality-check often (i.e., perform many
in-house reviews, studies, and audits). Find problems
and defects before others do.

The clinical supply process requires a dedicated team
and demands dedicated protocols. Ehrich et al. cover
manufacturing, packaging, and labeling (48). The preap-
proval inspection of the FDA now includes an evaluation
of the development history of the product. This invariably
includes an evaluation of the clinical supply operation. Eh-
rich et al. stress the need for a manufacturing, packaging,
and labeling protocol (called an MPL) and provide a sample
table of contents for a typical MPL protocol. Required de-
tails are listed for the test drug, any placebo, and any posi-
tive control drug in the evaluation. It should be clear that
if all this effort is properly applied, the next-generation
clinical formulations will be more rapidly created (in a doc-
umented manner), and technology transfer to full-scale
manufacturing and concurrent phase III trials will be
speeded and, in fact, simplified.

Another report describes a semiautomatic system for
R&D and clinical use for liquid-filled hard gelatin encap-
sulation (49). The authors and client believe that the de-
vice is well suited for small-scale batches and phase I and
II studies. This reference is useful not only for the specific
technology but also for the necessary procedures, testing,
and validation, which can be extrapolated to any such de-
vice used for small test quantities.

It is also not uncommon to use a contract research or-
ganization (CRO) to assist in performing a clinical trial.
The CRO’s contribution may include formulation, dose de-
velopment, protocol development, shipping, report gath-
ering, and even analyzing results. Of course, the CRO may
perform one or more of the functions involved in the overall
scheme. For smaller companies, it probably is more effi-
cient in use of time and money to hire a CRO than to do
the work in house. Many of the issues relating to CROs are
covered by Vogel et al. (50). The contract between the spon-
sor and the CRO is very complex, and its preparation is
very time-consuming. Elements of the contract are given
in a very detailed fashion, and relevant regulatory docu-
ments and references are shown. In 1995, The Biomedical
Engineering Handbook was published (51). This work con-
tains a wealth of information (relating to medical products,
in the main), but two sections are relevant in the context
of bioactivity (or utility as far as a medical product is con-
cerned). A section by Oberg covers assessments for effec-
tive product development and another segment by Holo-
han covers health technology assessment (51). Payment

and compensation issues are covered in the following, but
a reasonable model of value of a proposed product should
be in hand even before early clinical testing begins. Al-
though the model certainly will be modified, it is well un-
derstood that product approval without subsequent sales
is not a successful outcome.

MANUFACTURING

Starting some 15 years ago, there was a marked increase
in both quantity and quality of articles and other publi-
cations involving economic issues in biotechnology. The
number of these publications remains quite low compared
to the burgeoning growth of all biotechnology literature.
Still, the improvement noted is a positive development and
speaks for maturity of the field. It is likely that before
1980, there was a tendency to protect real or perceived
economic secrets. With growing interest in the field (in-
cluding academia and the government) and with the un-
derstanding that many of the so-called proprietary matters
were becoming common knowledge, there was an opening
that continues to evolve. One well-known handbook (52)
has a chapter entitled “Principles for Costing and Eco-
nomic Evaluation for Bioprocesses.” The first edition of
this handbook (1983) had no such chapter, and very little
economic information was included in the chapter entitled
“Processes.” The latest edition (1991) includes definitions
of economic terms, various economic evaluators, indices for
estimation, equipment, and operating costs (mostly
1980s), and useful information on downstream processing.
Economic aspects of some traditional processes (ethanol,
citric acid, single-cell protein, monosodium glutamate) are
included.

A recent book (1995) on principles of fermentation tech-
nology, which could easily be used as a text, has a good
chapter on fermentation economics (53). Containment is-
sues are covered, and the point is once again made that
alternative processes in extraction and purification should
be evaluated concurrently in the development phase before
commitment is made to a single design. The importance
(and cost impact) of effluent treatment and the need for
control of waste streams are emphasized. Economic mat-
ters in biotechnology were either poorly covered or not
mentioned in many of the earlier introductory reference
books. This was due more to the lack of information in the
literature than to any disinterest on the part of the au-
thors.

Cost estimation for biotech purification is covered by
Dwyer (54), in a chapter in a book on protein biochemistry.
Economic issues and the processes covered relate to high-
value peptides and proteins. There is a review of available
equipment and various potential processes; scale-up and
related costs of chromatographic purification processes are
given. Overall process design is discussed, and both equip-
ment and operating costs are given. In an entire book de-
voted to economic analysis of fermentation processes, this
author takes as his theme the project cycle and how eco-
nomic matters impinge at every step from discovery (re-
search planning) through plant commissioning and com-
mercial product shipment (55). The specific example



870 ECONOMICS

followed is a citric acid process and plant. Profitability
matters are covered. One or more of these references (52–
55) should be consulted so that terms are understood and
available sources for further estimation are known. The
many examples provided will be helpful for economic eval-
uation and estimation of any novel biotechnology process.

Related publications should be consulted for an under-
standing of where manufacturing fits and for an appreci-
ation of facility planning including estimation of costs.
Durkin (56) reiterates the point that cost of goods (COG)
as a percentage of pharmaceutical sales has doubled in the
last 20 years. Both cost pressure and selling price pressure
demand that manufacturing strategy be developed and in-
corporated into the business plan. In the past, manufac-
turing was more or less remote from mainstream business
activity; organizational inefficiency is now being remedied.
The results should be speedier transition from R&D and
more facile product launch. Durkin presents an interesting
play on words: a biotech organization can either be “lead-
ing edge” or “bleeding edge.”

Part of the determinant is the success with which
manufacturing strategy is incorporated as a key element
in the overall plan. Biotech facility planning has a complex
set of unique requirements that must be incorporated into
the more mundane and better known set of needs. Hub-
bard (57) gives key steps in preparing a design brief, defin-
ing project goals, and stating needs prior to preparation of
a design. One step involves preparation of individual room
data sheets with appropriate details; another covers the
adjacency matrix and a spatial relationship diagram. A
tremendous effort is needed prior to final design and com-
mitment of major capital. A few of the issues to be mutu-
ally determined (between the biotech firm and the engi-
neering/architectural firm) are plant room size, room
location, horizontal services, service chases, vertical ser-
vices distribution, and maintenance access. Many firms
continue to face the need for conversion or adaptation of
existing facilities.

A real-life example involving a European firm, Boehrin-
ger–Ingelheim, is available (58). A dedicated facility
(single-product use) was built in the period 1985–1987 and
totaled 110,000 ft2. It was decided to change to a multiuse
facility, where three different products could be made con-
currently. Recognized limitations were noted in inoculum
development, protein purification, and formulations areas;
plans were developed to remedy the situations and also
convert the HVAC system to give once-through air. Some
50,000 ft2 of space was added. The project took 3 years to
complete; successful start-up occurred in 1995. Planning
and execution included a strategic capacity capability
(equal to 30% of overall throughput). This is a good point
to remember regardless of whether the plant being built
from the ground up or converted. Added capacity for de-
velopmental runs or unforeseen new products should al-
ways be considered; the added investment may prove itself
many times over.

Another case study in facility design concerns a Fujis-
awa product, FK 506 (tacrolimus) (59). Investment in the
plant, located in Ireland, was £17 million. Conceptual and
basic engineering occurred in late 1990, and the grassroots
facility involved 6,000 m2 of space. The pure bulk material

was made in Japan and shipped to the site. Isolators and
full air suits were installed for certain steps. Detailed de-
sign started in January 1991, and 15 months later the
plant was handed over to the owner. The plant underwent
a successful FDA inspection in 1993.

At some point in the developmental cycle, usually after
positive bioactivity and/or clinical data are available, it be-
comes necessary to determine capital needs for a produc-
tion facility. Cost estimating factors have been presented
specifically for biopharmaceutical process equipment (60).
Exponential scaling factors are given for 58 different types
and sizes of equipment. Use of indices is explained. A cost
scaling factor of 0.63 was the average value for all equip-
ment covered, but the standard deviation was 0.21. Al-
though the historic 0.6–0.7 scale factor can be used when
no other information is available, overuse or inappropriate
use might result in introduction of large errors in final dol-
lar cost estimates.

Other articles, while not specific for biotech processes,
are useful for newer insights in estimating costs. Use of a
single scale factor can lead to problems unless there is very
careful definition of auxiliary items and off-sites (61). Bio-
tech plants often involve extensive investment in items
usually grouped as outside battery limits. It is best, there-
fore, to calculate capital for auxiliaries in terms of product
capacity in order to determine economic significance.

Life-cycle costing estimates the total cost of ownership
over the entire life of the system (62). The system with the
lower total cost (not lowest initial cost, necessarily) over
the plant life is the optimal solution. Life-cycle costing in-
cludes process control alternatives, failure event and as-
sociated costs, and, perhaps most important, costs of lost
production. Normally this technique requires use of a com-
puter spreadsheet. Costs are usually divided into six cate-
gories: initial acquisition, initial installation, operating,
maintenance, lost production, and decommissioning.

A general review on biotech manufacturing economics
is available (63). Building and retaining inefficient or
expensive-to-operate manufacturing facilities (often due to
the need for speed to market) will cause serious problems
in the long run. Multiple-track (or at least two-track) de-
velopment strategy is stressed to counter such an occur-
rence. McKown et al. provide no hard numbers, but the
information, especially as it relates to purification, should
be studied for insights into the early design phase (64).

Cost modeling as a management tool is explained by
Busch (64). This development tool starts with a defined
process and a PFD. The assumptions used in creating the
cost algorithm (materials, tooling, labor, space, energy,
maintenance, capital equipment, time value of money)
must be defined and understood. Comparative cost esti-
mates and sensitivity analyses can be performed; the eco-
nomic bottlenecks can be identified. The model and under-
lying assumptions can be followed and modified as needed
in the course of development. This modeling method can
and should be continued into full manufacturing, to facili-
tate the improvement of subsequent models as more real-
istic assumptions (based on experience) become available.

For those wishing to prepare an early cost estimate
(without initiating a full-fledged engineering project), it is
often difficult to find costs and installation factors. This is
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especially true for small projects (investment of less than
$5 million) or for projects involving retrofitting or internal
alterations. One engineering firm that is involved in bio-
technology projects has supplied certain cost data, includ-
ing installation, that will be of use for initial estimation
purposes. The information will also be of use in negotiating
details with in-house or external architectural and engi-
neering firms. The inevitable differences between estima-
tors notwithstanding, the sponsor should be aware of why
costs are far from either published information or any
other up-to-date cost estimate. Table 4 gives costs for the
northeastern United States as of the middle of 1996. Es-
calation factors are available (noted earlier) for changes
due to inflation.

New tools continue to be refined and expanded. Stein-
berger discusses reengineering the capital investment pro-
cess (65). The key point is to produce a detailed evaluation
at a very early phase (2–5% of completion) of design engi-
neering. Computer programs are now available to unify
the stages of design; process simulation software can be
used in conjunction with detailed capital evaluation soft-
ware. Rapid changes can be made, and many alternatives
can be evaluated in a short time. This is important because
about 80% of a project’s capital investment is determined
when conceptual design is completed. Screening multiple
potential designs, rather than one or two, is clearly advan-
tageous in selecting an optimum configuration. This ca-
pability is of great utility in discarding certain potential
pathways (reasons might be high capital, excessive waste
treatment cost, or scheduling problems). Furthermore, se-
lected optima can drive further development or pilot-plant
experimentation to determine real-time data and agree-
ment to the model. Any promising model can be verified by
design rather than by search. Concurrent engineering and
integrated process and product development are more than
concepts and become readily feasible, since the software
models can be shared among different groups. A few firms
have software usable in biotech design; some have the ca-
pacity to connect design information to capital estimation
software. Some firms can do both under one roof. Compa-
nies that have one or more capabilities in these areas in-
clude the following:

Intelligen, Inc.
Scotch Plains, N.J.
908-654-0088

BioPro designer (plus superset and other subsets
for special cases—also see Ref. 66)
• Process simulation with economic evaluation
• Models more than 70 unit operations with database

of process equipment
• Waste stream characterization
• Process scheduling
• Rapid economic evaluation of alternate manufactur-

ing processes
• Sensitivity analysis and scenario evaluation for pro-

cess optimization
• Example given: b-galactosidase production by Esch-

erichia coli

• Profitability analysis
• demo discs available

Icarus Corp.
Rockville, MD
301-881-9350

Process evaluator
• Evaluates process economics and design alternatives
• Capital and operating costs, schedules, investment

analyses
• Rapid estimates of feasibility and profitability of al-

ternatives
• CPM-based planning schedules (general overview,

engineering, construction)
• Works from process simulator software (e.g., Aspen

Plus, Chemcad III, Design II)
• Oil, chemical, petrochemical, specialty chemical,

pulp and paper, and mining industries
• Expert system knowledge bases (does not use indices)

Aspen Technology
Cambridge, MA
617-577-0100

AspenPlus
• Complete library of physical properties and unit

operation models
• Demo disk available
• Creation of process flowsheet and simulation

model—can create PFD-style drawings
• Sensitivity analyses, optimization, and data fit

(owner’s or databases)
• Costing and economic analyses
• Runs on networks or stand-alone hardware (worksta-

tions and PCs)
• BioProcess Simulator (BPS) module simulates per-

formance of bioprocesses, such as enzymes, vitamins,
and antibiotics (equipment includes batch and/or
continuous fermentors, sterilizer, membrane and/or
depth filtration, cell disruption, disc centrifuge, ion
exchange, chromatography)

Batch Process Technology
West Lafayette, IN
317-463-6473

• Simulation system to manage multiproduct batch
and semicontinuous processes in biochemical, food,
pharmaceutical, and specialty chemical industries

• Optimize number and size of equipment, retrofit, de-
bottleneck, and schedule processes

• Plans for increased throughput by evaluating process
capacities

• Inputs: equipment network, recipe network, and se-
quencing information
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Table 4. Construction and Equipment Costs: Ranges Based on Mid-1996 Pricing for the Northeastern United States

Item number Description Size or unit of measure Unit cost range Comments

Selected construction tasks

1. Slab demolition and removal 6 in. thick $8–12/ft2

2. Underslab piping
Cast iron 4 in. diameter $26–32/linear ft
Polypro (single wall) 4 in. diameter $38–55/linear ft
Polypro (double wall) 6 in./4 in. diameter $75–90/linear ft
Stainless steel 4 in. diameter $60–65/linear ft Type 304L

3. Concrete slab
�1,000 ft2 6 in. thick $3–5/ft2 Dowel into adjacent slab

4. Concrete slab
Trench infills 6 in. thick $6–8/ft2 Dowel into adjacent slab

5. Masonry—interior 8 in. thick $5–7/ft2

6. Masonry—exterior 12 in. thick $7–9/ft2

7. Carpentry
Hollow metal door, frame and hardware Each $600–800 3 ft � 7 ft nominal

8. Exterior windows
Strip Square foot $20–28

9. Roof, 4 ft high
Membrane 45 mil. $3.50–5.50/ft2 Approx. 1,000 ft2

Built up 3 ply $3.50–5.50/ft2 Approx. 1,000 ft2

10. Insulation
Building—walls (6 in. thick) Square foot $0.50–0.75
Piping insulation (6 in. diameter) Linear foot $8–12

11. Drywall partition
10 ft high Linear foot $32–36

12. Acoustic ceiling Square foot $1.75–2.00 2 � 4 lay-in
13. Painting

Standard latex 3 coats $0.35–0.55/ft2

Exterior 3 coats $0.55–0.75/ft2

Epoxy 2 coats $0.75–0.95/ft2

14. Flooring
Vinyl composition tile Square foot $1.25–1.50/ft2

Wood Square foot $7.50–9.50/ft2

Seamless epoxy Square foot $7–10/ft2 Includes integral coves
Carpet Square yard $20–28
Ceramic tile Square foot $6–8
Seamless vinyl Square foot $5–7 Includes integral coves

15. Laboratory casework Linear foot $250–350/linear foot Includes “Chemsurf” countertop and approx. 40% base cabinet
16. Process piping

Cast iron 2 1/2 in. $28–36/linear ft
Carbon steel 6 in. $32–42/linear ft
Stainless steel 1 in. $90–225/linear ft 316L, includes valves and fittings
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Selected systems (includes installation)

1. Clean rooms (packaged rooms, �1,500 ft2)
Class 100,000 Square foot $150–175 Sidewall return
Class 10,000 Square foot $165–200 Sidewall return
Class 1,000 Square foot $185–225 Sidewall return
Class 100 Square foot $215–250 Sidewall return

2. Alarm system Per point $750–1,000
3. Building demolition (interior) Cubic foot $0.25–0.75

Building demolition (including structure) Cubic foot $0.50–1.00
4. Fire protection Square foot $1.25–2.50 Water system
5. Electrical system Square foot $10–15 Base building/no process

Selected equipment and utilities (includes placement and installation)

1. Fume hoods 4 ft Each $6,000–7,000 Stainless steel ducted w/SS work station
2. Culture vessels Agitated, 30 psig, full vacuum

100 L Each 37,000–40,000
1,000 L Each $55,000–60,000
10,000 L Each $530,000–600,000

3. Air compressor Lump sum $78,000–85,000 600 scfm
4. Chiller Ton $210–260
5. Freezer room Square foot $160–200 Excluding furnishings
6. Emergency generator

100 kW Lump sum $30,000–32,000 Diesel, outside
300 kW Lump sum $41,000–44,000 Diesel, outside
500 kW Lump sum $70,000–75,000 Diesel, outside

7. Tankage
Carbon steel Gallon $5.00–7.00 �1,000 gal
Stainless steel Gallon $8.50–10.00 �1,000 gal

8. Environmental rooms (including cold rooms) Square foot $120–160 Temperature controlled, excluding furnishings
9. Steam boilers 150 psig design

100 hp Lump sum $38,000–46,000
250 hp Lump sum $70,000–80,000
300 hp Lump sum $80,000–90,000

10. Heat exchangers
Carbon steel gal/min $100–150
Stainless gal/min $300–350

11. Vacuum pumps Scfm $900–1,100 Liquid ring
12. RO/DI water,

Package system gal/min $1,200–1,500 Generation equipment only
13. WFI system, package system L/h $110–120 Generation equipment only

Source: Data supplied by Marshall Contractors, Inc., Rumford, R.I.
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Figure 2. Determination of economic minimum.

• Outputs: mass balance, equipment and resource util-
ization, cycle time, and waiting time

• Examples: expansion of an agricultural products
plant, capacity expansion of a pharmaceutical pro-
cess, and optimize operating conditions for an ester-
ification

Richardson Engineering Services
Mesa, AZ
602-497-2062

Rapid Access Cost Estimating (RACE) Spread-
sheet System
• Material and manpower estimation for general and

process plant construction industries
• Extensive databases are updated annually

(�100,000 line items)
• Estimate new construction costs and maintenance

project costs
• Create unit cost assemblies rapidly
• Multiple database access (5) while in use
• Can operate with more than one currency at a time,

also English and metric interchange
• User-defined estimate spreadsheet
• Import and export: ASCII and dBASE II

Because biotech process plants are expensive and most
(or all) biotech companies understand the need for a mul-
ticandidate pipeline, it would be useful to incorporate flex-
ibility in plant design. Young presents an approach for se-
lection of the right capacity for multiproduct plants (67).
Given the unknowns of product mix, sales forecasts, and
manufacturing inefficiencies, it is still better to apply some
logic to the process. Young gives an example of three novel
products (although greater numbers can be introduced),
with the expectation that one of them will move into manu-
facturing; however, there is a finite chance that all three
will succeed. Risks are quantified and a decision tree for
probable events is created. Both dedicated and cam-
paigned (mixed operation) programs are established. The
solution gives a best estimate for long-lead items, construc-
tion cost, time of construction, and start-up. Before moving
to specific examples of economic analysis, an interesting
phenomenon should be noted (Fig. 2). For many diverse
input variables that have a cost component, there is an
economic minimum somewhere in the study region. Each
set of variables requires its own specific calculations (based
on theoretical formulations or empirical data); the point
here is that left to chance, one will not be operating at the
minimum cost point in all likelihood. One example will be
given, and Table 5 lists other possible variables to study.

Suppose one is designing a plant. Let the quality of the
facility be the abscissa (moving from poor at the left to
perfection at the right). The left ordinate would be recur-
ring cost. This value would be highest at the poorest design
and lowest closest to the perfect design. Then label the
right ordinate “initial cost”: The lowest value would cor-
respond to the poorest design, and cost would increase as
one move from good to perfection in quality of design.

Somewhere in the region (near or at the intersection of the
curves), there is an overall cost minimum. There may be
reasons for not selecting this point, but costs still must be
reviewed as a function of one or more input variables.
Other typical inputs are given in Table 5.

Specific cases involving economic analysis and costing
can be found in the literature. The contributions of Datar
are noteworthy (68,69). The earlier paper (1986) presents
economics of enzyme recovery from an E. coli–based fer-
mentation and extends the treatment to recombinant
products. There is a breakdown of production costs for each
step, capital and operating costs are developed, approaches
are given for reducing manufacturing costs, and there is a
clear delineation of assumptions and required off-sites.
The second paper (1993) focuses on tissue plasminogen ac-
tivator (tPA). Here, different processes are compared and
detailed economic analyses are performed for alternative
processes. Both papers are highly recommended.

A useful review exists on processing to prepare recom-
binant human insulin (70). The entire process is detailed,
but emphasis is placed on large-scale purification. The
high cost of purification is noted, but no dollar value or
economic analysis is given. Another paper gives process
analysis and economic evaluation for production of biosyn-
thetic human insulin (66). Here, E. coli is used for expres-
sion of a precursor of proinsulin (intracellular) as a Trp-E
fusion protein. The process results in 1,500 kg/yr of puri-
fied biosynthetic human insulin. Equipment is thoroughly
detailed and specifications are shown. The fixed capital es-
timate (including contingency) comes to $142 million, us-
ing 1994 costs. Annual operating cost (including depreci-
ation) is $56 million. Selling price is set at $110/g; a cash
flow analysis is given and payback time is less than 2
years. BioPro Designer (a product of Intelligen, see preced-
ing listing) was employed.

Economic analyses and publications continue to be gen-
erated on ethanol production from various substrates
(71,72). The interesting historical phenomenon for ethanol
biosynthesis (for fuel or an intermediate, not as food) is
that just a little more R&D will be needed to make the
specific (or any) process economically viable. This has been
true for a number of years. The ethanol references noted
are useful for methodology employed and probably will not
result in construction of a facility in the short term.
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Table 5. Determination of Diverse Cost Minima

Left ordinate Abscissa Right ordinate

Cost of mechanical failure Frequency of preventive maintenance Cost of preventive maintenance
Cost of imperfect product Number of tests or inspections Cost of inspection (testing)
Cost of production Number or extent of capital items Cost of capital
Cost of accidents Number of safety inspections Cost of safety programs
Cost of contamination Number of cleaning cycles Cost of cleaning
Cost of estimated investment Number of planning iterations (cases) Cost of planning or engineering
Cost of aeration Cost of power Cost of agitation
Cost of unplanned shutdown Number of devices Cost of backup or redundant equipment
Cost of energy Extent (size) of heat exchangers or insulation Cost of heat exchanges or insulation
Cost of product failure Number of tests Cost of testing (QC)
Project cost Number of iterations Cost of planning/engineering
Recurring cost Quality level (poor to perfect) Initial capital cost

Any review of economics should include some of the re-
cent contributions to selection of the best process using
payout parameters. Ward (73) stresses discounted rate of
return while including consideration of investment flows
over several years. Woinsky (74) presents a few different
measures and seems to prefer payout time. Derivations are
given and various plots are presented showing payout time
as a function of pretax internal rate of return, plant eco-
nomic life, and the engineering–procurement–construction
period. Other methodologies are given in the reviews and
books noted earlier in this section.

Another early stage technological development that
may have the greatest economic impact on the biotechnol-
ogy industry includes the areas of design, cost estimation,
scheduling, and process control. Rapid change in computer
control and especially in knowledge-based systems (KBS)
offers the promise of significant cost savings by means of
adaptive or predictive control of the process. These new
control methods are especially useful when reaction–
process mechanisms are understood poorly or not at all.
The KBS spectrum includes expert systems, fuzzy logic,
and neural networks.

An introductory book (75) is useful for its glossary of
terms and for giving early applications in industry. Each
of the separate concepts has strengths and weaknesses,
and these are discussed. Software programs already exist
for each of the classifications, and newer concepts are being
presented with increasing frequency. For reasons of space,
only a few references are given here; these works can be
consulted for more publications and background. The first
thing needed in consideration of computer systems is a
careful definition of what the user wants. Furthermore, for
biotech systems, there is the requirement for validation.
The validation program should be considered in parallel
with computer (and software) selection. There is, not sur-
prisingly, a semantics and communication problem be-
tween hardware and software companies and users.

Chapman (76) gives very useful guidelines in discussing
user requirements and gives a specific example for a mul-
tiproduct bulk pharmaceutical chemical plant. Documents
needed for system validation are included. A paper on the
use of neural networks in fermentation monitoring and
control discusses optimization of inoculum development in
a real case (77). Neural networks can model highly nonlin-

ear, multivariable processes. Artificial intelligence (cover-
ing the three general classes of KBS noted above) is ex-
plained by other authors (78). Stress is placed on process
control and support systems for operators. Quality im-
provement is reviewed. Examples are given in diagnosis
and repair and alarm analysis (predictive control). One or
more subgroups of KBS seem to be well suited to biopro-
cessing, since the programs can be used in production, staff
and batch scheduling, engineering design, and project
management. A Chiron computer control system (for a
1,500-L culture vessel producing a recombinant product)
is discussed and explained (79). Design, building, valida-
tion, and start-up are reviewed. A supervisory control and
data acquisition system above a control PC (with appro-
priate backup) was installed in 1992 for about $400,000.

Guidelines for computer control systems have been pub-
lished (see Table 6). A large system might be found in a
production facility or a pilot plant with multiple culture
vessels or many purification trains and packaging capa-
bilities. Medium scale would probably cover most pilot
plants. If one is fortunate enough to have justification for
a distributed-control system, provision should be made for
incorporation of both the pilot plant and production equip-
ment in a single system. Data collection and comparison
are simplified, and scale-up is performed much more effi-
ciently.

Another relevant point in this part of the review con-
cerns contract manufacture. Just as it is sometimes effi-
cient and prudent to use a contract research organization
in clinical trials, it may be more effective to use a contract
manufacturer (CMO) when product is needed. A useful
starting point in this determination is an article on points
to consider and methods to employ in evaluating a CMO
(80). There are 24 references as well. The information re-
lates to initial interviews, meetings, and inspections, and
many issues to be incorporated into a contractual agree-
ment are covered. In another article, describing an actual
contact manufacturer in Puerto Rico, the author relates
attributes to be sought in a contact partner (81). Seaver
gives considerable insight into working with contract man-
ufacturers (82). His suggestion is that a company’s first
protein-based product be made by a CMO. The estimate
given for producing material for phase I and II trials in-
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Table 6. Guidelines for Computer Control Systems

Number of units

Process size Input/output points Continuous Batch Control option

Large �500 �3 �10 Distributed-control system
Medium 100–500 3 2–10 Programmable logic controller
Small �100 1 1–2 Personal computer, front-end system

Source: Excerpted by special permission from Chemical Engineering, November 1993. Copyright � 1993, by McGraw-Hill, Inc., New York.

house is 12–24 months in time and $0.5–1.5 million in cost
(this latter range may be low).

Use of a CMO is not simple and requires numerous joint
meetings and much effort on everyone’s part to develop an
agreement. More joint effort is expended during the pro-
duction phase. A good suggestion is to plan on making 5–
10 times more product than is needed for all the initial
trials. Also, perform a test (or scale-up) run prior to the
production run and save a considerable amount of product
at multiple locations to serve as a long-term reference
standard.

Other points related to manufacturing should be em-
phasized. Complete characterization of a master cell bank
or a master working cell bank takes 4–6 months and costs
“at least $50 thousand” (82). With newer pathogens ap-
pearing and the desirability of showing viral absence or
inactivation by ever more complicated means, complete
characterization might cost 1.5–2 times the figure given.
It should be remembered that pooling of sublots (some of
which have failed testing) to achieve an average “pass” is
frowned on by regulatory bodies and is undesirable. In Ta-
ble 7 the author attempts to list all issues and concerns
that should be reviewed, considered, and resolved (in writ-
ing) in developing a contract with a CMO. It goes without
saying that legal assistance is required in drafting or re-
viewing documents either during the negotiation of all con-
ditions and terms or afterward.

VALIDATION AND REGULATORY ISSUES

Validation and regulatory issues are understood by almost
all persons intimately involved in biotechnology; however,
the time and cost impacts of these essential functions are
woefully underestimated. The rapid growth of firms (or di-
visions within engineering/contractor firms) in the area of
validation is not an anomaly; it is the result of ever-more
intensive and in-depth requirements by regulatory agen-
cies. Even though many large companies have in-house
validation groups, variations in need (created by a new fa-
cility, a major retrofit, or a new process introduction) create
a demand for outside services and consultants. Smaller
companies rarely have the money to maintain a fully func-
tional validation group that could satisfy even a majority
of the company’s needs. If one considers a validation tech-
nician or writer at a cost of $40–60/h, an experienced val-
idation supervisor or technical expert at $70–120/h, a se-
nior expert at $150–300/h, and a project that could
consume several thousand man-hours for merely writing
the master plan and protocols, it is easy to see that merely

having an acceptable set of validation plans could cost
many hundreds of thousands of dollars.

With more complicated control schemes (including pro-
grammable logic controllers or PLCs) requiring special
(and often proprietary) software, there is a greater need
for specialists to write the protocols and oversee their ex-
ecution. Validation is the process by which documented
evidence is accumulated to provide a high degree of assur-
ance that a specific process (or part of a process) will con-
sistently produce a product (or an intermediate) meeting
its predetermined specifications and quality characteris-
tics. Therefore, it is no wonder that this important feature
comes under such careful and extensive regulatory review.

Validation cannot begin when a plant is up and running.
Commissioning of a plant should include extensive written
documentation, not the least part of which must include
installation qualification (IQ) and operational qualification
(OQ). Finally, as part of the commissioning, or hopefully
soon thereafter, comes performance qualification (PQ). PQ
provides the rigorous and documented testing that dem-
onstrates the effectiveness, reproducibility, and allowable
performance ranges of the process. Goswami and Lorenz
discuss facility commissioning (83). A main point is that
major savings are realizable if commissioning protocols are
properly integrated into the overall validation plan. Dur-
ing design and construction, terse narrative system de-
scriptions and single line drawings or indicators should be
prepared to show cGMP control and compliance. These will
prove invaluable during the preapproval inspection by the
FDA.

A series of articles has been collected in a single bound
issue; all articles refer to validation issues (84). This com-
pendium will prove very useful to anyone new to the sub-
ject and also to anyone heavily involved in an ongoing val-
idation project. Although no formula exists for cost
determination, these articles can serve as background and
as the framework for preparing an estimate. Furthermore,
a number of firms offer to draft time and cost estimates for
preparing protocols, for assisting in execution, or for com-
pletion of the entire validation process. The latter obvi-
ously would be the most costly, but there is another
disadvantage. Regulatory bodies prefer some (but appre-
ciable) direct involvement of the owner in the validation
process, as opposed to providing only money and ultimate
oversight.

Another area of ongoing cost (also often seriously un-
derestimated) is that for environmental control. Even if
the production process were not aseptic, many in-process
steps are now performed in controlled environments. In
many if not most cases, biologics, vaccines, and parenterals
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Table 7. Contract Manufacturing Issues and Concerns: Audit and Contract Preparation

1. Specifications
Raw materials Cleaning Formulation/packaging
Specialized technology Documentation Validation
Cell strains Product specifications Certificate of analysis
Testing Safety requirements Personnel protection
Hazard analysis Sample retention Labels

2. Quantities and timing
Forecasting Current planning program
Current capacity utilization Geographic location (movement/shipping)

3. Personnel
Qualifications Training programs
Degree of automation Training documentation

4. Inspection (by manufacturing, QC, QA groups of sponsor)
Contractor’s validation master plan FDA inspection reports and status
Materials of construction cGMP inspection (by sponsor)

5. Regulatory review
Outside audits Inside audits
Accreditation Consultants used (plus qualifications)

6. Experience
Need for specialized technology Segregation of processes/products
History (experience in similar area) Management capabilities

7. Data analysis
Computer systems and software Backup systems
LIMS and PLCs Extent of (plans for) process development

8. Sponsor supervision or participation
Emergencies Timing of coverage (and access)
Planned/unplanned checks Reports (How often? How many?)

9. Scale-up schedule
Technology transfer Additional capital needs (also ownership)
Ownership of process improvements Program (plus explanation of deviations)

10. Patent rights
11. Payment schedule

Additional efforts Criteria for payment and terms
Transfer to third party (if needed) Change orders/changeover procedures
Termination clauses Approvals needed

call for sterile packaging or bottling. The owner is respon-
sible not only for design, control, and maintenance of en-
vironmental quality; the processor is responsible for eval-
uation of environmental quality. Alert and action levels for
each controlled environment must be established; moni-
toring devices must be checked and qualified. It is not
enough to monitor and control particulates, temperature,
and humidity; additional monitoring must be in place for
airborne bioburden, surface bioburden, supply and ex-
haust air volumes, pressure differentials between environ-
ments, and (for laminar flow only) airflow patterns and
airflow uniformity. These special facilities are costly to in-
stall, costly to maintain, and costly to monitor. Cleaning
methods must be verified and recertification periods must
be established and followed. Generally, systems and com-
ponents of the environmental control system (in aseptic
processing) must be validated and requalified at these
times:

Every time there is a significant system or control com-
ponent repair or change
Before commissioning
Every time there is a process change or a new process
is introduced

Every time out-of-control limits are noted in the oper-
ational parameters

Tedesco and Titus discuss other hidden costs that
should be considered in planning, building, and operating
biopharmaceutical facilities (85). They include engineering
and environmental assessment fees and the cost of any
required cleanup, permits, and change orders. The same
article also presents generalized estimates that are useful
for very early estimating:

Turnkey cost of GMP biopharmaceutical facility $800–1,200/ft2

Turnkey cost for pilot facilities $400–600/ft2

Another area of insufficient planning input is the ware-
house. Appropriate inventory space (under appropriate
conditions) is needed, along with quarantine and release
areas. One should add space for reject materials and the
various kinds of waste streams generated (chemical, bio-
logical, radioactive). Ideally, there should be no chance for
mix-up or cross-contamination; proper plant layout and
material flows should be carefully planned and provided.

As noted earlier, the physical plant itself, even if su-
perbly designed and built, makes up only one part of the
essential preapproval inspection by the FDA. Table 8 lists
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Table 8. Preapproval Inspection Checklist

Organizational chart(s) Integrity policy
cGMP audits Integrity audits
Operating procedures

(SOPs)
Validation documents (plus

master plan)
Material specifications Product/process flowcharts
Facility diagrams (esp.

HVAC) and site plan
Computer hardware and

software validation (PLCs)
Cleaning and disinfection Product stability
Utilities Release criteria
Employees (résumés,

training)
QC review

Change control Drug development information
Equipment list In-process controls
Failure investigations Labels and labeling
R&D laboratories Internal audit summaries
Batch record(s) review Development reports
Clinical lots Scale-up (pilot vs. full-scale)
Documentation Observed practices versus SOPs
Trend(s) analysis Vendor qualification and analysis
Storage Sampling plan(s)
Maintenance logs Technology transfer
Review: All submissions relating to this inspection
For an existing firm: FDA-483, seizures, warning letters and

responses, recalls, complaints, NDA deficiencies

a host of factors to be planned, organized, and developed
prior to the inspection. A large amount of documentation
(and other paperwork, in general) is required. Remember
that there is a cost associated with each factor shown. The
earlier the tasks and costs are recognized, planned, and
budgeted, the greater the potential for a successful inspec-
tion accomplished in minimum time, at minimal cost, and
with minimal aggravation.

REGULATORY ISSUES

Persons involved in biotechnology (in whatever discipline)
know more or less about regulatory issues, but few come
into direct contact with regulatory personnel. Therefore,
those with a more academic or somewhat displaced knowl-
edge of regulatory matters cannot appreciate the enor-
mous amounts of time and effort that must be expended in
the following:

Planning a biotech facility with compliance always an
issue
Building such a facility (including records, pictures, and
videotapes to show compliance)
Performing animal experiments within or outside this
facility
Negotiating the many hurdles in planning a drug test
Achieving facility clearance by all appropriate regula-
tory bodies
Receiving product clearance (ability to sell)
Postapproval monitoring for minor and major side ef-
fects

The amount of money (and energy) needed to achieve
regulatory compliance is invariably underestimated. No

attempt will be made to cover all programs and costs re-
lated to regulatory clearances, but some measure of the
complexity is suggested. Although everyone in a commer-
cial biotech setting knows (or has heard about) the EPA,
the FDA, and the USDA, other federal agencies have either
an interest or a jurisdiction in biotechnology matters.
From the simplest issues of syringe storage and the control
of undenatured ethanol to animal housing and animal
studies to transport of biomaterials, there are federal
agencies involved (Bureau of Alcohol, Tobacco, and Fire-
arms [BATF], National Institutes of Health, Centers for
Disease Control, Department of Transportation, Occupa-
tional Safety and Health Administration, and Department
of Labor). One should not forget that each state has its own
regulatory bodies.

Consider the reviews needed for plant production: local,
state, and federal agencies are involved. Not all the follow-
ing issues apply in every case, but many will need review
and approval: coastal zones, wetlands, tidelands, water-
ways, and historic preservation. Further, approvals will be
needed for or from planning and zoning boards, boards of
health, regional planning boards, discharge permitting,
hazardous waste, infectious or biowaste, use and disposal
of radioactive materials, transport of one or more of the
foregoing, and laboratory licensing. Essentially, there is
broad regulatory oversight in these areas:

• Licensing of all biotechnology products (biologics,
drugs, and devices)

• Use of recombinant DNA and cell hybridization tech-
niques

• Any alterations of the human gene (and related hu-
man testing and therapy)

• Planned releases of any genetically engineered plant
or animal

• Worker protection

The cost of regulation, in its broadest sense, depends on
the location of the laboratory and production plant, the
process, the product and its intended use, and postmarket
surveillance. Therefore, it is not possible to arrive at a total
cost by formulaic means. At the lowest end (production of
devices that have been in use for many decades), a minor
change might involve regulatory costs of tens of thousands
of dollars. For a new, simple, and noninvasive device, costs
might be estimated at from a few thousand to many hun-
dreds of thousands of dollars. Some relatively simple de-
vices cannot be marketed because the cost of required
double-blind studies to prove efficacy (there is no safety
issue) is well beyond the capacity of the developer or ex-
ceeds any foreseeable financial return. For novel biologics
or pharmaceuticals, regulatory costs could easily start in
the tens of millions of dollars and could readily rise to the
hundreds of millions of dollars, depending on test group
size and overall clinical test requirements. Postmarket
surveillance must be added to the total; note that this
phase of the overall study is becoming ever more complex,
lengthy, and costly.

Although change in regulations is common, some rela-
tively recent reviews are useful for the state of the art at
least to that point in time. An encyclopedia published in
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1996 contains an enormous amount of information on the
entire spectrum of pharmaceutical technology (86); how-
ever, two sections in Volume 13 are directly applicable to
validation and regulatory issues. Even though the empha-
sis is on drugs, the tendency in U.S. regulatory affairs has
been to blur the distinctions between devices and drugs.
Therefore, while not every regulation covers both areas,
the articles mentioned can serve as guides for the manu-
facture of medical products as well as for pharmaceutical
development and production. The materials on registra-
tion of drugs and quality assurance as applied to drug
products are very good starting points in their respective
areas.

PAYMENT AND COMPENSATION

Although every phase in the foregoing discussion has ele-
ments of a more or less quantitative nature, and reason-
able cost and time estimates can be made for each stage in
biotech development and processing, the area of return on
investment or payment for a product or service presents
problems in economic analysis. It would appear that the
bench scientist or the pilot-plant engineer (just to name
two of many individuals involved) should have little to no
interest in rate of return or, indeed, in how this rate is to
be established. If that were ever true, it is no longer. From
selection of a physiologic target to process design to scale-
up and to all elements of operations, there is a continuing
need for feedback on what range of compensation is at-
tainable, assuming project success. Day-to-day decisions
cannot be based on compensation issues; however, periodic
review is essential to compare cost of good estimates with
payment potential.

Given the global costs of health care and the ever-
increasing involvement of third-party payers as well as
government bodies, the situation is becoming critical. To
assess the dollar magnitude, total 1997 sales for only five
major drug firms (Merck, Johnson and Johnson, Novartis,
Bristol-Myers Squibb, and Rhône-Poulenc) approaches
$100 billion. Each of these firms achieved a double-digit
percentage increase in sales compared to the prior year (5).
Thayer also details revenues for 20 of the new major bio-
tech firms for 1997; the total is $6.6 billion (5). With the
advent of high-volume screening, genetic analysis, and the
exponential growth of life-enhancement drugs, one can ex-
pect continued (and rapid) growth in sales of bioproducts
and medical devices.

The complex issues of payment for biotech products or
services have already elicited volumes giving fact and opin-
ion. There is no attempt here to cover the topic completely,
but some measure of the problem is needed by all workers
in the field, not only those who attempt to set pricing. For-
tunately, some references give both a reasoned introduc-
tion to the interplay of factors and groups (very often in
conflict) and more detailed exposition of medical cost prob-
lems and potential solutions. At the least, ideas for alle-
viation are given.

A short article by K. Keller discusses cost of care with
special attention to ethical choices sometimes overlooked
(87). Keller recognizes that while government is a major

factor in forcing changes in health care, government’s
views and approaches are hardly the same as those of ei-
ther health care givers and suppliers or those who need
the products and processes. Government’s attention is pri-
marily regulatory: The focus is on the process (rather than
the outcome), and in general government bodies are con-
cerned with short time scales relative to biotechnology de-
velopment. Keller indicates the strong need to move be-
yond the “technology push” mentality; cost has now
become as important as performance. Hence the creation
of novel measurements (e.g., quality-adjusted life years).
The point is made that all persons involved in the devel-
opment of the technology must have some grasp of the com-
plex interactions coming to the fore; these knowledgeable
individuals should attempt to work constructively within
the evolving framework to assist members of society in
dealing with the interplay of factors and associated dislo-
cations.

Another question has arisen that was either an insig-
nificant problem or a nonexistent one a decade ago: Who
pays for clinical trials, and just how are they to be funded?
(88). Managed care organizations (MCOs) are claiming
that clinical trial expenses are not part of their responsi-
bilities. Therefore, coverage is often denied, hospital stays
are shortened, and additional diagnostic tests (very often
essential in the course of a trial) are denied. MCOs are
taking the position that therapy in phase I, II, and III trials
is unproven and that others (preferably the sponsor)
should assume all associated (and additional) costs in-
curred during these phases. Some MCOs relent on so-
called phase IV studies, which are outcome studies involv-
ing cost-effectiveness and quality of life. Not unexpectedly,
elected officials (responding to biotech product suppliers,
patients, or both) are becoming heavily involved with leg-
islative ideas, proposals, and even threats. The outcome is
far from clear; the problem is relatively new, and whatever
the solutions, biotechnology companies will be affected.

Two separate volumes should be consulted for an over-
view of the cost situation in health care as well as various
analyses and proposals to avoid further difficulties. Each
volume is a compilation of presentations; the same sponsor
arranged the meetings—one in April 1994 and the other
in May 1995. The contents of the first set of proceedings
(89) can be gauged by a selection of titles (the overall meet-
ing topic is “The Role of Technology in the Cost of Health-
care”):

“Technology: Quality at What Cost?”
“How Do We Evaluate the Cost of Health Care Tech-
nology?”
“Crisis of the Uncontrolled and Misunderstood Num-
bers of Health Care Costs”
“Outcomes Research: Economics and Quality of Care”

The many articles in the collection cover the evolving
situation, ideas on resource allocation, and the ever-
increasing cost of health care. Of special interest is the
review of outcomes analysis; no longer are morbidity and
mortality the only issues to study and review. One must
add patterns of recurrence, rehospitalization, relapse rate,
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procedural results, and patient satisfaction. From a num-
ber of presenters comes the unsurprising finding that the
perspectives of those making cost–benefit analyses have a
large impact on the findings and results. There are other
articles on trial design, ethics, and current and proposed
means of analysis. The second volume continues the dis-
cussion with the addition to the title of the phrase “Pro-
viding the Solutions” (90). Needless to say, solutions were
offered but the problems persist. Of special note is a review
by A.M. Frendrick entitled “Outcomes Research in Eval-
uating the Benefit of Health Care” (pp. 68–73). There is a
large section with a number of papers on the impact of
regulation on health care costs. Near the end of the pro-
ceedings, there were a few papers on a subject that is
rather emotional. One had the provocative title “Is There
a Need for Health Care Rationing?” The conclusions were
rather mild, but at least the organizers had been willing
to broach the subject. The authors conclude that rationing
has always existed and will continue to exist. It is our job
to establish appropriate limits, inasmuch as there is a def-
inite need for setting such bounds.

A review article on disease management has been writ-
ten by Merck–Medco personnel (91), who define disease
management as “a systematic population-based approach
to identifying those at risk, intervening using information
from the growing field of evidence-based medicine, and
measuring patient outcomes once an intervention is in ef-
fect.” Economic outcomes weigh heavily in the perspective
of almost every group involved in disease management. (It
is odd that the only outcome listed for the perspective of
the physician is clinical outcomes. This is at best idealistic
and at worst naive.) The perspectives of each party to the
process are discussed and analyzed. Not surprisingly, not
all outlooks are congruent. Components (guidelines, pa-
tient identification, intervention methods, and outcomes
assessment) are reviewed and various possible alterna-
tives given. Disease management has as its primary goal
population-wide improvements in health; an unstated sub-
ordinate goal is improved productivity—and possibly cost
control—in delivery of health care.

These various issues are raised here because solu-
tions—whether they come from HMOs, MCOs, the govern-
ment, hospital conglomerates, or a combination of these
bodies—will have an enormous impact on the other topics
discussed earlier. Any significant change in compensation
(which relates to rate of return) must have an impact on
discovery, development, and plant investment. This, in
turn, means that either the quality or the quantity (or
likely both) of biotechnology research and product and ser-
vice delivery must change. At this writing, it appears that
limits may be placed on compensation. At the least, the
rate of growth of health care costs will be reduced. It does
not take a leap of intuition to project the impact on the
biotechnology product cycle. The concluding message is
that biotechnology industry participants must become in-
volved in resource allocation in every stage from discovery
to payment. The involvement and input should be rea-
soned; if background and understanding of the full spec-
trum of economic needs and impacts are clean and logical,
the resulting positions will be heard.
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INTRODUCTION

There is a current of electrons in the cell membranes of
bacteria and in mitochondrial and chloroplast membranes.
The electrons enter the membrane from an electron donor
usually metabolically generated or supplied in the growth
medium, travel through the membrane via a series of elec-
tron carriers, and leave the membrane upon being trans-
ferred to a terminal electron acceptor such as oxygen. (Pho-
tosynthetic bacteria carry out a light-driven cyclic electron
flow where the electrons do not leave the membrane.) Ac-
cording to the chemiosmotic theory, the current of elec-
trons, called electron transport, produces a vectoral flow of
positive charges, that is, protons (H�) to the outside of cells
and organelles (1) (Fig. 1). In bacteria, the protons are
translocated to the outside of the cell membrane, in mito-
chondria the protons are translocated from the mitochon-
drial matrix across the inner membrane to the cytosolic
side, and in chloroplasts the protons are translocated
across the membrane from the stroma to the inner thyla-
koid space. In all three cases, a membrane potential, out-
side positive, develops as does a DpH, outside acidic (more
concentrated in protons). The return of the protons
through appropriate proteins toward the negative inner
side and higher pH (lower proton concentration) drives the
synthesis of ATP as well as other membrane-associated
processes such as solute transport. The resultant ATP is
the major source of biochemical energy for the synthesis of
cell material. Thus, electron transport fuels cell metabo-
lism. This chapter describes the general routes that the
electrons take in various nonphotosynthetic membranes
on their way to a terminal electron acceptor such as oxy-
gen, as well as the differences among organisms, and how
the the proton current is produced. Archaeal* electron
transport chains are less well studied, but they appear to
be similar to bacterial electron transport chains (2).

Some Terminology and Definitions

Redox, Reactions, Electron Transport, and Respiration.
The basic reaction in electron transport is the transfer of
electrons from one molecule to another. The transfer of
electrons from one molecule to another is called an
oxidation-reduction reaction (or redox reaction), where the
molecule that gives up the electron becomes oxidized, and
the molecule that accepts the electron becomes reduced.
Electron transport is actually a series of such redox reac-
tions in membranes where the electron is passed from one
molecule to another. The molecules that transfer the elec-
trons are called electron carriers, and these are described
later. Electron transport takes place in cell membranes of
prokaryotes (organisms such as bacteria that have no or-
ganelles such as nuclei or mitochondria) and in mitochon-
drial and chloroplast membranes of eukaryotes (organisms
with organelles). Electron transport in chloroplast mem-
branes is called photosynthetic electron transport,
whereas electron transport in other membranes is called

*There are two phylogenetic lines of prokaryotes (microorganisms
without organelles such as nuclei). These are the archaea and the
bacteria.
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diates are not shown.

respiration. If the terminal electron acceptor in respiration
is oxygen, then electron transport is called aerobic respi-
ration. If it is not oxygen, then it is called anaerobic res-
piration. Mitochondria carry out only aerobic respiration,
but many prokaryotes are capable of anaerobic respiration
and use organic compounds such as fumaric acid or inor-
ganic compounds such as nitrate or sulfate as terminal
electron acceptors.

Electron Energy and the Redox Potential Difference. Dur-
ing electron transport, electrons spontaneously flow from
donor to acceptor down a potential gradient called the DE,
and it is the energy released during this process that is
used to generate the vectoral flow of protons from inside
to outside that is ultimately used to make ATP. By conven-
tion in biology, electron donors in a redox reaction that re-
leases energy are said to have a a more negative redox
value (E) than the molecules that accept the electron. That
is to say, electrons always flow spontaneously toward the
molecule with the higher redox value. The actual redox
potential of a molecule depends on the ratio of oxidized to

*E is sometimes called the electrode potential or the reduction
potential. The value of E at any particular temperature depends
on the pH and relative concentrations of oxidized and reduced
forms of the compound. Eo is the redox potential in the standard
state, where the oxidized and reduced forms of the compound both
have an activity of 1, as does the hydrogen ion concentration. E�o
refers to the standard state at pH 7 and is usually called the mid-
point potential (Em,7). The actual redox potential of a compound
depends on the ratio of oxidized to reduced forms in the cell and
the pH and is called Eh when the activities are not 1, that is, Eh

� Eo � RT ln[ox]/[red].

reduced forms.* The difference in electrical potential be-
tween the acceptor of the electron and the donor of the
electron (Eacceptor � Edonor) is called the redox potential and
is written as DE. The DE is always positive when work can
be done by the moving electrons, that is, when the elec-
trons are moving down an energy gradient. The DE is gen-
erally spoken of as an electrical force (also called the elec-
tromotive force) that maintains the current of electrons,
and it is expressed in units of volts. The work that can be
done by n moles of moving electrons depends on the total
charge carried by the electrons and is given by nFDE joules
where F is the charge carried by 1 mol of electrons or mono-
valent ion. (F is the faraday constant, which is equal to
96,485 coulombs per mole.) The unit of work is called the
joule. In summary, then, electrons flowing over a potential
gradient of DE volts can do a maximum of nFDE joules of
work or exert a force of nDE volts. As described next, the
work that is done is the creation of a protonmotive force
that is, a Dp, by translocating protons to the outside to a
higher electrochemical potential.

The Protonmotive Force. The protonmotive force, Dp, re-
fers to the electrochemical potential difference of the pro-
ton across bacterial, mitochondrial, and chloroplast mem-
branes. Its units are volts. In order to understand what
this means, it is necessary to realize that a membrane po-
tential, DW, exists across these membranes such that they
are positively charged on the outer surface and negatively
charged on the inner surface (Fig. 1.) (How the membrane
potential is created will be explained later.) The size of the
DW across bacterial cell membranes varies from about �60
mV to �200 mV, depending on the growth conditions and
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the bacterium. (Note that by convention the DW is negative
when the inside surface is negative with respect to the out-
side surface.) Because protons themselves are positively
charged, it requires energy to move them to the positive
side. That is to say, they are being pushed away by the DW

from the positive side toward the negative side. Another
factor that will influence the direction that protons will
spontaneously move is the concentration difference (DpH).
That is to say, energy is required to move protons from the
less concentrated to the more concentrated side of the
membrane, and protons give up energy when they move
from the more concentrated to the less concentrated side.
The sum of the energies involved in the movement of pro-
tons along an electrical and concentration gradient is
called the electrochemical energy, and it takes �yFDp
joules to move y moles of protons against their electro-
chemical energy gradient from inside to outside. Accord-
ingly, �yFDp joules is released and work can be done when
y moles of protons return to the inside of the cell or organ-
elle. This can be expressed as volts (a force) by dividing by
the faraday (yDp volts). As discussed later, the energy to
move protons against their electrochemical gradient is pro-
vided by respiration. In summary, then, the protonmotive
force consists of contributions from the membrane poten-
tial and the DpH and is given in equation 1. Note that the
Dp is analogous to the redox potential, DE, which describes
the electrical force for moving electrons, except the Dp ap-
plies to moving protons and is due to both electrical and
chemical energy.

Dp � DW � 60 DpH mV at 30 �C (1)

For most bacteria, the DpH is positive and thus contributes
to the Dp. An exception are bacteria that live in environ-
ments more alkaline than the cytoplasm. Under these cir-
cumstances, the DpH is negative and lowers the energy
available from the Dp.

The Relationship between DE and Dp

As mentioned, in prokaryotic cell membranes and in mi-
tochondria (and chloroplasts), the work done by the cur-
rent of electrons is to translocate protons (H�) across the
membrane to a higher electrochemical potential to create
the Dp (Fig. 1). Proton translocation is done at certain re-
dox reactions called coupling sites in the respiratory chain.
The means by which this is done will be described later (“Q
Loops, Q Cycles, and Proton Pumps”). The numerical re-
lationship between the DE of the redox reaction at the cou-
pling site and the Dp is given in equation 2.

�nDE � yDp (2)

In equation 2, n is the number of electrons transferred
from the electron donor to the acceptor during the redox
reaction, DE is the redox potential difference between the
electron donor and acceptor, y is the number of protons
translocated across the membrane when n electrons are
transferred, and Dp is the protonmotive force. The DE is
always positive when electrons can do work, and the Dp is
always negative when protons can do work, hence the neg-
ative sign in equation 2.

Work Done by the Dp

When protons reenter the cell (or cross mitochondrial or
chloroplast membranes) down their electrochemical gra-
dient, work can be done driven by the Dp. The type of work
done at the expense of the Dp depends on the specific route
taken by the protons as they return across the membrane
toward their lower electrochemical potential. ATP synthe-
sis occurs when the protons cross the membrane via the
membrane-bound ATP synthase, which is a complex of pro-
teins that synthesizes ATP (see Fig. 10). Solute transport
occurs when protons traverse the membrane via solute
transporters, which are proteins that transport protons
down their electrochemical gradient at the same time as
solutes are transported against their concentration gradi-
ent, and flagellar rotation in prokaryotes occurs when the
protons return to the inside of the cell via the flagellar
motors, which consist of a complex system of proteins. (Fla-
gellar motors in eukaryotes are driven by ATP rather than
the Dp.) Thus, prokaryotic cell membranes as well as mi-
tochondrial and chloroplast membranes can be viewed as
containing electric machines that are powered by currents
of protons, which themselves are maintained by electron
transport.*

THE ELECTRON CARRIERS

Before describing the electron transport chains and the
generation of the Dp, it is necessary to introduce the elec-
tron carriers. During electron transport, the electrons flow
through protein and lipid electron carriers in the mem-
branes. Some of these carry electrons only, whereas others
carry both electrons and hydrogen atoms in combination.
They are

1. Flavoproteins (hydrogen and electron carrier)
2. Quinones (hydrogen and electron carrier)
3. Iron–sulfur proteins (electron carrier)
4. Cytochromes (electron carrier)

The quinones are lipids (molecules that have a relatively
poor solubility in water but a good solubility in lipid envi-
ronments such as the interior of membranes), whereas the
other electron carriers are proteins, which exist in multi-
protein enzyme complexes called oxidoreductases.† The
electrons and hydrogen are not carried in the protein per
se, but in a nonprotein molecule tightly bound to the pro-
tein. The nonprotein portion that carries the electron and
hydrogen is called a prosthetic group. The prosthetic group

*The sodium ion current also drives solute transport and in some
cases flagellar rotation. Usually the Dp provides the energy to cre-
ate the sodium gradient, but some marine bacteria couple electron
transport to the creation of a sodium ion gradient rather than a
proton gradient.
†For example, the enzyme complex that oxidizes NADH and re-
duces quinone is an NADH-quinone oxidoreductase. It consists of
a flavoprotein and iron–sulfur proteins. (Reduced quinone is called
quinol.) An enzyme complex that oxidizes quinol and reduces cy-
tochrome c is called a quinol-cytochrome c oxidoreductase. It con-
sists of cytochromes and an iron–sulfur protein.
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Table 1. Standard Electrode Potentials (pH 7)

Couple (mV)E�o

Fdox/Fdred (spinach) �432
CO2/formate �432
H�/H2 �410
Fdox/Fdred (Clostridium) �410
NAD�/NADH �320
FeS(ox/red) in mitoch. �305
Lipoic/dihydrolipoic �290
So/H2S �270
FAD/FADH2 �220
Acetaldehyde/ethanol �197
FMN/FMNH2 �190
Pyruvate/lactate �185
OAA/malate �170
Menaquinone(ox/red) �74
Cytb558(ox/red) �75 to �43
Fum/succ �33
Ubiquinone(ox/red) �100
Cytb556(ox/red) �46 to �129
Cytb562(ox/red) �125 to �260
Cytd(ox/red) �260 to �280
Cytc(ox/red) �250
FeS(ox/red) in mitoch. �280
Cyta(ox/red) �290
Cytc555(ox/red) �355
Cyta3(ox/red) in mitoch. �385

� �NO /NO3 2 �421
Fe3�/Fe2� �771
O2 (1 atm)/H2O �815

Note: Fd � ferredoxin; OAA � oxaloacetate; Fum � fumarate; succ �

succinate.
Sources: Refs. 3 and 4.

in flavoproteins (fp) is a flavin that can be either flavin
adenine dinucleotide (FAD) or flavin mononucleotide
(FMN). The prosthetic group in iron–sulfur proteins is a
cluster of iron–sulfide, which is abbreviated FeS. The pros-
thetic group in cytochromes is heme.

Each of the electron carriers has a different redox po-
tential, and the electrons are transferred sequentially to a
carrier of a higher redox potential. The standard redox po-
tentials at pH 7 (E�o) of the electron carriers and some elec-
tron donors and acceptors are listed in Table 1. Notice that
redox couples are generally written in the form oxidized/
reduced for biologists and biochemists. Several of the oxi-
dation–reduction reactions in the electron transport chain
can be reversed using excess energy provided by the Dp.
During reversal of electron transport, the protons enter the
cells driven by the Dp and the electrons travel to the more
negative potential creating a DE. (See equation 2.)* For
example, in Figure 7, the Dp can drive electrons from suc-
cinate through ubiquinone (UQ) to NAD�. (NAD� is the

*This means that the ratio of oxidation to reduction for several of
the electron carriers (fp, cytochromes, quinones, FeS proteins)
must be close to 1. Thus, for these reactions the Eh (actual poten-
tial at pH 7) of the redox couples are close to their midpoint po-
tentials, , which is the potential at pH 7 when the couple is 50%E�m
reduced (i.e., [ox] � [red]).

oxidized form of NADH and will accept two electrons and
a proton to become NADH.) This allows succinate to be
used as an electron donor to reduce NAD�. The NADH
that is formed is used for biosynthesis. The reversal of elec-
tron transport is discussed later (“Coupling Sites”).

Flavoproteins

Flavoproteins (fp) are electron carriers that have as their
prosthetic group an organic molecule called flavin. There
are two flavins, FMN and FAD (Fig. 2). The flavins are
made from the vitamin riboflavin. The addition of phos-
phate to riboflavin yields FMN, and the addition of ADP
to FMN yields FAD. When flavins are reduced they carry
2[H] (two electrons and two hydrogens), one on each of two
ring nitrogens (Fig. 2). There are many different fp, and
they differ with respect to their redox potentials and where
they are situated in the electron transport chain. The dif-
ferences in the redox potentials result from differences in
the protein component of the enzyme, not in the flavin it-
self.

Quinones

Quinones are fat soluble, that is, they are soluble in the
interior (lipid phase) of the membrane, which is nonaque-
ous. They are small and mobile and shuttle electrons be-
tween the complexes of protein electron carriers. Their
structure and oxidation–reduction reactions are shown in
Figure 3. Bacteria make two types of quinones that func-
tion during respiration: ubiquinone (UQ), a quinone also
found in mitochondria; and menaquinone (MQ or some-
times MK). Menaquinones have a much lower electrode
potential than ubiquinones and are used predominantly
during anaerobic respiration where the electron acceptor
has a low potential (e.g., during fumarate respiration). A
third type of quinone, plastoquinone, occurs in chloroplasts
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bacterial photosynthetic electron transport. Source: Ref. 5.
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Figure 4. FeS cluster. This is an Fe2S2 cluster. More than one
cluster may be present per protein. The sulfur atoms held only by
the iron are acid labile. The iron is bonded to the protein via sulfur
in cysteine residues. Source: Ref. 5.

and cyanobacteria, and functions in photosynthetic elec-
tron transport.

Iron–Sulfur Proteins

Iron–sulfur proteins contain nonheme iron and usually
acid-labile sulfur (Fig. 4). The term acid-labile sulfur
means that H2S is released from the protein when the pH
is lowered to approximately 1. This is because there is sul-
fide attached to iron by bonds that are ruptured in acid.
Generally, the proteins contain clusters in which iron and
acid-labile sulfur are present in a ratio of 1:1. However,
there may be more than 1 FeS cluster per protein. For ex-
ample, in mitochondria the enzyme complex that oxidizes
NADH has at least four FeS clusters (see Fig. 9). The FeS
clusters have different Eh values, and the electron travels
from one FeS cluster to the next toward the higher Eh. (The
Eh is the redox potential at physiological concentrations of
oxidized and reduced forms.) It appears that the electron

may not be localized on any particular iron atom, and the
entire FeS cluster should be thought of as carrying one
electron, regardless of the number of Fe atoms. These pro-
teins also contain cysteine sulfur, which is not acid labile
and which bonds the iron to the protein. There are several
different types of FeS proteins, and these catalyze numer-
ous oxidation–reduction reactions in the cytoplasm as well
as in the membranes. The FeS proteins cover a very wide
range of potentials, from approximately �400 mV to �350
mV. They therefore can carry out oxidation–reduction re-
actions at both the low potential end and the high potential
end of the electron transport chain, and indeed they are
found in several locations. An example of an FeS cluster is
shown in Figure 4. Note that each Fe is bound to two acid-
labile S and two cysteine S. This would be called an Fe2S2

cluster.

Cytochromes

Cytochromes are electron carriers that have heme as the
prosthetic group. Heme consists of four pyrrole rings at-
tached to each other by methene bridges (Fig. 5). Because
hemes have four pyrroles, they are called tetrapyrroles.
Each of the pyrrole rings is substituted by a side chain.
Substituted tetrapyrroles are called porphyrins. Therefore,
hemes are also called porphyrins. (An unsubstituted tetra-
pyrrole is called a porphin.) Hemes are placed in different
classes, described next, on the basis of the side chains at-
tached to the pyrrole rings. In the center of each heme
there is an iron atom that is bound to the nitrogen of the
pyrrole rings. The iron is the electron carrier and is oxi-
dized to ferric or reduced to ferrous ion during electron
transport.* Cytochromes are therefore one-electron carri-

*The electron carried by the iron is partly delocalized over the p-
electrons of the heme.
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ers. The Eh of the different cytochromes differ depending
on the protein and the molecular interactions with sur-
rounding molecules.

Classes of Cytochromes. There are four classes of cyto-
chromes (a, b, c, and d) that have hemes a, b, c, and d.
(Cytochrome o in bacteria is a b-type cytochrome.) As men-
tioned previously, the hemes can be distinguished accord-
ing to the side groups that they possess. Hemes can also
be distinguished spectrophotometrically. When cyto-
chromes are in the reduced state they have characteristic
light absorption bands in the visible range because of ab-
sorption by the heme. These are the �, the b, and the c

bands. The � bands absorb light between 500 and 600 nm,
the b absorb at a lower wavelength, and the c bands are in
the blue region of the spectrum. The spectrum for a cyto-
chrome c is shown in Fig. 6. Cytochromes are distin-
guished, in part, by the position of the maximum in the �
band. For example, cyt. b556 and cyt. b558 differ because the

former has a peak at 556 nm and the latter a peak at
558 nm.

ORGANIZATION OF THE ELECTRON CARRIERS
IN MITOCHONDRIA

The electron carriers are organized as an electron trans-
port chain in the inner mitochondrial membrane. The
scheme is shown in Figure 7. The protein electron carriers
(with the exception of cytochrome c) are organized in the
membrane as individual complexes (complexes I–IV) that
can be isolated from each other by appropriate separation
techniques after mild detergent extraction. Four com-
plexes can be recognized in mitochondria. They are com-
plex I (NADH–ubiquinone oxidoreductase), complex II
(succinate dehydrogenase), complex III (ubiquinol–cyto-
chrome c oxidoreductase, also called the bc1 complex), and
complex IV (cytochrome c oxidase, which is cytochrome
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Figure 7. Electron transport scheme in mitochondria. Electrons travel in the electron transport
chain from a low to a high electrode potential. Complexes I to IV are bracketed by dotted lines.
Complex I is NADH dehydrogenase, also called NADH-ubiquinone oxidoreductase. Complex II is
succinate dehydrogenase, also called succinate–ubiquinone oxidoreductase. Complex III is the bc1,
complex, also called ubiquinol–cytochrome c oxidoreductase. Complex IV is the cytochrome aa3

oxidase, also called cytochrome c oxidase. There are several FeS clusters in complexes I and II and
an FeS protein in complex III. Complex II also has a cytochrome b. fp, flavoprotein; FeS, iron–
sulfur protein; UQ, ubiquinone; b, cytochrome b; c1, cytochrome c1; c, cytochrome c; aa3, cytochrome
aa3. Source: Ref. 5.

aa3). Cytochrome c exists as a peripheral membrane pro-
tein that is easily extracted with water from the inner
membrane. Complexes I, III, and IV are coupling sites, a
Dp is generated by these complexes (see “Coupling Sites”).
The electron donors are either NADH or succinic acid.
NADH is generated during metabolism by various oxida-
tion reactions in the cytoplasm. It must be reoxidized to
NAD� in order that the cytoplasmic oxidations continue,
and this is done through electron transport in respiring
organisms. Succinic acid is generated from various organic
compounds such as carbohydrates, amino acids, and fatty
acids. It is actually an intermediate stage in the oxidation

of these compounds to CO2 (in the citric acid cycle). Suc-
cinic acid can also serve as an exogenous source of carbon
and energy for growth for many microorganisms. The elec-
trons and hydrogen are removed from the NADH or suc-
cinic acid by enzyme complexes called dehydrogenases
(complexes I and II). The dehydrogenases are named after
the substrate that donates the electrons. For example,
NADH donates electrons and hydrogen to NADH dehydro-
genase (complex I), and succinic acid donates electrons and
hydrogen to succinate dehydrogenase (complex II). The de-
hydrogenases then transfer the electrons to UQ, which
then transfers the electrons to cytochromes (complex III).
There is a pattern here that is worth emphasizing because
it is seen in bacteria as well. Dehydrogenases remove elec-
trons and pass these to quinones which in turn pass the
electrons to cytochrome oxidase complexes that transfer
the electrons to oxygen. The value of the quinone is that it
is a small diffusible molecule that connects the dehydro-
genase complexes with the cytochrome complexes.

Each complex can have several proteins. The most in-
tricate is complex I from mammalian mitochondria, which
has about 40 polypeptide subunits, at least four FeS cen-
ters, one FMN, and one or two bound UQs. Analogous com-
plexes have been isolated from bacteria, but in some cases
(e.g., NADH–ubiquinone oxidoreductase and the bc1 com-
plex), they have fewer protein components (7–10).

Inhibitors of Electron Transport

There are several well-known inhibitors of the electron
transport enzymes. These include rotenone and amytal,
which inhibit complex I, antimycin A, stigmatellin, and
myxothiazol, which inhibit complex III, and cyanide, azide,
and carbon monoxide, all of which inhibit complex IV.

ORGANIZATION OF THE ELECTRON CARRIERS IN
BACTERIA

Bacterial electron transport chains vary among the differ-
ent bacteria and also according to the growth conditions.



ELECTRON TRANSPORT 889

cAH2 Quinone

(a)

Dehydrogenase bc1 O2aa3

O2o

O2o

cbAH2 QuinoneDehydrogenase

(b) YReductaseAH2 QuinoneDehydrogenase

O2aa3
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complex removes electrons from an electron donor and transfers these to a quinone. The electrons
are transferred to an oxidase complex via a branched pathway. Depending on the bacterium, the
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anaerobically. Several reductases exist, each one specific for the electron acceptor. Y represents
either an inorganic electron acceptor other than oxygen, such as nitrate, or an organic electron
acceptor, such as fumarate. More than one reductase can simultaneously exist in a bacterium.
Source: Ref. 5.

However, there are certain features that bacterial electron
transport chains have in common with each other and with
mitochondria. As with the mitochondrial electron trans-
port chain, the bacterial chains are organized into dehy-
drogenase and oxidase complexes connected by quinones
(Fig. 8). The quinones accept electrons from dehydroge-
nases and transfer these to oxidase complexes via cyto-
chromes, for example, via cytochromes b and c to cyto-
chrome o or cytochrome aa3 oxidase. As with mitochondria,
the oxidase complexes reduce oxygen.

As opposed to mitochondria, bacteria are capable of us-
ing electron acceptors other than oxygen, denoted as Y in
Figure 8b, during anaerobic respiration. A commonly used
electron acceptor other than oxygen is nitrate, which can
be reduced to nitrite, ammonia, or nitrogen gas. In fact,
the depletion of nitrate from anaerobic soils is due to a
large extent to bacteria carrying out anaerobic respiration
and reducing the nitrate to nitrogen gas that escapes into
the atmosphere. Sulfate is also used as an electron accep-
tor by certain anaerobic bacteria that are responsible for
the production of hydrogen sulfide in various ecological
niches, including sulfur springs. The enzyme complexes
that reduce electron acceptors other than oxygen are called
reductases, rather than oxidases.

The dehydrogenase complexes are more varied than
found in mitochondria. Some of the dehydrogenase com-
plexes are NADH and succinate dehydrogenase complexes
analogous to complex I and II in mitochondria. However,
in addition to these dehydrogenases, there are several oth-
ers that reflect the diversity of substrates oxidized by the
bacteria as sources of carbon, energy and electrons. For

example, there are formic acid dehydrogenase, lactic acid
dehydrogenase, methanol dehydrogenase, methylamine
dehydrogenase, and so on. Many bacteria also have hydro-
gen gas (H2) dehydrogenases (called hydrogenases) and
use hydrogen gas as a source of energy and electrons.

Some bacteria grow on inorganic compounds as a source
of electrons and energy and therefore have enzymes to ox-
idize the inorganic compounds and transfer the electrons
to the electron transport scheme. Inorganic compounds
that can be used for this purpose by certain bacteria in-
clude ammonia, nitrite, ferrous ion, hydrogen sulfide, sul-
fur, and (as mentioned) hydrogen gas. These bacteria have
an enormous ecological impact and are crucial in the re-
cycling of inorganic materials in the biosphere.

Depending on the source of electrons and electron ac-
ceptors, bacteria can synthesize and substitute one dehy-
drogenase complex for another, or reductase complexes for
oxidase complexes. For example, when growing anaerobi-
cally, Escherichia coli makes the reductase complexes in-
stead of the oxidase complexes, represses the synthesis of
some dehydrogenases, and stimulates the synthesis of oth-
ers. For this reason, the electron carrier complexes in bac-
teria are sometimes referred to as modules because they
can be synthesized and plugged into the respiratory chain
when needed.

Another important difference between mitochondrial
and bacterial electron transport chains is that the routes
to oxygen in the bacteria are branched, the branch point
being at the quinone or one of the cytochromes. Under aer-
obic conditions there are often two or three branches lead-
ing to different oxidases. For example, a two-branched



890 ELECTRON TRANSPORT

electron transport chain might contain a branch leading to
cytochrome o oxidase and a branch leading to cytochrome
aa3 oxidase (cytochrome c oxidase). Other bacteria (e.g., E.
coli) have cytochrome o and d oxidase branches but do not
have the cytochrome aa3 branch. The ability to synthesize
branched electron transport pathways to oxygen confers
flexibility on the bacteria, because the branches may differ
not only in the Dp that can be generated (because they may
differ in the number of coupling sites) but their terminal
oxidases may also differ with respect to affinities for oxy-
gen. Switching to an oxidase with a higher affinity for ox-
ygen allows the cells to continue to respire even when ox-
ygen tensions fall to very low values. This is important to
ensure the reoxidation of electron carriers such as NADH
in order that the various oxidative steps in metabolism
continue at an acceptable rate.

COUPLING SITES

Sites in the electron transport pathway where redox re-
actions are coupled to proton translocation creating a Dp
are called coupling sites (11). In mitochondria there are
three coupling sites, and they are called sites 1, 2, and 3.
These are shown in Figure 7. Site 1 is the NADH dehydro-
genase complex (complex I), site 2 is the bc1 complex (com-
plex III), and site 3 is the cytochrome aa3 complex (complex
IV). The succinate dehydrogenase complex (complex II) is
not a coupling site. The ratios of protons translocated per
two electrons vary, depending on the complex. The bc1 com-
plex translocates four protons per two electrons, and de-
pending on the reported value, complexes I and IV trans-
locate from two to four protons per two electrons. (The
consensus value for mitochondrial complex I is 4H�/2e�.)
Parts of the electron transport chain are reversible, a nec-
essary situation if the source of electrons for biosynthesis
is a molecule with a redox potential higher than that of the
cell material being synthesized. For example, bacteria
growing on ammonia or nitrite as a source of electrons
must reverse electron transport in order to synthesize
NADH, which is used as a source of electrons for biosyn-
thesis. Electron transport must also be reversed when suc-
cinate is the electron donor for biosynthesis. During
reversed-electron flow, protons enter through coupling
sites 1 and 2, driven by the Dp, and the electrons are driven
toward the lower redox potential. This creates a positive
DE at the expense of the Dp (see equation 1.) Coupling site
3 is not physiologically reversible. Thus, water cannot
serve as a source of electrons for NAD� reduction using
reversed electron flow. However, during oxygenic photo-
synthesis, light energy can drive electrons from water to
NADP�, producing NADPH and O2. The mechanism of
photoreduction of NADP� is different from reversed elec-
tron flow.

P/O And P/2e Ratios

The synthesis of ATP during respiration is called oxidative
phosphorylation or respiratory phosphorylation. The num-
ber of ATPs made per 2 e� transfer to oxygen is called the
P/O ratio. It is equal to the number of ATP molecules
formed per atom of oxygen taken up when the Dp is used

solely for ATP synthesis. When an electron acceptor other
than oxygen is used, then P/2e� is substituted for P/O. In
mitochondria, the oxidation of NADH results in a P/O ratio
of about 3 reflecting the three coupling sites that exist be-
tween NADH and O2. These are complexes I, III, and IV.
The use of succinate as an electron donor results in a P/O
ratio of approximately 2 because electrons from succinate
enter at the UQ level, bypassing coupling site 1 (complex
I) that occurs between NADH and UQ (i.e., the NADH-
ubiquinone oxidoreductase reaction [Fig. 7]). The other two
coupling sites occur between UQ and oxygen. When elec-
trons enter the respiratory chain after the bc1 complex, the
P/O ratio is reduced to 1, indicating that the bc1 complex
(complex III) is the second coupling site and that site 3 is
cytochrome aa3 oxidase (complex IV). Each of these sites
is characterized by a drop in midpoint potential of about
200 mV, which is sufficient for generating the Dp required
for ATP synthesis (Fig. 9). The size of the Dp that can be
generated with respect to the DE is given in equation 1.

Number of ATPs Made According to Chemiosmotic Theory

Although it is usually stated that the number of ATPs
made per coupling site is 1, the number of ATPs made at
a coupling site need not be a whole number. This is because
the amount of ATP that can be made per coupling site is
equal to the ratio of protons translocated at the coupling
site to protons that reenter via the ATP synthase, and this
ratio need not be 1 (Fig. 10). For example, if 2 mol of pro-
tons is translocated at a coupling site and 3 mol of protons
enters through the ATP synthase, then 2/3 mol of ATP can
be made when 2 mol of electrons passes through the cou-
pling site. The ratio of protons translocated per two elec-
trons traveling through all the coupling sites to O2 is called
the H�/O ratio. It can be measured by administering a
pulse of a known amount of oxygen to an anaerobic sus-
pension of mitochondria or bacteria and measuring the ini-
tial efflux of protons with a pH electrode as the small
amount of oxygen is used up. A permeable anion such as
SCN� must be present so that proton extrusion is electro-
neutral, thereby allowing protons to accumulate in the
bulk phase. The reported values for H�/O for NADH oxi-
dation vary. However, there is a consensus that the true
value is probably around 10. The ratio of protons entering
via the ATP synthase to ATP made is called the H�/ATP
ratio. Values of H�/ATP from 2 to 4 have been reported,
and a consensus value of 3 can be used for calculations. For
intact mitochondria, an additional H� is required to bring
Pi electroneutrally from the cytosol into the mitochondrial
matrix in symport with H�, so H�/ATP would be 4. A value
of 10 for H�/O predicts a maximum P/O ratio of 2.5 (10/4)
for mitochondria. This means that the often-stated value
of 3 for a P/O ratio for NADH oxidation by mitochondria
may be a little too high. The number of protons translo-
cated per 2 e-traveling between succinate and oxygen (cou-
plings sites 2 and 3) in mitochondria is 6. Therefore, the
maximal P/O ratio for this segment of the electron trans-
port chain in mitochondria may be 6/4 or 1.5, rather than 2.

Uncouplers

Uncouplers of oxidative phosphorylation are toxic com-
pounds that short-circuit the proton current so that res-
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Figure 10. The ratio of protons extruded to protons translocated
through the ATPase determines the amount of ATP made. The
depiction of the ATP synthase does not attempt to describe the
known complexity of its structure. Source: Ref. 5.

piration continues (usually at an increased rate) but ATP
synthesis stops. The reason that ATP synthesis stops is
that the protons enter via the uncoupler rather than
through the ATP synthase. Two examples of uncouplers
are dinitrophenol (DNP) and carbonyl cyanide-p-trifluoro-
methylhydrazone (FCCP). They are organic compounds
that equilibrate protons across the membrane. As a con-
sequence, the Dp is collapsed.

Q Loops, Q Cycles, and Proton Pumps

The previous discussion points out that proton transloca-
tion takes place at coupling sites when electrons travel
downhill over a potential gradient of at least 200 mV (Fig.
9.) However, the mechanism by which the redox reaction
is actually coupled to proton translocation was not ex-
plained. There are two ways in which this is thought to
occur: (1) a Q loop or Q cycle, and (2) a proton pump. A Dp
is established in a similar way in both the Q loop and Q
cycle, as described next. However, some important differ-
ences do exist between these two mechanisms, and these
are discussed separately.

In the Q loop or Q cycle, reduced quinone carries hydro-
gen atoms and electrons (the equivalent of H2) across the
membrane and becomes oxidized, releasing only protons
on the external face of the membrane because the electrons
return electrogenically via electron transport carriers to
the inner membrane surface. When this occurs a DW is
established, outside positive because a positive charge (the
proton) has been left on the outer surface while a negative
charge (the electron) moves across the membrane toward
the inside surface. (Electrogenic means that a membrane
potential is established.) On the cytoplasmic side, the same
number of protons are taken up as were released on the
outside as the terminal oxidant (e.g., oxygen) is reduced by
the electrons. The result is the net translocation of protons
from the inside to the outside, although protons per se do
not actually traverse the membrane, as well as the gen-
eration of a DW. A DpH can be established if the protons
accumulate in the bulk phase outside of the cell. This can
occur only if an equal number of anions (negatively
charged ions) also accumulate to balance the positive
charge of the protons, or if the protons exchange with cat-
ions in the medium. For most bacteria, the major portion
of the Dp is due to the DW, although a small DpH is also
created. An exception are bacteria living in environments
that are much more acidic than their cytoplasm. For these
bacteria, the Dp is due mostly to the DpH.

The Q Loop. The essential feature of the Q loop model
is that the electron carriers alternate between those that
carry both hydrogen and electrons (flavoproteins and qui-
nones) and those that carry only electrons (FeS proteins
and cytochromes). This is illustrated in Figure 11. The
electron carriers and their sequence are flavoprotein (H
carrier), FeS protein (e� carrier), quinone (H carrier), and
cytochromes (e� carriers). The flavoprotein and FeS pro-
tein comprise the NADH dehydrogenase, which can be a
coupling site, although the mechanism of proton translo-
cation by the NADH dehydrogenase is not understood. Per-
haps it is a proton pump. When electrons are transferred
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Figure 11. Proton translocation showing a Q loop and a proton
pump. The diagram does not attempt to show the actual locations
of the electron carriers within the membrane. It is proposed that
the electron carriers exist in an alternating sequence of hydrogen
(H) and electron (e-) carriers. This would be (H)flavoprotein (fp),
(e-) iron–sulfur protein (FeS), (H)quinone (Q), and (e-)cyto-
chromes. Oxidation of the fp deposits two protons on the outer
membrane surface. The electrons return to the inner membrane
surface where a quinone is reduced, taking up two protons from
the cytoplasm. The reduced quinone diffuses to the outer surface
of the membrane where it is oxidized, depositing two more protons
on the surface. The electrons return to the cytoplasmic surface via
cytochromes where they reduce oxygen in a reaction that con-
sumes protons. Some cytochrome oxidases function as proton
pumps. During anaerobic respiration the cytochrome oxidase is
replaced by a reductase, and the electrons reduce some other elec-
tron acceptor, such as nitrate or fumarate. It should be noted that
electrons can also enter at the level of quinone, such as from suc-
cinate dehydrogenase. Source: Ref. 5.

from the FeS protein to quinone (Q) on the inner side of
the membrane, two protons are acquired from the cyto-
plasm. According to the model, the reduced quinone (QH2),
called quinol, then diffuses to the outer membrane surface
and becomes oxidized, releasing the two protons. The elec-

trons then return electrogenically via cytochromes to the
inner membrane surface where they reduce oxygen. This
would create a DW because the protons are left on the outer
surface of the membrane as the electrons move electrogen-
ically to the inner surface. Thus, quinol oxidation is a sec-
ond coupling site. As mentioned previously, the energy to
create the membrane potential is derived from the DE be-
tween the oxidant and the reductant. One way to view this
is that the energy from the DE pushes the electron to the
negative membrane potential on the inside surface. Note
that the role of the quinone is to ferry the hydrogens across
the membrane, presumably by diffusing from a reduction
site on the cytoplasmic side of the membrane to an oxida-
tion site on the outer side.

During reduction of the terminal electron acceptor, cy-
toplasmic protons are consumed. For example, during re-
duction of 1/2O2 to H2O, two protons are taken up from the
cytoplasm. Thus, the result is a net translocation of two
protons to the outside per QH2 oxidation, even though there
was no transmembrane movement of protons, per se. For
the purpose of calculating the expected Dp generated at a
coupling site, it makes no difference whetheronepostulates
the transmembrane movement of protons in one direction
or electrons in the opposite direction, because they both
carry the same charge, and equation 1 can be used.

The Q Cycle. Although the linear Q loop as described
above for the oxidation of quinol may accurately describe
quinol oxidation in E. coli and some other bacteria, it is
inconsistent with experimental observations of electron
transport in mitochondria, chloroplasts, and many bacte-
ria. For example, the Q loop predicts that the ratio of H�

released per QH2 oxidized is 2, whereas the measured ratio
in mitochondria and many bacteria is actually 4. In order
to account for the extra two protons, Mitchell suggested a
new pathway for the oxidation of quinol called the Q cycle,
which is more complicated than the Q loop (13) (Fig. 12.)
The Q cycle operates in an enzyme complex called the bc1

complex (complex III). The bc1 complex from bacteria con-
tains three polypeptides. These are cytochrome b with two
b-type hemes, an FeS protein containing a single 2Fe-2S
cluster (the Rieske protein), and cytochrome c1 with one
heme. The complex spans the membrane and has a site for
binding reduced ubiquinone, UQH2, on the outer surface
of the membrane called site P (for positive); and a second
site on the inner surface for binding UQ, site N (for nega-
tive) (Fig. 12). At site P, UQH2 is oxidized to the semiqui-
none anion, UQ� by the removal of one electron (Fig. 12a),
and the two protons are released to the membrane surface.
The electron travels to the FeS protein, and from there to
cytochrome c1 on its way to oxygen. The UQ� is then oxi-
dized to UQ by the removal of the second electron, which
is transferred to b556, also called bL because of its relatively
low E. The electron is then transferred across the mem-
brane to b560, also called bH because of its relatively high
E. Heme bH transfers the electron to UQ bound at site N,
reducing it to the semiquinone anion, UQ: Electron flow
from the QP site to the QN site is transmembrane and creates
a membrane potential. A second UQH2 is oxidized at the P
site and the is reduced to UQH2, picking up two pro-�UQN

tons from the cytoplasm (Fig. 12b). The UQH2 enters the
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Figure 12. The bc1 complex. The bc1 complex isolated from bacteria contains three polypeptides, which are a cytochrome b containing
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membrane and the cytochrome b is believed to span the membrane acting as an electron conductor. On the outer surface there is a binding
site in the bc1 complex for ubiquinol, UQH2 (the P site). On the inner surface (negative or n) there is a binding site in the bc1 complex for
ubiquinone, UQ (the N site). (a) Reduced ubiquinone binds to the P site and one electron is removed forming the semiquinone anion, UQ�

(reaction 1). At this time two protons are released on the outer membrane surface. The electron that is removed is transferred to the FeS
protein and from there to cytochrome c1 (step 5). (Cytochrome c1 transfers the electron to the terminal electron acceptor via a series of
electron carriers in other reactions.) In reaction 2 the second electron is removed from the semiquinone anion producing the fully oxidized
quinone, UQ. The second electron is transferred transmembrane via cytochrome b to ubiquinone at site N (steps 3 and 4). Because the
electron travels transmembrane a membrane potential is created, outside positive. (B). A second reduced ubiquinone is oxidized at the P
site, releasing two more protons, and the sequence of electron transfers is repeated. The UQ� at site N becomes reduced to UQH2, having
acquired two protons from the cytoplasm. Note that for every two UQH2 molecules that are oxidized, four protons are released, and one
UQH2 is regenerated. Therefore, four protons are released per one UQH2 oxidized. Another way of saying this is that the ratio, H�/e�, is
2. Source: Ref. 5.
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quinone pool. Thus, for every two UQH2 that are oxidized
releasing four protons, one UQH2 is regenerated. The net
result is the oxidation of one UQH2 to UQ with the release
of four protons, two from UQH2 and two from the cyto-
plasm. The situation can be summarized as the following:

� �P site: 2UQH � 2cyt.c r 2UQ � 2cyt.c � 4H � 2e2 ox red out
� �N site: UQ � 2e � 2H r UQHin 2

� �UQH � 2cyt.c � 2H r UQ � 2cyt.c � 4H2 ox in red out

In the pre–steady state, UQH2 can be oxidized at the N
site (by reversal) as well as the P site. The P site is inhib-
ited by myxathiozol and by stigmatellin, whereas the N
site is inhibited by antimycin. Therefore, a combination of
inhibitors is required to completely inhibit the oxidation of
UQH2 in the pre–steady state.

Advantage of the Q Cycle Over the Q loop. Because the
Q cycle translocates two protons per electron that flows to
the terminal electron acceptor, it generates a larger proton
current than the Q loop that translocates only one proton
per electron. This can result in more ATP synthesis. Con-
sider the situation where an ATP synthase requires the
influx of three protons to make one ATP. If the transfer of
an electron through the electron transport pathway re-
sulted in the translocation of one proton, then one-third of
an ATP could be made per electron. On the other hand, if
electron transport resulted in the translocation of two pro-
tons per electron, then two-thirds of an ATP could be made
per electron. In other words, the size of the proton current
generated by respiration determines the upper value of the
amount of ATP that can be made.

Pumps. Proton pumps are electron carrier proteins that
couple electron transfer to the electrogenic translocation of
protons (rather than electrons) through the membrane. It
is not understood exactly how these pumps work at the
molecular level, but perhaps the proton is passed from one
amino acid side group that can be reversably protonated
to another. A model for proton pumping is the light-driven
proton pump bacteriorhodopsin (14). Proton extrusion ac-
companies the cytochrome aa3 oxidase reaction when cy-
tochrome c is oxidized by oxygen in mitochondria and some
bacteria (Fig. 11). This can be observed by feeding elec-
trons into the respiratory chain at the level of cytochrome
c, from where they travel directly to the cytochrome aa3

oxidase. The experimental procedure is to incubate the
cells in lightly buffered anaerobic media with a reductant
for cytochrome c and a permeant anion (e.g., SCN�) or an
exchangeable cation such as valinomycin plus K�, so that
protons can exit electroneutrally and accumulate in the
medium. Changes in pH are measured with a pH electrode.
Upon the addition of a pulse of oxygen, given as an air-
saturated salt solution, a sharp, transient acidification of
the medium occurs, and the H�/O can be calculated. Be-
cause the only enzymatic reaction is the cytochrome aa3

oxidase reaction, it can be concluded that the cytochrome
aa3 oxidase pumps protons out of the cell during the redox
reaction. When similar experiments were done with Par-
acoccus denitrificans it was found that the P. denitrificans
cytochrome aa3 oxidase pumps protons with a stoichiom-
etry of 1H�/1e (15). Cytochrome oxidase pumping activity

can also be demonstrated in proteoliposomes* made with
purified cytochrome aa3. Because the proton pumps move
a positive charge across the membrane leaving behind a
negative charge, a membrane potential, outside positive,
develops. The membrane potential should be the same as
when an electron moves inward since the proton and the
electron carry the same charge (i.e., 1.6 � 10�19 C).

The mitochondrial NADH dehydrogenase complex
(NADH ubiquinol oxidoreductase) translocates four pro-
tons per NADH oxidized (16). Two types of NADH ubi-
quinol oxidoreductases exist in bacteria (9–11,17). One of
these, called NDH-1, is similar to the mitochondrial com-
plex I in that it is a multisubunit enzyme complex (ap-
proximately 14 polypeptide subunits) consisting of FMN
and FeS clusters and translocates protons across the mem-
brane during NADH oxidation (4H�/2e�). The mechanism
of proton translocation is not known. (The marine bacte-
rium, Vibrio alginolyticus, has a sodium-translocating
NDH [Na-NADH]). A second NADH/ubiquinol oxidoreduc-
tase, called NDH-2, is also present in bacteria. NDH-2 dif-
fers from NDH-1 in consisting of a single polypeptide and
FAD and not being an energy-coupling site. In E. coli,
NDH-1 and NDH-2 are simultaneously present (18). How
E. coli regulates the partitioning of electrons between the
two NAD dehydrogenases is not known, but clearly has
important energetic consequences.

PATTERNS OF ELECTRON FLOW IN INDIVIDUAL
BACTERIAL SPECIES

Although the major principles of electron transport as out-
lined above apply to nonphotosynthetic bacteria in general,
several different patterns of electron flow exist inparticular
bacteria, often within the same bacterium grown under dif-
ferent conditions (19). The patterns of electron flow reflect
the different sources of electrons and electron acceptors
that are used by the bacteria. For example, bacteria may
synthesize two or three different oxidases in the presence
of air and several reductases anaerobically. In addition, cer-
tain dehydrogenases are made only anaerobically because
they are part of an anaerobic respiratory chain. Further-
more, whereas electron donors such as NADH and FADH2

generated in the cytoplasm are oxidized inside the cell,
there are many instances of oxidations of other electron do-
nors in the periplasm in Gram-negative bacteria. (Gram-
negative bacteria are called thus because they fail to stain
with the Gram’s stain. They all possess a cell wall with com-
mon features and a periplasm. The periplasm is a compart-
ment that exists external to the cytoplasm between the cell
membrane and the cell wall. It is filled with a proteinacious
liquid called periplasm, and the cell wall’s rigid layer is
called murein.) Examples of substances found in thegrowth
medium or the environment that are oxidized in the peri-
plasm include hydrogen gas, methane, methanol, methyl-
amine, formate, perhaps ferrous ion, reduced inorganicsul-
fur, and elemental sulfur. In most of these instances
periplasmic cytochromes c accept the electrons from the

*Proteoliposomes are lipoprotein vesicles made in the laboratory
with purified proteins and phospholipids.
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Figure 13. Aerobic respiratory chain in E. coli. A variety of de-
hydrogenase complexes are possible, such as NADH dehydroge-
nase, succinate dehydrogenase, lactate dehydrogenase, and
glycerol-3-phosphate dehydrogenase. The chain branches at the
level of ubiquinone (UQ) to two alternate quinol oxidases, cyto-
chrome bo and bd. Cytochrome bd complex has a higher affinity
for oxygen and is synthesized under low oxygen tensions where it
becomes the major route to oxygen. Coupling sites, where protons
are translocated to the outer surface, occur during NADH oxida-
tion, catalyzed by NADH ubiquinone oxidoreductase (also called
NDH-1), and quinol oxidation, catalyzed by cytochrome bo com-
plex or cytochrome bd complex. Additionally, cytochrome bo is a
proton pump. E. coli has a second NADH dehydrogenase, called
NADH-2, that does not translocate protons. Therefore, the num-
ber of protons translocated per NADH oxidized can vary from two
(NADH-2 and bd complex) to eight (NADH-1 and bo complex).
Source: Ref. 5.
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MQ
UQ
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Figure 14. Anaerobic respiratory chains in E. coli. When oxygen is absent, E. coli synthesizes any
one of several membrane-bound reductase complexes depending on the presence of the electron
acceptors. Nitrate induces the synthesis of nitrate reductase and represses the synthesis of the
other reductases. Menaquinone must be used to reduce some of the reductases, such as fumarate
reductase, because it has a sufficiently low midpoint potential (�74 mV). Ubiquinol can reduce
nitrate reductase. Each reductase may be a complex of several proteins and prosthetic groups
through which the electrons travel to the terminal electron acceptor. The transfer of electrons from
the dehydrogenases to the reductases results in the establishment of a proton potential. If the
dehydrogenase has site one activity, there can theoretically be two coupling sites, one at the de-
hydrogenase step and one linked to quinol oxidation at the reductase step. Cyt b, cytochrome b;
FeS, nonheme iron–sulfur protein; FAD, flavoprotein with flavin adenine dinucleotide as the pros-
thetic group; Mo, molybdenum; TMANO, trimethylamine N-oxide; DMSO, dimethylsulfoxide; MQ,
menaquinone; UQ, ubiquinone. Source: Ref. 5.

electron donor and transfer them to electron carriers in the
cell membrane. The discussion that follows is not complete,
but is meant to convey the diversity of electron transport
systems found in bacteria.

Escherichia coli

E. coli is a Gram-negative heterotrophic facultative anaer-
obe. Heterotrophic means that it grows on organic carbon
as a source of carbon. (Autotrophic means that it grows on
carbon dioxide as its major source of carbon.) Facultative
means that it can be grown aerobically using oxygen as an
electron acceptor, anaerobically (e.g., using nitrate or fu-
marate as the electron acceptor), or anaerobically via fer-
mentation. Fermentation means that it does not respire
but instead reoxidizes the NADH produced during metab-
olism in the cytoplasm using organic compounds provided
by metabolism as electron acceptors, and synthesizes ATP
in the cytoplasm via a mechanism called substrate-level
phosphorylation, which is different from oxidative phos-
phorylation. The bacteria adapt to their surroundings, and
the electron transport system that the cells assemble re-
flects the electron acceptor that is available. When none is
available, they ferment.

Aerobic Respiratory Chains. When grown aerobically, E.
coli makes two different cytochrome oxidase complexes, cy-
tochrome o complex and cytochrome d complex, resulting in
a branched respiratory chain to oxygen (Fig. 13) (20). In
these pathways, electrons flow from ubiquinol to the ter-



896 ELECTRON TRANSPORT

bc1UQ cDehydrogenase

Dehydrogenase

O2

O2

Cyt aa3

Cyt bb3

Methanol

(a)

bc1UQ cDehydrogenase

NO3
�

NO2
�

NO

N2O

Nitrite reductase

Nitrate reductase

Nitric oxide reductase

Nitrous oxide reductase

(b)

1
2

N2
1
2

Figure 15. A model for electron transport pathways in Paracoccus denitrificans. (a) Aerobic. The
pathway has two branch points. One branch is at the level of ubiquinone leading to one of two
ubiquinol oxidases, that is, the cyt bc1 complex or cyt bb3. Both of these quinol oxidases are coupling
sites. The bc1 complex extrudes two protons per electron via the Q cycle. Cyt bb3 is a proton pump
and extrudes one proton per electron vectorially, whereas the second proton is extruded via a Q
loop. A second branch point occurs at the level of the bc1 complex. Electrons can flow either to cyt
aa3, which is a proton pump, or to cyt bb3, which has been reported to pump protons under certain
experimental conditions. NDH-1 is also a coupling site. (b) Anaerobic. When the bacteria are grown
anaerobically using nitrate as the electron acceptor, the cytochrome aa3 levels are very low, and
the electrons travel from ubiquinone to nitrate reductase and also through the bc1 complex to nitrite
reductase, nitric oxide reductase, and nitrous oxide reductase. Source: Ref. 5.

minal oxidase complex, and therefore the oxidases are also
called ubiquinol oxidases. The cytochrome o complex from
E. coli is a proton pump, with a stoichiometry of 1H�/e�.
Cytochrome o complex is the predominant cytochrome oxi-
dase when the oxygen levels are high. When the oxygen
tensions are lowered, E. coli makes cytochrome oxidase d.
The cytochrome d oxidase complex has a higher affinity for
oxygen than does the cytochrome o complex, suggesting a
rationale for why it is the dominant oxidase during growth
at low oxygen tensions. Cytochrome d is not a proton pump.

The cytochrome o pathway is more energeticallyefficient
(21). For every two electrons traveling from ubiquinol to
oxygen via cytochrome o, four protons are translocated (i.e.,
two in the Q loop and two by the cytochrome o pump). As-

suming a H�/ATP of 3 (i.e., the ATP synthase translocates
inwardly three protons per ATP made), then four-thirds or
1.33 ATPs can be made. Because cytochrome d is not a pro-
ton pump, only two-thirds or 0.67 ATPs can be made per
two electrons during quinol oxidation via this route.

Physiological Significance of Alternate Electron Routes
That Differ in the Number of Coupling Sites. Because the
NDH-1 dehydrogenase may translocate as many as four
protons per two e�, whereas the NDH-2 dehydrogenase
translocates 0, the number of protons translocated per
NADH oxidized can theoretically vary from two (NDH-2
and cytochrome d complex) to eight (NDH-1 and cyto-
chrome o complex). This means that the ATP yields per
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Figure 16. Oxidation of methanol by P. denitrificans. Methanol
is oxidized to formaldehyde by a periplasmic methanol dehydro-
genase. The electrons are transferred to periplasmic cytochromes
c and to a membrane bound cytochrome aa3, which is also a proton
pump. A Dp is created due to the electrogenic influx of electrons
and the electrogenic efflux of protons, accompanied by the release
of protons in the periplasm (methanol oxidation) and uptake in
the cytoplasm (oxygen reduction). Source: Ref. 5.

NADH oxidized can vary fourfold, from two-thirds or 0.67
to eight-thirds or 2.7. It also means that E. coli has great
latitude in adjusting the Dp generated during respiration.
Because a large Dp can drive electron transport in reverse
and thus slow down oxidation of NADH, it may be an ad-
vantage to be able to direct electrons along alternate routes
that bypass coupling sites and translocate fewer protons.
This could ensure adequate rates of reoxidation of NADH
so that the oxidative steps in metabolism can continue at
a reasonable rate.

Anaerobic Respiratory Chains. In the absence of oxygen,
E. coli can use either nitrate or fumarate as an electron
acceptor. The nitrate is reduced to nitrite or further re-
duced to ammonia, and the fumarate is reduced to succi-
nate, all of which are excreted into the medium* (22). The
anaerobic respiratory chains consists of a dehydrogenase,
a reductase, and a diffusible quinone to mediate the trans-
fer of electrons between the dehydrogenase and the reduc-
tase (Fig. 14). There can be two coupling sites, one at the

*Fumarate is reduced to succinate using the membrane-bound en-
zyme fumarate reductase. Nitrate is reduced to nitrite using the
membrane-bound nitrate reductase, which resembles the dissi-
milatory nitrate reductase in P. denitrificans. Both fumarate and
nitrate reductases are coupled to the generation of a Dp, probably
via a quinone loop. Nitrite is reduced to ammonia using an NADH-
linked cytoplasmic enzyme (NADH-nitrite oxidoreductase). The
ammonia is not assimilated, nor is energy conserved in the reac-
tion. Nitrite is toxic to bacteria and probably the reduction to am-
monia functions to reduce toxic levels.

dehydrogenase step (site 1) and one at the quinone (i.e., a
quinone loop). Anaerobic respiration occurs only in the ab-
sence of oxygen because oxygen represses the synthesis of
the nitrate and fumarate reductases. When presented with
nitrate anaerobically, only the nitrate reductase is made
because nitrate represses the synthesis of the fumarate
reductase. Thus, there exists a hierarchy of electron accep-
tors for E. coli (i.e., oxygen � nitrate � fumarate). This
may reflect the energy yields of the electron transport
pathways, because oxygen has the highest electrode poten-
tial and fumarate the lowest (Table 1).

Paracoccus denitrificans

P. denitrificans is a nonfermenting Gram-negative facul-
tative anaerobe that can obtain energy from either aerobic
respiration or nitrate respiration (13,23). The bacterium
can grow heterotrophically on a wide variety of organic car-
bon sources or autotrophically on H2 and CO2 under an-
aerobic conditions using nitrate as the electron acceptor. It
can be isolated from soil by anaerobic enrichment with me-
dia containing H2 as the source of energy and electrons,
Na2CO3 as the source of carbon, and nitrate as the electron
acceptor. Electron transport in P. denitrificans receives a
great deal of research attention because certain features
closely resemble electron transport in mitochondria.

Aerobic Pathway. P. denitrificans differs from E. coli in
that it has a bc1 complex and a cytochrome aa3 oxidase
(cytochrome c oxidase), and in this way resembles mito-
chondria (Fig. 15). The composition of the electron trans-
port chain varies with the growth conditions and other ox-
idases can be present.* The aerobic pathway is thought by
some to branch at UQ or perhaps at cytochrome c.† It is
not known to what extent the cytochrome bb3 branch func-
tions during aerobic growth. It has been suggested that the
cytochrome bb3 pathway serves as a Dp release valve. The
idea is that under conditions where ATP consumption di-
minishes, electron flow through the two coupling sites, the
bc1 complex and cytochrome aa3 complex, generates a Dp
that can build to a point of retarding electron flow through
the bc1 complex. (Recall that electron flow can be driven
in the reverse direction by the Dp.) Under these conditions,
the electrons would be shunted to cytochrome o. In this
way, the rates of oxidation of NADH and ubiquinol could
be maintained.

P. denitrificans has three coupling sites. Site 1 is the
NADH dehydrogenase (NADH-ubiquinone oxidoreduc-
tase) and this translocates two to three protons per two
electrons. Site 2 is the bc1 complex that translocates four
protons per two electrons due to the Q cycle. Site 3 is the
cytochrome aa3 oxidase that pumps two protons per two
electrons across the membrane. As described later, P. den-
itrificans also oxidizes methanol and in this case the elec-
trons enter at cytochrome c, thus bypassing the bc1 site.

*For example, when the bacteria are grown under low oxygen ten-
sions, cytochrome aa3 is decreased, and cytochrome o, cytochrome
cd (nitrite reductase with oxidase activity), and cytochrome a1 are
increased.
†There are several cytochromes c (at least eight), some of which
are in the membrane, and some in the periplasm.
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Figure 17. A model for the electron transport system of W. succinogenes. (a) Electrons flow from
H2 and formate through menaquinone (MQ) to fumarate reductase. (b) Illustration showing that
the catalytic portions of hydrogenase and formate dehydrogenase are periplasmic, whereas fuma-
rate reductase reduces fumarate on the cytoplasmic side. Electrons flow electrogenically to fuma-
rate. A Dp is created because of electrogenic influx of electrons together with the release of protons
in the periplasm, and their consumption in the cytoplasm. Source: Ref. 24.

Anaerobic Pathway. P. denitrificans can also grow an-
aerobically using nitrate as an electron acceptor, reducing
it to nitrogen gas in a process called denitrification (Fig.
15) (25,26). During anaerobic growth on nitrate the elec-
tron transport chain is very different than during aerobic
growth. The cells contain cytochrome o, nitrate reductase,
nitrite reductase, nitric oxide reductase, and nitrous oxide
reductase.* The levels of cytochrome aa3 are very low. The

*Nitrate reductase is a membrane-bound molybdenum protein
with three subunits, �, b, and c. The c subunit is a cytochrome b.
A proposed route for electrons is from ubiquinol to the FeS centres
of the b subunit, and from there to the molybdenum center at the
active site in the � subunit. The � subunit then reduces the ni-
trate. The molybdenum is part of a cofactor (prosthetic group)
called the molybdenum cofactor (Moco), which consists of molyb-
denum bound to a pterin. The Moco prosthetic group is in all
molybdenum-containing proteins, except nitrogenase. (The mo-
lybdenum cofactor from nitrogenase contains nonheme iron and
is called FeMo cofactor or FeMoco.) Nitrite reductase is a peri-
plasmic enzyme that reduces nitrite to nitric oxide. Nitrite reduc-
tase from P. denitrificans has two identical subunits. These have
hemes c and d1. Nitric oxide reductase is a membrane-bound en-
zyme that reduces nitric oxide to nitrous oxide. It has heme b and
heme c. Nitrous oxide reductase is a periplasmic enzyme that re-
duces nitrous oxide to nitrogen gas. It has two identical subunits
containing Cu.

nitrate ( ) is reduced to nitrite ( ) in a two-electron� �NO NO3 2

transfer via a membrane-bound nitrate reductase. The
is reduced to nitric oxide (NO) in a one-electron trans-�NO2

fer via a periplasmic* nitrite reductase. The NO is reduced
to 1⁄2 mol of nitrous acid (1⁄2 N2O) in a one-electron step via
a membrane-bound nitric oxide reductase. And the 1/2
N2O is reduced to 1/2 mol of nitrogen gas (1/2 N2) in a one-
electron step by a periplasmic nitrous oxide reductase.
Thus, a total of five electrons flow in and out of the cell
membrane through membraneous electron and peri-
plasmic electron carriers from ubiquinol to the various re-
ductases in order to reduce 1 mol of to 1/2 N2. As�NO3

shown in Figure 15, the electron transport pathway in-
cludes several branches to the individual reductases. The
first branch site is at UQH2, where electrons can flow ei-
ther to nitrate reductase or to the bc1 complex. Then there
are three branches to the three other reductases after the
bc1 complex at the level of cytochrome c. In agreement with
the model, electron flow to nitrate reductase is not sensi-
tive to inhibitors of the bc1 complex, whereas electron flow
to the other reductases is sensitive to the inhibitors.

In P. denitrificans, Pseudomonas aeruginosa, and many
other facultative anaerobes, both the synthesis and activ-

*The periplasm is an area in Gram-negative bacteria that exists
between the cell membrane and the cell wall.
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ity of the denitrifying enzymes are prevented by oxygen.
However, in certain other facultative anaerobes, including
Comamonas sp. and certain species of Pseudomonas,
Thiosphaera pantotropha, and Alcaligenes faecalis, deni-
trifying enzymes are made and are active in the presence
of oxygen (27). In these systems, both oxygen and nitrate
are used simultaneously as electron acceptors, although
aeration can significantly decrease the rate of nitrate re-
duction. The advantage of corespiration using both oxygen
and nitrate is not obvious.

Periplasmic Oxidation of Methanol. Many Gram-
negative bacteria oxidize substances in the periplasm and
transfer the electrons to membrane-bound electron carri-
ers, often via periplasmic cytochromes c. An example is P.
denitrificans, which can grow aerobically on methanol
(CH3OH) by oxidizing it to formaldehyde (HCHO) and 2H�

with a periplasmic dehydrogenase, methanol dehydroge-
nase (Fig. 16).

�CH OH r HCHO � 2H3

The electrons are transferred from the dehydrogenase to
c-type cytochromes in the periplasm. The cytochromes c
transfer the electrons to cytochrome aa3 oxidase in the
membrane, which reduces oxygen to water on the cyto-
plasmic surface. A Dp is established due to the inward flow
of electrons and the outward pumping of protons by the
cytochrome aa3 oxidase, as well as the release of protons
in the periplasm during methanol oxidation and consump-
tion in the cytoplasm during oxygen reduction. Because the
oxidation of methanol bypasses the bc1 coupling site, the
ATP yields are lower. In addition to methanol, the bacteria
can grow on methylamine , which is oxidized by�(CH NH )3 3

methylamine dehydrogenase to formaldehyde, , and�NH4

2H�. The formaldehyde is eventually oxidized to CO2,
which is assimilated into cell material via the Calvin cycle.
(The Calvin cycle is the pathway that green plants, cyano-
bacteria, and many bacteria use to grow on CO2.)

� � �CH NH � H O r HCHO � NH � 2H3 3 2 4

Methylamine dehydrogenase is also located in the peri-
plasm and donates electrons via cytochromes c to cyto-
chrome aa3, bypassing the bc1 complex.

Wolinella succinogenes

Fumarate respiration occurs in a wide range of bacteria
growing anaerobically (24). This is probably because fu-
marate itself is formed from carbohydrates and protein
during growth. W. succinogenes is a Gram-negative anaer-
obe isolated from the rumen. It can grow at the expense of
H2 or formate, both produced in the rumen by other bac-
teria. The electron transport pathway is shown in Figure
17. The active sites for both the hydrogenase and formate
dehydrogenase are periplasmic, whereas the active site for
the fumarate reductase is cytoplasmic. A Dp is produced
when electrons travel electrogenically across the mem-
brane from the electron donor on the outside to fumarate
on the inside.
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INTRODUCTION

Electrophoresis is the movement in a liquid of a charged
particle under the influence of an electric field. Because of
its unique ability to separate charged biological macro-
molecules such as proteins and nucleic acids, electropho-
resis is a mainstay in all fields of academic and industrial
biological sciences. Over the last 50 years, a large body of
work has been generated detailing the development of
various electrophoretic analysis techniques. Among the

applications currently in use, one-dimensional SDS poly-
acrylamide gel electrophoresis (SDS PAGE) is by far the
most common for protein separations. Using the negatively
charged detergent sodium dodecyl sulfate (SDS) to dena-
ture and give a constant negative charged-to-mass ratio to
the proteins, SDS PAGE separates according to size and is
frequently used to check purity or complexity of a sample.
Isoelectric focusing (IEF), which separates either native or
denatured proteins by their isoelectric point, provides a
different criteria for assessing purity or complexity of a
sample and is the critical first step or dimension in two-
dimensional SDS PAGE (2D SDS PAGE). The second di-
mension is SDS PAGE, giving an IEF- and size-based sep-
aration for the protein sample. 2D SDS PAGE is a
mainstay in the field of proteomics, which studies gene ex-
pression at the protein level.

RNA and DNA separations use both agarose for larger
molecules and acrylamide for smaller-sized nucleic acid
fragments. In addition to the purification, isolation, and
sizing of nucleic acids, applications relying on electropho-
resis include DNA sequencing and gene analysis. DNA
sequencing, which uses thin rectangular acrylamide sep-
aration gels to separate short (�500 bases) DNA oligonu-
cleotides, is performed with both manual and automated
sequencing systems and is central to the numerous ge-
nome initiatives aimed at determining the DNA sequence
of an organism’s entire genome.

BACKGROUND

Electrophoresis has been studied for nearly two centuries
(1). Starting in the early 1800s, researchers noted that col-
loidal clay particles are negatively charged and will move
toward the positively charged electrode (anode). This ob-
servation was expanded by many to include positively
charged particles moving toward negatively charged elec-
trodes. Furthermore, the number of charges on the particle
influenced the speed of movement. The foundation of mod-
ern electrophoresis started with the Ph.D. thesis of Arne
Tiselius in 1930 (University of Uppsala, Uppsala, Sweden),
in which he demonstrated moving zones of serum proteins
in free solution. For the first time, protein components in
serum could be separated out, giving the current desig-
nation of �-, b-, and c-globulin (2,3). His work on electro-
phoresis and adsorption led to the Nobel Prize in Chem-
istry in 1948.

By the 1950s, several variations of electrophoresis were
in use. The movement of bacteria, protozoa, blood cells,
and even protein-coated quartz particles could be observed
directly and studied in detail with a microscope. Although
useful, the study of electrophoresis using the microscope
was rapidly replaced by the technique developed by Tise-
lius, referred to as the moving boundary procedure. The
moving boundary technique, instead of observing a single
particle with a microscope, monitored the bulk movement
of a protein-containing solution during electrophoresis. By
placing the protein solution in a U-shaped tube and then
overlaying with the appropriate buffer solution, the origi-
nal protein solution will begin to migrate as a boundary
into the buffer solution when subjected to an electric field.
This boundary represents the leading or trailing edge of
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the charged proteins as they move to the positive or the
negative electrode.

The moving boundary procedure greatly expanded our
knowledge of protein behavior in solution and permitted
charged-based separation of complex mixtures and recov-
ery of purified proteins. It is interesting to note that when
the first separation of human serum was achieved with the
moving boundary technique, the terminology for �-, b-, and
c-globulin was given by Tiselius to indicate the fastest,
next fastest, and slowest globulin seen. By altering the pH
of the buffered solutions, proteins would migrate either to-
ward the positive or the negative electrode. By studying
the movement as influenced by the pH of the buffer, the
isoelectric points (or the pH where the net charge on the
protein is 0) of many proteins were determined. The mov-
ing boundary procedure also brought other needed tech-
nology to bear on the problem of separations of proteins,
including image analysis. Using schlieren scanning, the
profile of the separated proteins could be visualized on a
screen and then recorded.

The work by Tiselius was a triumph over the many
physical factors that interfere with electrophoretic sepa-
rations. Heat dissipation in particular continues to be a
major problem in modern electrophoresis. Convective mix-
ing is a severe problem in free solution and is caused by
differential heating of the buffer or sample. When warmed,
the solution expands and becomes more buoyant, leading
to mixing and a loss of resolution. To minimize heat build
up in the Tiselius apparatus, rectangular tubes were used
to maximize the heat exchange from the U-shaped tube
during electrophoresis, and the tube was further bathed in
a water bath at 4 �C. At this temperature, water is most
dense and is less prone to the effects of heat fluctuation.

However, moving molecules in free solution have a num-
ber of drawbacks, including mixing of zones that limit res-
olution. The addition of a solid support, such as agarose or
acrylamide, stabilizes the separation against convective
mixing, allowing higher-resolution separations. Addition-
ally, the porosity and chemistry of the gel separation me-
dium influences molecule migration and plays a significant
role in defining separations. Electrophoresis on solid sup-
ports was originally referred to as zone electrophoresis,
simply meaning that in a solid medium, proteins separate
into individual component bands, or zones, rather than
moving as a boundary in free solution. The zone technique
in its original form used filter paper or silica gel as a solid
support and was the earliest example of the modern tech-
niques of electrophoresis that are currently being used to-
day in laboratories for separating proteins and nucleic ac-
ids. Currently polyacrylamide or agarose is the solid
support of choice for electrophoresis.

ELECTROPHORESIS THEORY

The force driving the charged molecule through the sepa-
ration medium is the product of the charge Q on the protein
or nucleic macro-ion and the potential gradient E across
the electrophoresis chamber:

QE

Resistance from the surrounding medium counteracts the

movement, with Newton’s law indicating that the move-
ment will experience an equal but opposite force. As a
starting point to understand electrophoretic behavior of a
molecule, Stokes’s law, which approximates particle move-
ment in a free solution, defines the resistance to electro-
phoresis as

f � 6prvg

where f is the resistance of the medium to electrophoresis
of the molecule, r represents radius of the particle (as-
sumed to be a sphere), v is velocity of the particle, and g is
viscosity of the liquid.

These two basic equations indicate that molecule
charge, size, and shape, solution viscosity, and applied volt-
age gradient all play a role in electrophoresis. Although
these equations are idealized, a number of general conclu-
sions can be drawn. For a given size, more charge on the
molecule will increase the separation speed, and for a
given charge a larger molecule will migrate more slowly.
Increasing the applied voltage gradient will speed sepa-
ration as well. Several other factors also affect separation.
Proteins and nucleic acid fragments are typically not
spheres and can have complex structures. For example, a
protein with a compact native structure will become ex-
tended upon full denaturation and reduction of internal
disulfide bonds. The extended protein interacts more with
the surrounding gel and buffer, experiencing more fric-
tional resistance, and moves more slowly. Furthermore,
separations usually take place in porous gels that sieve
and interact with the molecules during electrophoresis.
From a practical point of view, heat generation is among
the most difficult problems to contend with. Increased tem-
peratures decrease viscosity and the electrical resistance
of the buffer and if not controlled will lead to localized heat-
ing, causing poor results and limited reproducibility. Typ-
ically buffer concentration is determined as a compromise
between providing enough buffering capability to keep the
pH of the solution stable and a low enough ionic strength
to minimize heat generation at a voltage high enough to
result in a rapid separation.

ELECTRICAL PARAMETERS, SAFETY,
AND ELECTROPHORESIS

Ohm’s law is important for understanding the practical
day-to-day use of electrophoresis and can be stated in a
variety of forms:

V � IR

I � V/R

P � VI
2P � I R

where V is voltage in volts, I is current in amps, R is in
ohms, and P is power in watts. A full appreciation of how
the basic electrical parameters of electrophoresis interact
is required to ensure safe operation and day-to-day repro-
ducibility. A gel can be viewed as a resistor, and the power
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Table 1. Separation Size Range for Proteins in
Acrylamide

% Acrylamide
Size separation range of protein standard

(Da)

5 25,000–200,000
10 14,000–200,000
15 14,000–66,000
20 14,000–45,000
5–20% 14,000–300,000
Gradient

Source: Refs. 7 and 8.

supply as the voltage and current source. Most power sup-
plies deliver constant voltage or constant current, and
more specialized power supplies give constant power. The
multiple outlets on the power supply are wired in parallel,
so current is additive. That is, doubling the number of sep-
aration tanks will require doubling the current output of
the power supply to give the same starting voltage.

Typical separation conditions for proteins and DNA in
acrylamide and agarose require �500 V and �200 mA. Ex-
ceptions are found in isoelectric focusing where voltages
up to 5,000 V are used, and DNA sequencing where up to
2,000 V and 80 W are used. Keeping careful records of the
starting voltage, current, and power will quickly identify
problems. For example, excess heating will cause the cur-
rent to go up dramatically, while atypical electrical read-
ings at the beginning indicate an incorrect buffer concen-
tration or pH.

When assembling and using electrophoretic instrumen-
tation, care must be exercised to avoid a potentially lethal
shock. To start, the power supply should be turned off. Note
that in all manipulations connecting and disconnecting the
power supply, use one hand only. Using both hands will
provide a path through the chest should a shock occur. Typ-
ically the red lead from the separation chamber is con-
nected to the red input on the power supply, and the black
lead is connected to the black input. Note that proteins can
be positively charged under native conditions and that the
polarity of the jacks may need to be reversed in order to
have electrophoresis proceed in the correct direction. This
is simply because manufactures have based their stan-
dards on separation of negatively charged proteins found
in SDS PAGE (see later) and nucleic acids, which are in-
trinsically negative due to their phosphate backbone. Once
connected, turn the power supply on and program or dial
in the appropriate current or voltage. When the run is com-
plete, turn the power supply down to zero before turning
off, to ensure no excess charge is left in the capacitors in
the power supply. Once the display reads zero, turn off and
disconnect.

PORE SIZE AND SEPARATION MATERIAL

The choice of acrylamide or agarose gel depends on the
application and the size the molecule and is governed in
large part by the porosity of the two matrices. Acrylamide
is composed of long chains of acrylamide monomers cross-
linked with the bifunctional reagent N,N�-methylene bis-
acrylamide to form a mesh of pores (4–6) and the sieving
network that separates larger from smaller molecules and
provides size discrimination. Polyacrylamide is formed by
polymerizing the acrylamide monomers and the cross-
linking agent N,N�-methylene bisacrylamide with the ad-
dition of the initiator ammonium persulfate and the accel-
erator N,N,N�,N�-tetramethylethylenediamine (TEMED).
Polyacrylamide is typically used at concentrations ranging
from 5 to 20 % total monomer (Table 1). Acrylamide con-
centrations below 3–4 % T at 2–3 % bisacrylamide produce
gels that are very difficult to handle and still have pores
too small for many nucleic acid applications.

In contrast, agarose is a galactan hydrocolloid from agar
derived from marine algae (5). To prepare a separation gel,
powdered agarose is dissolved by heat in the electropho-
resis buffer and then allowed to solidify into a gel by cool-
ing. Typical concentrations of agarose (0.75–1.5%) have
very large pores that can fractionate much larger mole-
cules than those in acrylamide. Agarose is typically used
for nucleic acid separations and to a lesser extent isoelec-
tric focusing (see later).

STANDARDIZATION AND CALIBRATION

To simplify gel-to-gel comparisons, common definitions are
used to describe acrylamide gel concentration and mole-
cule mobility (4–7):

Rr � Distance migrated by band/distance migrated by
reference marker
%T � Total monomer (acrylamide � bisacrylamide) in
g/100 mL final gel solution
%C � Bisacrylamide g/ (acrylamide � bisacrylamide)
g � 100

Relative mobility, Rf , is a useful way to compare gels be-
cause it places the migration relative to an internal ref-
erence marker or tracking dye, usually bromophenol blue.
Tracking dyes are also a useful visual indicator of gel per-
formance, and any distortions in the separation can be
seen before the separation is complete.

To determine molecule size, molecular weight or size
standards are required for both protein and nucleic acid
separations (Table 2 and Fig. 1). These are added to a lane
on the gel along with the sample for comparison after sep-
aration and visualization, and are available from a variety
of commercial companies.

VISUALIZATION

Separated proteins are typically visualized through equil-
ibration with a protein-binding blue dye, Coomassie blue
R 250, or by silver staining (7,10). Alternative techniques
include prelabeling the proteins with a radioactive amino
acid, and then analysis by exposure to X-ray film in a pro-
cedure called autoradiography. Postseparation analysis
and labeling of the proteins with a fluorescent tag and then
finally analyzing the proteins through fluorescent detec-
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Table 2. Protein Molecular Weight Standards

Protein
Molecular weight

(Da)

�-Lactalbumin 14,200
b-Lactoglobulin 18,400
Carbonic anhydrase 29,000
Ovalbumin 45,000
Bovine serum albumin 66,000
Phosphorylase b (rabbit muscle) 97,400
b-Galactosidase 116,000
RNA polymerase, E. coli 155,000

165,000
Myosin, heavy chain (rabbit muscle) 205,000

Source: Ref. 7.

8.45
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Agarose concentration: 1%

Applied voltage: 1 V/cm

Buffer: TAE

Gel run: 16 hr

Figure 1. Migration pattern and fragment sizes of common DNA
molecular weight markers. Source: Ref. 9.

Table 3. Key Applications of Protein Electrophoresis

Technique Separation principle Application

Native PAGE Native charge, size, shape Purification, size of native protein and protein
complex

SDS PAGE Size dependent; SDS imparts a negative charge to
proteins, giving a constant charge-to-mass ratio

Size estimation, purity, purification, subunit
composition, protein expression

IEF Intrinsic charge with both native and denatured
proteins

Purification, purity check, isoenzyme analysis

2D SDS PAGE Isoelectric point in the first dimension, and size in
the second

Protein expression, purification, posttranslational
analysis, proteomics

tion is also used. Nucleic acids are in general visualized
with fluorescence after soaking the gel with the interca-
lating dye ethidium bromide (11), but they can also be
stained with silver (12). Other procedures with nucleic ac-
ids make use of radioactive labeling and autoradiography.

ELECTROPHORESIS APPLICATIONS

Over the last 50 years, a large body of work has been gen-
erated detailing the development of various electropho-
retic analysis techniques. Among the applications cur-
rently in use, one-dimensional SDS polyacrylamide gel
electrophoresis (SDS PAGE) is by far the most common for
protein separations. Using the negatively charged deter-
gent sodium dodecyl sulfate (SDS) to denature and give a
constant negative charge-to-mass ratio to the proteins,
SDS PAGE separates according to size and is frequently
used to check purity or complexity of a sample (Table 3).
Isoelectric focusing (IEF), which separates either native or
denatured proteins by their isoelectric point, provides a
different criteria for assessing purity or complexity of a
sample and is the critical first step, or dimension, in two-
dimensional SDS PAGE (2D SDS PAGE). The second di-
mension is SDS PAGE, giving an IEF- and size-based sep-
aration for the protein sample. 2D SDS PAGE is a
mainstay in the field of proteomics, which studies gene ex-
pression at the protein level.

RNA and DNA separations use both agarose for larger
molecules and acrylamide for smaller-sized nucleic acid
fragments. In addition to the purification, isolation, and
sizing of nucleic acids, applications relying on electropho-

resis include DNA sequencing and gene analysis. DNA
sequencing, which uses thin rectangular acrylamide sep-
aration gels to separate short (�500 bases) DNA oligonu-
cleotides, is performed with both manual and automated
sequencing systems and is central to the numerous ge-
nome initiatives aimed at determining the DNA sequence
of an organism’s entire genome.

NUCLEIC ACID ELECTROPHORESIS

RNA and DNA electrophoretic separations are fundamen-
tal to modern molecular biology and biotechnology (Table
4). Depending on the application, the electrophoresis is
performed in either a vertical or horizontal format. Poly-
acrylamide is used for smaller fragments of DNA in ver-
tical (13) or horizontal (12) slab gels, whereas agarose is
used for separating larger fragments of DNA in horizontal
submarine separation chambers (9) (Tables 5 and 6). Due
to the phosphate backbone, nucleic acids are negatively
charged, with a constant charge-to-mass ratio. Although
nucleic acid mobility is largely size dependent up to 30 kb,
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Table 4. Key Applications of Nucleic Acid Electrophoresis

Technique Separation principle Application

Large fragment DNA and
RNA separation

Size; due to the negatively charged phosphate
backbone, nucleic acids have a constant charge-
to-mass ratio

Purification, determination of purity and size,
genetic analysis, preparation of DNA probes

Small fragment DNA and
RNA separation

Size; see above Purification, determination of purity and size,
genetic analysis, preparation of DNA probes

DNA sequencing Size of single-stranded oligonucleotide; denaturing
gels and high temperature keep DNA single
stranded

DNA sequence determination, mutation, and
polymorphism analysis

Table 5. Separation Size Range for DNA in Agarose

Agarose (%)
Separation range of linear DNA

(kbp)

0.5 30–1
1.0 10–0.5
1.5 3–0.2

Source: Ref. 9.

Table 6. Separation Size Range for DNA in Acrylamide

Acrylamide (%)
Separation range of linear DNA

(bp)

3.5 100–1,000
5.0 100–500
8.0 60–400
12 50–200
20 5–100

Source: Ref. 13.

larger fragments of DNA require the use of pulsed-field gel
electrophoresis for separation (see later). Furthermore,
conformation of both DNA and RNA will influence mobil-
ity. The circular DNA plasmid pBR322, for example, mi-
grates differently depending on its form (closed circular
supercoiled Type I, nicked or open circular Type II, or
straight linear Type III) even though all have the same
molecular weight (9) (Fig. 2). The supercoiled form has a
smaller hydrodynamic radius than the linear and will
move more quickly through the gel.

Pulsed-Field Electrophoresis

DNA molecules larger than 20–30 kb migrate as a single
species, or band, during separation and cannot be resolved
with traditional agarose gel electrophoresis. Separation of
very large DNA is, however, possible through the use of
pulsed-field electrophoresis (14–18). DNA molecules are
forced by the alternating electric fields to change their di-
rection through the gel, and depending on the size of the
DNA molecule, the percentage of agarose, and the fre-
quency of the alternating electric field, separation of
megabase-sized DNA is possible. Pulsed-field electropho-
resis is dramatically affected by temperature and field
strength, particularly for large molecules. A low field
strength of �2 V/cm for DNA �5 Mb is required. Cool tem-

peratures tend to enhance resolution but also prolong the
length of the separation, and a compromise of room tem-
perature is typically used. DNA larger than 50 kb is very
difficult to handle in liquid without breaking during iso-
lation and loading and is prepared in agarose plugs. The
agarose plug is loaded into the sample well prior to sepa-
ration.

There are two basic methods in common use for achiev-
ing pulse-field electrophoresis. One, field inversion gel elec-
trophoresis (FIGE) works by simply inverting the polarity
on the standard electrode found in most gel electrophoresis
units. Specialized electronics are either incorporated into
the power supply or placed between the power supply and
the gel box to achieve the switching. Thus the orientation
of the DNA during separation changes by 180 degrees (14).
Separation with pulsed-field electrophoresis using an an-
gle shallower than 180 degrees is typified by the technique
called (contour clamp homogenous electric field) (CHEF),
allowing a separation up to 6 Mb (16,19).

Southern Blotting

Once separated, DNA is frequently transferred out of the
gel and onto a flat nitrocellulose or nylon membrane for
further analysis. The technique is known as Southern blot-
ting, after E. M. Southern (20,21), or capillary blotting.
Briefly, DNA is denatured and nicked to enable it to mi-
grate from the gel. Typically capillary blotting involves
loading the gel on top of paper wicks that are suspended
in a tray filled with transfer buffer. On top of the gel is the
nitrocellulose or nylon membrane, a buffer-saturated sheet
of blotter paper, dried blotter paper, and a weight, which
draws the liquid from the wicks through the gel and onto
the blotter paper. This pulls the DNA out of the gel and
onto the membrane where it attaches. The DNA can then
be analyzed with a radiolabeled or fluorescently tagged
probe containing a complementary sequence to determine
the presence or absence of the sequence in the sample.

Sequencing

Determination of the DNA sequence is a prerequisite to a
number of key areas of research in the biological sciences
(22–25). This includes development of genetic detection
technologies, identification of disease-related genes, iden-
tification of genes that indicate a individual’s predisposi-
tion toward either sensitivity or insensitivity to drugs, and
the precise determination of similarities among genes from
different organisms.
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Figure 2. Effect of (a) agarose concentra-
tion, (b) applied voltage, (c) electrophore-
sis buffer, and (d) ethidium bromide on mi-
gration of DNA through agarose gels.
Source: Used with Permission from Wiley.

DNA sequencing relies on electrophoretic separation of
DNA fragments, oligonucleotides, that range from 10 to
500 bp in length. The separation, which is performed in
thin (0.1- to 1.5-mm-thick) acrylamide gels at high tem-
perature under denaturing conditions, yields 1-bp resolu-
tion. For most applications, dideoxyribonucleoside triphos-
phates (ddNTPs) chain termination sequencing is
currently used (22,24). Briefly, the DNA sequence to be an-
alyzed is annealed with a primer, which serves as the
initiation point for the added DNA polymerase. With the
appropriate fluorescently tagged or 35S-labeled deoxyri-
bonucleoside triphosphates (dNTPs) in the reaction, the
polymerase proceeds to copy the template DNA. In each of
the four separate dideoxy chain termination sequencing
reactions (GATC), modified GATC nucleotides or chain ter-
minators are added along with the unmodified nucleotides.
As the chain terminators are incorporated into the growing
chain, the reaction stops at A, T, C, or G. Using four sepa-
rate enzymatic reactions, a set of DNA fragments with nu-
cleotides that end with either an A, T, C, or G are placed
in lanes labeled A, T, C, or G and separated by electropho-

resis. The gel is then dried and placed against X-ray film
to detect the radioactive nucleotides. The sequence is sim-
ply read off the resulting autoradiogram (Fig. 3). Alterna-
tively the DNA fragments can be labeled with a fluores-
cently tagged nucleotide and then automatically read in
an automated DNA sequencer that uses a laser to excite
the fluorophore and a detector to read the fluorescence as
the DNA fragment moves past a detector. For DNA larger
than 300–500 bp, the DNA is generally broken into smaller
fragments that can be individually sequenced.

PROTEIN ELECTROPHORESIS

Proteins are polyampholytes composed of amino acids con-
taining a variety of ionizable acidic and basic groups that
give the protein either a positive or a negative charge, de-
pending on the pH. The acidic amino acids (aspartate and
glutamate) and basic amino acids (lysine, histidine, and
arginine) contribute along with other factors, such as the
native structure, to the overall charge on the protein at a
particular pH. Thus in acidic solutions amino groups be-
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Figure 3. General strategy for DNA sequencing. To sequence a
fragment of DNA, a set of radiolabeled single-stranded oligonu-
cleotides is generated in four separate reactions. In each of the
four reactions, the oligonucleotides have one fixed end and one end
that terminates sequentially at each A, T, G, or C, respectively.
The products of each reaction are fractionated by electrophoresis
on adjacent lanes of a high-resolution polyacrylamide gel. After
autoradiography, the DNA sequence can be “read” directly from
the gel. Source: Ref. 22.

come ionized but carboxyl groups remain neutral, result-
ing in overall positive charge. In basic solutions, the car-
boxyl groups become ionized and the amino groups
uncharged, creating an overall negative charge. The pro-
tein thus has an isoelectric point (pI), which is the pH at
which the net charge on the protein is zero, reflecting the
balance between the ionized positive and negative groups
on the protein. The pI also depends on the conformation of
the protein and any charged groups such as phosphorus
that were added as a posttranslational modification. In the
presence of denaturants or reductants that break disulfide
linkages, proteins unfold and expose buried charged
groups, causing an altered pI. When a protein is in its fully
reduced and denatured state, both size and charge sepa-
ration are reasonably accurate. SDS binds to a protein at
a constant 1.4 g/g protein, completely masking the native
charge, giving the protein (when fully denatured and re-
duced) a constant charged-to-mass ratio and making size-
dependent separation possible (26).

Native Gel Electrophoresis

Under native or nondenaturing conditions, the native size,
number of subunits, and isoforms can be studied in detail.

Factors influencing native gel electrophoresis include na-
tive charge and shape and size of the protein (4,7,27,28).
Ferguson plots (27), first applied to starch gels and later
to polyacrylamide, gels provide a simple way to evaluate
size and other characteristics of a protein under native con-
ditions. First the protein sample is run under varied gel
concentrations (typically 5, 10, 15, and 20%) and the slope
of the log relative mobility (log Rf ) versus acrylamide con-
centration (%T), called Kr, or the retardation coefficient, is
plotted against the size of a series of standard proteins. By
comparison to the standards, the approximate size of the
unknown is determined.

Isoelectric focusing

Isoelectric focusing (IEF) separates proteins based on the
intrinsic charge of the protein (6) and is performed by add-
ing the protein sample to a gel containing a pH gradient.
Chemically synthesized additives to the electrophoresis gel
(ampholytes) generate a stable pH gradient from the basic
(cathode or negative electrode) to the acidic (anode or posi-
tive electrode) end of the gel with an applied voltage. Am-
pholytes not only carry charge, but also are good buffers,
containing a mix of acidic (carboxyl) and basic (amino)
groups. Under the influence of an electric field, ampholytes
migrate either as anions or cations toward the positive or
negative electrode, respectively. Ampholytes gain or lose
protons, and thus charge, until the isoelectric point is
reached, where the molecule has a net charge of zero. Com-
mercially available ampholytes have many species with
slightly different isoelectric points that produce relatively
smooth transitions in the pH gradient over a variety of
ranges. The sample proteins move either toward the acid
or the basic end, depending on the native charge of the
protein. When the protein gets to the pH that represents
its isoelectric point, or the point where the positive and
negative charges on the protein balance to give a net
charge of zero, the protein stops migrating and is consid-
ered focused. Initially, IEF used mobile ampholytes, but it
is now possible to create a pH gradient grafted directly
onto the acrylamide matrix by pouring a gradient of ion-
izable groups covalently attached to the acrylamide using
Immobiline chemistry (12,29,30).

SDS PAGE

The most commonly used electrophoresis technique for
protein separation is based on discontinuous SDS PAGE
(7,31). Discontinuous or multiphasic systems separate pro-
teins through a gel with two sections, the stacking and
resolving regions. The stacking gel contains a pH 6.8 Tris-
HCl buffer as well as a nonrestrictive large-pore acrylam-
ide gel through which the sample moves. The chloride ions
(called the leading ions) have an electrophoretic mobility
greater than the sample proteins. Glycine ions (called the
trailing ions) in the Tris-glycine electrode, or reservoir, buf-
fer are less mobile than the sample proteins. The high mo-
bility chloride ions leave a zone of lower conductivity be-
tween themselves and the migrating protein, causing a
zone with a high voltage gradient. The proteins are then
forced to “stack” in the zone between the leading and trail-
ing ions. The proteins “destack” upon entering the resolv-
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Figure 4. Typical calibration curves obtained with standard pro-
teins separated by nongradient denaturing (SDS) discontinuous
gel electrophoresis based on the method of Laemmli (31). (a) Gel
with 7% polyacrylamide. (b) Gel with 11% polyacrylamide. Source:
Redrawn with permission from Sigma.

Figure 5. Separation of soluble proteins by 5.1 to 20.5%T poly-
acrylamide gradient SDS PAGE. Approximately 30 lL of 1 � SDS
sample buffer containing 30 lg of Alaskan pea (Pisum sativum)
soluble proteins was loaded in wells of a 14 � 14-cm, 0.75-mm-
thick gel. Standard proteins were included in the outside lanes.
The gel was run at 4 mA for �15 h. Source: Used with permission
from Wiley.

ing, or separating, gel. In the Tris-HCl pH 8.8 separating-
gel buffer, glycine has a faster mobility and migrates past
the proteins. The proteins then separate according to ei-
ther molecular size in a denaturing SDS gel, or molecular
shape, size, and charge in a nondenaturing gel.

To fully disassociate the subunits and denature the pro-
tein, the sample is mixed with SDS and a reductant, such
as dithiothreitol, and heated to 100�C. SDS binds at 1.4
g/g protein, giving a constant charge-to-mass-ratio, lead-
ing to identical charge densities for the denatured pro-
teins. Thus, the SDS-protein complexes separate according
to size, not charge.

Optimal separation depends on the polyacrylamide con-
centration, with most proteins separated on gels contain-
ing from 5 to 15% acrylamide and 0.2 to 0.5% bisacrylam-
ide (Table 1). The relationship between the relative
mobility and log molecular weight is not linear over the
entire separation range (Fig. 4). However, by using the lin-
ear portion of the curve, the molecular weight of an un-
known protein is determined by comparison with known
protein standards (Table 2). Gradient gels expand the lin-
ear range of separation over a much wider size range than
single-concentration gels and are prepared by casting a
gradient from high to low concentration of acrylamide. Pro-
teins move into a constantly increasing concentration of
acrylamide and smaller pore size, with the effect of sharp-
ening the band and giving unparalleled resolution (Fig. 5)
(5,7).

2D SDS PAGE

Two-dimensional SDS polyacrylamide gel electrophoresis
(2D SDS PAGE) is a fundamental technology for many ar-
eas of basic and applied biological research including mo-
lecular biology, protein chemistry, clinical chemistry, and
toxicology (32–38). In 2D SDS PAGE, proteins are first
separated by isoelectric point via IEF and then by size via
SDS PAGE (Fig. 6). 2D SDS PAGE simultaneously iden-
tifies the properties such as size, isoelectric point, and post-
translational modifications of thousands proteins. The sep-
aration yields a high-purity product that is amenable to
mass spectroscopy analysis, providing further details
about the protein structure.

With the publication of work by O’Farrell (37), the basic
form of current two-dimensional electrophoresis took
shape. There are many applications of 2D SDS PAGE anal-
ysis in biology (32), including understanding complex in-
teractions between expressed proteins in a cell and the en-
vironment; identifying proteins that are immunoactive;
toxicology testing (where exposure to a particular drug will
increase or decrease the level of one or many proteins),
which is a particularly critical area where gene analysis
alone does not suffice; and quality control separation of
proteins in various products for both agriculture and hu-
man consumption.

2D SDS PAGE is performed by first solubilizing and de-
naturing the protein using nonionic detergents, chaotropic
agents, and a reductant. Typically these are NP40, urea,
and DTT. This basic sample buffer, however, does not work
for all samples, and many variations on solubilization have
been developed to handle bacterial proteins, serum sam-
ples, membrane proteins, and plant samples. The proteins

are separated in the first dimension by focusing either in
thin strips horizontally, or in vertical glass tubes. After the
first-dimension separation, the proteins are then sepa-
rated with discontinuous SDS PAGE in vertical or horizon-
tal (12,29) systems. In the first dimension, the acrylamide
matrix is porous to keep sieving effects to a minimum,
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Figure 6. 2D protein pattern of rat
liver. The proteins are arrayed from
acidic to basic isoelectric points
(right to left) and from large to small
size (top to bottom). Source: Used
with permission from Large Scale
Biology, Rockville, Maryland.

whereas the second dimension is performed under condi-
tions that emphasize the size separation by using single
concentration or pore-gradient gel electrophoresis. 2D SDS
PAGE is the only technique currently in use that is capable
of parallel separation of literally thousands of proteins in
a single separation run. The resulting gel represents an
array of proteins being currently expressed in one partic-
ular cell type at that particular moment.

Although still popular, mobile carrier ampholytes pre-
sent a number of challenges for researchers. Although the
buffering capacity of ampholytes exceeds that of proteins,
large quantities of proteins tend to interfere with the gen-
eration of the pH gradient. In addition, synthesis of the
ampholytes is complex and not as reproducible as one
would like from batch to batch. Furthermore, carrier am-
pholytes have a tendency to drift, shifting the pH gradient
during separation and contributing to uncertainty about
the protein position in the final separation. A new tech-
nology, immobilized pH gradient (IPG) gels (12,29,30,
36,39), helped considerably to enhance the technology of
2D SDS PAGE and make it more reproducible. With IPG
gels, the pH gradient is covalently immobilized in the gel
matrix during the preparation of the gel itself. When sep-
aration of the proteins occurs under electrophoresis, the
pH gradient is stable. Another tremendous advantage is
that, in contrast to carrier ampholytes, large quantities of
proteins can be loaded without significant disruption of the
separation pattern, permitting detailed analysis of the
spots subsequent to separation by techniques such as mass
spectroscopy. The extreme resolution capable with 2D SDS
PAGE permits the identification of proteins not only by
their position on the map, but by analysis of co- and post-
translational modifications (40), including phosphoryla-
tion, glycosylation, proteolysis, and prenylation.

NEW APPLICATIONS

Genomics and Proteomics

First used in 1994, the term proteome is defined as the
study of the expressed proteins in a cell and is derived from
proteins expressed by the genome (32). Currently, the only
way to separate and visualize all proteins in a cell is with
2D SDS PAGE. Proteomics is critical to modern cell and
molecular biology because, in a single separation, number,
abundance, and posttranslational modifications are appar-
ent. Furthermore, determination of a partial sequence
with mass spectrometry is now a standard technique that
gives an accurate identification of the protein, or if no rec-
ord of the protein is apparent, a DNA probe for identifying
and isolating the gene can be developed.

The connection between genomics, drug discovery, and
proteomics derives from the observation that mRNA ex-
pression and protein abundance representing mRNA do
not show a good correspondence. Furthermore, because
most drug targets are proteins, the analysis of drug effects
must start with the expressed protein complement. How-
ever, to fully understand the protein target and associated
gene family, the gene must also be identified.

Microelectrophoresis and Microfluidics

Current research in electrophoresis is directed toward au-
tomating manually intensive steps such as sample prepa-
ration, and shrinking the size of electrophoretic analysis
devices to increase throughput, lower use of reagents, and
generally automate electrophoretic analysis (41).

With the development of a large body of genetic analysis
information and techniques, a number of diseases have
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been distinguished by DNA analysis. Developing assays
for the diagnosis of genetic disease is a primary driver in
instrumentation development. Current electrophoretic in-
strumentation found in research laboratories is largely
manual, requiring operators to run gels either a few at a
time in parallel or in a serial operation. The exception is
automated DNA sequencing apparatus. However, this is
also large and requires a high level of operator expertise.
Recently, there has been a strong drive to not only simplify
electrophoretic analysis, but also lower the cost and in-
crease the number of samples that can be run in a given
day. In order to accomplish this, researchers have turned
toward microminiaturization using semiconductor micro-
fabrication technology. Although not commercially avail-
able, microminiaturized devices for DNA and protein sep-
aration are available at the research level and have a
number of attractive features. Sometimes referred to as
lab-on-chip devices (LOC), these microminiaturized labo-
ratories and electrophoresis chambers have the capabili-
ties of not only preparing the sample but mixing the sam-
ple, amplifying the genetic material through PCR if
necessary, and then providing electrophoretic separation
and subsequent analysis. In fact, separation of DNA for
sequencing purposes on chips has been demonstrated. As
advances in microminiaturization continue, the use of mi-
crofluidics and the integration of the movement of small
amounts of liquid with electrophoretic separation and de-
tection will become increasingly important for diagnostics.
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Table 1. Physical Constants Used in Illustrations

Thermal conductivity kgel (W/cm �C) 0.00578
Thermal conductivity kglass (W/cm �C) 0.011
Thermal conductivity

coefficient k[equation 4] (�C�1) 0.02874
Thermal viscosity

coefficient �[equation 30] (�C�1) �0.02874
Thermal expansion

coefficient b[equation 40] (�C�1) 0.000088
Electrophoretic mobility

in gel l (cm2/V s) (gel) 0.00002
Electrophoretic mobility

in free solution l (cm2/V s) (buffer) 0.0001
Diffusion coefficient in gel Dgel (cm2/s) (gel) 1 � 10�7

Diffusion coefficient in
free solution Dm (cm2/s) (buffer) 5 � 10�7
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INTRODUCTION

This article is intended as a guide for scientists and engi-
neers who are considering using electrophoresis to process
proteins or other biologicals for the biotechnology industry
at bench or larger scales. An overview of several types of
equipment, a description of what each piece of equipment
is designed for, and the problems the end user should an-
ticipate before operating that equipment are discussed.

The discussion of each class of apparatus focuses on de-
sign principles rather than experimental protocols, em-
phasizing the engineering aspects of each chamber rather
than the details of operation. This type of treatment pro-
vides insight into the general operating characteristics of
each device and is intended to aid the reader in (1) choosing
an appropriate instrument for a given separation and/or
(2) setting operating conditions (e.g., column length, sam-
ple volume, or power levels) that avoid excessive dispersion
(e.g., band smearing).

For the purposes of illustration, it is assumed that the
buffer has the kinematic and electrical properties of pure
water at 10 �C, as given in Table 1, with the exception of
its electrical conductivity, re, which is determined from
electrolyte composition. Most of the values used are suffi-
ciently accurate for purposes of illustration. However, the
mobilities and diffusion coefficients found in practice may
be quite different from those listed, since they depend pri-
marily on the solutes processed.

The free-solution values of the mobility and diffusion
coefficient correspond roughly to those of serum albumin
and tend to be high compared with other proteins. The val-
ues of the mobility and diffusion coefficient given for gels
are reduced from the free-solution values by a factor of 5
in order to exaggerate the retardation effects found in gels.
In practice, the retardation factor depends on the compo-
sition and degree of cross-linking in the gel, and can be
substantially larger or smaller than 5. The ratio of the elec-
trophoretic mobility to the diffusion coefficient in the gel
and in free solution, a parameter that frequently appears
in theoretical models of electrophoresis, has been kept con-
stant in these calculations.

Band Broadening (Dispersive) Effects

Diffusion. Before describing the various apparatuses, it
is worthwhile to briefly review those phenomena that can
lead to deterioration of a separation, that is, band broad-
ening or dispersion (which is a general term for these types
of effects). The most ubiquitous dispersive phenomenon
is diffusion; one should always take precautions to mini-
mize the effects of diffusion, especially when other band-
broadening effects are small.

An important characteristic of diffusion-based disper-
sion is that it increases band width in proportion to the
square root of the residence time according to the formula

2D Zm2 2v � 2D t or r � (1)diffusion m diffusion 3�u�

where the spatial variance v 2 represents band spreading
in space, as would be observed by scanning bands on a gel
that had been run for time t. The temporal variance r2
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Figure 1. (a) Conductive–dielectric instability in a stop-flow ex-
periment in a Plexiglas slit, 2 mm thick by 10 cm wide. Five
streaks of water containing 10 mM NaCl and traces of bromo-
phenol blue dye were injected into a moving stream of distilled
water flowing between a pair of electrodes. The flow was stopped
and a nominal field of 26 V/cm applied between the electrodes.
The cusplike streaks are a hallmark of this instability, but roll
cells (arrow) are also seen. (b) In water flowing at 1 cm/s the
instability appears at a higher voltage and produces primarily roll
cells (arrow). Some cusps are visible in the streakline on the left.

represents band spreading in time, as would be observed
as bands migrate at a mean electrophoretic velocity �u�
past a fixed detector located at mean position z � Z rela-
tive to a starting point z � 0. The width of a solute band
in space can be approximated as 4v and its duration in time
as 4r. When several different mechanisms contribute to
dispersion, their net effect is usually taken into account by
summing the appropriate variances, in either space or
time. This assumes that the individual effects are inde-
pendent and is often a reasonable approximation.

Thermal Dispersion. The next major source of dispersion
comes from the effect of spatial temperature variations on
the electrophoretic mobility. All forms of electrophoresis
require that a current be passed through a resistive me-
dium, so electrical energy is necessarily converted to ther-
mal energy in the medium. To efficiently remove the joule
heat generated by the current, one spatial dimension of the
chamber is generally kept thin, and heat is removed
through the bounding surfaces along this axis.

The mobilities of charged solutes and aqueous electro-
lytes usually vary inversely with the buffer viscosity, which
is itself quite similar to water in its temperature depen-
dence. The viscosity of water decreases by about 25% with
a 10 �C rise in temperature, so the warmer parts of a solute
band migrate faster than the cooler parts and often take
on parabolic or crescent shapes. This deformation results
in a broadening of the fractionated sample, which usually
overwhelms diffusive spreading, especially at the field
strengths used in high-performance equipment (e.g., �200
V/cm).

Electroosmosis. Electroosmosis can be a severe problem
in free-flow systems (i.e., those with no anticonvective me-
dium). It arises when mobile counterions in the double
layer adjacent to a charged wall are moved parallel to the
wall surface by an electric field (1). These ions drag solvent
with them, setting up a bulk fluid motion that can smear
solute bands. Although it is difficult to eliminate electro-
osmosis entirely, for example, by using surface coatings or
additives, steps may be taken to control it or even to take
advantage of it (2). In homogeneous gels, electroosmosis
plays a lesser role in band distortion but may act to dis-
place purified bands, thereby giving inaccurate estimates
of solute mobilities. In capillary zone electrophoresis at al-
kaline pH, electroosmosis typically provides the convective
flow used to transport solutes through the capillary and
does not contribute significantly to dispersion.

Other problems associated with Kohlrausch (3) effects
and conductivity gradients (4,5) can have a major impact
on band broadening. The former gives rise to stable band
broadening or narrowing due to differences in mobilities
between the target proteins and the electrolyte ions, but
without inducing bulk flows. The latter may generate sta-
ble or unstable flows that can deform solute bands in a
number of ways. The instability associated with conductiv-
ity gradients is particularly deleterious. As a rule of
thumb, to avoid these problems with native zone electro-
phoresis, the electrolyte composition and conductivity
should closely match those of the sample and should pro-
vide adequate buffering; the sample proteins should not be

too heavily concentrated and the electric power applied
should not exceed the effective cooling capacity of the col-
umn.

Natural Convection. Although problems with thermally
induced natural convection (6) have long hampered scale-
up of the thin-film continuous-flow electrophoresis device,
these problems are largely mitigated in recycling electro-
phoresis equipment (7,8) and the membrane-based cham-
bers developed by Faupel et al. (9) and Horvath et al. (10).
This is not meant to imply that natural convection is a
trivial problem but rather that dispersion due to natural
convection can be ameliorated by innovative and careful
design.

Conductive-Dielectric Flows. Although flows induced by
gradients in the conductivity and dielectric constant are
still largely a curiosity in electrophoretic separations, they
will become major barriers to device development as elec-
tric fields are increased to boost chamber performance.
Figure 1a shows the cusplike distortion of conductive dye
streaks containing 100 mM NaCl in a clear solution con-
taining 10 mM NaCl with the flow stopped and the stream-
lines exposed to a nominal electric field of about 26 V/cm.
When the salt is replaced with different concentrations of
ethanol, the induced flows have essentially the same mor-
phology, suggesting a common mechanism for both flows.
Figure 1b shows both cusps and putative roll cells in a
similar experiment, but with vertical flow from top to bot-
tom. One important feature of this instability is that con-
ductive dispersion can be explosive, smearing finely re-
solved protein bands over a distance of several centimeters
along the electric field lines in a few seconds.
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A stable form of these flows has been described and an-
alyzed by Roberts and coworkers (4,11) and the unstable
form recently analyzed by Baygents and Baldessari (12).
These papers support the empirical rule of thumb that
bands in zone electrophoresis or isoelectric focusing should
have conductivities as close to those of the surrounding
buffer as possible to avoid conductivity gradients. These
flows can be stabilized by applied shear stresses, but at
fields above 400 V/cm even shear rates in excess of about
100 s�1 are only marginally effective at damping these
flows.

Performance Metrics

Number of Theoretical Plates. In order to facilitate com-
parison of chamber designs and separation techniques, it
is useful to have a yardstick or metric that can be univer-
sally applied not only to electrophoresis but also to other
techniques. The simplest and most commonly used perfor-
mance metric is the plate number N:

2 2Z t
N � or N � (2)spatial temporal2 2v r

for spatial or temporal analysis, respectively, where the
various mean displacements and variances are taken from
a single peak.

Strictly speaking, the plate efficiency is only applicable
to rate-based separations, for example, zone electropho-
resis or isocratic chromatography, as opposed to
(pseudo)equilibrium-based separations, for example, iso-
electric focusing or gradient-elution chromatography. Typ-
ical values of the plate number in zone electrophoresis
range from below 1,000 for the high-capacity BioStream�
apparatus (13,14) to above 107 for PAGE in gel-filled cap-
illaries (15,16).

A closely related concept to plate number is plate height
(17), HETP � Z/Nspatial or � (�u�t)/Ntemporal. Although nei-
ther plate height nor plate number can be considered a
truly universal metric for comparing different separation
columns, they are both useful ways of checking perfor-
mance within an individual column, for example, after a
packing has been changed in an electrochromatography
column.

Resolution A more universal metric for separation col-
umns that can be applied to both rate-based and equilib-
rium-based techniques is resolution. An approximate form
for the resolution that is sufficiently accurate for most ap-
plications is (17)

|Z � Z � |Z � Z |1 2 1 2R � � orspatial 1 2(v � v )1 2(W � W )1 22
|t � t | |t � t |1 2 1 2R � � (3)temporal 1 2(r � r )1 2(W � W )1 22

for spatial or temporal analysis, respectively, where the
relationship between the peak width at its base and the
variance is W � 4v (spatial) or 4r (temporal). Two key com-

ponents with an R equal to or slightly greater than 1 can
be considered to be baseline separated, so R can be used
either to compare data from different separation devices
or to modify the column so that complete separation can
be achieved.

BATCH ANALYTICAL TOOLS

Capillary Electrophoresis

Capillary electrophoresis (CE) offers important advan-
tages over conventional gel electrophoresis (GE) in the
characterization of proteins and nucleic acids. CE is much
faster than GE, and can be fully automated and instru-
mented to include sample injection, detection, and collec-
tion. In addition, CE can separate solutes at a resolution
significantly greater than that of HPLC. Very small sample
loads (e.g., �10 ngs/run) make CE suitable primarily for
analytical work. Automated equipment for CE is commer-
cially available from several vendors, including units that
allow collection of fractionated samples (18,19) or direct
coupling to a secondary separation device (e.g., HPLC or
mass spectrometer).

Basic Operation. In principle CE is quite simple. It can
be carried out at very high power densities because the
large surface area to volume ratio of the capillary lumen
allows it to shed joule heat efficiently. However, in practice
it has not yet reached the level of maturity of automated
chromatography (i.e., where stand-alone columns can be
operated by individual staff on an as-needed basis). CE is
best operated by a trained technician who retains respon-
sibility for developing protocols. The basic apparatus con-
sists of a fused-silica capillary with a lumen diameter typ-
ically ranging from 25 to 150 lm, an outer diameter of
several hundred microns (e.g., 400 lm) and a thin coat of
polyimide that makes the otherwise brittle capillary quite
flexible. A small window is burned in the polyimide near
one end of the capillary, and this window is then placed in
the beam of a spectrophotometer. To avoid damaging the
sensitive electronics in the detector, this end of the capil-
lary is dipped into a vial filled with running buffer and the
electrode placed in this vial is set to electric ground (20).

Before loading a sample into a bare capillary the lumen
is usually precleaned with 0.1–0.5 M sodium hydroxide
and then rinsed sequentially with pure water and running
buffer. The capillary is loaded by dipping the high-voltage
end into a vial containing the sample and using a pressure
head or electric field to load 10–100 nL of sample, which is
roughly 0.01–0.1 lg at a concentration of 1 mg/mL. The
high-voltage end of the capillary is then moved to a vial
containing running buffer, the hot electrode is dipped into
this vial, and the voltage is increased until the electric field
falls to a range of 200–400 V/cm. These large fields drive
solutes through the capillary at electrophoretic velocities
on the order of 1–4 cm/min, yielding run times of a few
minutes with plate efficiencies approaching 106 plates per
meter of capillary in free solution.

Fundamental Principles. Two important points that
must be considered when discussing CE performance are
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Figure 2. Temperature rise in the CZE lumen as a function of
applied voltage V. Both the centerline and wall temperatures are
shown but, since they differ by less than 1 �C, only a single line is
apparent in this graph. The buffer is assumed to have a conduc-
tivity, re � 0.01 mho/cm.

the temperature profile in the capillary and dispersion due
to temperature variations. The temperature profile can be
calculated using the steady-state form of the thermal en-
ergy equation in cylindrical coordinates

k d dTbuffer 2r � r T E [1 � k(T � T )] � 0buffer ref refr dr dr
dlog (r )e bufferwhere k � (4)� �dT T�Tref

where the first term accounts for radial conduction and the
second for generation of joule heat. The second term in
brackets accounts for the autothermal effect (21,22), that
is, the tendency of warm buffer to conduct more current
than cold buffer. The thermal energy equation, equation 4,
must be solved together with the boundary conditions

at r � 0 T is finite
dT 1

at r � a �k � h (T � T )buffer CE refdr 2
1 T � Tref

�
2a 1 1 1alog(a / ) � log(a /a ) �g P g� �k k a hg p p fluid

(5)

The boundary condition at r � 0 states that the tem-
perature must remain finite at the centerline, and the wall
condition at r � a indicates that heat transfer from the
capillary buffer to the environment outside the capillary is
controlled by the serial resistances of the glass capillary,
the polyimide coat, and the boundary layer in the external
cooling fluid surrounding the capillary. These three resis-
tances correspond respectively to the three terms in the
denominator of the boundary condition at r � a. The over-
all heat transfer coefficient between the lumen OD and the
coolant is hCE.

Equation 4 with the boundary conditions in equation 5
has the solution

1 BiJ (jg)0
H g � � 1 (6)buffer 2 � �j BiJ (j) � 2jJ (j)0 1

with dimensionless parameters defined as

k (T � T ) rbuffer ref
H � g �buffer 2 2r E a abuffer

2 22h a r E aCE buffer2Bi � j � k
k kbuffer buffer

where Bi is the Biot number. J0 and J1 are Bessel functions
of the first kind of order 0 and 1, respectively. The tem-
perature profile in the capillary lumen is roughly parabolic
with its maximum at the centerline. As seen in Figure 2,
the temperature in the lumen can vary markedly with ap-
plied voltage, as well as with the overall heat transfer co-
efficient hCE. However, the variation across the radius of
the lumen is usually less than 1 �C, and even this small
variation can have a marked impact on dispersion in CE.
This occurs because the electrophoretic mobility varies in-

versely with viscosity. Viscosity, in turn, decreases with in-
creasing temperature, so solutes migrate faster in the hot
center of the lumen than near the lumen wall, distorting
the solute band into a parabolic shape. When this is taken
into account, the effective dispersion coefficient in the cap-
illary becomes (23,24)

2 2 4a (l(T )E) j BirefD � D � (7)CE m 3072D (BiJ (j) � 2jJ (j))m 0 1

The first term on the right accounts for pure axial diffu-
sion, and if only this term is included it predicts a temporal
variance equal to that given in equation 1. Under normal
operating conditions the second term is roughly the same
order of magnitude as the first, indicating that thermal
band broadening is generally significant in CE. More de-
tailed information about the range of the Biot number, Bi,
and the autothermal coefficient, j, is available in Ref. 24.

Performance Benchmarks. Modifying the expression for
the number of theoretical plates to include sample volume,
wall electroosmosis, and the extended dispersion coeffi-
cient, yields the formula

2 21 2D 1 (q/pa )CE
� � (8)2N |(l � l )DU| 12 ZCE eo

where leo is the electroosmotic mobility and q is the volume
of sample loaded into the capillary. The first term on the
right gives the contribution from distortion due to thermal
effects and the second term gives the contribution from the
variance of the initial sample injection volume q. When
hydrostatic loading is used, the injection volume can be
calculated as

qgH 4q � pa t (9)load8mZ

where q and m are the density and viscosity of the buffer,
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Figure 3. Predicted plate number as a function of applied voltage
for a 75-lm ID � 350-lm OD � 100-cm capillary in air using an
injection volume, q � 50 nL. In this example the excessive volume
of the hydrostatic load limits the number of theoretical plates that
can be obtained for this system. Operating at voltages near 15 kV
will give the best combination of plate efficiency and speed.

respectively, and H is the difference in height between the
liquid levels in the vials into which the two ends of the
capillary are immersed, assuming both vials are at atmo-
spheric pressure. Alternatively, if a pressure differential
is used to load the capillary, then qgH can be replaced
with DP.

As illustrated in Figure 3, for capillaries whose lumen
ID is less than 100 lm and for a loading of about 1% of the
column volume, the number of theoretical plates levels out
near 1 � 105. This result is approximately true regardless
of how the capillaries are cooled, for example, by air in
natural convection or by forced liquid flow. In small capil-
laries, the sample injection volume sets an upper limit on
capillary performance because the sample volume can be
reduced only to the point where the signal is still detecta-
ble. After that, to improve performance, the sample must
be preconcentrated or stacked or the sensitivity of the de-
tection system somehow improved. Clearly CE will benefit
from the development of protocols for stacking or focusing
injected solutes in free solution before starting a run
(25,26).

The main advantages of forced cooling are that it (1)
dramatically reduces the temperature rise in the capillary
lumen by reducing the heat transfer resistance in the ex-
ternal fluid and (2) reduces the thermal fluctuations as-
sociated with natural convection. Using conventional
sample-loading protocols, there is little benefit in plate ef-
ficiency gained by forced liquid cooling. However, as stack-
ing procedures become more common, liquid-cooled CE
systems should eventually outperform both passively and
actively air-cooled units.

Polyacrylamide Gel Electrophoresis

For several decades now, polymer gel electrophoresis has
been a standard method used for laboratory analysis of
proteins, nucleic acids, and other biological materials
(27,28). The primary advantages of GE over other appli-
cable techniques are (1) moderately high resolution, that
is, native PAGE routinely provides more than 10,000 theo-

retical plates and (2) the protocols are well established and
widely accepted in the field (29). All engineers and scien-
tists who enter the biotechnology industry will, at some
point in their careers, find themselves running or reading
results from electrophoresis gels.

The primary disadvantages of conventional GE are that
it is (1) labor intensive; (2) slow, often requiring 24 h be-
tween initial buffer preparation and final destain; (3) dif-
ficult to recover purified solutes for subsequent steps; and
(4) difficult to scale beyond a few milligrams of sample. My
experience with PAGE is that it takes several weeks of
practice to be able to produce publishable gels, and even
then users may experience problems with gel-to-gel repro-
ducibility, especially between departments within a com-
pany.

Given these limitations, it is not surprising that an ef-
fort would be made to develop instrumentation that re-
tains the advantages of GE while minimizing its disadvan-
tages. One can reduce the size and thickness of the gel,
actively remove joule heat from one or both sides of the gel,
and automate the stain and destain cycle. This greatly re-
duces labor requirements, turnaround time, and many of
the problems associated with gel reproducibility. Also, a
variety of prefabricated electrophoresis gels are now com-
mercially available from a number of vendors for about $10
each.

Basic Operation. Detailed protocols for preparing, run-
ning, and analyzing gels are available in any number of
references (e.g., Ref. 29) and are not discussed further
here. In all likelihood, the end user will run some combi-
nation of SDS or native PAGE with the sample in reduced
or nonreduced form, in Tris or tricine buffer, with or with-
out a gradient in cross-linking agent, using one of several
stacking procedures and Coomassie blue or silver stain to
visualize the fractionated bands. Within a biotech com-
pany, it is also likely that the gel protocols, including stain
and destain procedures, will be specified by a quality as-
surance or analytical chemistry department or their equiv-
alent. These protocols will almost certainly include a lad-
der of molecular weight markers in one lane and additional
lanes containing controls appropriate to the separation.

IEF-PAGE gels or capillary IEF should be run in con-
junction with the molecular weight gels to obtain pIs for
the various protein isoforms and glycoforms that inevi-
tably accompany production of recombinant therapeutics.
Not only does this give a clearer picture of both contami-
nation and heterogeneity of the purified protein, but it may
also help in preparing a rational design for downstream
processing.

Fundamental Principles. Although some progress has
been made in understanding how proteins migrate
through tight gels (30–32) from a practical standpoint it is
not necessary to understand the underlying theory to pro-
duce publishable gels. Once an appropriate gel and run-
ning buffer have been selected for the molecular weight
range of interest, it is best to run the gel as quickly as
possible to minimize diffusive band spreading. As a rule of
thumb, an electrical power density of 0.1 W/cm3 per gel
should be reasonably low for use with air-cooled, glass-
walled, vertical slab PAGE. (Note: To calculate watts, mul-
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tiply amps times voltage. If the gel is set up correctly,
nearly all of this power will be dissipated in the working
portion of the gel slab.) However, if the apparatus comes
with a run protocol, these directions should be followed
closely, at least during the initial stacking phase of the run.
Once the proteins have entered the separating gel, the user
has a bit more flexibility with the applied voltage, depend-
ing on how well the gel box is cooled, but the voltage should
probably not exceed 0.2 W/cm3 per gel in an air-cooled box.

Performance Benchmarks. Once the stacked proteins
have entered the separating gel, the conventional wisdom
is that band spreading in near-isothermal gels is controlled
by diffusion. Because noneluting gels are analyzed in
space, the number of theoretical plates is given by equation
2 as

2 2Z Z (l Et)ZeffN � � �SDS-PAGE 2v 2D t 2D teff eff

(l DU)Z l DU Zeff eff
� � � 10,000 (10)

2D L 2D Leff gel eff gel

where the approximation is for a 5-cm displacement. The
penultimate term, which is a classical result for electro-
phoresis, shows how applied voltage, gel length, and so on,
affect performance.

This formula also implies that high performance can be
maintained as the gel is scaled down to about the size of a
glass slide (33–36) if the voltage drop is fixed during min-
iaturization. The higher-power densities generated can be
accommodated by replacing the passive air-cooled, glass-
encased gel by an actively cooled (e.g., Peltier system),
ceramic-encased gel and by making the gel as thin as is
reasonable for handling and detection. Actively cooling
both sides of the gel would allow the user to apply about
twice the voltage and would therefore be expected to dou-
ble performance, that is, double the run speed and increase
resolution by 41%.

BATCH PREPARATIVE TOOLS

Preparative Gel Electrophoresis

Continuous elution preparative gel electrophoresis (pGE)
is a relatively new entry in the field of preparative biopro-
cessing and is intended to address the limitations of slab
GE. The essence of this technique is that a pulse of mul-
ticomponent sample can be loaded onto a column and frac-
tionated using well-known protocols on a standard electro-
phoresis gel and then continuously recovered in free
solution as it migrates off the end of the gel. This technique
may be viewed as a melding of conventional gel electro-
phoresis with electroelution. In combining these two steps,
it is possible to relieve several of the disadvantages of GE
mentioned earlier, especially by automating and acceler-
ating the otherwise labor-intensive sample-recovery step.

Basic Operation. A generic pGE apparatus consists of
three basic parts: (1) a tube- or annular-shaped electro-
phoresis gel, (2) an elution chamber at the base of the gel,

and (3) a product offtake line leading to a detector and/or
fraction collector. In practice, a sample is loaded into the
liquid layer immediately adjacent to the top of a standard
gel and then electrophoresed, at low power to avoid mixing
due to natural convection, into the top of the gel. Once in-
side the gel, electrophoresis of the solutes is carried out at
power densities at or below 1 W/cm3. The solutes migrate
through the gel at different velocities, and as each solute
band reaches the end of the gel it elutes into free solution
in the elution chamber and is carried to a fraction collector
by the elution buffer. Once the effluent has been aliquoted
by the fraction collector, the recovered solutes, which are
suspended in the elution buffer, are ready for biochemical
analysis or for further processing (37).

Although only a single batch sample can be processed
in each run, the gel can be reused several times before it
must be replaced. A typical column load ranges from less
than 100 lg to more than 10 mg per run depending on the
cross-sectional area of the gel; typical run times are some-
what less than 30 min per centimeter of column.

The Electrophoresis Gel. In the electrophoresis gel, the
central issue is resolution. This is the heart of the appa-
ratus, and once the purified solutes have eluted from the
gel, whatever resolution was achieved there can only be
degraded in subsequent processing steps. In this part of
the system the major contributors to peak variance are
sample volume, molecular diffusion, and thermally in-
duced dispersion. Sample bandwidth is directly related to
the volume of the sample band as it begins electromigra-
tion through the gel. However, if a stacking gel is used,
sample volume is usually not an important contributor to
peak variance.

Assuming isothermal conditions and ignoring the con-
tribution to the variance due to sample injection volume,
molecular diffusion dominates band spreading by contrib-
uting a temporal variance

2D Zgel2r � (11)diffusion 3�u �gel

as measured by a detector located at a fixed position Z.
Here Dgel is the diffusion coefficient of the solute in the gel
and �ugel� � �lgel�E is the average electrophoretic velocity
of the solute in the gel. Noting that the average holdup
time for a gel of length Z is Z/�ugel�, the number of theo-
retical plates is

2t u ZgelN � � (12)diffusion 2r 2Ddiffusion gel

For native PAGE, the number of theoretical plates rou-
tinely falls in the range 103 � N � 104.

The Elution Chamber. As solutes leave the bottom of the
gel tube, they are rapidly swept away from the gel, out of
the electric field, and into an elution stream. In a properly
designed elution chamber, dispersion is not an important
issue, but dilution is. If the elution stream is too slow, some
or all of each solute will be entrained by the electric field
and permanently removed from the elution stream. If the
elution stream flow rate is too high, the solute will be di-
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Figure 5. Ratio of the dispersion coefficient in tubes of arbitrary
length to the dispersion coefficient in long tubes as a function of
the dimensionless distance f.
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Figure 4. In cross-flow elution (a) the sample is swept away from
the electrode port by a perpendicular flow of elution buffer. In
counterflow elution (b) the elution buffer flow rate is directly op-
posed to the electrophoresis of the solute toward the lower elec-
trode. In both cases if the elution flow rate is too low, the solute
may be “captured” by the electrode. This is represented by the
particle that follows the lower trajectory in this figure.

luted, making it difficult to detect or use in subsequent
processing steps.

Many different strategies could be used to reduce dilu-
tion in the elution chamber, and this part of the system
offers the greatest potential for innovation. Here only two
generic approaches to elution, cross-flow and counterflow,
are considered to illustrate how an elution chamber is de-
signed.

In cross-flow elution (Fig. 4) a hydrodynamic flow is di-
rected perpendicular to the electric field at the base of the
gel tube and flows out of the elution chamber through an
opening on the right. The minimum elution flow rate is
determined by finding the conditions under which a mol-
ecule exiting the gel tube and entering the elution stream
at the farthest point from the elution channel just avoids
being captured by the electric field. In Figure 4, the lower
trajectory is captured on the electrode membrane, and the
upper trajectory is cleared into the elution stream.

In counterflow elution, the hydrodynamic flow is di-
rected opposite to the electrophoretic migration in the elu-
tion chamber. The minimum elution flow is found when a
molecule’s electrophoretic velocity in the elution buffer ex-
actly balances the counterflow. As in Figure 4a, the lower
trajectory is captured on the electrode membrane and the
upper trajectory is cleared into the elution stream.

It turns out that in both of these cases the minimum
elution flow rate that discourages capture of the solute by
the electrode is

Q � �u �A (13)min buffer c

where Ac is the cross-sectional area of the elution chamber

through which the current flows and �ubuffer� is the electro-
phoretic velocity in free solution. This is the free solution
electrophoresis velocity in the elution buffer and may be
substantially different from the velocity in the gel. In prac-
tice, the elution flow rate is often several times higher than
this minimum value, leading to unnecessary dilution of the
sample.

The Product Offtake Line. After being flushed from the
elution chamber, the solute is carried by the elution buffer
through a length of tubing to a detector and/or fraction
collector. In this stage the main consideration is loss of
resolution, since the purified solute bands are now subject
to Taylor (diffusive–convective) dispersion (38) as they
travel through the tubing. This occurs because the flow in
the system is laminar, parabolic with a maximum velocity
at the tube centerline. Solutes near the wall move slowly
compared with those near the centerline so the solute band
is elongated by the flow as it travels through the tube.

Aris–Taylor theory (39), which is strictly valid only for
long tubes, predicts a dispersion coefficient that goes as

2 2 2�v� d QtD � D � � D � (14)Taylor m m 2 2192D 12p d Dm t m

where �v� is the average hydrodynamic velocity of the buf-
fer in the tube. Because of Taylor dispersion the offtake
line can generate significant band spreading if it is im-
properly designed. The variance predicted by Taylor’s the-
ory for dispersion in a tube of length L is

3 6 4D L p d pd Lm t t2r � � C (15)Taylor 332 Q 384QDm

which indicates that Taylor dispersion may be reduced by
using short, thin tubes. For tubes of length L � Q/pDm,
Aris–Taylor theory overpredicts dispersion and must be
adjusted before it can be applied to the lengths of elution
channel typically used with these instruments. To put this
in perspective, for Aris–Taylor theory to apply in commer-
cial pGE equipment, one would need L � 1 m when Q �
10 lL/min and L � 100 m for Q � 1 mL/min. The constant
C, which corrects for short tubes, can be estimated from
Figure 5, where f � .2D L/�v�am t
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Table 2. Physical Constants Used in the
Tubular pGE Illustrations

Gel tube

r(Tref)E2 (W/cm3) 1.0
Z (cm) 5.0
2agel (cm) 0.25
di (cm) 0.8
Run time (h) 3–5

4σ

L (cm)
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Figure 6. Contribution of the variance computed to the baseline
width, in seconds, for flow in the elution stream tube. Although
this is generally not a significant contribution to the overall dis-
persion, it can smear bands that elute within a few minutes of one
another. The dispersion is alleviated by reducing the elution flow-
rate Q, and keeping the elution tube as short as possible.

For example, a 1-m-long tube with a flow rate of 1 mL/
min has an adjusted variance of 8,214 s2 at a dimensionless
distance of f � 0.009425 (C � 0.185803). A pulse of solute
placed at the entrance of the tube will take about 6.1 min
to flush through the tube entirely. The implication here is
that solute bands that come off the gel less than 6.1 min
apart will tend to overlap as they come out of the elution
stream tube. If this becomes a problem, it is best addressed
by decreasing the length of the tube.

The effect of Taylor dispersion in short tubes is sum-
marized in Figure 6 for the two cases, Q � 1 mL/min,
which corresponds roughly to the annular device, and Q �
10 lL/min, which corresponds roughly to the tubular de-
vice. The temporal bandwidth, that is, the time it takes for
a pulse of solute to completely elute from the tube, is ap-
proximately equal to 4r, so this has been plotted against
the tube length for each of these flow rates. Note that the
temporal dispersion is independent of tube diameter (a
counterintuitive result) for a fixed volumetric flow and that
dispersion can be decreased by reducing Q and L.

Although existing continuous elution systems do not
meet the long-tube condition required for Taylor’s analysis
to apply rigorously, the variance can still be significantly
decreased by reducing the inner diameter and length of the
elution stream tube.

Fundamental Principles. As with CE, temperature pro-
files in pGE can be calculated using equation 4, except that
the electrical parameters used are those that pertain to the
gel. The steady-state form of the thermal energy equation
in cylindrical coordinates is

k d dTgel 2r � r (T )E [1 � k (T � T )] � 0 (16)gel ref gel refr dr dr

For a tubular gel, this equation is put in dimensionless
form using the transformations

gelk (T � T ) 2h a 2kgel ref pGE glass
H (g) � Bi � �gel 2 2r E a k agel gel gel gelk loggel � �aglass

2 2r E a d log(r)gel gel2j � � �k dT Tgel ref

where agel is the radius of the gel and g � r/agel. The heat
transfer coefficient hpGE for the micropreparative appara-
tus includes resistances due to the glass wall of the tube
and the external cooling fluid. If cooling is by forced air and
the glass wall is thick, the heat transfer resistance is typ-
ically controlled by the glass. This is reflected in the ap-
proximate term on the far right in the relation for Bi.

These transformations yield a second-order ordinary
differential equation that, when solved with the boundary
conditions from equation 5, has a solution of the form

1 BiJ (jg)0
H (g) � � 1 (17)gel 2 � �j BiJ (j) � 2jJ (j)0 1

which is identical to equation 6 except that the definitions
of the dimensionless parameters have been changed.

Table 2 contains the physical data used to predict tem-
perature profiles in pGE at a base power dissipation rate
of 1 W/cm3. As is clear in Figure 7, at this power setting
the centerline temperature rise is only about 1 �C greater
than the coolant temperature. The 1 �C variation in tem-
perature implies that, for practical purposes, thermal ex-
cursions do not have a significant impact on dispersion or
resolution when compared with contributions from other
sources. Consequently, it is acceptable to ignore tempera-
ture effects when optimizing pGE performance at power
densities below 1 W/cm3.

Annular Gels. In cases where larger amounts of mate-
rial must be processed in a single run, the basic tube gel
used can be significantly scaled by switching to an annular
gel. The gel in the annulus should be kept thin to avoid
excessive temperature excursions, but the annulus perim-
eter can be enlarged to increase capacity. For example, an
annulus with a 2-cm inner diameter and a 3-cm outer di-
ameter would have a typical column load of roughly 20 mg/
run. An annulus with a 4-cm outer diameter and a 2-cm
inner diameter could process about 50 mg/run.

For a thin annulus with a large diameter and an an-
nular gap equal to the diameter of a tubular column, the
relative increase in scale of the annulus over the tube is
approximately 4ao/agel, where ao is the outer diameter of
the annulus. In the more general case where the annulus
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Figure 7. Temperature rise (�C) in continuous elution gel elec-
trophoresis at a base power density, Pw � 1 W/cm3 in a tube gel
(———), a thin annulus (– – – –), and a thick annulus (• • • •). Note
the slight asymmetry in the annular temperature profiles. The
line next to each curve is the corresponding parabolic Galerkin
approximation used in the dispersion calculations.

Table 3. Physical Constants Used in the Preparative GE
Illustrations

Thin annulus Thick annulus

L (cm) 10.0 10.0
2 ai (cm) 1.905 1.905
2 ao (cm) 2.8 3.7
do (cm) 1.565 1.565
di (cm) 3.14 4.04
kgel (W/cm �C) 0.00578 0.00578
kglass (W/cm �C) 0.011 0.011
kceramic (W/cm �C) 0.0578 0.0578
Run time (h) 5–15 5–15

is not thin, the relative increase in scale is given by the
ratio S of the cross-sectional areas of the two columns

2 2a � ao iS � (18)2agel

The capacity can be increased further by increasing the
thickness of the annulus and by lengthening the column,
but the former admits some degradation of performance
due to thermal dispersion and the latter requires longer
run times.

For an annulus, equation 16 is put in dimensionless
form by using different transformations than in the pre-
vious cases. These are

k (T � T ) r � agel ref i
H(g) � g �2 2r(T )E (a � a ) a � aref o i o i

2 2r(T )E (a � a ) d log(r) aref o i i2j � K �� �k dT a � aT�Tgel o iref

where ai is the radius of the inner surface of the gel and ao

is the radius of the outer surface. Note that (1) the dimen-
sionless radial coordinate g is defined so that the domain
extends over 0 � g � 1 and (2) a new geometric parameter,
K, appears in the governing equations.

These transformations yield a second-order ordinary
differential equation

2d H 1 dH 2� � j H � �1 (19)2dg g � K dg

that has solutions of the form

1
H(g) � AJ [j(g � K)] � BY [j(g � K)] � (20)0 0 2j

where A and B are constants that must be fit using appro-
priate boundary conditions. Jo is a Bessel function of the
first kind of order 0, and Yo is a Bessel function of the sec-
ond kind of order 0.

Appropriate boundary conditions in this case are

�H(g) k 2iat g � 0 � � Bi H(g) where Bi �i i�g k log(2a /d )gel i i

�H(g) k 2oat g � 1 � � Bi H(g) where Bi �o o�g k log(d /2a )gel o o

(21)

where di is the inside diameter of the cooling finger and do

is the outer diameter of the glass tube. For the annular
device, the constants of integration, A and B, are obtained
by solution of the matrix equation

�jJ (j(1 � K)) � Bi J (j(1 � K))1 o 0� �jJ (jK) � Bi J (jK)1 i 0

Bio
2j�jY (j(1 � K)) � Bi Y (j(1 � K)) A1 o 0 ��� ��jY (jK) � Bi Y (jK) B Bi1 i 0 i� �
2j

and autothermal runaway is predicted at values of j for
which the determinate of the 2 � 2 matrix on the left van-
ishes.

Table 3 contains the physical data used to predict tem-
perature profiles in the preparative chamber at a base
power dissipation rate of 1 W/cm3. For purposes of illus-
tration, two different cases are shown. The first is an in-
strument with a thin annular gap and the second has a
thick annular gap. The predicted temperature rise in each
instrument under these conditions is shown in Figure 7.
Since the temperature rise in each of these devices is
roughly proportional to r(Tref )E2(ao � ai)2/kgel, these re-
sults can be readily extrapolated to other operating con-
ditions and gel geometries. To maintain performance levels
while scaling up, the product of the electric field times the
gap thickness, E(ao � ai), should be held constant in order
to limit temperature variations across the transverse axis,
thereby discouraging excessive thermal dispersion.
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Figure 8. The effect of injection volume q, on effluent concentra-
tion profiles from the micropreparative gel electrophoresis cham-
ber. The ordinate is dimensionless concentration C/Co and the ab-
scissa is dimensionless time h. This simulation was carried out
with Pegel � 2,000, Z � 5 cm, agel � 0.125 cm, and Q � 1/30,
1/60, and 1/300 (q � 50, 25, and 5 lL, respectively) and clearly
shows the reduction in bandwidth and effluent concentration that
accompanies decreasing q. The smallest injection volume is shown
in the leading curve.

This implies that, while the scale may be doubled by
doubling the annular gap thickness, the field must be de-
creased by half so the run takes twice as long. Conse-
quently, overall productivity in preparative GE remains
roughly independent of gap thickness, with the major sav-
ings coming from the reductions in the time and effort as-
sociated with reloading and purging the gel. As stated ear-
lier, the gel apparatus is most effectively scaled by
increasing the perimeter of the annulus while keeping the
annular gap thickness constant.

Solute Concentration Profiles. In the absence of thermal
dispersion, the concentration profiles of solutes exiting the
gel can be calculated by solving the diffusion–convection
equation

2�C �C � C
� u � D (22)gel gel 2�t �z �z

subject to the boundary and initial conditions

at t � 0 all z C � 0
at z � 0 all t C � H(0, s)Co

as z r 	 all t C is bounded (23)

where the distribution function H(0, t) � 1 if 0 � t � s and
H(0, t) � 0 if t � s. This problem is most conveniently
solved using Laplace transforms to obtain

C Pe Z fo gelPe Z/a fgel gelC � e Erfc � h�� � � � ���2 4agel h�
Pe Z fgel

� Erfc � h � H�� � ���� 4agel h � H�
Pe Z fgel

� Erfc � h�� � ��� 4agel h�
Pe Z fgel

� Erfc � h � H (24)�� � ���� 4agel h � H�

where the dimensionless parameters in equation 24 are
defined as

�u �t z q �u � �u �agel gel gel gel
h � f � H � Pe �gel2Z Z pa Z u Dgel buffer gel

Here h is the dimensionless time, f is the dimensionless
distance, Pegel is the gel Peclet number, and H is a dimen-
sionless loading factor. Note that the leading fraction in
the definition of H is the ratio of the load volume to the gel
volume and is normally kept below 5%. The trailing frac-
tion is the ratio of the electrophoretic velocities in the gel
and in the buffer. If a stacking gel is used, the estimated
volume of the sample as it leaves the stacking gel should
be used in calculating H.

Figure 8 illustrates the effect of decreasing the injection
volume from 50 ll to 5 lL. At the lower injection volumes
(leading peak) the peak concentration drops below the
value in the feed, its breadth decreases, and the center of
the peak approaches a symmetric distribution about the

mean elution time, h � 1, that is, t � Z/�ugel�. At higher
loadings the peak width expands to accommodate the
added mass of solute, thus making it more difficult to re-
solve closely spaced peaks. To minimize the influence of the
injection volume, q should be adjusted so that H ;� 1/300.
This is most conveniently done by using a stacking proce-
dure.

Thermal Dispersion. To estimate the effect of radial tem-
perature variations on axial dispersion, it is necessary to
solve the extended form of the convective–diffusion equa-
tion

2�C �C D � �C � Cgel
� u(r) � r � D (25)gel 2�t �z r �r �r �z

where u(r) is the axial electrophoretic velocity distribution
in the gel. We can estimate the contribution of axial veloc-
ity distribution to the variance by dropping the diffusion
terms, assuming that the injection volume is infinitesi-
mally small and then using moment analysis to compute
the variance. On eliminating the diffusive terms, the mass
transport equation reduces to

�C �C
� u(r) � 0 (26)

�t �z

A very thin volume of concentrated solute injected onto the
column can be represented by the Dirac distribution (im-
pulse function) Cod(z) as an initial condition and the re-
sulting system readily solved (e.g., using Laplace trans-
forms) to obtain

z z z
C d t � when � t �o � �u(r) u umax minC(t, r, z) � (27)

z z� �0 when � t �
u umax min

These solutions are then used to calculate the radially av-
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Figure 9. Plate efficiency as a function of power density in the
preparative GE. The curves that meet on the upper left are cal-
culated for Z � 10 cm; those on the lower left are for Z � 5 cm.
The curves that meet on the lower right are calculated for the
thick annulus; those that meet on the upper right are for the thin
annulus. The effect of sample injection volume is not included in
these calculations, but would tend to substantially reduce the
plate efficiency of the shorter column.

Table 4. Parameters Used in the Preparative
Electrophoresis Moment Calculations

Annular gel (Bia � Bib)

A � �
2 2r(T )E bref

�l(T )E 1 �(T )Aref ref 0� �k

B � �C �
2 2r(T )E bref

�l(T )E �(T )A Biref ref 0 b� �k

t � Z/(A � B/2 � C/4)min

t � Z/(A � B � C)max

eraged flux J and the temporal moments Mn at the outlet
of the gel. The formulas for these are

Radially averaged flux
a ao o

J(t, z) � u(r)C(t, r, z)rdr rdr (28)� ��
a at t

	
nTemporal moments M (z) � J(t, z)t dt (29)n �

0

The electrophoretic velocity distribution u(r) varies with
the buffer viscosity, which is a function of the temperature.
For relatively small temperature variations (i.e., less than
10 �C), the velocity may be calculated by using a Taylor
expansion in the temperature rise to obtain the formula

m(T )refu(r) � l(T )Eref
m(T)

d log(m)
� l(T )E 1 � (T � T )ref ref� � � �dT Tref

� l(T )E[1 � �(T � T )] (30)ref ref

where l is the electrophoretic mobility and m is the viscosity
of the buffer.

Strictly speaking, the temperature profiles are given by
equation 20 for annular gels. However, to generate a rela-
tively simple analytical form for the fluxes, Galerkin’s
method has been used to find an approximate solution of
equation 19 in the form of a parabolic polynomial in g

2H(g) � A [Bi (g � g ) � 1] (31)0 b

where

2A � �7[10(K � K)(Bi � 6) � 3Bi � 20]0 b b
2 2 2 2 2� {14(K � K)[Bi (j � 10) � 10Bi (j � 6) � 30j ]b b

2 2 2 2� Bi (4j � 49) � 14Bi (3j � 25) � 140j }b b

To simplify the analysis somewhat, only the symmetric
form of the solution for the temperature profile is consid-
ered here. Although this introduces a small error in the
variance computed for thick-gap devices, as seen in Figure
7, it greatly simplifies the analysis, allows closed-form so-
lution of the resulting equations, and gives the correct
qualitative tendency as the power density is increased.

For an electrophoretic velocity profile that is symmetric
about the centerline of the annulus and that has the par-
abolic form u(g) � A � Bg � Cg2, the radially averaged
concentration and flux measured at position Z are

2B t � B t � 4C(At � Z) Z� �� �
Co2 2 2 2Ct B t � 4C(At � Z)(a � a )� o iC(t, Z) � � 0

Z Z
when t � � t � � tmin maxu umax min (32)

Z Z �when t � � t � � tmin maxu umax min

2 2B t � B t � 4C(At � Z) Z� �� �
Co3 2 2 2Ct B t � 4C(At � Z)(a � a )� o iJ(t, Z) � � 0

Z Z
when t � � t � � tmin maxu umax min (33)

Z Z �when t � � t � � tmin maxu umax min

where the parameters, A, B, and C, calculated for the an-
nular columns, are given in Table 4.

Equation 28 for the radially averaged flux is used to
compute the first three temporal moments, and these are
then used to compute the mean elution time and the tem-
poral variance. The results of these calculations are sum-
marized in Figure 9, which shows the reduction in plate
efficiency due to thermal dispersion in pGE as a function
of the power density.

The most interesting aspect of the thermal dispersion
is its dependence on column length. As shown in Table 5,
the variance associated with thermal dispersion varies
with the square of the column length rather than the first
power, as is common with convective–diffusive dispersive
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Table 5. Mean Residence Time and Variance Due to Thermal Dispersion in pGE

M (Z) 72Z1t (Z) � Z �mean M 72A � 11Bo

r2(Z) �

4A � B 4A � B B
log log �� � � �� � �2 4A 4A 4AM (Z) M (Z) 272 1 2� �� � 192Z � �2 2M M B(72A � 11B) (72A � 11B)B(4A � B)(72A � 11B)0 0 �

processes. As a result, thermal dispersion dominates other
sources of dispersion in long columns and at high power
densities, as shown in Figure 9. As a rule of thumb, the
optimum power density in existing commercial equipment
for pGE should occur at a characteristic temperature rise,
rE2(ao � ai)2/kgel � 8 �C.

Although the formulas given are approximate to the ex-
tent that molecular diffusion is ignored and only symmet-
ric parabolic temperature distributions are admitted, they
provide an excellent qualitative description of the avail-
able pGE columns and a rational quantitative basis for de-
signing new units or upgrading existing columns. Figure 9
shows that the thick annular chamber must operate in a
very narrow power dissipation range to obtain reasonable
plate efficiencies. If higher resolution is needed, the user
has a choice of reloading the thin-annulus device several
times or building a new instrument with a larger perime-
ter.

Solute Dilution in the Elution Chamber. As solute leaves
the gel phase, it enters the elution chamber and is then
flushed into the elution stream. There is some loss of res-
olution at this point, but the main consideration here is
dilution of the fractionated samples as they come off the
gel. The dilution factor Fdilution is calculated by taking
the ratio of the solute velocity J/C as it comes off the gel
to the elution stream velocity Q/Ac. This is

J(Z, t) A Z A �u �c c gelF � � H (34)dilution C(Z, t) Q t Q �u �elution buffer

from which it is seen that the dilution factor is a function
of elution time.

The approximate inequality on the far right has been
included to give perspective to the dilution factor. This ap-
proximation is based on the assumption that one would
like to operate under conditions in which no solute is cap-
tured by the electrodes in the elution chamber. Roughly
speaking, the largest attainable dilution factor (i.e., that
giving least dilution) is equal to the ratio of the electro-
phoretic mobility in the gel near the outlet to the electro-
phoretic mobility in the elution buffer. The utility of this
expression is that it may be rearranged to compute the
lowest admissible value of the elution stream flow rate Q

ZA �u �c bufferQ h Q � � A �u � (35)min c buffert �u �elution gel

Then, if the electrophoretic velocity of a solute in free so-
lution is known, the elution buffer flow rate can be set very

near this minimum value. If a collection of solutes is being
processed at a constant elution flow rate, then Q should be
calculated using the mobility of the fastest solute (i.e., the
first one off the gel) to avoid the loss of fast solutes to the
electrode.

Note that the dilution factor depends not only on the
tightness (i.e., the reduction of the solute’s diffusion coef-
ficient) of the gel being run but also on the individual elec-
trophoretic mobilities of the solutes being processed. This
implies that, to keep the dilution factor constant during a
run, the elution buffer flow rate would need to be decreased
in inverse proportion to time. This latter type of correction
could be important in applications where peak width or
height must be accurately measured, for example, so that
a direct comparison of bands may be made with those on
a standard gel. It may also be important in minimizing
dilution of the slower solutes.

Remarks. The continuous elution pGE annular appa-
ratus is capable of processing several hundred times more
solute in a single pass than the tubular apparatus de-
scribed earlier. To accomplish this, some resolution is sac-
rificed for capacity, and because the optimal run conditions
in the annulus are found at a fraction of the power density
used in the tube the runs generally take longer to com-
plete. It is up to the user to decide for a given separation
whether this trade-off between time and resolution is
worthwhile.

PREPARATIVE CONTINUOUS-FLOW ELECTROPHORESIS

Thin-Film Apparatus

When still greater amounts of material must be processed,
the apparatus that has the next largest capacity is a thin-
film continuous electrophoresis device, such as the VaP 22,
which was until recently available through Bender-
Hobein, FRG. This type of apparatus, which dates back to
the early 1960s, consists of a thin film of buffer that flows
down between two closely spaced (e.g., 0.5-mm transverse)
vertical glass plates about 20 cm across (lateral) and 50 cm
long (axial), as illustrated in Figure 10. The CFE is usually
run in free-flow mode, that is, without anticonvectant me-
dia.

Multicomponent sample is injected into the carrier buf-
fer at the top of the column through a thin capillary. The
solutes are convected down with the buffer, flow between
electrodes that are located at the lateral edges of the
plates, and are deflected by the electric field according to
their electrophoretic mobilities. As the fractionated solutes
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Figure 10. Schematic of the CFE showing electrode placement,
multicomponent sample injection, carrier fluid flow, and product
distribution. Typical elution bands are shown beneath the cham-
ber corresponding to the two crescent-shaped bands on the lower
surface of the chamber. The skewing is a deformation of the sam-
ple bands referred to as the crescent phenomena (2,40), which is
caused by the interaction of hydrodynamic and electrokinetic ef-
fects.
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Figure 11. Predicted CFE temperature rise, in degrees centri-
grade from the center line at y � 0 to the wall at y � b. Since the
bounding transverse walls dominate heat transfer resistance,
there is a 3 �C rise above the coolant temperature at the transverse
wall. The temperature difference across the slit is less than 1 �C.

exit the electric field, they are swept into discrete effluent
ports by the carrier buffer and collected in separate vials
(41).

A major advantage of the CFE over equipment de-
scribed earlier is that it operates in true continuous mode,
whereas the others operate in semibatch mode (i.e., sam-
ples are loaded batchwise, but product fractions are eluted
continuously). Processing rates can approach 50 mg/h, and
theoretical plate efficiencies can in theory exceed N �
10,000, although in practice they are generally somewhat
lower.

Fundamental Principles. The first step in analyzing the
performance of the CFE is to calculate the temperature
profile along its thin (transverse) axis. The governing dif-
ferential equation is

d dT 2k � r (T )E [1 � k(T � T )] � 0 (36)buffer buffer ref ref� �dy dy

with the boundary conditions

at y � �b
dT kglass

�k � �h (T � T ) � � (T � T ) (37)buffer CFE ref refdy dglass

Here it is assumed that both transverse surfaces are
cooled, that the major resistance to heat transfer is the
thickness of the transverse surfaces, and that the heat
transfer coefficients are equal on both sides of the unit.
Note that asymmetric conditions could significantly impair
CFE performance, so every effort should be made to match
the electrokinetic and thermal properties of these surfaces.

Equation 36 with symmetric boundary conditions as in
equation 37 has the solution

1 Bi cos(jg)
H (g) � � 1 (38)CFE 2 � �j Bi cos(j) � j sin(j)

where the dimensionless parameters used are

k (T � T ) y h bbuffer ref CFE
H (g) � g � Bi �CFE 2 2r E b b kbuffer buffer

2 2r E bbuffer2j � k
kbuffer

and autothermal runaway occurs when Bi cos(j) � j sin(j)
� 0. The parabolic approximation to equation 38 obtained,
using Galerkin’s method is

5(Bi � 2)(Bi � 3)
H (g) �CFE 2 22[5Bi(Bi � 3) � j (2Bi � 10Bi � 15)]

2Big
• 1 � (39)� �Bi � 2

and the predictions of both of these formulas are shown in
Figure 11 for typical operating conditions. Because of the
symmetry inherent in this problem, the exact and approx-
imate solutions differ by only a few percent over most of
their useful range. The agreement between equations 38
and 39 breaks down as j approaches the critical value for
autothermal runaway.

Axial Velocity Profile. Because the CFE does not nor-
mally use an anticonvective packing, the velocity profiles
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Figure 12. Predicted perturbation velocity profile due to stable
natural convection in a slit. Both the exact solution, equation 43,
and the polynomial approximation, equation 44, are shown here.
The warmer fluid in the center of the slit rises while the cooler
fluid near the wall falls.

in the axial and lateral directions have a significant impact
on performance. Along the x axis, the velocity profile be-
tween the front and back plates is, to a first approximation,
laminar and parabolic. However, because of the small tem-
perature difference between the walls and the centerline,
there is a slight distortion of the flow due to stable natural
convection (42,43), which can either improve or degrade
performance. Assuming that the base flow is parabolic, the
perturbation to the flow is found by solving the Boussinesq
(44,45) approximation to the equations of motion

d dv DP�
m � q gb(T � T ) � (40)buffer buffer ref� �dy dy L

where

d log(q )buffer
b � �� �dT T�Tref

with no-slip conditions on the bounding surfaces

at y � �b v(y) � 0 (41)

and subject to the integral constraint that there is no net
increase in the average velocity associated with natural
convection, that is,

b

v(y)dy � 0 (42)�
�b

Note that P� is a perturbation pressure that determined
by the integral constraint of equation 42. When the exact
form for the temperature profile (see equation 46) is used,
this system of equations yields the solution

3 Gr2v(y) � �v� (1 � g ) ��2 Re
2Bi{3(g � 1)[sin(j) � j cos(j)] � 2j[cos(jg) � cos(j)]}

• 5 �3j [Bi cos(j) � j sin(j)]
(43)

while the polynomial approximation yields

3 Gr2v(y) � �v� (1 � g ) ��2 Re
2 2Bi(Bi � 3)[5(1 � g ) � 6](1 � g )

• (44)2 2 	36[j (2Bi � 10Bi � 15) � 5Bi(Bi � 3)]

where

2 2 5q �v�b q gb r E bbuffer buffer bufferRe � and Gr � 2m m kbuffer buffer buffer

Under normal CFE operating conditions the ratio of the
Grashof number to the Reynolds number in equations 43
and 44 is somewhat less than 1, and, as illustrated in Fig-
ure 12, the functional portion of the perturbation velocity
never exceeds �0.01, so the contribution of natural con-
vection in commercial CFEs, b � 1 mm, can be neglected

when Gr/Re � 1. Note, however, that Gr/Re 
 b4, so this
term rapidly becomes important as the slit thickness is
increased.

Lateral Velocity Profile. Because the transverse surfaces
of the CFE carry a fixed charge, the electric field induces
wall electroosmosis, which drives a bulk recirculating flow
along the lateral axis. The shape and magnitude of this
flow can be calculated from the equation of motion

d dw DP	
m � (45)buffer � �dy dy L

together with the integral constraint

b

w(y)dy � 0 (46)�
�b

Assuming that the induced electroosmosis is identical on
both transverse surfaces, perhaps due to application of a
surface coating, a suitable set of first-kind boundary con-
ditions is

at y � �b w(y) � w (47)eo

Solving the differential equation 45 subject to boundary
conditions as in equation 47 and constraint from equation
46 yields the polynomial

3 2w(g) � � w (1 � g ) � (w � �u�) (48)eo eo2

where the electrophoretic velocity of the solute �u� has been
tacked on to account for displacement of the solute relative
to the electroosmotic flow. Note that when weo � �u, the
term on the far right vanishes and the lateral flow becomes
parabolic.

Solute Dispersion in the CFE. In practice, a multicom-
ponent feed is injected into the CFE carrier flow through
a capillary that extends over one-third to one-half of the
transverse thickness of the chamber. In most instances it
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Table 6. Statistical Expressions for the CFE Subject to Pure Convective Dispersion

Mean displacement
3w (g* � g*) � 2g*�u�eoz (x) � xmean 3(3g* � g* )�v�

Spatial variance
2(w � �u�) 2 1 � g* 4eo2 2v (x) � x log �� � � �2 2 2 2�v� 3g*(3 � g* ) 1 � g* (3 � g* )

Plate number

2 2 2z 3g*(w (g* � 1) � 2�u�)mean eoN � �CFE 2 1 � g*v 2 22(w � �u�) (3 � g* ) log � 6g*eo � � � �1 � g*

Resolution
Dz D�u�

R � � N�CFE CFE
 
22v w (g* � 1) � 2�u�eo

is possible to neglect the effects of molecular diffusion on
dispersion because convective distortion of the sample
band dominates band spreading. The criterion for neglect-
ing molecular diffusion is that the time required for a mol-
ecule to diffuse from the centerline to the transverse will
be much greater than the solutes’ average holdup time in
the chamber. This ratio is characterized by the dimension-
less Graetz number

2t b /D �v�b bdiffusion mGz � � � • � 10
t L/�v� D Lconvection m

which for proteins typically has values well in excess of 10.
Because this apparatus operates continuously and sol-

utes are separated in space along the lateral axis rather
than in time, it is appropriate to use spatial moments
rather than temporal moments to characterize perfor-
mance. If diffusive dispersion is ignored, the spatial mo-
ments can be found using the formula

n n�g*L w(g)
M (L) � C dg (49)n o� � � n�1b �g* v(g)

where g* is the fraction of the transverse thickness over
which sample injection extends. In this calculation the feed
band is assumed to be infinitesimally thin along the lateral
axis. Neglecting the effects of natural convection in equa-
tion 44, we can readily generate analytical expressions for
the mean lateral displacement and spatial variance.

Table 6 gives analytical formulas for the mean lateral
displacement, the spatial variance, the theoretical plate
number, and the resolution in the CFE, taking into account
only pure convective dispersion. Several points are brought
to light in the moment analysis that are crucial to CFE
operation. First, as is clear from the premultiplicative
terms in the variance and the plate number, performance
is optimized when �u� � �weo, a condition that can be
approximated by coating the transverse surfaces with a
material that has a zeta potential similar to that of the key
solutes being processed (2).

Second, the plate number NCFE is a function neither of
column length nor of the carrier fluid velocity, and is there-
fore not a function of residence time. This occurs because,
like thermal dispersion, convective band spreading due to
electroosmosis is faster than a diffusion-like process; that
is, CFE variance increases with the first power of the res-
idence time rather than the square root.

Third, as g* r 1, the variance increases rapidly, and,
from a purely theoretical standpoint, if diffusive effects are
ignored it becomes infinite in this limit. Performance de-
grades rapidly as g* approaches 1, so that there is a stark
trade-off between capacity and resolution. Although plate
efficiencies in excess of N � 20,000 can be obtained in con-
tinuous operation, this is only possible under rather strin-
gent conditions. However, for g* � 3/4 and Gz � 100, the
analysis given earlier should be sufficiently accurate to al-
low the user to optimize a given separation.

The contribution of the breadth of the sample injection
stream to the variance is

2W2v � (50)injection 12

where W is the lateral breadth of the injected stream. This
expression is readily incorporated into the calculation for
the plate efficiency N by adding this contribution to the
spatial variance in Table 6.

Figure 13 is a three-dimensional plot of N versus �u� and
g* for weo � �0.01, which shows how CFE performance
varies with operating conditions. Here we see that N is
greatest along the line weo � ��u� and for small values of
g*, but for reasonable injection capacities (g* � 1/3) rarely
exceeds 20,000 plates. In practice one should choose con-
ditions that give at least baseline resolution, RCFE � 1, of
key components and differences in the mean lateral dis-
placements z, which are at least as broad as the effluent
ports.

Solute Dilution in CFE. For the CFE, the dilution factor
that corresponds to that discussed with the GE systems is
determined from the size of the sample injection stream as
Fdilution � g*�1, and typically ranges from 2 to 4 depending
on the injection flow rate. However dilution by band smear-
ing along the lateral axis in the CFE is often an important
consideration and is relatively easy to estimate by using
the formula

2 2v � v� injection1
F � (51)gross

g* vinjection

where vinjection is given by equation 50 and v comes from
Table 6. The numerator in equation 51 is proportional to
the breadth of the product in the effluent stream, and the



ELECTROPHORESIS, PROTEINS, BATCH AND CONTINUOUS 925

0.2
0.4

0.6
0.8η* 0

0.01

0.02

0.03

u
0

5,000
10,000
15,000
20,000

N 

Figure 13. Isothermal plate efficiency N as a function of injection
cross-section g* and electrophoretic velocity u. N was computed
for weo � �0.01 cm/s, v � 1 cm/s, L � 100 cm, and 2b � 0.1 cm.
In this figure it is assumed that a square injection capillary is
used. This shows an optimal plate efficiency when u � �weo but
illustrates how small the operating regime is where plate efficien-
cies are greater than about 20,000 in the CFE. Note that this fig-
ure has been capped at N � 20,000.

Regenerators

Low-mobility
offtake port

High-mobility
offtake port

Cross-flow
injection

Continuous
feed

Purge

Regenerators
++

Figure 15. The RCFE with regenerators. The regenerators keep
solute from migrating past the outlet ports, and this helps keep
solute losses to a minimum. Note that opening up offtake ports
automatically creates the regenerators and that the magnitude of
the shift and the strength of the countercurrent flow is altered at
each regenerator. The arrows within the chamber indicate the con-
nection between the inlet and outlet ports. Note the change in
plumbing in the right and lefthand regenerators.
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Figure 14. Gross dilution factor vs. g* and u. This function gives
the degree of dilution a solute will undergo during processing in
the CFE. As seen in the center of the surface plot, under near-
optimal operating conditions it is possible to obtain gross dilution
factors below 4.

denominator is proportional to the breadth of the sample
injection stream. The premultiplicative factor 1/g* is sim-
ply the dilution factor given earlier. As shown in Figure 14,
minimum dilution occurs when �u� � �weo, with the
broadest operating region centered near g* � 1/3. In prac-
tice, plate efficiency and dilution must be weighed against
capacity.

Continuous-Flow Electrophoresis with Recycle (RCFE)

Effluent recycle was introduced for isoelectric focusing by
Bier and Egen in 1979 (46). At that time it was believed
that recycle could not be adapted to zone electrophoresis
because of fundamental differences in the transport pro-
cesses governing these two techniques. Specifically, iso-
electric focusing is an equilibration process in which sol-
utes placed in a pH gradient migrate to the point in the
gradient where they have zero net charge. Separation de-

pends primarily on the steepness of the pH gradient and
the difference in isoelectric points (pIs) of the solutes. Zone
electrophoresis, on the other hand, is a rate process in
which solutes migrate at fixed velocities, so separation de-
pends primarily on the length of the run, the electric field
strength, and the difference in electrophoretic mobilities.

Recycle was first applied to zone electrophoresis in 1983
(47,48). The major obstacle that had to be overcome to ac-
complish this was to find a way to get two solutes with like
charges but different electrophoretic mobilities to move in
opposite directions. Our solution to this problem works in
the following way: Two proteins with similar electropho-
retic mobilities can be made to migrate in opposite di-
rections by opposing the electrophoretic motion with a
counterflow velocity set close to the average of the electro-
phoretic velocities of two key components.

Solutes migrate at their effective velocities (i.e., electro-
phoretic plus counterflow) until they reach the “regenera-
tors” (see Figure 15) on either side of the recycle section.
In the regenerators the counterflow of solvent is altered by
means of the recycle lines, to keep solutes from migrating
past the outlet port. At the regenerator on the left, the
cross-flow rate is decreased; it is increased at the regen-
erator on the right and adjusted so that solutes cannot es-
cape the offtake ports. With proper design, complete sep-
aration can be achieved with virtually no loss of biological
activity.

The RCFE was set up so that on each cycle through the
unit the solutes would separate slightly. However, after re-
cycling through the chamber 100 or more times, the solutes
are completely separated and can be continuously drawn
off at either end of the slit with very low losses. The ulti-
mate resolution of solutes in the RCFE depends largely on
the number of recycle stages designed into the chamber.
Because the design engineer has complete control of this
variable, any degree of product purity can, in principle, be
attained.

The primary advantage of this configuration is that it
can process feeds in excess of 1 g/h and operates in true



926 ELECTROPHORESIS, PROTEINS, BATCH AND CONTINUOUS

continuous mode. Its major drawback is that it will split a
multicomponent feed into just two products—one that con-
tains components that are faster than the cross-flow and
the other one having components that are slower than the
cross-flow. Consequently, complex feeds will generally
require a minimum of two passes to isolate the desired
product: The first pass could be used to remove faster con-
taminants and the second pass to remove slower contam-
inants.

Separation is carried out in native buffer with back-
ground conductivities near 0.01 mho/cm (50 mM buffer),
so low protein solubility is not generally a problem. Power
requirements are kept low by using small electric fields
(less than 40 V/cm), so the temperature rise in the chamber
on a single pass is typically less than 5 �C. A multichannel
heat exchanger removes joule heat from the recycle
streams and sets the base temperature of the separation.
In addition, the RCFE is hydrodynamically stable because
the chamber is operated adiabatically with upflow.

The RCFE is not commercially available. However, com-
mercial recycle IEF chambers, such as Rainin’s MinipHor,
can be readily modified to operate in RCFE mode.

Remarks. When the RCFE was first conceived, it was
believed that zone electrophoresis, which can provide fine
resolution of proteins in analytical equipment, would find
its niche in the final polishing stages of industrial purifi-
cation processes. In practice, this apparatus appears to be
more useful in the early stages of downstream processing,
where complex mixtures must be handled and emphasis is
placed on removing solutes that are difficult to handle by
other means, for example due to fouling or precipitation,
or removing bulk proteins (such as serum albumin from
blood plasma) inexpensively and without organic solvents
or large amounts of precipitating salts.

DISCUSSION

Since 1980, the field of applied electrophoresis has under-
gone revolutionary changes, spurred in large part by the
development and automation of capillary electrophoresis.
Instrumentation is available for application of zone elec-
trophoresis at scales up to pilot, so it is now possible to
decide, on a rational basis, whether to incorporate electro-
phoresis as part of a purification train.

One could imagine, for instance, applying CE (along
with analytical HPLC) early in process development to de-
termine which contaminants could be removed from a
product stream by electrophoresis and the optimum pH
and buffer conditions at which this might be carried out.
The results of this inexpensive and rapid preliminary
screening step would allow the user to decide whether zone
electrophoresis should be considered at all. As a rule of
thumb, if the mobility difference between key components,
typically the desired product and a major contaminant,
measured by CE is greater than 25%, then zone electro-
phoresis may be considered further.

Following CE, one could scale up to native pGE in order
to recover enough purified protein to check for product het-
erogeneity, activity, and toxicity, as well as to determine

the amino acid sequence. When carried out in PAGE, the
resolution achieved is boosted by the filtering power of the
gel; however, separations conducted in native agarose gels
can give insight to the presence (or absence) of problems
with zone electrophoresis at larger scales. As before, one
should look for a 25% difference in mobilities of key com-
ponents before considering continuous zone electrophore-
sis as a possible process step. Mobility differences greater
than 25%, as measured in native agarose gels, should yield
a straightforward and clean separation by zone electro-
phoresis at pilot scale. This preparative step is somewhat
more expensive and time-consuming than CE but is a bet-
ter predictor of success or failure at larger scales. If an
automated GE unit is not available, the user can always
resort to vertical or horizontal slab gels.

Assuming the preparative step is successful, further
scale-up requires a return to free-solution zone electropho-
resis in either the CFE or the RCFE. (Note: In this step
one can also use an RF3 or MiniPhor that has been outfit-
ted for isotachophoresis. However, both the equipment it-
self and the protocols used must be modified for zone elec-
trophoresis. The advantage of using this equipment is that
it is commercially available and relatively inexpensive.)
This phase of the study is again more expensive and time-
consuming than previous ones, and should be carried out
at processing rates between 10 and 100 mg/h. In free so-
lution, the user is forced to confront potential problems
that might arise as a result of heat generation or electro-
osmotic dispersion, hopefully for the last time during scale-
up. As the conductivity of the buffer is reduced, the electric
power and chamber cooling requirements decrease, and
throughput generally increases because electrophoretic
mobilities increase. However, as the conductivity is re-
duced, wall electroosmosis eventually increases to the
point where the separation is ruined; an optimum conduc-
tivity should thus be sought.

In our experience, it is best to begin this search with a
buffer that has a conductivity near 500 lmho/cm, which
corresponds roughly to 10 mM Tris-acetate at pH 8.0, and
raise the electrolyte concentration if it is necessary to re-
duce electroosmotic dispersion or to discourage protein ag-
gregation. If the separation is successful at 500 lmho/cm,
then the conductivity should be halved and the experiment
repeated until a suitable electrolyte concentration is found.
Keep in mind that whether Tris or more exotic electrolytes
or additives are used, these materials are likely to consti-
tute the major electrophoretic processing costs in zone re-
cycle electrophoresis rather than, say, electric power or
cooling.

Closing Remarks. Over the past two decades there have
been a number of important developments in the area of
analytical electrophoresis, the most important and most
active of these centering on the commercialization of cap-
illary electrophoresis. In addition, gel electrophoresis has
metamorphosed from a labor-intensive laboratory tech-
nique to one where the instrumentation is automated and
the gels are mass-produced, changes that significantly re-
duce operator training and improve reproducibility.
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During this same period, preparative and larger-scale
zone electrophoresis has remained largely stagnant, with
few innovations surviving to commercialization. There is
no agreement over the precise reasons for the lack of in-
terest in electrokinetic processing, although it is clear that
the biotech industry is convinced that the tools it already
has, specifically the chromatographies, are superior to
those currently available via electrophoresis. It will be
nearly impossible to move this technology forward without
the cooperation and support of the industry it will serve.

What will it take to change this mindset? In my opinion
it will take at least one case study where electrophoresis
shows itself to be clearly superior to existing separations
technologies and offers a straightforward route to scale-up.

A number of different electrophoretic devices have not
been discussed in this article. For example, neither Hoe-
fer’s Isoprime� (49–52) nor BioRad’s Rotofor� (53,54) are
discussed because they are designed strictly for isoelectric
focusing, a topic treated elsewhere in this book. Margolis’
Gradiflo� (10,55,56) is not treated both because it is not
yet commercially available in this country and because I
am not sufficiently familiar with that device to give it due
justice.

CACE (57) and various other forms of electrochroma-
tography (58–61) have been omitted here because they
could not be adequately treated in the space allotted to this
article. Other recent innovations by Shiue and Pearlstein
(62), Lochmüller and Ronsick (63), and Shea et al. (64)
were omitted from this article because they are still in the
early stages of development.

NOMENCLATURE

Notation

a CE capillary lumen radius
ag Glass outer radius
agel Gel radius
ai Annulus inner radius
ao Annulus outer radius
ap Polyimide outer radius
Ac Gel cross-sectional area
b CFE slit half-thickness
Bi Biot number
C Solute concentration
Co Solute concentration in sample
C(Z, t) Solute concentration at Z
dglass CFE glass wall thickness
di Inner diameter of annulus cooling finger
do Outer diameter of annulus glass tube
dt Diameter of elution tube
Dm Molecular diffusivity in free solution
Dgel Molecular diffusivity in gel
DCE CE dispersion coefficient
E Electric field strength
Fdilution Dilution factor
Gr Grashof number

Gz Graetz number
g Gravitational acceleration
h Slit thickness
hCE CE overall heat transfer coefficient
hCFE CFE overall heat transfer coefficient
hfluid Cooling fluid heat transfer coefficient
hpGE pGE heat transfer coefficient
HETP Height equivalent to a theoretical plate
hetp Reduced HETP
J(Z, t) Solute flux at Z
J0 Bessel function of first kind, order 0
J1 Bessel function of first kind, order 1
k Thermal conductivity
L Elution tube length
N Theoretical plate number
Mn nth moment, averaged across thin axis
P Pressure
Pe Peclet number
q Sample injection volume
Q Elution flow rate
r Radial coordinate
R Resolution
Re Reynolds number
S pGE scale factor
T Temperature
t Time
tload CE sample injection time
u Electrophoretic velocity
umax Maximum electrophoretic velocity in r
umin Minimum electrophoretic velocity in r
u(r) Electrophoretic velocity profile in r
v Hydrodynamic velocity
v(r) Hydrodynamic velocity profile in r
w CFE lateral velocity
weo CFE electroosmotic wall velocity
W Sample load width in CFE
x Electrophoretic velocity
y Transverse axis
Y0 Bessel function of second kind, order 0
Y1 Bessel function of second kind, order 1
z Lateral or electrophoresis axis
Z Gel column length

Greek Symbols

� Thermal viscosity coefficient
b Thermal volumetric expansion coefficient
d Dirac impulse distribution
v2 Spatial variance
j Autothermal parameter
k Eigenvalue or thermal conductivity coefficient
K pGE geometric factor
h Dimensionless time



928 ELECTROPHORESIS, PROTEINS, BATCH AND CONTINUOUS

H Dimensionless temperature
g Dimensionless transverse or radial coordinate
l Electrophoretic mobility
leo Electroosmotic mobility
m Molecular viscosity
U Electric potential
r2 Temporal variance
r Electrical conductivity
q Fluid density
s Dimensionless time
f Dimensionless distance along z
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INTRODUCTION

Every cell has a requirement for energy metabolism to
maintain growth as well as to synthesize macromolecules
or metabolic by-products. In the development of an indus-
trial fermentation process it is important to be able to
channel the metabolic capabilities of a selected cell to the
production of a desired product. In this quest it is neces-
sary to have a full understanding of the energy metabolism
of the cell in order to be able to control the fermentation
parameters to meet the cellular requirements and maxi-
mize the yield of the end product.

In this article we consider the energy metabolism of
three quite distinct microbial cells—bacterial, fungal, and
animal—all of which are used in large-scale commercial
fermentation processes. The inclusion of animal cells as a
category of microbial cells may be surprising to some, but
in terms of their behavior as independent cells in homo-
geneous culture operations they do not differ from bacte-
rial or fungal cells. Of course it has to be recognized that
all cells used in industrial processes are likely to be se-
lected and genetically altered in a way that marks their
genotype as quite different from that found in wild strains
or of cells contained within a multicellular organism.

In this article we point out the similarities and differ-
ences in energy metabolism of these cells and the aspects
of the metabolism that are important for control in pro-
duction processes of selected commercial products.

Common Pathways of Energy Metabolism for Bacterial,
Fungal, and Animal Cells

Catabolic pathways provide energy for biosynthesis and in
most instances also provide reducing equivalents for car-
bon reduction reactions. There are three major groups of
compounds that link anabolic and catabolic pathways:
adenosine phosphates (AMP, ADP, ATP), which link energy
yielding and energy requiring reactions; nicotinamide ad-
enine dinucleotide (NAD, NADH); and nicotinamide ade-
nine dinucleotide phosphate (NADP, NADPH). The latter
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Figure 1. Embden–Meyerhof–Parnas pathway. This is the gly-
colysis pathway in which 1 mol glucose is degraded to 2 mol py-
ruvate. The net energy gain is of 2 mol ATP. The pyruvate is either
reduced to lactate under anaerobic conditions or converted into
acetyl-CoA for entry into the TCA cycle.

two link oxidative reactions of catabolic pathways to re-
ductive reactions. The adenylate energy charge is an in-
dicator of the pool of high-energy phosphate bonds carried
on adenosyl residues:

[ATP] � (1/2)[ADP]
[ATP] � [ADP] � [AMP]

This index could theoretically vary between 0 (100% AMP)
and 1 (100% ATP). Measurements of this charge have been
shown to correlate well with the cells’ physiological state
(1). The energy charge of actively growing cells ranges from
0.80 to 0.95 but drops significantly when energy substrates
are depleted.

From a biotechnological point of view, when the product
of interest is derived from biosynthetic pathways, the
adenylate energy charge is of specific importance because
it participates in the regulation of metabolic pathways.
There is a relationship between the energy charge and re-
action rates of regulated biosynthetic (energy-requiring)
and catabolic (energy-regenerating) enzymes and path-
ways (2). The activity of biosynthetic enzymes is low and
the activity of catabolic enzymes high, at low energy
charges (�0.8). The rate of protein synthesis declines in
response to decreases in energy charge (3).

Because of the involvement of a variety of oxidative and
reductive pathways using nicotinamides as the electron
carrier, NADH/NAD and NADPH/NADP ratios, also
known as the catabolic and anabolic reduction charges, re-
spectively, have also been measured for their potential as
a means of measuring the physiological state of cells (1).
In Escherichia coli, the catabolic energy charge does not
vary significantly in response to the various growth con-
ditions tested; however, the anabolic reduction charge de-
creases under carbon and energy source starvation and de-
creases transiently under conditions of O2 starvation (4).
Changes in anabolic reduction charge may have an impact
on rates of biosynthesis as well.

The Embden–Meyerhof–Parnas (EM) pathway, the
pentose-phosphate (PP) pathway, and the Entner–Doudo-
roff (ED) pathway are three routes for the utilization of
hexoses such as glucose. The EM and PP pathways are
widespread in fungi and animal cells. The ED pathway is
common in bacteria and in some fungi such as Tilletia car-
ies and Caldariomyces fumago (5,6).

The EM pathway takes place in the cytoplasm and is
the most common means of energy production (Fig. 1). Two
molecules of ATP are generated in this pathway, whereas
only one is generated the ED pathway (6). Three enzymes
are involved in the initial glucose phosphorylation step of
the EM pathway: hexokinase P-I, hexokinase P-II, and glu-
cokinase. Hexokinase acts on fructose as well as glucose
and mannose. These enzymes are generally present in fun-
gal, bacterial, and animal cells. However, doubt has been
expressed as to the existence of the EM pathway in some
fungi such as Candida 107 and Rhodotorula glutinis be-
cause of the low activity of phosphofructokinase (7).

The ED pathway was first discovered in Pseudomonas
and serves as a mechanism of glucose breakdown in the
absence of phosphofructokinase (Fig. 2). In this pathway,
glucose-6-phosphate is oxidized to 6-phosphogluconate

with the enzyme glucose-6-phosphate dehydrogenase. The
presence of two other key enzymes (6-phosphogluconate
dehydratase and 2-oxo-3-deoxy-6-phosphogluconate aldol-
ase) allow further degradation to the three-carbon metab-
olites, pyruvate and glyceraldehyde-3-phosphate.

The PP pathway can be considered a side branch of the
EM pathway that exists in fungal, bacterial, and animal
cells (Fig. 3). Its principle role is the production of reducing
power for biosynthetic reactions including nucleic acid and
cell wall biosynthesis. In reductive biosynthesis, such as
in fungal sporulation, the PP pathway is very important.
Mutations of the PP pathway enzymes cause drastic mor-
phological effects (6). Ribose-5-phosphate and erythrose-4-
phosphate are produced from the PP pathway and are pre-
cursors for the synthesis of nucleotides and aromatic
compounds, respectively (5).

The phosphoketolase (PK) pathway is an alternative
pathway for sugar breakdown in fungal and bacterial cells
(Fig. 4) (6). The key enzyme of the pathway (phosphoke-



ENERGY METABOLISM, MICROBIAL AND ANIMAL CELLS 931

ATP

ADP

Glucose

Glucose-6-phosphate

6-Phosphogluconate

Glyceraldehyde-3-phosphatePyruvate

Pyruvate

2-Keto-3-deoxy-6-phosphogluconate

NADP�

NAD�

NADPH

NADH

ADP

ATP

ADP

ATP

H2O

Figure 2. Entner–Duordoff pathway. Glucose is degraded in the
absence of phosphofructokinase to pyruvate and glyceraldehyde-
3-phosphate. The latter can be degraded further to pyruvate by
the enzymes of glycolysis. This pathway is less efficient that gly-
colysis, yielding only 1 mol ATP/mol glucose.
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Figure 3. Pentose-phosphate path-
way. This pathway is divided into
three parts: (a) An oxidative se-
quence of reactions in which glucose
is converted to the five-carbon,
ribulose-5-phosphate. (b) Epimeri-
zation and isomerization reactions
in which the important nucleic acid
precursor, ribose-5-phosphate is
formed. (c) A nonoxidative sequence
of transaldolase and transketolase
reactions.

tolase) converts a pentose such as xylulose-5-phosphate
into acetyl-phosphate and glyceraldehyde-3-phosphate.
The pathway is characteristically observed in heterolactic
bacteria such as Leuconostoc, in which glucose may be con-
verted into lactate, ethanol, and carbon dioxide.

Respiration in eukaryotes involves the complete oxida-
tion of carbon-containing molecules to CO2 and H2O (Fig.
5). This includes three interrelated processes: the tricar-

boxylic acid (TCA) cycle, electron transport, and oxidative
phosphorylation. These aerobic processes occur in the mi-
tochondrion. The TCA cycle is the most efficient metabolic
pathway for ATP generation (9,10) and is much more effi-
cient than anaerobic metabolism. Using the EM pathway
together with the TCA cycle under aerobic conditions, 30
to 38 molecules of ATP can be generated from one molecule
of glucose, depending upon the degree of coupling of phos-
phorylation to the electron transport chain. By compari-
son, the EM pathway generates only 2 molecules of ATP
from one molecule of glucose. Inorganic phosphate (Pi) sup-
ply is essential for ATP production. According to the energy
requirements of cells, a mitochondrial inorganic phosphate
carrier (Pic) delivers Pi to the mitochondrial ATP synthase
complex very rapidly, with a rate much higher than the
rates of most mitochondrial reactions (10).

The TCA cycle is initiated when the pyruvate resulting
from glycolysis is transported into the mitochondria and is
converted to acetyl-CoA. Acetyl-CoA may also be formed
from acetate by acetyl-CoA synthetase, and from the b-
oxidation of fatty acids. When the acetyl group is trans-
ferred to oxaloacetate, the initial compound of the TCA cy-
cle (citrate) results and is metabolized by a series of
enzymatic reactions leading to the regeneration of oxalo-
acetate and production of CO2, with the release of meta-
bolic energy (5,8).

The TCA cycle is a central hub of both catabolic and
anabolic metabolism. In addition to its role in the oxidation
of substrates to generate energy, the TCA cycle provides
important intermediates for biosynthesis. Glutamic acid,
aspartic acid, and glycine are all directly derived from the
TCA cycle and glyoxylate cycles, and they are important
precursors for biosynthesis of other amino acids and nu-
cleotides. The intermediates of the TCA cycle also contrib-
ute to the biosynthesis of secondary metabolites. The re-
sult of these biosynthetic processes is the depletion of
intermediates from the cycle, and the TCA cycle would
soon come to a halt without replenishment of intermediary
metabolites. This may be accomplished through the fixa-
tion of CO2 into oxaloacetate with phosphoenolpyruvate
from glycolysis (8).

The glyoxylate cycle forms an apparent shortcut across
the TCA cycle in fungi and some bacteria, linking isocit-
rate, succinate, and malate (Fig. 6). The net effect of this
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Figure 4. Phosphoketolase pathway. This pathway allows het-
erolactic fermentation in certain bacteria and fungi. The key en-
zyme is phosphoketolase, which degrades the five-carbon xylulose
into a two-carbon, acetyl and three-carbon, glyceraldehyde. Lac-
tate and ethanol are carbon products of the pathway. The net en-
ergy gain is 1 mol ATP/mol glucose utilized.

pathway is to produce one mole of succinate from two
moles of acetate. The two enzymes required for this are
isocitrate lyase and malate synthase. The pathway is
called anaplerotic (from the Greek for “filling up”) and
serves to replenish the intermediates of the TCA cycle. In
turn this may allow the TCA cycle intermediates to be used
as precursors for biosynthetic reactions.

Mitochondrial reactions are essentially similar in plant,
animal, and fungal cells. Electron transport and oxidative
phosphorylation represent the final stages in the flow of
electrons from organic substrates to oxygen (Fig. 7). Hy-
drogen atom pairs resulting from enzymatic dehydroge-
nation of certain intermediates of carbohydrate, fat, and
protein catabolism, together with those from the TCA cy-
cle, enter the electron transport chain (ETC), located in the
inner mitochondrial membrane. The electrons of the hy-
drogen atom pairs are transferred to carrier components

of the chain while the accompanying hydrogen ions enter
the aqueous environment. The electrons are transferred by
a series of oxidation–reduction reactions along the chain
of redox components as far as cytochrome oxidase (cyto-
chrome aa3), which catalyzes electron transfer to oxygen.
Each oxygen atom accepts two electrons and takes up two
hydrogen ions from the environment to form water. At
three sites in the ETC, oxidative phosphorylation may oc-
cur. That means ADP is phosphorylated, resulting in the
formation of up to three ATPs from each electron pair
transported to oxygen. For each NADH that transfers its
electrons to the ETC, a maximum of three molecules of
ATP result; for each FADH2, a maximum of two ATP mol-
ecules result (5,8).

Besides the ubiquitous cytochrome-dependent and
ATP-generating path for the oxidation of NADH � H�,
there are alternative respiration pathways. An alternative
pathway, which branches from ubiquinone and transfers
electrons via an unknown oxidase toward oxygen, has been
described in all major classes of fungi (11). This alternative
pathway is cyanide- and azide-insensitive but can be in-
hibited by salycilhydroxamate (SHAM). It transports elec-
trons to oxygen without proton transport, and therefore
without phosphorylation of ADP to form ATP; only heat is
generated. Another alternative pathway is cyanide-
insensitive and azide-sensitive and is also believed to be
mitochondrial and to lack proton transport capability. This
pathway accepts electrons from external NADH but not
from succinate, implying lack of access to the ubiquinol
pool, but whether it has access to internal mitochondrial
NADH is not known (6).

In bacteria and fungi, respiration may function with an
electron acceptor other than oxygen. For example, nitrate
may be used as an electron acceptor and reduced to nitrite
by nitrate reductase. This process, which is often called
dissimilatory nitrate reduction, is coupled to the genera-
tion of ATP. Denitrification involves the complete reduction
of nitrate to nitrogen and prevents the accumulation of po-
tentially toxic levels of nitrite. Denitrification is carried out
by Pseudomonas or Bacillus and also in the fungi, Fusar-
ium oxysporum and Cylindrocarpon tonkenense. The res-
piratory substrates such as malate, pyruvate, succinate,
and formate are effective donors of electrons. Rotenone,
antimycin A, and thenoyltrifluoroacetone inhibit the re-
ductase activity (12).

The range of energy substrates and catabolic pathways
in bacteria is extremely wide. These pathways may lead to
the generation of ATP or to primary ion gradients that are
easily interconverted through the ubiquitous presence of
an ion-coupled ATPase or synthase (13). The large variety
of metabolic pathways available in prokaryotic organisms
has led to their use in the production of a range of meta-
bolic end products and enzymes.

NUTRIENTS REQUIRED FOR GROWTH

Bacteria and Fungi

Although some bacteria are autotrophic and may use car-
bon dioxide as a carbon source, many are heterotrophic and
require some organic carbon for growth in culture. It has
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been common in laboratory cultures to use non–chemically
defined sources of organic carbon such as peptones, meat
extract, or yeast extract. However, to maintain consistency
in large-scale cultures it is important to use a chemically
defined nutrient broth consisting of an energy source in an
isotonic salt solution.

Glucose and glucose-yielding carbohydrates are the
most commonly used carbon energy sources for bacterial
or fungal cell growth. With the breakdown of glucose
through the pathways of glycolysis, fermentation, or res-
piration, energy and a series of small compounds are gen-
erated to support growth and biosynthesis. ATP is the en-
ergy carrier mediating between the energy donor and
energy-requiring reactions. Hexoses can be converted to
glucose, and pentose can be metabolized through alterna-
tive glycolytic pathways. Fatty acids, amino acids, organic
acids, and alcohols enter the major catabolic pathways at
various points (6,8).

Because of the extensive functional biosynthetic path-
ways in bacteria and fungi, the energy source and culture
medium are relatively simple. Some examples of single en-
ergy sources for fungal producer cells are shown in Table 1.

Unusual Energy Sources

Methanol or alkanes can be used as a sole source of carbon
and energy by some species of bacteria and fungi. Metha-
nol is oxidized to formaldehyde, which is further metabo-
lized by two pathways. The first path oxidizes formalde-
hyde to formic acid and then to CO2, with the generation
of ATP and NADH. The second path combines formalde-
hyde with xylulose-5-phosphate to form dihydroxyacetone
(DHA) and glyceraldehyde-3-phosphate. This path re-
quires ATP to phosphorylate the DHA and provides inter-
mediates for the pentose cycle or the EM pathway. The
enzymes DHA synthase and DHA kinase are unique to this
pathway and are formed only with methanol utilization.
The n-alkanes are oxidized to corresponding alkanols by a
monooxygenase enzyme complex containing cytochrome
P450 and NADPH cytochrome P450 reductase. Peroxi-
somal enzymes carry out the remaining degradation to in-
termediates that are transferrable to the mitochondria.
NAD-long-chain alcohol and aldehyde dehydrogenase fur-
ther oxidize the alkanols to fatty acids (9). Candida tenuis
was reported to be able to metabolize the whole range of
fuel hydrocarbons. In a mixture of them, the relatively
short-chain-length n-alkanes were used first, and then pro-
gressively longer n-alkanes. When all n-alkanes were used
up, methylalkanes were exploited, but only relatively
slowly (19).

Some strains of Candida tropicalis, Rhodotorula sp.,
Pullularia pullulans, and Oidium can use phenol at low
concentrations as the single source of carbon and energy.
Aspergillus fumigatus can grow on p-cresol or 4-
ethylphenol as its sole carbon and energy source. p-Cresol
is metabolized by two different routes, both of which con-
verge on protocatechuate as the ring-fission substrate. One
of these proceeds by initial hydroxylation of the methyl
group of p-cresol and its further oxidation to 4-hydroxy-
benzoic acid, followed by ring hydroxylation; the other in-
volves ring hydroxylation of p-cresol to form 4-methyl-

catechol as the first step, followed by oxidation of the
methyl group. The protocatechuate is cleaved by ortho-
fission, leading to formation of 3-oxoadipate. In contrast,
the ring-fission substrate in the pathway for 4-ethylphenol
degradation is hydroxyquinol (1,2,4-trihydroxybenzene),
which is cleaved by ortho-fission, leading to maleylacetate.
The pathway involves hydroxylation of the methylene
group of 4-ethylphenol, followed by oxidation to give 4-
hydroxyacetophenone. This undergoes a Baeyer–Villiger
type of oxygenation to form the ester, 4-hydroxyphenyl ac-
etate. Hydrolysis of the ester gives quinol (hydroquinone),
which is converted to the ring-fission substrate by hydrox-
ylation (20).

Toluene can be used as a sole source of carbon and en-
ergy by Cladosporium sphaerospermum, which is the first
eukaryotic organism found to do so (21). This fungus was
isolated from a biofilter used to remove toluene from waste
gases. The oxygen consumption rates, as well as the mea-
sured enzyme activities, of C. sphaerospermum indicate
that toluene is degraded by an initial attack on the methyl
group.

The Composition of Animal Cell Culture Media
The substrate requirements for growth and production
from animal cells is far more complex than for bacteria or
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Table 1. Energy Sources for Producer Fungal Cells

Product Producer Source of energy and carbon g/L Reference

Citric acid Aspergillus niger Sugar 125–200 14
Itaconic acid Aspergillus terreus Glucose 50–150 14
Gluconic acid Aspergillus niger Dextrose 150–200 14
Penicillin G/V Penicillium chrysogenum Glucose 0–10 or 5–15

Lactose 20–50 or 15–60 15
Lovastatin Aspergillus terreus Dextrose 45 16
Compactin Penicillium citrinum Glucose 50

Glucose/maltose 10/40 17
Cyclosporin A Tolypocladium inflatum Maltose, glucose, etc. 30–50 18

Table 2. Dulbecco’s Modification of Eagle’s
Medium (DMEM): An Example of a Basal
Medium Commonly Used for the Growth of
Animal Cells in Culture

Inorganic salts (mM)

NaCl 110.30
KCl 5.40
CaCl2•2H2O 1.80
MgSO4•7H2O 0.80
NaH2PO4•2H2O 0.91
NaHCO3 44.00

L-Amino acids (mM)

Arginine•HCl 0.40
Cystine•diNa 0.20
Glutamine 4.00
Glycine 0.40
Histidine•HCl•H2O 0.20
Isoleucine 0.80
Leucine 0.80
Lysine•HCl 0.80
Methionine 0.20
Phenylalanine 0.40
Threonine 0.80
Tryptophan 0.08
Tyrosine•diNa 0.40
Valine 0.80

Trace elements (lM)

Fe(NO3)3•9H2O 0.25

Vitamins/cofactors (lM)

Choline•Cl 28.60
Folic acid 9.10
Inositol 38.90
Nicotinamide 32.80
Pantothenate•Ca 8.40
Pyridoxal•HCl 19.60
Riboflavin 1.10
Thiamine•HCl 11.90

Other components

Phenol red (uM) 26.55
Glucose (mM) 25.00
Pyruvate•Na (mM) 1.00
CO2 (gas phase) 10%

fungi. Prior to the 1950s animal cells were grown in culture
in undefined biological fluids, with varying degrees of suc-
cess. Subsequently, chemically defined culture medium
was based on the analysis of plasma and other growth-
supporting biological fluids (22). The reduction of the de-
fined components to minimum concentrations then led to
“minimal essential media” such as that developed by Eagle
in 1955 (23). Similar media formulations such as Dul-
becco’s modification of Eagle’s medium (DMEM), Ham’s
F-12, and RPMI were later developed to promote the
growth of specific cell lines. Table 2 shows the composition
of DMEM as an example of a typical culture medium suit-
able for the growth of a wide range of animal cell lines.

The nature and concentration of the carbon and nitro-
gen substrates in the culture medium affect both the en-
ergy status and metabolism of the cells (Fig. 8). Medium
generally contains both a carbohydrate source and a range
of amino acids to satisfy cellular growth requirements.
Most standard media formulations would be expected to
support cell growth to a maximum density of 1–2 � 106

cells/ml in batch culture. The limitation to growth is nor-
mally a reflection of the deterioration of the culture me-
dium due to nutrient depletion or the accumulation of toxic
metabolites. The specific factor affecting the final cell yield
may vary with cell line, media, and growth conditions.
However, the identification of such factors and an under-
standing of the interaction between the cells and the media
components is essential for designing a fully optimized and
controllable culture system.

Carbohydrate Source. Glucose is the most commonly
used carbohydrate source for animal cells and is normally
included in culture at a concentration between 5 and 25
mM. At low glucose concentration (�25 lM) its primary
function is to provide ribose for nucleic acid synthesis (24).
It has also been shown that glucose may not be necessary
if a source of pentose sugar is provided in the culture. Uri-
dine and inosine have been found suitable, the carbohy-
drate requirement being derived from the ribose moiety of
these nucleosides (25).

The specific glucose consumption rate of cells increases
with the glucose concentration of the medium up to a max-
imum rate that occurs at around 5 mM glucose (24). The
specific growth rate and antibody production rate of hy-
bridomas are independent of glucose concentration over a
wide range. The specific glucose consumption rate may
vary with growth phase, culture pH, or cell type. During
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Figure 8. Interrelated pathways of energy metabolism. The two
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the culture of many animal cells, glucose is not completely
depleted from the medium, suggesting that the glucose
concentration is not the limiting factor.

Glucose utilization in culture leads to a concomitant in-
crease in lactate concentration in the medium, which may
lead to a decrease in pH if adequate buffering is not pro-
vided. The molar ratio of lactate produced to glucose con-
sumed is often �1.8 for growing cells and is an indication
of the anaerobic metabolism of glucose (26). If glucose is
substituted by either fructose, galactose, or maltose, cell

growth will continue, but the glycolytic rate and hence the
production of lactate will decrease (27). In this situation
cell growth will depend more heavily on other available
substrates such as glutamine.

Glutamine. Next to carbohydrates, amino acids are the
most abundant source of reduced carbon available for en-
ergy metabolism. Glutamine is normally included at a con-
centration higher than the other amino acids (0.7–6 mM).
It is recognized as an important precursor for the synthesis
of purines, pyrimidines, amino sugars, and asparagine, as
well as a substrate for oxidative metabolism (28).

Glucose and glutamine utilization has been shown to be
coordinately controlled in a number of cell lines (24,29).
Glutamine was shown to provide 40–50% of the intracel-
lular energy in a variety of cell lines including HeLa, hu-
man fibroblasts, and hybridoma cells. When fructose or ga-
lactose is the carbohydrate source, the proportion of
cellular energy provided by glutamine is even higher.

One of the major end products of glutamine utilization
is ammonia. This can increase in concentration in the me-
dium as a result of the spontaneous chemical degradation
of glutamine, as well as from its metabolic deamination.
The molar ratio of ammonia produced to glutamine con-
sumed is typically �0.75 (26). The accumulation of am-
monia can be inhibitory to cell growth at �3 mM, but the
sensitivity of cell lines to ammonia is variable.

There are various strategies that may be used to over-
come the inhibitory effect of ammonia, including removal
from the culture medium by ion exchange resins or by gas-
permeable membranes (30). Alternatively, the substitution
of glutamine by equivalent molar concentrations of gluta-
mate (26) or glutamine-based dipeptides (31) can lead to
reduced ammonia accumulation and, under appropriate
culture conditions, to higher cell yields.

Amino Acids Other Than Glutamine. A range of amino
acids is normally provided in culture medium, each at a
concentration of 0.1–1.0 mM. The amino acids act primar-
ily as precursors for protein synthesis, but some may be
deaminated and degraded via the tricarboxylic acid cycle,
particularly if the primary energy substrates (glucose and
glutamine) have been utilized.

The branched-chain amino acids are consumed particu-
larly rapidly by a number of cell lines including MDCK
cells, human fibroblasts, mouse myeloma cells, and BHK
cells. Hybridomas have been shown to metabolize serine
and branched-chain amino acids when the glutamine level
of the culture is low. During cell growth some amino acids
may be released into the culture medium, particularly al-
anine and glycine. These may be products of a detoxifica-
tion mechanism that prevents an excessive accumulation
of ammonia in the cell.

Lipids. The inclusion of a lipid fraction or defined fatty
acids in serum-free culture medium has been shown to im-
prove cell proliferation (32). The most likely role of such
fatty acids, which are normally supplemented at micro-
molar concentrations, is a source of precursors for the
structural components of cell membranes. However, it has
been shown that the availability of unsaturated fatty acids
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such as oleic and linoleic acids can significantly alter the
metabolic profile of hybridoma cells by causing changes in
the specific uptake rate of glutamine (33).

PATTERNS OF ENERGY METABOLISM

Patterns of Fungal Energy Metabolism

According to their different patterns of energy procure-
ment, fungi can be classified into several metabolic groups.
Many yeasts and most filamentous fungi belong to the
group of obligate respirers. Chitridiomycetes rumen fungi
belong to the group of obligate anaerobes. Between these
two extreme groups are aerobic respirers, aerobic fer-
menters, facultative aerobic fermenters, and aeroneutrial
fermenters. Few yeasts and filamentous fungi belong to
the group of aerobic respirers. There is no anaerobic
growth in this group, and anaerobic fermentation is pos-
sible only in pregrown cells. Aerobic fermenters and fac-
ultative aerobic fermenters have capabilities for both aer-
obic and anaerobic fermentation, but their respiratory
capabilities are limited. Fungi in the group of aerobic fer-
menters, such as Schizosaccharomyces pombe, do not have
the capability for anaerobic growth. Fungi in the group of
facultative aerobic fermenters, such as Saccharomyces,
have the capability for anaerobic growth. Some Chytridi-
omycetes and Oomycetes (e.g., Blastocladia and Aqualin-
derella) belong to the group of aeroneutrial fermenters,
which lack respiration and have the capability of both aer-
obic and anaerobic fermentation or growth (6).

Several fungi can perform anaerobic fermentation in
the presence of O2. There are three principal types of fun-
gal fermentation: alcoholic, lactic acid, and mixed acid fer-
mentation. Lactic acid fermenters are found primarily
among the Chytridiomycetes, Oomycetes, and Zygomy-
cetes. Some of these fungi are obligate aerobes (e.g., Allo-
myces, Sapromyces, and Apodachlya), whereas others grow
equally well anaerobically (e.g., Blastocladia and Mindi-
niella). Rhizopus, a member of the Zygomycetes, carries
out lactic acid fermentation together with a simultaneous
alcoholic fermentation. Mixed acid fermentation is found
in a small group of obligately anaerobic Chytridiomycetes
(6).

For most industrial fungi, oxygen is essential for both
growth and production of metabolites. In an industrial aer-
obic fermentation process, an adequate oxygen supply is
usually obtained by sparging sterile air into the fermen-
tation broth. Because of the low solubility of oxygen it is
important to maximise the mass transfer between the gas
and liquid phase. The mass transfer is measured by the
volumetric mass transfer coefficient, kLa, where kL is the
mass transfer coefficient in the liquid film (cm/h), and a is
the specific interfacial area for air–liquid mass transfer
(cm2/cm3). The mass transfer coefficient is related to the
volumetric power input and superficial gas velocity. In
large-scale aerobic fermentation, oxygen enrichment of the
inlet air stream may be advantageous to meet the oxygen
requirement. The profile of the oxygen uptake rate
throughout the fermentation process is an important pa-
rameter for scale-up (34). The oxygen uptake rate (OUR)
may be calculated by

OUR � k a(C* � C)L

where C* is the equilibrium oxygen concentration, and C
is the dissolved oxygen in the culture broth.

Pattern of Energy Metabolism in E. coli: A Model Bacterium
for Commercial Production

E. coli has been one of the most intensely studied species
of bacteria over the last several decades and has been used
extensively as the bacterium of choice for the expression of
a wide variety of foreign proteins including many of indus-
trial importance. Numerous human proteins have been ex-
pressed in E. coli by means of recombinant DNA technol-
ogy, and some are currently in commercial production,
including the examples shown in Table 3 (35). This bacte-
rium’s importance in the field of biotechnology requires
that its energy conservation pathways for ATP generation
be described in more detail. E. coli is a heterotrophic fac-
ultative anaerobe with diverse strategies for generating
ATP from pathways leading to substrate level phosphory-
lation and proton-motive-force-coupled ATP synthesis. The
anaerobic fermentative pathways of E. coli yield 3 ATP/
mol glucose using a combination of the EM pathway of gly-
colysis to pyruvate followed by various pathways of pyru-
vate reduction leading to the formation of acetate, ethanol,
formate, and lactate as the major end products (35). E. coli
also possesses different electron transport chains coupled
to a variety of electron acceptors, including O2, , fu-�NO3

marate, and dimethylsulfoxide, for the generation of a pri-
mary proton motive force. While this versatility is of great
ecological importance for the survival of this organism in
the environment, most of it is of little use from a biotech-
nological perspective in the expression of foreign proteins,
because the anaerobic pathways provide less ATP per mole
of substrate used, and therefore, less cell material or prod-
uct per mole of substrate.

Most of the applications of E. coli involve aerobic growth
of the cells with O2 as terminal electron acceptor of the
respiratory chain. When using glucose as the primary en-
ergy source, oxidation of the glucose molecule to 6CO2 pro-
ceeds via glycolysis and the Krebs cycle, yielding 10 NADH
and 2 FADH2 (36). From the perspective of substrate-level
phosphorylation, 4 ATP is generated within glycolysis and
the Krebs cycle. Further ATP is generated in association

Table 3. Examples of Currently Licensed Therapeutic
Protein Products from Animal Cell and Bacterial
Cultures

Animal cell cultures E. coli cultures

Interferon alpha
OKT3 monoclonal antibody
Tissue plasminogen activator
Erythropoietin
Human growth hormone
Hepatitis B surface antigen
Granulocyte colony

stimulating factor
Clotting factor VIII
DNase I

Insulin
Interferon alpha, beta, and

gamma
Human and bovine growth

hormone
Rennin
Interleukin 2
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with the electron transport chain and the generation of a
primary proton motive force. The electron transport chain
of E. coli differs from that of mitochondria in eukaryotes
in that cytochrome c is not present (35). The chain is di-
vided into two steps. The first step is the transfer of elec-
trons from NADH to ubiquinone (a membrane-soluble co-
factor carrying two electrons). This electron transfer is
performed via the enzyme NDH1 (NADH-ubiquinone oxi-
doreductase I), a complex multisubunit transmembrane
enzyme capable of proton translocation. The product of this
reaction is ubiquinol. There are other electron transfer re-
actions that yield ubiquinol but are not associated with
proton translocation, for example, the transfer of electrons
from succinate to ubiquinone via the FAD-containing suc-
cinate dehydrogenase. In contrast to the pathway in mi-
tochondria, where the electrons from ubiquinol are do-
nated to cytochrome c, the two electrons of ubiquinol are
donated directly to O2, the reduction of which takes place
on a quinol oxidase. E. coli can synthesize two different
quinol oxidases, depending on the concentration of oxygen
in the growth medium. At high concentrations of O2, a cy-
tochrome bo3–containing quinol oxidase is produced,
whereas a cytochrome bd–containing quinol oxidase,
which has a higher affinity for oxygen, is produced at low
O2 concentrations. This difference is significant in that al-
though both enzymes are involved in proton translocation,
the first oxidase translocates 4 H�/2e�, whereas the sec-
ond translocates only 2. Under optimal conditions (when
cytochrome bo3 quinol oxidase is used) a maximum 8 H�/
2e� has been estimated, as compared with 6 when the ox-
ygen tension is low (35). By comparison the electron trans-
port chain in mitochondria releases between 10 and 12 H�/
2e�. These extruded protons can be used for several
functions including active transport, motility, and the syn-
thesis of ATP via the F1F0 ATPase. The F1F0 transmem-
brane ATPase of E. coli uses 3 H� per ATP synthesized.

The number of protons translocated per 2e�, and there-
fore also the number of ATPs that can be synthesized per
2e�, can be said to be dependent on both the substrate
utilized and the O2 concentration. Furthermore, the selec-
tion of bioenergetic substrate does not only have an impact
on the amount of ATP generated per mole of substrate but
also on the amount of ATP needed for cell biosynthesis, as
demonstrated when experimentally measuring maximal
cell yields per millimole of ATP ( ) when cells are grownmaxYATP

on different carbon and energy sources (37). The formaxYATP

cells grown on glucose is twice that of cells grown on ace-
tate. This corresponds well with theoretical calculations of
the requirement for ATP for the synthesis of macromole-
cules (proteins, lipids, nucleotides) on the same substrates.
For example the ATP requirement for protein synthesis
doubles when cells use acetate as their carbon and energy
source rather than glucose (42.7 vs. 20.5 mmol ATP/g
cells). Thus, the choice of carbon and energy substrate not
only has an impact on the amount of ATP synthesized but
also on the amount of ATP needed for biosynthesis.

Patterns of Energy Metabolism in Animal Cell Culture

The metabolic pathways for the utilization of glucose in
animal cells include glycolysis, the PP pathway, and the

TCA cycle. The complete oxidation of glucose via glycolysis
and the TCA cycle generates the greatest energy yield.
However, the rate of aerobic metabolism of glucose is ex-
tremely low during the growth of many cell lines (38). By
metabolic flux analysis, the proportion of glucose metabo-
lized via the TCA cycle in cultured cells has been deter-
mined to be less than 5%, whereas over 90% is utilized via
glycolysis to lactate, pyruvate, or alanine (39). The essen-
tial synthetic role of glucose is to feed the PP pathway,
which leads to the formation of ribose, which is essential
to maintain high rates of DNA synthesis during cell
growth.

The addition of glucose to cells in culture may cause a
decrease in oxygen consumption, a phenomenon commonly
referred to as the Crabtree effect (40) and widely observed
for many cell lines (41). This indicates a limited metabolic
capacity for conversion to TCA cycle intermediates as the
flux through glycolysis increases; this may be a result of a
high cytoplasmic NADH/NAD ratio. The aerobic metabo-
lism of cells in culture has also been shown to decrease at
elevated dissolved oxygen concentrations (42). This may be
related to the inhibition of pyruvate dehydrogenase, which
is an enzyme complex that is required for linking glycolysis
with the TCA cycle.

Glutamine provides a significant proportion of cellular
energy by means of a metabolic network of up to eight in-
dividual metabolic pathways collectively described as glu-
taminolysis (43). This network is initiated by the deami-
nation of glutamine by phosphate-activated glutaminase,
which may regulate the activity of this extensive metabolic
pathway. Metabolic analysis of HeLa and CHO cells by
15N-NMR has shown that all the ammonia produced from
glutamine originates from the amide nitrogen rather than
the �-amino group (44). Because the activity of glutamate
dehydrogenase is low in most cells, subsequent conversion
of glutamate into �-ketoglutarate takes place by amino-
transferases, notably aspartate transaminase (45). There
follows a pathway of complete or partial oxidation leading
to the end products of glutaminolysis, which include car-
bon dioxide, ammonia, alanine, aspartate, and lactate. The
complete breakdown of the carbon skeleton of glutamine
via the TCA cycle is the most efficient energy-releasing
pathway (27 mol ATP/mol glutamine). However, it is prob-
able that a large proportion of glutamine is incompletely
oxidized to pyruvate, lactate, or alanine, resulting in a
lower energy yield (9 mol ATP/mol glutamine) (43). A study
of the metabolism of a murine hybridoma shows that ala-
nine is the major end product of glutaminolysis (39). From
this work it can be estimated that glutamine accounts for
over 40% of the ATP generated in energy metabolism.

THE IMPORTANCE OF ENERGY METABOLISM
TO SPECIFIC CELL PRODUCTS

Catabolic End Products of Fungi

Since L. Pasteur published his work on alcoholic fermen-
tation in 1860, ethanol production from pyruvate has been
best known from the studies on Saccharomyces (46). Many
obligate aerobic fungi, such as common molds of the genera
Aspergillus, Fusarium, and Mucor, are also well known for
their ability to make ethanol (6).
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There are excellent reviews about fermentation produc-
tion of organic acids, such as citric acid, itaconic acid, glu-
conic acid, and fumaric acid. In economic terms, citric acid
is the most important organic acid produced by fungi. Com-
mercial citric acid production from Aspergillus niger was
first demonstrated as feasible in 1917 (47). Strains of Can-
dida lipolytica with reduced aconitase activity (which con-
verts citrate to aconitate) are also used for citric acid pro-
duction (48). It is believed that citric acid production
depends on a disturbance of the metabolism of the TCA
cycle. An important factor in the high citric acid productiv-
ities obtained is the existence of a powerful supplementary
route to oxaloacetic acid by the carboxylation of phospho-
enolpyruvate (49).

Secondary Metabolites of Fungi

The metabolic precursors of most secondary metabolites
are products or intermediates of energy metabolism path-
ways (6). The shikimic acid pathway depends on the bio-
synthesis of aromatic amino acids, the polyketide biosyn-
thetic pathway on acetyl CoA, and the mevalonic acid
pathway on acetyl-CoA, polysaccharides, and peptidopoly-
saccharides.

Three amino acids (L-�-aminoadipic acid, L-cysteine,
and L-valine) are precursors for biosynthesis of the b-
lactam antibiotics penicillin G or V and cephalosporin C.
The fungi Penecillium chrysogenum and Acremoniumchry-
sogenum (also known as Cephalosporium acremonium)
produce these two antibiotics, respectively, and use a mul-
tifunctional enzyme, d-(L-�-aminoadipyl)-L-cysteinyl-D-
valine synthetase (ACV synthetase), to convert the three
amino acids to a tripeptide that is a common intermediate
of b-lactam antibiotics. Cyclosporin A, an important im-
munosuppressant, is produced by the fungus Tolypoclad-
ium inflatum (also called Beauveria nivea) from 11 amino
acids.

In recent years, the cholesterol-lowering agent lovas-
tatin (also called mevinolin, monacolin K, or MB-530B) has
been widely used for treatment of hypercholesterolemia.
The fungi Aspergillus terreus and Monascus ruber produce
lovastatin through a polyketide pathway from acetyl-CoA.
Nine intact acetate units are incorporated into the lovas-
tatin molecule, and the methyl group of lovastatin is de-
rived from methionine. Acetyl-CoA is a precursor for the
biosynthesis of lovastatin and fatty acids, although these
two pathways occur at different times during the course of
the fungal culture. Fatty acid biosynthesis is performed
actively with growth at an early period of fermentation and
reaches maximum on day 1 of growth, while lovastatin bio-
synthesis increases at a later time, with a maximum be-
tween days 3 and 5. Fatty acid biosynthesis is minimal on
day 3 of growth and is associated with a decrease in the
activity of fatty acid synthetase. This allows an increase in
lovastatin biosynthesis, although this may be limited by a
concomitant decrease in activity of the citrate cleavage en-
zyme that generates acetyl-CoA from citrate (50).

ATP Requirements for Fungal Secondary Metabolites. All
secondary processes need energy (ATP) support. For in-
stance, in the biosynthesis of penicillin G by Penicillium

chrosygenum, the three precursor amino acids have to be
activated by ATP at the cost of two high-energy phosphate
bonds for each amino acid. Two high-energy phosphate
bonds are also needed to activate phenylacetic acid (PAA)
by CoA-SH. Not including energy consumption due to in-
tracellular compartmentation and transport of penicillin
from the cell to the fermentation broth, 3 ATP and 1 ADP
are consumed to synthesize one molecule of penicillin G
from the three amino acids (51). Cyclosporin A biosynthe-
sis by the fungus Tolypocladium inflatum has a high rate
of ATP consumption. The ATP concentration can be in-
creased in a cell-free reaction mixture in order to obtain a
higher cyclosporin A yield (52). A single multifunctional
cyclosporin synthetase catalyses at least 40 reaction steps
to complete the synthesis, and 11 amino acids need to be
activated by using ATP before building up the peptide
chain.

There is evidence that too much ATP production or ac-
cumulation in cells causes inhibition of the biosynthesis of
secondary metabolites. Regulation of secondary metabo-
lism by readily utilized carbon and energy sources, by high
concentration of phosphate, or by the high phosphate con-
centration combined with an increase of consumption of
the carbon source has been well reviewed, and it has been
speculated that ATP could be the intracellular effector con-
trolling the synthesis of secondary metabolism (53). A high
fusidic acid–producing mutant of Fusidium cocineum was
found to contain less intracellular ATP during production
and less polyphosphate throughout the fermentation than
the low producer. Similar phenomena were observed in
prokaryotic antibiotic producers. Within 5 min after add-
ing phosphate to candicidin-producing cells, the concentra-
tion of ATP doubles or triples before inhibition of antibiotic
synthesis. Improved tetracyclin-producing strains have
lower intracellular ATP levels than their poor-producing
ancestral strains. The difference of ATP levels between the
high- and low-producing strains does not mean a difference
of the adenylate energy charge. In fact, the energy charge
is similar between the strains with higher or lower pro-
ductivity (54). In research on relationships among cellular
energy status and the induction and initiation of aflatoxin
synthesis in Aspergillus parasiticus, there was no evidence
for the regulation of aflatoxin synthesis by the overall en-
ergy status of the fungal cell. However, electron microscopy
indicates that aflatoxin synthesis occurs in association
with a glucose-mediated inactivation of mitochondria. This
suggests a possible regulation of aflatoxin synthesis by the
energy status of specific subcellular compartments (55).

Fungicides and Drug Resistance Relating to Energy
Metabolism

Inhibition of energy generation is one of the important
mechanisms of fungicides (56). Membrane-active sub-
stances such as Ag�, Hg�, Cu2�, Cu�, uranyl ions,
bis(tributyltin) oxide, and other organic tin compounds or
polyenic antibiotics (nystatin, candicidin, amphotericin,
fungimycin, etc.) indirectly inhibit fungal glycolysis by
causing sublethal damage to the cytoplasmic membrane.
Fluoride ions are potent inhibitors of glycolysis because of
their ability to form stable complexes with magnesium and
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phosphate in certain enzymes involved in glycolysis. Fun-
gicides showdomycin, gramicidin, 2,4-dinitrophenol,
CuSO4, and oleic acid inhibit respiration by uncoupling of
oxidative phosphorylation. The fungicides carboxin, dexon,
tridemorph, and antimycin A interfere with the function of
the electron transport system in mitochondria. These in-
hibitory effects by fungicides can be attributed to a distur-
bance of membrane permeability and chemical reaction
with sulfhydryl, carboxyl, phosphate, or amino groups of
sensitive enzymes in fermentation or respiration metabo-
lism. The fungicides terrazole and chloroneb disturb the
respiratory process by causing lysis of mitochondria (56).

A mechanism of fungal resistance to the ergosterol-
biosynthesis-inhibiting fungicides is energy-dependent ef-
flux activity. For instance, the relatively high activity of
energy-dependent efflux of fenarimol in resistant mutants
of Aspergillus nidulans might be connected with constitu-
tive membrane transport activities, which may be “fueled”
with energy at the cost of other cell processes (e.g., ger-
mination, growth, and sporulation) (57). According to this
principle, one might be able to manipulate fenarimol up-
take by inhibiting efflux activity with other chemicals, pos-
sibly enhancing fungal toxicity of fenarimol against patho-
genic fungi in agriculture. Recently, the energy-dependent
drug efflux was identified as the mechanism of fluconazole
resistance in Candida glabrata from a case of infection in
which pre- and posttreatment isolates were available for
comparison (58).

Catabolic End Products of Bacteria

Products of Sugar Fermentation. Typically, the EM path-
way of glycolysis is used as the primary means of energy
supply, yielding pyruvate, NADH, and 2 ATP from glucose
(59). For the most part, species-specific variations in end
products will depend on the selection of the means of re-
cycling the electron carrying cofactor NAD and the selected
substrate as an electron sink. The reductive steps are not
associated with the supply of energy.

Lactic Acid. A familiar fermentation product is lactic
acid (60), which is derived from the reduction of pyruvate
with NADH to lactate by lactate dehydrogenase. A further
means of energy conservation observed in several homo-
lactic fermenting organisms, but which is also found in
other organisms, is the generation of a proton motive force
in association with the excretion of lactic acid out of the
cells via a secondary transport mechanism (61). Another
similar example is found in organisms performing malo-
lactic fermentation, for example, Lactobacillus lactis. In
this organism a combination of electrogenic malate uptake
and malate/lactate antiport leads to the net efflux of 1 H�

per malate molecule metabolized.
Ethanol. The formation of ethanol as the sole organic

fermentation product is a two-step process. The first step
is the decarboxylation of pyruvate to acetaldehyde plus
CO2 by pyruvate decarboxylase. NAD is recycled in the
next step, the NADH-dependent reduction of acetaldehyde
by alcohol dehydrogenase. Only organisms possessing py-
ruvate decarboxylase are capable of producing ethanol as
a major fermentation product. In bacteria this enzyme is
rare, and the sole group of organisms of industrial interest

performing this fermentation comprises members of the
genus Zymomonas (62), which use the E–D pathway of glu-
cose oxidation to pyruvate, and therefore make only 1 ATP
per glucose. This is in contrast to the production of ethanol
in yeasts, where the E–M pathway is used for the synthesis
of 2 ATP per glucose. Although Zymomonas mobilis is
highly efficient in ethanol production, its range of fer-
mentable substrates is very limited. In order to widen the
range of usable fermentative substrates for ethanol syn-
thesis, the genes for pyruvate decarboxylase and alcohol
dehydrogenase have been transfected into E. coli (63).

Alcohols, Ketones, and Organic Acids. Traditionally, the
biological generation of industrially useful short-chain
fatty acids and solvents (64) has involved the anaerobic
degradation of sugars by organisms dependent only on
substrate-level phosphorylation to form ATP. From pyru-
vate, a further ATP can be generated via the synthesis of
acetyl-CoA and acetyl phosphate, yielding acetate plus
CO2 as the end products. This reaction, however, does not
recycle the NAD reduced during glycolysis. The electrons
are used to reduce protons via a hydrogenase, yielding gas-
eous hydrogen (H2) as an end product. An added benefit of
this reaction is that the consumption of H� from inside the
cell increases the internal pH and thus participates in the
maintenance of the transmembrane DpH. Hydrogen may
be generated from the fermentation of organic wastes (65).
The buildup of hydrogen in the growth environment, how-
ever, causes a decrease in the thermodynamic efficiency of
acetate production such that other electron sinks must be
sought, but these various alternate end products are not
necessarily associated with ATP synthesis. In the case of
organisms capable of butyric acid synthesis, two molecules
of acetyl-CoA can condense, forming acetoacetyl-CoA,
which can then be reduced to butyryl-CoA, and finally bu-
tyrate, with the production of 1 ATP per 2 acetyl groups.
Other products derived from the reduction of acetyl-CoA
(ethanol, acetone, propanol, and butanol) are not associ-
ated with ATP synthesis (Fig. 9).

This shift in fermentation products, depending on hy-
drogen concentration, has been described in Ruminococcus
albus, where cellulose fermentation normally yields ace-
tate, ethanol, and hydrogen in a ratio of 1:1:2, but acetate
and ethanol in a ratio of 7:1 when hydrogen is continuously
removed (66). Conversely, a metabolic shift from acid pro-
duction to enhanced solvent production has been observed
in Clostridium acetobutylicum when hydrogen production
is blocked by carbon monoxide, a hydrogenase inhibitor. It
has also been noted that the addition of glycerol to glucose-
fermenting cultures of Clostridium acetobutylicum also in-
hibits hydrogen and acid generation but enhances butanol
production (67).

High concentrations of these various products (undis-
sociated volatile fatty acids, ketones, and alcohols), be-
cause of their amphipathic character, dissolve into mem-
brane lipids, affecting membrane fluidity and increasing
membrane permeability. This results in a decrease of the
transmembrane pH gradient and a reduction of the intra-
cellular level of ATP (68) and thus limits the concentration
of these products the cells can tolerate.

In certain species capable of solvent formation (alcohols,
ketones), for example, Clostridium acetobutylicum, the
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Figure 9. Butanol/acetone fermenta-
tion. This anaerobic metabolism is typ-
ical of the genus Clostridium. Various
fermentation products are formed by
reduction using NADH derived from
glycolysis. The proportion of each prod-
uct formed is dependent on the fermen-
tation conditions.

CO2

CO2

Acetyl-CoA

Pi

2H
ATP

Glucose

Pyruvate

Acetyl-CoA

Acetaldehyde Acetoacetyl-CoA Acetoacetic acid

Acetone
Ethanol

Butyric acid

�-Hydroxybutyryl-CoA

Isopropanol

Crotonyl-CoA

Acetyl-PAcetic acid

2H 2H

Butyryl-CoA

2H

2H

Butyraldehyde

2H

Butanol

2H

drop in internal pH caused by the initial acidogenic phase
can act as part of the triggering mechanism for solvent
production (69). This reduction in proton motive force
causes a drop in internal ATP concentration, which has
been shown to act as one of the regulatory factors in turn-
ing on solvent production (70). Nonetheless, excessive bu-
tanol formation eventually leads to inability of maintain-
ing a transmembrane pH gradient, lowers intracellular
ATP levels, and prevents glucose uptake. Higher concen-
trations of alcohols in general have a negative impact on
membrane integrity and membrane functions (71).

Acetic Acid. Acetic acid bacteria are obligate aerobes
and members of the genera Acetobacter and Gluconobacter.
They are capable of the conversion of sugars or other car-
bon substrates by fermentation to acetate with a maxi-
mum conversion of 66%, with the remaining carbon being
evolved as CO2 and the electrons serving to reduce protons
to H2 (72). These organisms have been used primarily for
the synthesis of acetic acid from ethanol, whereby the ox-
idation of ethanol to acetate provides the electrons for O2

reduction. In Gluconobacter the cells lack succinate dehy-
drogenase and therefore have an incomplete TCA cycle.
Although Acetobacter does have a full TCA cycle and there-
fore can oxidize acetate to CO2, its function is repressed in
the presence of ethanol.

The oxidation of ethanol to acetate is a four-electron
oxidation and involves two membrane-bound enzymes: al-
cohol dehydrogenase and acetaldehyde dehydrogenase. In
Gluconobacter suboxydans and Acetobacter aceti both en-
zymes are localized on the outer surface of the cytoplasmic
membrane and contain cytochrome c as well as a novel
electron-transferring prosthetic group, pyrroloquinoline
quinone (PQQ), with ubiquinone as the ultimate electron

acceptor for these reactions (73). In view of the location of
these enzymes on the outer surface of the membrane, two
protons are left behind during each oxidation reaction par-
ticipating in the formation of a proton gradient.

Electrons from reduced ubiquinone are then transferred
to terminal ubiquinol oxidases. Depending on the growth
conditions, the terminal oxidase of Acetobacter aceti con-
tains a cytochrome a1–type chromophore, which has been
shown in proteoliposomes to translocate protons or a cy-
tochrome o (74). In Gluconobacter suboxydans a cyto-
chrome o–type ubiquinol oxidase can translocate protons
in proteoliposomes in the presence of O2 and ubiquinol
(75).

In the overall synthesis of ascorbic acid, one step, the
conversion of D-sorbitol to D-sorbose, is generally per-
formed by Gluconobacter suboxydans, which possesses a D-
sorbitol dehydrogenase that is bound to the outer surface
of the cytoplasmic membrane. This is a cytochrome c–and
flavin-containing protein that uses ubiquinone as an elec-
tron acceptor, which is reoxidized by terminal oxidases.

Homoacetogens. Homoacetogens are a set of anaerobes
capable of stoichiometric conversion of glucose to three ac-
etates (76). These organisms are also capable of acetate
synthesis and growth as autotrophs on H2/CO2. The E–M
pathway is used to yield the first two acetates from glucose,
and the third acetate is derived from the reduction by hy-
drogen of the evolved CO2 to methyl or formyl derivatives.
In the reduction of CO2 to the methyl level, ATP is hydro-
lyzed for the generation of formyl tetrahydrofolate, which
is subsequently reduced to the methyl level. This methyl
group is then transferred to a correnoid protein. The CO2

in the carboxyl position is reduced to carbon monoxide by
a carbon monoxide dehydrogenase (CODH). This same en-
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zyme then catalyzes the formation of acetyl-CoA from this
CO, the methyl group from the correnoid protein and
HS-CoA. The release of acetate from acetyl-CoA via acetyl
phosphate generates 1 ATP. Because of the consumption of
ATP in the transfer of formate onto tetrahydrofolate, this
pathway does not yield any net ATP via substrate-level
phosphorylation.

Net energy is conserved in the form of a primary trans-
membrane ion gradient. In Clostridium thermoaceticum,
acetogenesis from H2 plus CO2 generates a proton motive
force. The is generated via a hydrogenase located on�DlH

the outside surface of the membrane and a rudimentary
electron transport chain consisting of two b-type cyto-
chromes and menaquinone. The hydrogenase releases pro-
tons from the oxidation of H2 on the outside of the mem-
brane, and the electrons are carried through the
membrane to the inner side where they are used for the
generation of the methyl group of the acetate. The proton
motive force thus generated can be used to drive ATP syn-
thesis via an F1F0 ATPase.

The production of acetic acid may have a toxic effect.
Although there is little diffusion through the cell mem-
brane of the ion form (i.e., R-COO�), weak acids can act as
protonophores when they are present in their nondisso-
ciated form. In C. thermoaceticum, for example, it has been
shown that, at the lower limits of the physiological pH
(�pH 5), the concentration of undissociated acetic acid is
sufficiently elevated to act as an effective protonophore,
bringing protons into the cell and thus eliminating the pro-
ton motive force and decreasing the ATP pool size. This in
turn stops growth and fermentation because ATP is nec-
essary in the activation steps of glycolysis (77).

In Acetobacterium woodii, acetogenesis from H2 plus
CO2 generates a primary transmembrane Na� gradient,
which is used directly for ATP generation via a sodium-
dependent ATPase (78). Na� translocation is probably as-
sociated with the transfer of the methyl group from tetra-
hydrofolate to the correnoid protein. The is also�DlNa

necessary for flagellar motility in this organism. The ca-
pacity of acetogenic bacteria to use CO as well as CO2 and
H2 can be used in the synthesis of organic carbon from
syngas (synthesis gas) generated from the pyrolysis of coal.

Methane. Methane is one of the major end products of
anaerobic biodegradation of organic material, including
municipal and industrial organic wastes. Organisms that
generate methane, the methanogens, are important in
these environments because they allow mineralization of
organic materials and generate an inflammable gas (79).
Although they act on a limited range of substrates (H2/
CO2, formate, acetate, methanol, methylamines), these
represent the major products of organic polymer biodeg-
radation. The consumption of hydrogen by the methano-
gens maintains a low environmental concentration,
thereby reducing the amounts of alcohols and ketones pro-
duced by fermentative bacteria.

Methane is generated by H2-dependent CO2 reduction
or conversion from methanol (80). The pathway of CO2 re-
duction involves four two-electron reduction steps similar
to those of the acetogenic pathway (Fig. 10). The major

difference is the use of novel C1-carrying cofactors. The
reduction of CO2 to the formyl level is catalyzed by for-
mylmethanofuran dehydrogenase, which releases formyl
methanofuran; the C1 is then transferred to tetrahydro-
methanopterin, an analog of tetrahydrofolate, which be-
comes methylated. The methyl group is transferred to
thioethanesulfonate methyl-CoM, which is then reduced to
release methane.

The first step of methanogenesis from H2 plus CO2 in-
volves a membrane-associated enzyme and may require
energy in the form of an ion motive force to drive the re-
action. The sites of energy conservation associated with
the methanogenic pathway, as well as the protonophore
sensitivity and the requirement for sodium, have been elu-
cidated for Methanosarcina. There are two sites of ion
translocation: the heterodisulfide reductase, which is as-
sociated with proton translocation, and the methyl tetra-
hydromethanopterin, HS-CoM methyltransferase, which
is associated with sodium translocation. Thus both a pro-
ton and a sodium motive force are generated. Two different
ion motive force–dependent ATP synthases have also been
uncovered: a -dependent A0A1 ATP synthase and a�DlH

-dependent F0F1 ATP synthase (81). Proton translo-�DlNa

cation is now proposed to be associated with electron trans-
port via a membrane-bound carrier called methanophen-
azine (82).

Poly-b-Hydroxyalkanoates

Poly-b-hydroxyalkanoates (PHA) serve as metabolic car-
bon reserves in various microorganisms and have found
commercial value as biodegradable substitutes for
petroleum-based plastics (83). The polymers are produced
under conditions of metabolic stress in the presence of ex-
cess carbon or other energy source when, for example, ni-
trogen, phosphate, or oxygen limitation prevents balanced
growth and acetyl-CoA accumulates in the cell. The con-
densation of acetyl groups leads to the production of b-
hydroxybutyrate, which is esterified into long chains. Un-
der such conditions, PHA can accumulate in the cells,
forming up to 90% of the cell mass. Depending on the or-
ganism used, there can be simultaneous growth and PHA
formation, or a serial process whereby the organism is al-
lowed to buildup biomass, followed by a second stage of
PHA accumulation. Although nitrogen limitation is com-
monly used as trigger for PHA production, the continued
addition of a complex organic nitrogen source (e.g., tryp-
tone or casein) during PHA synthesis from glucose was
shown to enhance PHA synthesis without significant effect
on residual cell mass yield. It has been suggested that this
enhanced yield is due to the prevention of use of acetyl-
CoA for amino acid and protein synthesis, thus permitting
a greater proportion of the acetyl-CoA produced from glu-
cose to form PHA rather than other cell products. Varying
substrates or growth conditions can also lead to an in-
creased yield of product and variation in the type of alka-
noates formed. This permits the formation of polyesters
with different physical properties. For example, b-OH-
valerate is formed from the condensation of propionyl-CoA
and acetyl-CoA when propionate is added to the growth
medium.
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Figure 10. Scheme of methanogenesis. Methane is formed from hydrogen and carbon dioxide in
a metabolic pathway present in Methanosarcina. The dashed lines represent the cytoplasmic mem-
brane. A similar scheme is expected for other methanogens. H4MPT, tetrahydromethanopterin;
HS-CoM, coenzyme M (2-mercaptoethanesulfonate); HS-HTP, 7-mercaptohectanoyl threonine
phosphate; MPH, methanophenazine; MF, methanofuran.

Enzyme Production in Bacteria

Aside from the proteins and enzymes expressed and pro-
duced in E. coli by recombinant DNA technology, there are
various enzymes produced by a wide variety of bacteria
that are used commercially (�-amylases, xylanases, li-
pases, DNA polymerases, etc.). Many of these are degra-
dative enzymes used to break down growth substrates that
cannot enter directly into the cells. Such enzymes are pro-
duced in large quantities and exported out of the cell. The
need for highly stable and robust proteins capable of func-
tioning at high temperatures and/or pH has led to the iso-
lation and characterization of novel extremophilic organ-
isms capable of degrading organic polymers (84,85).

A representative example of such organisms is Pyrococ-
cus furiosus, a hyperthermophilic archaean that grows op-

timally at 100 �C and pH 6.4 and produces a thermostable
�-amylase of potential use in the starch hydrolysis indus-
try, as well as a high-fidelity DNA polymerase (86). The
need for optimization of the production of these enzymes
has required the characterization of the associated fer-
mentation pathway (87). A modified EM pathway of gly-
colysis that employs ADP-dependent glucokinase and
phosphofructokinase is used rather than the conventional
ATP-utilizing enzymes. A further modification is that the
oxidation of glyceraldehyde-3-phosphate to 3-phosphogly-
cerate occurs directly, using a glyceraldehyde-3-phosphate:
ferredoxin oxidoreductase and does not involve the syn-
thesis of 1,3-bisphosphoglycerate and the subsequent syn-
thesis of ATP. ATP is generated from phosphoenolpyruvate
via pyruvate kinase, the 2 ATP formed per glucose in this
reaction balance the two high-energy phosphate bonds
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used to activate glucose. The only net ATP produced is from
the oxidation of pyruvate to CO2 and acetate via acetyl-
CoA and acetyl phosphate. The flux of carbon through ac-
etate, however, is dependent on the presence or absence of
electron sinks. In the presence of sulfur (S0), the electrons
released during glycolysis are passed on to sulfur via a sulf-
hydrogenase, generating H2S (88). In the absence of sulfur,
the same enzyme is capable of reducing protons to hydro-
gen. However, as the hydrogen concentration in the me-
dium increases, alanine accumulates in the growth me-
dium and is associated with a decreased growth rate (89).

A major difficulty in batch cultures of this organism in
the absence of S0, is the accumulation of H2, the production
of alanine, and the accumulation of acetate, which can be
toxic at higher concentrations. Fermenter design strate-
gies have been developed to enhance growth yields and
increase cell densities. The use of a dialysis membrane re-
actor permits the cells to reach 10-fold higher cell densities
and a lower alanine level (89).

Production from Animal Cells

Commercial products derived from animal cells in culture
include viral vaccines, monoclonal antibodies (Mabs), and
recombinant proteins. Table 3 shows examples of the pro-
tein products of animal cell cultures licensed for therapeu-
tic use. In all cases, productivity is dependent upon protein
biosynthesis, which in turn must be supported by an ade-
quate provision of intracellular energy. From data based
on the macromolecular composition of a cell, it can be es-
timated that 60% of cellular energy is utilized for protein
synthesis, ATP being required for the condensation of
amino acids (90). Although some of these proteins can be
synthesized in bacteria, one of the major advantages of us-
ing animal cells is that the resulting proteins are glyco-
sylated (i.e., have attached carbohydrate structures). This
is often important for the therapeutic use of the proteins.

During culture of a cell line that has been genetically
engineered to secrete a specific protein, the energy de-
mands of cell growth must be balanced with the demand
for synthesis of the selected protein. There are many re-
ports that show an inverse relationship between growth
and antibody production (91). Typically, the specific rate of
Mab production (qMab) occurs at 0.05 pg/cell min during the
growth of a hybridoma, and this amounts to about 20% of
the total cellular protein synthesis. If the growth rate is
decreased, for example, in continuous culture, then the
qMab may double in value as more of the cellular energy is
diverted from growth to synthesis of the single secreted
protein. However, there is a limit to the reduction in the
growth rate of lymphocyte hybridomas beyond which apop-
tosis (programmed cell death) causes the rapid loss of the
cell population (92).

In recombinant protein synthesis there may be an en-
ergetic burden placed on the metabolism of a cell following
gene amplification. A balance must be established in the
cell between the requirements of growth and protein pro-
ductivity. Gu et al. (93) studied a recombinant CHO cell
line that showed high expression of b-galactosidase by
coamplification of the lacZ and dhfr genes. The genes were
amplified 100 times by selective pressure from increasing

concentrations of methotrexate, which is an inhibitor of the
essential enzyme dihydrofolate reductase, the product of
the dhfr gene. However, as a result of gene amplification,
the specific cell growth rate was reduced by 62% because
of the metabolic burden placed upon the cell line.

ENHANCEMENT OF PRODUCTIVITY: METABOLIC
MANAGEMENT OR ENGINEERING

In the development of an industrial bioprocess, there is a
strong incentive to maximize the synthetic capacity of the
producer cell line by a form of metabolic management. This
may be achieved by an understanding and control of the
limiting factors for growth or cell yield. For example,
the availability of oxygen may be critical in the profile of
the energy pathways of a microorganism and is an impor-
tant parameter for the production of metabolic end prod-
ucts. In the case of animal cell cultures, controlling the
availability of glutamine is essential in attempting to limit
the accumulation of ammonia, which is a major parameter
in realizing a respectable cell yield. This process of meta-
bolic management may be put to greatest effect by the de-
velopment of mathematical programming models based
upon metabolic flux data obtained by radioactive tracers
or 13C-NMR (94).

Further enhancement of productivity of a bioprocess
may be gained by strain improvement, which is often
achieved by genetic mutation. For example, high-lysine-
producer strains of Corynebacterium glutamicum can be
obtained by selective mutation resulting from feedback re-
sistance of the aspartate kinase enzyme (95). Further im-
provement may result from mutations in the enzymes of
energy metabolism. Often the metabolic basis of a syn-
thetic enhancement is unknown but may be analyzed by
changes in the pattern of metabolic flux.

A more selective form of productivity enhancement may
be achieved by metabolic engineering as a means to max-
imize the flow of carbon and energy to the specific pathway
of interest (96,97). This involves transfection of the pro-
ducer cell line with a gene to manipulate the enzymatic,
transport, or regulatory function of the cell. A particularly
successful application of this technique is in the ability to
grow a Chinese hamster ovary (CHO) cell line in a protein-
free medium following transfection with genes capable of
expressing essential factors such as insulin-like growth
factor, transferrin, or cyclin E (98,99). Another application
involves the expression of the gene for hemoglobin isolated
from Vitreoscilla in a variety of aerobic industrial micro-
organisms (99). Because of the central importance of oxy-
gen to energy metabolism, this technique has been suc-
cessful in causing a significant productivity enhancement
in a long list of cells including bacteria, fungi, and animal
cells. With an increased understanding of the energy me-
tabolism of industrially important producer cell lines,
there comes a greater likelihood of success in designing the
required phenotypic characteristics by metabolic engineer-
ing.
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INTRODUCTION

Bread is one of the most common and low-cost foods and
is associated with traditions in many different countries.
Bread is also closely related to biotechnology, which is syn-
onymous with high technology. The term that relates these
two subjects is enzyme.

Consumers have certain criteria for bread, includingap-
pearance, freshness, taste, flavor, variety, and a consistent
quality. It is a great challenge for the baking industry to
fulfill these criteria for several reasons. Firstly, the main
ingredient of the bread—flour—varies due to varied wheat
qualities, weather, and milling technology, although mill-
ers attempt to blend the wheat sorts to produce a good and
consistent baking flour quality. It often proves difficult to
satisfy both high-quality and low-cost standards at the
same time. Secondly, because bread traditions differ, the
baking industry needs various qualities of ingredients and
procedures. For instance, an English toast bread with fine
crumb structure and very soft texture is not popular with
the French, who want baguettes with crispy crusts, large
holes, and good chewiness in the crumb. Thirdly, healthier
products are becoming more popular due to more intensive
cultural exchanges and changes in consumer preferences.
Some new variety breads can be made by simple adjust-
ment of the formulation or baking procedure. However,
others require the bakers to develop new techniques.
Therefore, both millers and bakers need agents or process
aids such as chemical oxidants, emulsifiers, and enzymes
to standardize the quality of the products and diversify the
product range.

For decades enzymes such as malt and microbial �-
amylases have been used for bread making. Due to the
changes in the baking industry and the demand for more
varied and natural products, enzymes have gained more
and more importance in bread formulations. Through new
and rapid developments in biotechnology, a number of new
enzymes have recently been made available to the baking
industry. One example is pure xylanase, with single activ-
ity instead of traditional hemicellulase preparations,
which improves the dough machinability. A lipase has a
gluten-strengthening effect that results in more stable
dough and improved bread quality, and a maltogenic �-
amylase has a unique antistaling effect.

This article reviews the effects of these enzymes. It also
presents synergistic effects when these enzymes are com-
bined with either each other or traditional enzymes such
as fungal �-amylase.

FUNGAL �-AMYLASES FOR BREAD MAKING

Wheat and thus wheat flour contain endogenous and in-
digenous enzymes, mainly amylases. However, the level of
amylase activity varies from one type of wheat to another.
The amount of �-amylases in most sound, ungerminated
wheat or rye flours is negligible (1). Therefore, most bread
flours must be supplemented with �-amylases, added in
the form of malt flour or fungal enzymes.

Many methods are available for the determination of
amylase activities, as reviewed by Kruger et al. (2). Other
methods such as falling number (FN) and Brabender amy-
lograph are used by the baking industry and millers to
determine the amylase content correlating to bread mak-
ing. Although FN is excellent for measuring the activity of
cereal amylases including added malt flour, it is not suit-
able for measuring the activity of fungal �-amylases. Be-
cause fungal �-amylases are generally less thermostable,
they are inactivated at temperatures near 65 �C. There-
fore, fungal �-amylases cannot be detected by the standard
FN method, which is conducted at 100 �C. Perten et al. (3)
reported a modified FN method for measuring the fungal
�-amylase activity in flour. However, in practice (B. Allvin,
personal communication, January 1996), the method is
less suitable for routine analysis because it is necessary to
define the measuring conditions for each type of flour (be-
cause the indigenous and endogenous amylases vary in dif-
ferent flours) to determine the modified FN with added
fungal �-amylases.

Fungal �-amylases act on the damaged starch, which
varies depending on wheat sort and milling condition. Gen-
erally, flour made from hard winter wheat contains more
damaged starch than soft wheat. The �-amylases widely
used in the baking industry can hydrolyze amylose and
amylopectin to release soluble intermediate-size dextrins
of DP2–DP12 (4). �-Amylases provide fermentable sugar,
which results in an increased volume, better crust color,
and improved flavor. Due to hydrolysis of the damaged
starch, a suitable dosage of �-amylases results in a desir-
able dough softening. However, extensive degradation of
the damaged starch due to an overdose of �-amylases leads
to sticky dough. Fungal glucoamylases are a possibility but
less common as baking enzymes. Literature on glucoamy-
lases for baking is scarce (5). Figure 1 illustrates the effect
of a fungal amylase on bread quality in terms of bread vol-
ume, crumb structure, and dough characteristics.

The volume and crumb structure improve with increas-
ing dosage of fungal �-amylases. Although a high dosage
can provide a larger volume increase, the dough would be
too sticky to work with. The optimum dosage is thus de-
fined as the dosage with maximum reachable volume with-
out a sticky dough. For the examples in Figure 1, the op-
timum dosage for both flours is 15 FAU/kg flour.

MALTOGENIC �-AMYLASE FOR ANTISTALING

Bread staling is responsible for significant financial losses.
An estimated 3–5% of all baked goods produced in the
United States are discarded every year, representing a
value of $1 billion (6). A maltogenic �-amylase has been
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found to have unique antistaling effects (7,8). It can de-
grade both amylose and amylopectin at the gelatinization
temperature and produces mainly �-maltoses and a small
amount of dextrins of DP1–DP12.

A study of the mechanism of antistaling effects of vari-
ous amylases compared with monoglycerides (4) showed
that this maltogenic �-amylase not only has a substan-
tially improved antistaling effect compared with fungal �-
amylases but also improves the elasticity of the bread
crumb, which is an important factor that influences the
palatability of bread. Both crumb softness and crumb elas-
ticity are important characteristics for the description of
crumb freshness perceived by consumers. Softness indi-
cates the force needed to compress the crumbs, and elas-
ticity indicates the resiliency or resistance given by the
crumb while being pressed. The two texture characteristics
may not necessarily correspond with each other; that is,
the softest bread may not necessarily have the most elastic
crumb texture or vice versa. Bread staling results in re-
duction of crumb elasticity and increase of crumb firmness.

Commercial amylases used in the baking industry are
generally �-amylases that specifically hydrolyze the �-1,4
glycosidic linkages of amylose and amylopectin molecules
in starch. Most known products are cereal enzymes derived
from barley malt and the fungal �-amylase from Aspergil-
lus oryzae. These amylases are effective in partially hydro-
lyzing damaged starch and are often added to flour as flour
correction to develop desirable properties, such as oven
spring and brown color to the crust. These amylases have
limited antistaling effect due to their limited thermosta-
bility and are for the most part inactivated before the onset
of starch gelatinization during baking. It was reported by
Si and Simonsen (4) that fungal �-amylase, although it
reduces the crumb firmness as shown in Figure 2, has no
effect on reducing starch retrogradation.

Pullulanase, which specifically hydrolyzes the �-1,6 gly-
cosidic linkages of amylopectin, does not have a positive
effect and may even have a negative effect on antistaling.

The maltogenic �-amylase is a unique �-amylase that
produces a significantly softer bread and maintains a high
level of crumb elasticity during storage, as shown by Fig-
ure 2. Addition of maltogenic �-amylase in sponge and
dough breads can prolong shelf life for at least 4 days
longer compared with 0.5% powdered distilled monoglyc-
erides, as shown by Figure 3. The crumb softness of the
loaf with maltogenic �-amylase at day 7 was as soft as the
loaf with 0.5% distilled monoglycerides at day 3, whereas
the elasticity of the loaf with maltogenic �-amylase at day
7 is even higher than the loaf with distilled monoglycerides
at day 3.

Maltogenic �-amylase has a thermostability between
that of fungal �-amylase and thermostable bacterial �-
amylase. Therefore, it is able to hydrolyze the glycosidic
linkages during the gelatinization of starch during the bak-
ing process, but it does not excessively degrade the starch
because it is inactivated during the later stage of baking.

Another major advantage of maltogenic �-amylase is its
tolerance of overdosing during the bread-making process
in the bakery. Too much fungal �-amylase can cause sticky
dough or overbrowning of the crust. The bacterial �-
amylase can easily be overdosed. Its pure endo action ex-
cessively degrades the starch during baking, causing col-
lapse of the bread immediately after baking and sticky
crumb during retail storage. Maltogenic �-amylase does
not affect the dough rheological property because of its low
activity at a temperature less than 35 �C. It is highly active
only at the temperature during starch gelatinization and
does not excessively degrade the starch but mainly pro-
duces small, soluble dextrins. The overdosing risk is thus
much lower than with the other two types of amylases.

The bacterial �-amylases from Bacillus subtilis are able
to inhibit staling by hydrolyzing glycosidic linkages within
the amorphous areas of gelatinized starch. However, be-
cause of the high degree of thermostability, the enzymes
can persist throughout baking and produce an excessive
level of soluble dextrins. As a result the final product is
often unacceptable, with a gummy or even sticky crumb
texture that causes problems during slicing and retail stor-
age. Figure 3 shows that the bacterial �-amylase gave the
softest crumb but also a very gummy crumb with ex-
tremely low elasticity. The excessive degradation of starch
during baking and storage creates a sticky crumb.

Soy b-amylase has been reported to have an antistaling
effect. Our results, based on both sponge and dough and
straight dough procedures, show that 3,000 BANU/kg
flour, which is a quite high dosage, has a similar antistal-
ing effect as 0.5% powdered distilled monoglycerides. The
acid fungal �-amylase at a dosage of 100–200 AFAU/kg
flour has an effect similar to 0.5% distilled monoglycerides
(Fig. 3).

To understand the mode of action of this maltogenic �-
amylase on bread staling, the effects of enzymes on the
starch retrogradation were measured by differential scan-
ning colorimetry (DSC), as shown in Figure 4. The endo-
therm area indicates the retrogradation of wheat starch.
The endotherm area per gram starch gel containing mono-
glycerides was lower than the control, indicating its effect
on retarding starch retrogradation. The endotherm area
per gram of the starch treated with maltogenic �-amylase
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was significantly lower than with the other samples; the
difference increased after 4 days of storage and was even
more pronounced after 9 days. This indicated a signifi-
cantly slower rate of starch retrogradation. The fungal �-
amylase had no effect on retarding starch retrogradation.
The results indicate that an enzyme can reduce the crumb
firmness by means of volume or crumb structure improve-
ment, but it has no effect on retarding the retrogradation
of starch during storage. Pullulanase had no effect on re-
tarding starch retrogradation. This means that reducing
the number of branches of amylopectin does not reduce the

rate of bread staling and may even increase the staling
rate, as reported earlier (10).

XYLANASES AND PENTOSANASES AS DOUGH
CONDITIONERS

Xylanase and pentosanase, also being called hemicellu-
lases, have long been used as dough-conditioning enzymes,
especially in European-type bread. Pentosanases improve
dough machinability and oven spring, resulting in a vol-
ume increase.
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Through recombinant gene technology, some xylanases
made from genetically modified organisms (GMO) are com-
ing on the market (11). The benefit of using a xylanase
instead of a traditional pentosanase preparation is that
there are far fewer side activities in the xylanase product.
Consequently, a lower dosage is needed to achieve the
same effect with less risk of possible interference from side
activities. The enzyme quality is also more consistent.

Pentosanases and xylanases can be overdosed due to
overdegradation of wheat pentosans, thereby destroying
the water-binding capability of the wheat pentosans. The
result of overdosing is dough stickiness. A suitable dosage
of these enzymes results in a desirable softening of dough,
thereby improving the machinability. An optimum dosage
is therefore defined as the dosage that gives the maximum
improvement of the bread properties without causing
dough stickiness. The optimum dosage of pentosanases or
xylanases varies according to the flour, as illustrated in
Figure 5. The optimum dosage for type 1 flour is 120–200
and for type 2 flour is 80 fungal xylanase units (FXU).

The true mechanism of xylanase in bread making has
not been clearly elucidated, although a number of publi-
cations have attempted different approaches. The compo-
sition of pentosans varies depending on the flour type (12).
The interaction between pentosans and gluten plays an
important role that has not yet been elucidated. Most com-
mercially available enzyme preparations used for studies
consist of several enzyme activities including amylase, pro-
tease, and several hemicellulases. Works by Hamer (5,13)
indicate that the use of pentosanases increased gluten co-
agulation in a diluted dough system. Si and Goddik (14)
reported that a good baking xylanase increases the gluten
strength measured by dynamic rheological methods on a
Bohlin rheometer VOR. By measuring the gluten extracted
from a dough system, the good baking xylanase increased
storage modulus G� and G�. At the same time the gluten
became more elastic because the phase angle d decreased,
whereas the two other xylanases, which did not show good

baking performance, had no significant effect on gluten
strengthening.

Figures 6 and 7 show the effect of a commercially avail-
able baking xylanase on the rheological properties of glu-
ten extracted from a wheat flour dough measured on Boh-
lin rheometer VOR (11). At the dosages that give good
baking performance, 50–100 FXU/kg flour, the gluten was
strengthened and exhibited a more elastic property. These
improved rheological properties of the gluten explain the
positive effect of the xylanase on bread making (i.e. in-
creased oven spring, resulting in larger volume and im-
proved dough stability). At an overdosed level of 400 FXU/
kg flour, which provided a very sticky dough, the G� is at
the same level as the control and the phase angle shows a
more viscous property of the gluten.

Different xylanase or pentosanase preparations have
different effects on arabinoxylans in terms of their scission
points and reaction products; therefore, they have different
effects on bread making (15). Although many analytical
methods are available for assaying pentosanases or xylan-
ases using a wide range of substrates, it is still not possible
to have an analytical method of which the enzyme units
can correlate to the baking performance when comparing
different types of xylanases or pentosanases. It has been
reported (15) that no correlation to the baking performance
was found when different enzymes from different sources
were submitted to the same standardized assay and bak-
ing tests using purified substrate. One possible explana-
tion is that once the wheat pentosans, both soluble and
insoluble, were extracted from the flour, the mechanism of
the interactions between wheat pentosans and gluten
could no longer be assayed. Xylanase influences the gluten,
as discussed earlier.

A possible mechanism of pentosanases mentioned by
Hamer (5) is that the enzyme can offset the negative effects
of insoluble pentosans present in the flour, because insol-
uble pentosans are regarded as having a negative effect on
loaf volume and crumb structure. A study conducted by
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Jakobsen and Si (15) using four different pure xylanases
concluded that the best enzyme in terms of baking perfor-
mance is the xylanase that has a certain level of activities
toward both soluble and insoluble wheat arabinoxylans in
a dough system. A xylanase having the major activity to-
ward the insoluble arabinoxylans gave a dough too sticky
to be accepted.

LIPASE FOR DOUGH CONDITIONING

The use of lipase for bread making was almost unknown
just a few years ago, although it was reported as early as
1968 that the use of certain lipase preparations in a bread
dough significantly retards the tendency of bread to be-
come stale (16). Until recently, some 1,3-specific lipases
were found to have a good dough-conditioning effect, in
terms of improved dough rheological properties, increased
dough stability upon overfermentation, increased oven
spring resulting in a larger volume, and improved crumb
structure in dough systems without added shortening
(17,18).

Like most other enzymes, the effect of lipase also de-
pends on the type of flour and the baking formulation. All
three types of flour shown in Figure 7 are European baking
flours with similar characteristics in terms of lipids, gluten
content, and water absorption. For Meneba flour the op-
timum dosage was 2,000 LU/kg flour, and for Manitoba
and Baguepi flours it was 1,000 LU/kg flour. An addition
of 500–2,000 LU/kg flour results in a volume increase of
20–30%. At too high a dosage of lipase the dough becomes
dry and stiff with a reduced volume (11).

Figure 8 shows the effect of the lipase in formulations
with added fat or oil. Whereas lipase significantly im-
proves bread quality in fat-free formulations or those with
added oil, it has no beneficial effect when the formulation
contains added hydrogenated shortening in terms of vol-
ume increase.

Because of its effect on volume increase and especially
on the improved, more uniform crumb structure, the lipase

improves crumb softness during storage. As discussed ear-
lier, larger volume and more uniform crumb structure con-
tribute to a softer bread. As illustrated in Figure 9, lipase
reduces the crumb firmness compared with the control. It
can provide a crumb softness as good as 3–6% shortening.
However, it has no significant effect on improving crumb
elasticity.

The mode of action of the lipase is still unknown. The
postulation about producing monoglycerides in situ cannot
explain the effects of the lipase demonstrated earlier.
Monoglycerides are known to have an antistaling effect but
have limited dough-conditioning effects compared with li-
pase. Furthermore, the contents of total lipids in most
wheat flours is in the range of 1–1.5%. Regarding the lim-
ited hydrolysis degree (20) and limited quantity of triglyc-
erides of saturated fatty acids in dough systems, an insuf-
ficient amount of monoglycerides of saturated fatty acids
is produced to exhibit the effects described earlier. Besides,
the monoglycerides produced by this 1,3-specific lipase
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would be the second-position monoglycerides. It was re-
ported (21) that first- and third-position monoglycerides
are more able to form complexes with starch and thus hav-
ing a retarding effect on starch staling.

Addition of lipase to a flour dough does not change the
rheological properties of the dough measured by both Far-
inograph and Extensograph (9) with optimum water ab-
sorption. This is a good characteristic for bread making,
because most bakers do not like major changes in the
dough system. However, when we measured the rheologi-
cal property of the gluten treated by the lipase using the
dynamic rheological method, we found that the reason for
the good dough-conditioning effect of this lipase is the in-
crease of gluten strength, as shown in Figure 10. The glu-
ten taken from lipase-treated wheat flour dough is signifi-

cantly stronger, with an increased G� and more elasticity,
a lower d than the control. An overdosing of lipase results
in too strong of a gluten complex with a very high G�, which
gives a dough that is too stiff and a smaller volume in-
crease, as mentioned earlier. The gluten treated with li-
pase has a high G filt and increased relaxation time, in-
dicating an increase of cross-links in the gluten networks
measured by the dynamic stress relaxation method (20). It
is not yet possible to elucidate the nature of these extra
cross-links.

The knowledge of the chemistry of wheat lipids in bread
making is still fragmentary. It was assumed that glyco-
lipids, through hydrogen bonds and hydrophobic interac-
tions, form a linkage between gliadin and glutenin (22,23).
Bekes et al. (24) reported that there is a strong positive
correlation between the lipid-mediated aggregates and loaf
volume. However, overaggregates of the gluten may be re-
sponsible for the deterioration of bread-making quality as
reported by Weegels and Hamer (25). A possible explana-
tion of why this lipase has the positive effective is that it
degrades some of the lipids, namely triglycerides, thereby
reducing the overaggregation and forming a more stable
gluten network.

A recent study conducted at Lund University (26) in-
dicated that lipase increased the thermostability of the re-
versed hexagonal phase of the liquid–crystalline phase
during heating up to 100 �C. This observation is suggested
(27) as a possibility for one of the mechanisms of lipase in
bread making.

Because lipases are gaining more and more attention in
the baking industry, studies in the near future should give
us a better understanding of the mode of action of lipase
for bread making.

OXIDASES FOR BREAD MAKING: REPLACING CHEMICAL
OXIDANTS

Oxidants, such as ascorbic acid, bromate, and azodicarbon-
amide (ADA), are widely used for bread making and have
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been well studied and reported on. However, the true
mechanism of the oxidants in bread making has not been
established, although a number of hypotheses were offered
by numerous studies. It is generally known that bromate
is a slow-acting oxidant and becomes active at high tem-
peratures. In relation to baking, it has the maximum effect
in the later stages of proofing and in the early stages of
baking, whereas ascorbic acid and other oxidants are fast-
acting oxidants and having the maximum effect during
mixing and proofing.

Increasing demands by consumers for more natural
products with fewer chemicals and especially the possible
risks with bromate in food have created the need for bro-
mate replacements. Therefore, oxidases are gaining more
and more attention within the baking industry. Although
glucose oxidase for bread making has been known since
1957 (28) and lipoxygenase, lysyl oxidase, sulfhydryl oxi-
dase (29), peroxidase (30), laccase (31), and transglutamin-
ase have been reported to have good oxidizing effects, the
knowledge about oxidases for bread making is scarce and
only glucose oxidase is currently available commercially.

Glucose oxidase has good oxidizing effects that result in
a stronger dough. It can be used to replace oxidants such
as bromate and ascorbic acid in some baking formulations
and procedures. In other formulations it is an excellent
dough strengthener along with ascorbic acid. Examples of
applications of glucose oxidase for bread making are given
elsewhere in this volume.

SYNERGISTIC EFFECTS OF ENZYMES

Enzymes for Dough Conditioning

Using enzyme combinations for bread making is not new.
It is well known that hemicellulase or xylanase used in
combination with fungal �-amylase has synergistic effects.

As shown in Figure 11, a high dosage of a pure xylanase
may give some volume increase, but, the dough with this
dosage of xylanase would be too sticky to be handled in
practice. When the xylanase is combined with even a very
small amount of fungal �-amylase, a lower dosage of xy-
lanase with the �-amylase provides a larger volume in-
crease and better overall score without the dough sticki-
ness problem. The combination of xylanase and fungal
amylase still has its limitations because of the dough stick-
iness easily caused by these enzymes.

Because of its effect on gluten strengthening, lipase im-
proves dough stability against overfermentation. Figure
12 shows the combination of the enzymes for a French ba-
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Figure 12. The synergistic effects of enzymes for the French ba-
guette. Source: Novo Nordisk, Biotimes.
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Figure 14. Synergistic effect of lipase in combination with �-amylase and xylanase.

guette (trials conducted at ENSMIC Baking Laboratory,
Paris). Without any enzyme, the baguette had poor stabil-
ity on overfermentation. With the addition of �-amylase
alone or in combination with xylanase, the volume and
overall scores of the bread improved. When �-amylase, xy-
lanase, and lipase were used together, the overall scores
were further improved. The dough exhibited especially
good stability on overfermentation, which resulted in sig-
nificantly better baguettes.

Because lipase does not make the dough sticky and sig-
nificantly improves dough stability and crumb structure,
the synergistic effects between xylanase or amylase and
lipase provide many possibilities for improved bread qual-
ity. Figure 13 shows the results of hard rolls from Meneba
flour. A dosage of 3.3 g Fungamyl� Super MA consisting of
fungal �-amylase and xylanase gave satisfactory dough

consistency but a limited volume increase. A doubling of
this dosage gave a larger volume increase but a dough too
sticky to be handled. When combining the low dosage of
Fungamyl� Super MA with the lipase, the volume increase
was significantly higher without any dough stickiness. Fig-
ure 14 shows that the combination of lipase with �-
amylase or xylanase can provide a fine, silky, and uniform
crumb structure to loaves based on a straight dough pro-
cess.

Enzymes for Extending Shelf Life and Improving Crumb
Softness and Elasticity

As mentioned earlier, the maltogenic �-amylase is a true
antistaling enzyme that affects neither bread volume nor
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crumb structure. Therefore, it is more feasible to use this
enzyme in combination with enzymes such as fungal �-
amylase, xylanase, and lipase to ensure the other bread
quality parameters such as volume, dough stability, and
crumb structure.

Most enzymes or other bread-improving ingredients in-
cluding emulsifiers can improve the crumb softness due to
the effects on bread volume and/or crumb structure, but
they have a limited effect on crumb elasticity. The excep-
tion is the maltogenic �-amylase. Although the fungal �-
amylase and xylanase or that in combination with ther-
mostable bacteria �-amylase can reduce the crumb
firmness during storage, as shown in Figure 15, the bread
with the maltogenic �-amylase was significantly softer and
had more elastic crumb than the other samples.

The preceding example also illustrates that the crumb
firmness and elasticity may not necessarily correspond
with each other. Many ingredients can reduce crumb firm-
ness without affecting crumb elasticity, such as the bac-
terial �-amylase shown earlier. Our studies have also
found that emulsifiers such as sodium stearoyl lactylate
(SSL) may also have a negative effect on crumb elasticity.

Figure 16 shows different enzyme combinations com-
pared with distilled monoglycerides in a sponge and dough
system using a strong Canadian flour. The maltogenic �-
amylase has the synergistic effect together with lipase, xy-
lanase, and fungal �-amylase: 30 ppm of the maltogenic �-
amylase together with the other enzymes gave a softer
crumb during storage than using 45 or 75 ppm of the mal-
togenic �-amylase alone. The combination of the four en-
zymes (fungal �-amylase, xylanase, lipase, and maltogenic
�-amylase) gave the softest crumb throughout the entire
storage period of 9 days. The softness of the bread with
these four enzymes at day 9 was at the same level as the
loaf with 0.5% distilled monoglycerides at day 3. However,
because only the maltogenic �-amylase has an effect on

improving crumb elasticity, the more maltogenic �-
amylase added, the more elastic is the bread crumb.

Enzymes for Dough Strengthening

Glucose oxidase has good oxidizing effects that result in
stronger dough. It can be used to replace oxidants such as
bromate and ADA in some baking formulations and pro-
cedures. In other formulations such as with ascorbic acid,
it is an excellent dough strengthener (Fig. 17).

Use of glucose oxidase creates a dry and strong dough.
A high dosage of fungal �-amylase gives the dough exten-
sibility. The combination of these two enzymes can there-
fore achieve a synergistic effect. Figure 18 shows the com-
bination of glucose oxidase and fungal �-amylase
compared with ascorbic acid. When the two enzymes are
used together with a smaller amount of ascorbic acid, the
dough is not only very stable but also absorbs 1–2% more
water, resulting in a greater volume increase and a crispier
crust.

Glucose oxidase combined with fungal �-amylase can
replace the bromate in some bread formulations. Figure 19
shows a type of South American bread, Marraqueta. This
procedure requires a very stable dough because after two
series of 50 min of proofing the dough is turned around
before baking. A dough without strong dough stability will
collapse when turned. The basic formulation contains both
ascorbic acid and K-bromate. By adding glucose oxidase
and fungal �-amylase instead of bromate, the final bread
has a much improved appearance and a volume increase
of approximately 40%.

In the previous sections each of the most commonly
used enzymes for bread making has been reviewed, be-
cause of the rapid development of biochemistry and en-
zyme technology and the increasing interest in enzyme ap-
plications for the baking industry, more and improved
enzyme products will be introduced in the near future.
There will also be more reports and studies that will bring
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Figure 18. Glucose oxidase and fungal �-amylase for French ba-
guettes.

us a better understanding of the mechanism of baking en-
zymes. In turn this understanding will lead to further im-
proved products. An exciting future for baking enzymes
lies ahead.
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INTRODUCTION

The use of enzymes as purposefully added ingredients to
laundry products dates back to 1913 when Otto Röhm pat-
ented the use of crude pancreatic extracts in laundry pre-
soak compositions to improve the removal of biological
stains (1). It wasn’t until the early 1960s, however, with
the isolation and commercial production of alkaline active
proteases, that enzymes became widely used in laundry
products. By 1969, at least 50% of European detergents
contained a protease (2). Within 6 years of the introduction
of alkaline proteases in detergents, 80% of all European
laundry detergents contained enzymes (3). Today, the pen-
etration of enzymes into laundry detergents across the
globe is quite high. Most premium and lower-tier laundry
products contain at least one enzyme, usually a protease,
and many are formulated with up to four different enzyme
activities—protease, amylase, lipase, and cellulase. En-
zymes in laundry and cleaning products account for about
40% of the more than 1 billion dollar industrial enzyme
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market, with detergent proteases accounting for about
50% of the volume (4). In the United States, the detergent
sector is the largest market for enzymes, accounting for
about 20% of total enzyme demand and more than 25% of
industrial enzyme sales (5). The move to compact deter-
gents, beginning in 1987, helped raise the demand for de-
tergent enzymes, and global enzyme sales doubled be-
tween 1989 and 1994.

Four factors are responsible for the increased reliance
of detergent manufacturers on enzyme technology. First,
they provide consumer-recognizable cleaning benefits. His-
torically, proteases and amylase have been used to improve
the removal of proteinaceous and starch-based soils, re-
spectively. More recently, detergent-compatible lipases
have been introduced to help clean greasy and oily stains
arising from foods and body soils. Second, some enzymes
enable the detergent formulator to add completely new
performance benefits. Cellulases are the best and most re-
cent example where the development of cost-effective,
alkaline-active cellulases has enabled the delivery of
consumer-valued benefits such as color maintenance and
fabric restoration. Third, enzymes are highly weight effi-
cient. The ability to act catalytically imparts a space effi-
ciency to enzymes that is highly desirable to the formulator
of compact detergents. The fourth factor contributing to
the increased use of enzymes in detergents is that in recent
years the performance/cost ratio for enzymes has improved
significantly as a result of the availability of more efficient
enzymes and the industry trend toward reduced pricing.

Current market trends and consumer needs are influ-
encing the development of enzymes for detergent applica-
tions, with the emphasis on enzymes that have improved
performance/cost ratios, increased cold water activity, and
improved compatibility to other detergent ingredients. In
addition, enzyme suppliers and detergent manufacturers
are actively pursuing the development of new enzyme ac-
tivities that address the consumer-expressed need for im-
proved cleaning, fabric care, and antimicrobial benefits.
For applications beyond laundry and cleaning products,
enzymes with low allergenicity are being developed to min-
imize worker and consumer safety concerns.

THE DETERGENT ENZYME MARKET

As noted in the “Introduction”, enzymes have long been of
interest to the detergent industry for their ability to aid in
the removal of soils and stains as well as to deliver unique
benefits that cannot otherwise be obtained with conven-
tional detergent technologies. As a result, the detergent
enzyme market has grown nearly 10-fold during the past
20 years. In 1997, sales of detergent enzymes totaled about
$550 million. U.S. demand accounted for about $160 mil-
lion and is expected to grow to $260 million by 2001 (6).
Through the 1980s and early 1990s the market was split
between five major suppliers: Novo-Nordisk A/S of Den-
mark with the dominant market share (�55%); Gist-
Brocades N.V. in The Netherlands; Genencor International
in the United States; Solvay in Belgium; and; Showa-
Denko in Japan. These suppliers marketed a full range
enzymes for liquid and powder detergents. Beginning in
1995, however, there was considerable rationalization in

the detergent enzyme market owing to the relatively high
cost of manufacturing coupled with increased pressure
from detergent manufacturers to drive down raw material
costs. Genencor International purchased the detergent en-
zyme businesses of Gist-Brocades and Solvay, and Novo-
Nordisk acquired Showa-Denko’s detergent enzyme busi-
ness. Today, Novo and Genencor are the main suppliers of
detergent enzymes, supplying more than 95% of the global
market. Table 1 provides examples of the types of enzymes
available from these two suppliers.

CURRENT DETERGENT ENZYMES

The majority of enzymes used in detergents today are hy-
drolases; the catalytic event involves addition of water
across a chemical bond. In addition, most detergent en-
zymes exhibit endo specificity, that is, they preferentially
attack internal bonds as opposed to terminal linkages.

Before the conversion of the detergent market to com-
pact product forms, the use of enzymes in detergents was
limited primarily to proteases. The market conversion to
compacts, which require high levels of cleaning perfor-
mance from low product dosages, fueled the interest in for-
mulating new enzyme activities that can provide a more
robust cleaning profile. This, coupled with recent advances
in genetic and protein engineering, has led to new classes
of enzymes being available for detergents, including amy-
lases, lipases, cellulases, and peroxidases (Table 1). Each
of these general enzyme classes is discussed in detail in
the following sections.

Proteases

Most powder and liquid laundry detergents on the market
today, both low density and compact, contain a protease
(7). Protease enzymes enhance the cleaning of protein-
based soils, such as grass and blood, by catalyzing the
breakdown of the constituent proteins in these soils
through hydrolysis of the amide bonds between individual
amino acids. Proteases serve a multifunctional role in the
overall cleaning process. They boost the efficacy of surfac-
tant and dispersant systems by degrading proteinaceous
soils into smaller, more dispersible fragments, thereby di-
rectly facilitating the soil removal process. In addition,
they decrease the redeposition of proteins, especially hy-
drophobic proteins such as those found in blood, resulting
in improved overall whiteness (8).

Figure 1 shows the dose-response curves for removal of
grass stain with typical detergent proteases in standard
North American liquid and powder detergent formula-
tions. The plateau observed at higher enzyme concentra-
tions is typical of most detergency evaluations of enzymes.
Typically, detergent formulators dose enzymes at the
breaking point of such curves in order to obtain optimum
cleaning performance at lowest possible cost.

Figure 2 further illustrates the cleaning benefits of pro-
tease. Figure 2a shows an electron micrograph of blood-
stained fibers from a polyester swatch washed under North
American conditions in a liquid detergent without prote-
ase. The hemoglobin in the blood stain has been imaged
with a colloidal-gold-labeled antibody marker to help vi-
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Table 1. Detergent Enzyme Types and Suppliers: 1997

Protease Amylase Cellulase

Supplier Alkaline
High

alkaline
Bleach
stable Conventional

Bleach
stable Lipase

Multi-
component

Mono-
component Peroxidase

Genencor Optimase Opticlean Purafect OxP Maxamyl Purafect OxAm Lumafast Puradax
Purafect Rapidase Purafect HpAm Lipomax
Properase

Novo Alcalase Savinase Everlase Termamyl Duramyl Lipolase Celluzyme Carezyme Guardzyme
Esperase BAN Lipolase Ultra Endolase
Kannase LipoPrime
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x

Enzyme level (ppm)
0 0.2

Powder

Liquid

0.4 0.6

100

Figure 1. Protease dose response on grass. Detergent tests run
at 20 �C with 1 mM mixed Ca/Mg hardness and manufacturer’s
recommended detergent dosage. Removal of grass on cotton based
on visual grades from expert graders.

(a) (b)

Figure 2. (a) Transmission electron micrograph of blood-stained fibers after washing with a nil-
protease liquid detergent. The residual hemoglobin has been marked using colloidal-gold-labeled
antibodies. (b) Transmission electron micrograph of blood-stained fibers after washing with a
protease-containing liquid detergent. The residual hemoglobin has been marked using colloidal-
gold-labeled antibodies.

sualize remaining protein. There is a considerable amount
of residual blood protein left on the fibers after washing.
Figure 2b shows similarly stained and treated fibers that
have been washed under the same conditions, in the same
liquid detergent, but with 0.5 ppm protease added. There
is a marked reduction in the amount of residual blood pro-
tein consistent with the visual observation of enhanced
stain removal.

As shown in Table 1, a number of different commercial
detergent proteases are currently being marketed. How-
ever, they are all closely related, nonspecific endopepti-
dases, with molecular weights around 27 kDa and highly
homologous primary amino acid sequences (Fig. 3). Cur-
rent commercial detergent proteases are derived from vari-
ous species of Bacillus subtilis and are characterized by a
common catalytic triad consisting of serine, aspartic acid,
and histidine. The serine hydroxyl group functions as a
nucleophile, attacking the peptide amide bond to form a
tetrahedral intermediate that undergoes hydrogen trans-
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Figure 3. Sequence alignments of common detergent proteases: Based on BPN� numbering. 1 �

protease from Bacillus lentus (Savinase); 2 � protease from Bacillus amyloliquefaciens (BPN�); 3
� protease from Bacillus licheniformis (Alcalase).

Table 2. pH Profiles of Common Detergent Enzymes

Enzyme Source (species)
pH

Optimum

Range
(�80%

maximal
activity)

Alcalase� Bacillus licheniformis 8.5 8.0–10.0
BPN� Bacillus amyloliquefaciens 8.5 8.0–9.5
Savinase� Bacillus lentus 10.0 8.0–11.0
Esperase� Bacillus alcalophilus 10.0 9.0–12.0

Source: Internal data from Proctor & Gamble; Novo-Nordisk A/S, Denmark.

fer facilitated by the aspartyl and histidine functional
groups acting as general base catalysts. The result is ad-
dition of water across the amide bond, generating two pep-
tide fragments (9). These so-called serine proteases (EC
3.4.21.62) are particularly well suited for laundry appli-
cations owing to their alkaline pH optima (Table 2), sta-
bility to detergents, and broad substrate specificity.

Transmission electron microscopy-immunocytochemi-
cal (TEM-ICC) analysis of residual soils remaining on fab-
rics after washing provides more detailed clues on the
mechanisms of detergent protease action. Table 3 shows
the frequency and mean particle sizes (MPS) of two types
of protein—chlorophyll-binding protein (CBP) and b-
lipoprotein (BLP)—and four types of carbohydrate—
glucose/mannose, glucosamine, fucose, and galactose/gal-
actosamine—remaining on residual grass stains on cotton
and polycotton fabrics after washing in a liquid detergent
with and without protease. The general trend is for the
protease to reduce the frequency but not the size of the
stain components. For example, with addition of protease,
the frequency of occurrence of CBP on cotton drops from 2
of every 5 fibers to 1 in 10, and on polycotton, it drops from
4 markers in every 5 fibers to 1 in 6, with little or no change
in particle size. Similar effects are observed for BLP and
the carbohydrates.

Although the subtilisin proteases are stable to most of
the surfactants used in typical laundry detergents, they
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Table 3. TEM-ICC Data for Grass Removal

Without protease With protease

Component Fabric Frequencya MPS (lm) Frequencya MPS (lm)

Chlorophyll binding protein Cotton 2/5 0.5 1/10 0.3
Polycotton 4/5 0.3 1/6 0.3

b-Lipoprotein Cotton 1/2 0.2 1/5 0.3
Polycotton 3/4 0.3 1/3 0.3

Glucose/mannose Cotton 1/7 0.2 1/10 0.2
Polycotton 1/4 0.2 1/15 0.2

Glucosamine Cotton 1/7 0.5 1/10 0.2
Polycotton 1/5 0.4 1/10 0.3

Fucose Cotton 1/25 0.2 1/30 0.3
Polycotton 1/20 0.3 0/10 —

Galactose/galactosamine Cotton 1/10 0.5 1/8 0.3
Polycotton 1/10 0.3 0/10 —

aFrequency is determined from the number of fibers displaying the market out of all those examined (typically 100 fibers per sample).

are susceptible to oxygen bleaches and calcium sequester-
ants. Oxidative attack by peroxide or peracids on the me-
thionine residue adjacent to the catalytic serine results in
a nearly 90% loss of enzymatic activity (10). Replacement
of the methionine with an oxidatively stable amino acid
such as alanine significantly improves the stability of the
enzyme toward oxygen bleach (11). In addition, the subtil-
isin proteases strongly bind at least one calcium ion, which
contributes to maintaining the overall three-dimensional
configuration of the enzyme. The calcium sequestering
agents used in many laundry products to control water
hardness can remove this calcium, resulting in decreased
thermal and autolytic stability. Introduction of negatively
charged residues near the calcium binding site can in-
crease the binding affinity of the enzyme for the calcium,
resulting in improved stability toward calcium sequester-
ants (12).

Because proteases degrade proteins, there is some risk
associated with washing garments constructed from nat-
ural protein fibers such as wool and silk in protease-
containing detergents. Proteolytic attack against such fi-
bers leads to increased wear and reduced tensile strength.
The degree of damage is dictated by the type and level of
protease as well as the wash process. Accordingly, many
detergents advise against use on wool and silk garments.

In powder detergents, proteases are added in an encap-
sulated or granulated form (see “Powders”), which protects
them from other detergent ingredients and eliminates the
potential for them to degrade each other (autolysis) or
other enzymes (proteolysis) in the formulation. However,
in aqueous-based liquid detergents, autolysis and prote-
olysis are key problems requiring the formulation of re-
versible protease inhibitors that can shut down the activity
of the enzyme in product, but are diluted away from the
enzyme when the detergent is added to the wash. Boric
acid and polyols, such as propylene glycol, are commonly
used to inhibit protease activity in liquid detergents (3).

Detergent proteases can be generally classified into two
main groups, alkaline and high alkaline. Alkaline prote-
ases, such as those derived from Bacillus licheniformis,
show optimum activity around pH 8, making them ideal
for liquid laundry products, which typically have wash
pH’s between 7.0 and 8.5. Examples include Alcalase�

from Novo-Nordisk and Optimase� from Genencor Inter-
national.

Several high alkaline proteases are available and are
typically characterized by a pH-activity optimum around
10.0. These enzymes find widespread use in powder laun-
dry detergents and automatic dishwashing formulations.
Examples include Savinase� from Novo-Nordisk and Pur-
afect� from Genencor.

A number of analytical methods are available for as-
saying proteolytic activity in product and in the wash.
Most methods use colormetric detection of the hydrolysis
of a specific reagent. Typical reagents include dimethyl-
casein, azocasein, azocoll, or hemoglobin. By far the most
common assay method is based on hydrolysis of small syn-
thetic peptides functionalized with the p-nitroanilide
chromophore. For most detergent proteases, the synthetic
tetrapeptide Suc-AAPF-pNA, or succinylalanylalanylpro-
lyl(phenylalanine)-p-nitroanilide (PNA), is used. Hydroly-
sis of the anilide bond liberates the p-nitroaniline group,
resulting in the appearance of a yellow color that can be
followed spectrophotometrically. This assay is particularly
useful for establishing pH and temperature profiles of pro-
teases and following their stability through the wash or
during in-product storage (13). However, in general, PNA
activity does not correlate with wash performance. Activity
against larger substrates, such as casein, which more
closely resemble the soil proteins found in common laundry
stains, shows a better correlation with protease wash per-
formance.

Amylases

Amylases facilitate the removal of starch-based soils, par-
ticularly food soils, by catalyzing the hydrolysis of the gly-
cosidic linkages in starch polymers. This general class of
enzymes encompasses several enzymatic activities respon-
sible for starch hydrolysis, including �-amylase, b-
amylase, pullulanase, isoamylase, and glucoamylase. The
�-amylases (1,4-�-D-glucan-glucanohydrolase, EC 3.2.1.1)
are most commonly used in detergents. They catalyze en-
hohydrolysis of 1,4-�-D-glucosidic bonds in high molecular
weight starches of the type commonly found in food soils.
As such, amylases find utility in both laundry and dish
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Figure 6. Cleaning benefit for protease � amylase on chocolate
pudding and barbecue stains on cotton. Detergent tests run at 20
�C with 1 mM mixed Ca/Mg hardness and manufacturer’s rec-
ommended detergent dosage. Enzyme dosages were 0.1 ppm each.
Removal of chocolate pudding (CP) and barbecue (BBQ) stains
from cotton measured by image analysis.Figure 5. Three-dimensional structure of �-amylase.
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Figure 4. Dose response of �-amylase on starch soil in automatic
dishwashing application. Cleaning tests run at 55 �C with 1 mM
mixed Ca/Mg hardness and manufacturer’s recommended deter-
gent dosage. Starch soil removal measured gravimetrically.

detergent formulations. Figure 4 shows the dose-
dependent response of starch soil removal using a com-
mercial �-amylase in a typical automatic dishwashing de-
tergent formulation.

Current commercial detergent �-amylases are derived
from various species of Bacillus subtilis. The �-amylase
from B. amyloliquiefacians, is particularly well suited for
detergent applications because of its thermal stability,
broad pH activity, and resistance to proteolytic attack. Ex-
amples include Maxamyl� from Genencor and Termamyl�
from Novo (14).

The detergent �-amylases in use today have highly ho-
mologous primary amino acid sequences and a tertiary
structure comprised of three domains, A, B, and C (Fig. 5).
The active site is typically located in a cleft between do-
mains A and B and is usually comprised of acidic amino
acids such as aspartic and glutamic acids. Like the subtil-
isin proteases, �-amylases contain an essential calcium ion

that is important in maintaining the tertiary structure.
Accordingly, the �-amylases show some degree of sensitiv-
ity to calcium sequesterants, with solution stability se-
verely compromised in well built (low calcium) environ-
ments. In addition, most wild-type �-amylases are
sensitive to oxygen bleach. Recently, protein engineering
has been used to improve bleach stability of amylases (15).
Both Novo and Genencor offer bleach-stable versions of
their �-amylase (Table 1).

The use of amylase and protease combinations for im-
proved stain removal and general cleaning was fairly well
established in the mid-1980s and practiced in a number of
European and U.S. brands. The use of these two enzymes
in compact detergents is now fairly standard, especially in
Europe. Figure 6 shows the benefit of combining an �-
amylase with a serine protease for removal of food stains
from cotton in a typical North American powder laundry
detergent.

As with proteases, there are a number of methods avail-
able for analyzing amylase activity (16). Probably the sim-
plest, and most common, involves monitoring the color
change during hydrolysis of iodine-stained starch. Iodine
staining of a standard starch substrate results in a blue
color that changes to reddish brown upon hydrolysis with
�-amylase. Additional methods include hydrolysis of syn-
thetic substrates like p-nitrophenylmaltoheptoaside
(pNP-G7). Amylolytic attack on pNP-G7 produces pNP-G3
and pNP-G4. Reacting the pNP-G3 with an excess of �-
glucosidase generates glucose and the characteristic yel-
low color of p-nitrophenyl. Alternative methods involve de-
tection of the reducing sugars formed during starch
hydrolysis using 3,5-dinitrosalicylate (17), alkaline ferri-
cyanide (18), or alkaline copper (19).

Lipases

Lipases are fairly recent entries into the detergent enzyme
market. Their use in detergents is illustrated in several
patents from the 1970s (20). However, the lack of a viable
commercial source of alkaline-active lipases with stability
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Figure 7. Multicycle stain removal of hamburger grease from
cotton fabric with Lipolase� under typical North American wash
conditions. Cleaning tests run at 30 �C with 1 mM mixed Ca/Mg
hardness and manufacturer’s recommended dosage of powder de-
tergent. Lipolase Ultra � dosed at 3000 LU/I. Removal of ham-
burger grease from cotton was measured by image analysis.

toward anionic surfactants essentially prohibited practical
application for almost 10 years until the late 1980s when
Novo Industries announced the commercial sale of the first
detergent-compatable lipase, Lipolase� (21), obtained by
cloning the lipase gene from Humicola lanuginosa into a
high-expression fungal host. Lipolase� first appeared in
compact powders in Japan and has since found fairly broad
application in the global detergent market.

Lipases (triacylglycerol acylhydrolases, EC 3.1.1.3) de-
grade triglycerides by catalyzing the hydrolysis of the ester
linkage between the glycerol moeity and the constituent
fatty acids, generating glycerol, free fatty acids, mono- and
diglycerides. Triglycerides are common components of
some of the most-difficult-to-remove soils and stains, in-
cluding greasy foods, cosmetics, and body soils. Owing to
their generally hydrophobic nature, triglycerides are dif-
ficult to remove from fabric and may be present even after
several wash cycles. As the residual triglycerides age they
can oxidize, resulting in the generation of a rancid malodor
as well as an overall yellowing or discoloration of the fab-
ric. Lipolytic attack increases the water solubility of the
original triglyceride and decreases the melting point of the
fat, allowing for increased soil removal during the washing
process.

Lipases are most active at the water–substrate inter-
face. This phenomenon is referred to as interfacial acti-
vation (22). Lipase activity does not follow classical en-
zyme kinetics, which generally are only valid for reactions
that occur in a homogeneous phase. Rather, lipase activity
appears to follow a two-step process (23). In the first step,
lipase physically binds to the surface. This is believed to
involve activation of the enzyme via a structural change
that exposes the hydrophobic binding domain to the sub-
strate. The second step involves formation of the enzyme–
substrate complex, leading to hydrolysis of the ester bond.
Because physical adsorption to the interface is key to li-
pase activity, anything that interferes with this process,
such as surfactants, can dramatically affect substrate hy-
drolysis. Exclusion from the soil–water interface is be-
lieved to be one of the key mechanisms involved in surfac-
tant inhibition of lipase activity. Given the tendency of
surfactants to accumulate at an oil and water interface,
lipase can be denied access to the substrate by electrostatic
repulsion and steric hindrance of the aggregated surfac-
tant (24). Accordingly, when formulating lipase into deter-
gents it is important to select a surfactant system that
minimizes this effect. Generally, nonionic surfactants are
less inhibiting than anionics.

Most commercial detergent lipases require more than
one wash cycle to show a benefit. Figure 7 shows this mul-
ticycle performance effect for Lipolase Ultra�. It is gener-
ally thought this traces to deposition of the lipase onto the
hydrophobic stain during the wash such that, during the
drying cycle, when the water content is decreased, the en-
zyme is activated and can hydrolyze triglycerides in the
stain (25), facilitating removal in the second wash cycle.
For Lipolase�, maximum enzymatic activity against a
standard lipid soil such as olive oil is obtained when the
moisture content of the fabric is 20 to 30% by weight (26),
suggesting that significant decomposition of the oily soil

occurs during the drying process; hence the need for a sec-
ond wash cycle to remove the hydrolytic fragments.

The most commonly used method to measure lipase ac-
tivity is a titrimetric assay in which the fatty acid liberated
during hydrolysis of an emulsified substrate, such as Tri-
olein, is titrated with a standardized base solution. The
milliequivalents of base required to maintain the solution
pH at a given value is directly related to the amount of
fatty acid generated. Alternate methods rely on colorme-
tric detection of the hydrolytic products generated from
synthetic substrates such as p-nitrophenylbutyrate.

Cellulases

Cellulases are unique among the hydrolase enzymes used
in detergency. Rather than attacking substrates found in
soils and stains, cellulases hydrolyze the cellulose in cotton
and cotton blends to deliver cleaning benefits such as whit-
ening and dingy cleanup as well as fabric care benefits such
as color maintenance and fabric restoration. Like lipases,
cellulases have only recently been introduced broadly into
detergents. The first use of cellulases in detergents was
described by Murata in 1981 (27). Commercial application
began in 1987 with the introduction of the alkaline cellu-
lase from Bacillus sp. KSM-635 in Kao’s compact detergent
Attack� (28). Since 1991, a number of European and North
American detergents have incorporated cellulases. In
1993, Procter & Gamble introduced Novo-Nordisk’s Care-
zyme�, an enzyme reported to help keep cotton and cotton
blends looking newer longer by removing the pills and fuzz
that build up on cotton garments over time, making them
look worn and faded (29).

Cellulases deliver a number of benefits including clean-
ing (via removal of particulate and oily soils), fabric sof-
teness, color clarification, and depilling. The cleaning
benefits are believed to derive from the removal of surface
fibrils that serve as anchor points for soil. Softness benefits
are believed to result from the ability of cellulases to loosen
surface fibrils, preventing them from intertwining and
forming a rigid network with negative hand feel. Color
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Figure 8. Effect of Carezyme� after 30 wash cycles. (a) 30-cycle
wash in detergent only; (b) 30-cycle wash in detergent plus cel-
lulase.

clarification and depilling derive from the same mecha-
nism. Repeated washing and wearing of cotton garments
generates fuzz and pill buildup as surface fibrils loosen and
become entwined. The fuzz and pills scatter light, making
garments look worn and faded. Cellulases weaken the at-
tachment points of the fuzz and pills, which subsequently
break off in later wash cycles. The result is brighter, more
colorful garments. Figure 8 shows this benefit on cotton
socks after 30 wash cycles in a North American powder
detergent formulation with and without Carezyme�.

Cellulases (1,4-b-D-glucan-4-glucanohydrolases, EC
3.2.1.4) catalyze the endohydrolysis of 1,4-b-D-glucosidic
linkages in cellulose. Cellulose is a linear, unbranched
polymer of anhydroglucose units linked through b-1,4
bonds. Each polymer contains between 10,000 and 15,000
glucose units. Up to 60 polymers are arranged in parallel
bundles, called elementary fibrils, and stabilized through
extensive hydrogen bond and van der Waals interactions,
which promotes crystallinity of the bundle. The elemen-
tary fibrils can further aggregate to form microfibrils that,
in turn, aggregate into macrofibrils of up to 500 nm in di-
ameter. Cotton fibers are formed by the accumulation and
aggregation of macrofibrils (30). Disruption of the hydro-
gen bonding network within these structures, either
through chemical or mechanical means, leads to the for-
mation of amorphous regions. In new cotton garments, the
ratio of crystalline to amorphous regions is about 70:30. In
regenerated cellulose fabrics such as rayon, the structure
is much more disordered, leading to a shift in the crystal-
line amorphous ratio to about 30:70. The amorphous
regions are the site of cellulytic attack owing to the greater
accessibility and flexibility of the substrate. As a result,
aged garments that have experienced a number of wash
and wear cycles and, hence, have more amorphous regions,
tend to show greater sensitivity to cellulase than new gar-
ments.

Cellulose hydrolysis is an acid-catalyzed process. The
O-glycosidic bond is cleaved by donation of a proton from
the carboxyl group of a glutamic acid residue in the active
site of the enzyme, with the resulting cabonium-ion inter-
mediate stabilized by an aspartic acid or other nucleophilic
residue (31). The formation of a carbonium-ion interme-
diate opens the possibility of stereochemistry, with the con-
figuration of the anomeric carbon atom of the product ei-
ther being retained or inverted. The configuration of the
active site of the particular cellulase enzyme determines
the sterochemistry of the hydrolysis products, leading to a
classification of cellulases as being either retaining or in-
verting types of enzymes.

Current detergent cellulases are derived from fungal
sources, such as Humicola insolens, or bacterial sources,
such as the Bacillus species. The fungal enzymes typically
represent a mixture of exo- and endo-glucanase activities
with pH optima in the acidic to neutral range. This mix of
activities facilitates the degradation of crystalline cellu-
lose. Celluzyme� from Novo-Nordisk (Table 1) is derived
from H. insolens strain DSM 1800 and consists of a mix-
ture of endo-glucanases, cellobiohydrolases, and b-glucos-
idases. Carezyme�, on the other hand, is a monocomponent
alkaline-active endo-glucanase with low affinity to crys-
talline cellulose.

The detergent cellulases from alkalophilic Bacillus spe-
cies are generally monocomponent endo-glucanases with
good stability against proteases. Relative to the fungal cel-
lulases, bacterial cellulases tend to show somewhat re-
duced fabric care benefits and increased detergency effects
on pigmented dirt and sebum (30).

Generally, cellulases are multidomain structures com-
prised of a core catalytic domain, containing the active site,
and a cellulose binding domain, or CBD, which is respon-
sible for anchoring the enzyme to the cellulose substrate.
Typically, the CBD is attached to the catalytic domain
through a short peptide linker. In the absence of the CBD,
the core will show catalytic activity against soluble sub-
strates but drastically reduced activity against insoluble
cellulose. Because the benefits derived from cellulase
clearly rely on the enzyme binding to fabric surfaces, the
CBD is a critical structural component. Like lipases, ad-
sorption of cellulase onto fabric is the first step of the hy-
drolytic process, corresponding to a phase transfer of en-
zyme from solution to the fabric surface (32). Those
enzymes that adsorb tightly are generally the most effi-
cient with respect to cellulose hydrolysis (33). Thus, the
CBD is an important structural feature controlling the ef-
ficacy of a particular cellulase with respect to detergency
benefits. Table 4 shows activity on soluble and insoluble
substrates and the depilling benefit for cellulases with (EG
V, Carezyme), and without (EG 1, Endolase) a CBD as well
as the catalytic core of an EG V enzyme. The importance
of the CBD both to hydrolysis of insoluble substrate and in
delivering a depilling benefit is apparent in the higher ac-
tivity of the CBD-containing Carezyme on crystalline cel-
lulose (Avicel) and the more than fivefold increase in de-
pilling benefit versus the Carezyme core.

A number of analytical methods are available for as-
saying cellulase activity (26,34). The two most common are
the viscometric method and measurement of reducing sug-
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Table 4. Activity and Performance of Various Cellulases:
Role of the Cellulase Binding Domain

Enzyme

CMCU/mg
(soluble

substrate)

Red-Avicel/mg
(insoluble
substrate)

Relative
depilling
benefita

EG I (Endolase) 80 0.2 4
EG V (Carezyme) 100 22 100
EG V core 180 8 19

aDepilling measured by visual inspection after 25 wash cycles.
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Figure 9. Dye transfer inhibition benefit for Guardzyme�/medi-
ator under North American wash conditions. Dye transfer was
measured by recording the difference in reflected light (reported
as DE from a Hunter colorimeter) from a white cotton tracer
swatch before and after washing with a bleeder fabric (Direct Blue
1 on cotton) in a North American powder detergent at 35 �C with
1-mM water hardness.

ars. Because of their tendency to cleave internal glycosidic
linkages, detergent cellulases cause a rapid decrease in
chain length of soluble cellulose polymers, resulting in a
drop of solution viscosity. This change in viscosity can be
measured via standard viscometeric methods and, when
compared to a standard sample, can be used as a relative
measure of cellulytic activity. Substituted, water-soluble
cellulose substrates are commonly used in this assay, such
as carboxymethylcellulose (CMC) or hydroxyethylcellu-
lose.

Measurement of the reducing sugars formed upon hy-
drolysis of a cellulose substrate is often used in conjunction
with the viscometric method to assess cellulase activity.
Reducing sugars can be detected colorimetrically by ferri-
cyanide.

Peroxidase

This represents the newest class of enzyme developed for
detergent. There is currently only one commercially avail-
able peroxidase for detergents, Guardzyme� from Novo-
Nordisk A/S (Table 1). Guardzyme� was isolated from the
inkcap mushroom, Coprinus cinereus, and has been cloned
into a production host for large-scale production (35). It is
a heme-containing protein that, in the presence of hydro-
gen peroxide, can mediate the oxidation of fugitive dyes in
solution, thereby providing a dye-transfer inhibition ben-
efit.

Peroxidases (EC 1.11.1.7) are a subclass of the general
class of enzymes known as oxidoreductases. Oxidoreduc-
tases catalyze oxidation–reduction reactions on a broad
range of substrates, including alcohols, carboxyl groups,
alkenes, and amines. Peroxidases specifically catalyze the
reaction:

Donor � H O r Oxidized donor � 2H O2 2 2

where the donor molecule can be anything with an oxidiz-
able group. Specifically, if the donor molecule is a fugitive
dye that has bled off a colored garment, peroxidase can be
used to bleach the dye in solution, effectively eliminating
the transfer of the colored dye species to other fabrics.

For Guardzyme�, the dye-transfer inhibition system
consists of three components: the enzyme, a mediator, and
hydrogen peroxide. The mediator is generally a substi-
tuted phenolic compound that shuttles electrons from the
substrate to peroxidase. Through selection of the appro-
priate mediator, a catalytic oxidation cycle can be estab-
lished as follows:

POD

POD (II)

Med�

Med�

Med

Med

Dye

Dye

Dye(ox)

Dye(ox)

POD (I)

H2O2

H2O

where POD (I) and POD (II) are oxidized forms of the per-
oxidase. Figure 9 shows the dye-transfer inhibition benefit
for a Guardzyme�-mediator system, where the mediator is
phenothiazine-10-propionic acid. The peroxidase-based
dye-transfer inhibition system essentially eliminates
transfer of dye from a blue bleeder (Direct Blue 1 on cotton)
to a white cotton tracer.

FORMULATION OF DETERGENT ENZYMES

The key challenge to the use of enzymes in detergents is
stability. This is particularly true in liquid detergents,
where the enzyme is in intimate contact with the formu-
lation ingredients. For powder detergents, enzymes are
typically supplied as a coated granulate, thereby separat-
ing the enzyme from other detergent ingredients and gen-
erally delivering a stable composition. Liquid detergents,
however, must be formulated to minimize damage to the
enzyme. Denaturation by surfactants and builders, unfa-
vorable interactions with perfume ingredients, and deg-
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Figure 10. Half-life of protease in a heavy-duty liquid detergent
as a function of calcium level. Liquid detergent stored at 35 �C.
Enzyme activity measured by PNA assay.

radation by protease are the principal processes responsi-
ble for loss of enzyme activity upon storage.

Liquids

Most modern liquid detergents contain fairly high concen-
trations of anionic surfactants for cleaning. These surfac-
tants are particularly good at denaturing proteins, includ-
ing enzymes. In addition, most heavy-duty liquids contain
multiple enzyme systems, including proteases, amylases,
lipases, and cellulases. Proteolytic degradation of these en-
zymes by the added protease poses a significant long-term
stability issue.

In order to achieve acceptable shelf stability and ensure
delivery of a high level of cleaning performance over time,
detergent manufacturers and enzyme suppliers have
taken three basic approaches to improve the stability of
enzymes in liquid detergents:

1. Formulation of stabilizing additives. A number of in-
gredients can be added to the liquid detergent to im-
prove enzyme stability. Calcium is known to stabilize
both proteases and amylases. The added calcium
serves to tie up detergent actives that could, other-
wise remove the essential calcium from the enzyme,
resulting in a loss of the catalytic three-dimensional
structure. Figure 10 shows the effect added calcium
has on the stability of a protease in a heavy-duty
liquid detergent. The half-life of the enzyme under
stressed storage conditions increases as calcium con-
centration is increased.

In addition, short-chain carboxylates have been
shown to promote protease stability (36) through a
noncompetitive-inhibition mechanism. Accordingly,
calcium and sodium formates are commonly added
stabilizing agents in enzyme-containing liquid deter-
gents. Reversible protease inhibitors can also be
added to shut down the activity of the protease in
product. The combination of a polyol with vicinal hy-
droxyl groups, such as propylene glycol, and a boron
compound, such as boric acid, results in formation of
a borate-diol complex that effectively inhibits pro-
teolytic activity. Upon dilution of the product into the

wash, the inhibitor is diluted away from the protease
yielding a fully active enzyme. Substituted boronic
acids (37) and peptide derivatives (38) have also been
shown to be effective reversible inhibitors.

2. Selection of more stable wild-type enzymes. Enzymes
with enhanced stability to detergent ingredients can
be obtained by classical screening methods. For ex-
ample, the Kao Corporation in Japan has reported
isolation of protease-resistant cellulases from cul-
tures of Streptomyces strains (39). Kawai et al. (40)
identified a number of new cellulases from Bacillus
species with good stability to surfactants, proteases,
and chelants. Similarly, new �-amylases have been
found that do not appear to be substantially affected
by anionic surfactants (41). Natural isolate screen-
ing for new wild-type lipases with improved deter-
gent compatibility has met with limited success to
date, although lipases from Fusarium culmorium
have been isolated and reportedly show improved ac-
tivity versus Lipolase� in the presence of alcohol
ethoxylate surfactants (42).

3. Protein engineering. Another way to improve stabil-
ity of enzymes for detergents is to engineer in specific
stabilizing mutations. For example, replacing a neu-
tral or positively charged amino acid in the calcium-
binding domain of an enzyme with a negatively
charged amino acid would be expected to increase
electrostatic interactions, thereby minimizing sta-
bility loss by removal of the essential calcium ion.
Aehle et al. (43) used this approach to modify the
calcium binding site of an �-amylase. The resulting
variant showed a 2.5-fold increase in stability versus
the native enzyme in low calcium environments.
Similarly, amino acid substitutions in the vicinity of
a hydrophobic domain in the alkaline Bacillus lentus
protease are reported to improve storage stability of
the resulting variants in both liquid detergents and
soap bars (44). Schülein et al. (45) reported a number
of modifications to Carezyme� that improved its al-
kaline activity and detergent compatibility.

In addition to stability, aesthetics are another major
consideration for the formulation of enzymes into liquid
products (46). Odor, color, and clarity are key aesthetic sig-
nals for consumers. Enzyme raw materials, being products
of microbial fermentation, often contain a number of
smelly by-products, including volatile amines and low mo-
lecular weight carboxylic acids, that must be removed to
avoid consumer malodor complaints. Likewise, fermenta-
tion-derived by-products may cause turbidity, flocculation,
or color changes in liquid detergent formulas. Therefore,
the formulation of enzymes into liquid detergents requires
extensive evaluations of odor, color, and clarity in order to
select enzyme formulations that minimize aesthetic neg-
atives.

Powders

Many of the same considerations for the formulation of en-
zymes in liquids apply to powders. Odor, color, and stabil-
ity are important considerations although to a somewhat
lesser extent owing to the physical separation of the en-
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zyme from the bulk detergent via granulation. In addition,
particle size, shape, flowability, and bulk density become
important when considering mixing and segregation of en-
zyme particles with powdered detergents. Probably the
most critical factor in formulating solid enzymes is dust
generation during detergent manufacture. This was
clearly evident in the experiences of the detergent industry
in the late 1960s and early 1970s, with the raw powdered
enzyme formulations originally supplied for detergent use.
These formulations led to high airborne dust levels in the
manufacturing plants and an increase in worker sensiti-
zation. As a result, enzyme manufactures replaced these
early powder and agglomerated enzymes with various
granulate formulations (13,46), the most important of
which are summarized below:

1. Enzyme prills. In this process, dry enzyme is dis-
persed into a molten wax, nonionic surfactant, or
polymer matrix, then sprayed into a cooling tower to
form solid, spherical particles. The molten phase is
typically comprised of a water-soluble or water-
dispersable material with a melting point above 50
�C. The key advantages of prilling are high through-
put and the ability to recycle particles that fall out-
side the desired size range. The key disadvantage is
the relatively poor physical strength of the particle,
leading to break up and high dust generation in sub-
sequent processing. Overcoating with an inert, me-
chanically tough material such as polyethylene gly-
col can be used to improve physical strength and
reduce dustiness. However, this typically is not suf-
ficient to ensure no break up of the particles during
detergent processing and, as a result, enzyme prills
are not in widespread use today.

2. Extruded granulates. By combining an enzyme pow-
der or liquid concentrate with binders, such as clay,
sugar, or starch, an extrudable dough can be pro-
duced that can then be pressed through a perforated
metal plate. Upon drying, the extrudates are reason-
ably durable. In order to produce spherical particles
of the appropriate size the wet extrudate is fed into
a Marumerizer, where a rotating textured plate
breaks up the noodles into smaller particles and
rounds the corners to yield a more spherical shape.
After sieving, the particles are coated with pigments,
such as TiO2, and a protective outer layer to achieve
the desired appearance and further improve granu-
late integrity. Key disadvantages of this method are
the high capital investment in a multistep process
and the sensitivity of the process to variation in feed-
stock moisture and composition.

3. High shear granulation. This method is used by
Novo-Nordisk to produce their T-granulate products
(47). In this process, enzyme is mixed with controlled
amounts of water, binders, such as polyethylene gly-
col, ethoxylated fatty alcohols, fatty acids, bentonite,
kaoline, or other clays, and other granulation ingre-
dients to form a low-moisture agglomerate. The ag-
glomerate is fed into a high-shear mixer that breaks
it up into smaller particles. The particles are dried
in a fluidized bed and coated with a final protective

layer of polymers and pigments. By incorporating
cellulose fibers into the original agglomerate, parti-
cles with high mechanical stability and physical
strength can be produced (48). Enzyme T-granulates
are widely used in dry laundry products and are
among the lowest-dusting enzyme raw materials
available. The process is reasonably flexible, espe-
cially with respect to enzyme feedstock concentra-
tion, allowing granulation of a given enzyme, such
as Savinase�, across a wide range of enzyme pay-
load.

4. Fluid bed coating. In this process, liquid enzyme
feedstock is sprayed onto a solid, inert support, or
core, such as NaCl or a sucrose-starch nonpareil.
Once the enzyme layer has dried, additional coatings
can be applied, including stabilizers, chelants, anti-
oxidants, and pigments. The outer coating typically
consists of a film-forming polymer, such as polyvinyl
alcohol, and a pigment, such as TiO2. Genencor In-
ternational uses this granulation process to deliver
their Enzoguard line of dry enzyme formulations.
The key advantage of fluid bed coating is that a sin-
gle piece of equipment, the fluid bed coater, can be
used to produce the final product.

Figure 11 shows scanning electron micrographs of typ-
ical granulates produced by the high shear granulation
process (a) and fluid bed coating (b). Both processes pro-
duce spherical granulates with fairly uniform particle size.

Industrial Hygiene

Controlling protein dust from enzyme raw materials is a
key consideration in the manufacture of enzyme-contain-
ing laundry products because enzymes are proteins, like
animal dander or pollen, with the potential to act as res-
piratory allergens. Enzyme formulations, such as the gran-
ulate compositions described above, that minimize protein
dust or reduce the tendency of enzyme protein to form aer-
osols are critical to protein dust control. Just as important
is the need for appropriate industrial hygiene practices
and in-plant exposure control technology to further mini-
mize the potential for exposure to enzyme protein. This
involves compliance to operational guidelines that require
no visible dust in the manufacturing environment, no re-
curring enzyme spills or spills of enzyme-containing deter-
gent, no gross skin contact with raw material enzyme, and
cleanup processes that minimize dust and aerosol gener-
ation. Design of dust handling equipment should follow
current best practices for enclosure and local exhaust ven-
tilation. Spill-containment systems should be in place for
those areas where either spills of raw material enzyme or
enzyme-containing product are likely. Additionally, an ap-
propriate preventive maintenance program should be im-
plemented to ensure the equipment performs as intended.
Strict adherence to guidelines such as these has resulted
in a drop in airborne enzyme dust levels in North American
and Western European detergent manufacturing plants by
more than three orders of magnitude versus 1970 values
(48).

Figure 12 shows a simplified schematic for safe han-
dling of bulk solid enzymes in a detergent manufacturing
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Figure 11. Electron micrographs (40�) of enzyme granulates. (a) High shear granulates; (b) Fluid
bed granulates.
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Figure 12. Simplified schematic of dry enzyme handling station.

environment. Enzymes are received from the supplier in
an enclosed container that can be coupled to a metering
system for accurate dosing. From the weigh station, en-
zyme is mixed with a stream of detergent base granules in
a dust-proof enclosure and sent to either a mix drum or
holding bin in preparation for pack-out to cartons. The en-
tire process, including packaging of the final product into

boxes or cartons, is housed in dust-proof enclosures to min-
imize airborne protein dust. Systems such as these ensure
low risk for enzyme handling.

MANUFACTURE OF DETERGENT ENZYMES

Nearly all detergent enzymes in use today are produced
through large-scale fermentation of microorganisms. As
discussed in “Current Detergent Enzymes”, detergent en-
zymes are derived from bacterial and fungal sources.
Large-scale fermentation is typically carried out with op-
timized strains of appropriate bacterial (Bacillus or Pseu-
domonas strains) or fungal species (Aspergillus) that have
been genetically engineered to express high levels of the
target enzyme, excrete that enzyme into the bulk fermen-
tation medium for ease of recovery, and minimize produc-
tion of other, unwanted proteins. After fermentation, the
enzyme is recovered from the broth by removal of the
whole cells and other particulates through centrifugation
or filtration, concentrated via ultrafiltration and diafiltra-
tion techniques, and, if necessary, further purified by se-
lective precipitation of nonactive proteins (13).

Because multiton quantities of low-cost enzymes are
needed to support the requirements of the global detergent
business, enzyme manufacturers closely adhere to the fol-
lowing principles (49):

1. The production organism must be capable of secret-
ing the enzyme extracellularly into the bulk fermen-
tation medium. This greatly facilitates recovery be-
cause the cost, both in time and money, to recover
intracellular enzymes is to great to support the
needs of the detergent industry. Enzyme secretion
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can be maximized by appropriate optimization of fer-
mentation conditions.

2. The production organisms should be able to be tuned
to give the highest possible yields. Strain optimiza-
tion can be accomplished either through classical
mutagenesis and screening methods or via genetic
engineering, where multiple copies of the gene cod-
ing for the enzyme of interest are inserted into the
host DNA so that each microbe in the strain can pro-
duce several copies of the enzyme of interest.

3. The number of steps in the downstream recovery
process should be minimized to avoid yield losses
and keep overall processing costs down.

4. The production organisms should produce the target
enzyme in relatively high purity with no contami-
nating side activities or proteins. This ensures that
only basic recovery methods, such as filtration and
centrifugation, are needed to obtain the final product
and eliminates the need for high-cost process steps
like solvent precipitation. By deleting the genes that
code for unwanted enzymes and proteins, strains can
be prepared that secrete only the enzyme of interest
into the bulk media.

Herrmann et al. (49) provide a thorough review of the
principles and practices of detergent enzyme manufacture.

TRENDS IN DETERGENT ENZYMES

A number of market trends and consumer needs are cur-
rently driving research on new enzyme technologies for de-
tergent application. Two critical changes occurring in the
marketplace today that are expected to have a major im-
pact on future enzyme technologies are the continued move
to cooler wash temperatures and fundamental changes in
washing machine design leading to reduced water con-
sumption. In the United States, there has been a slow but
steady decline in wash temperatures since the early 1980s.
This trend has been matched in Europe where more loads
are being washed at 40 �C. Asia and Latin America have
historically been cold-water-wash geographies. In order to
deliver consumer valued benefits under these conditions,
enzymes with improved activity at low temperatures will
be required, particularly for those laundry stains and soils
that rely on thermal energy for removal, such as mechan-
ical or food grease and oil.

In response to anticipated legislation on energy con-
sumption, U.S. washing machines will become more en-
ergy efficient, work at lower temperatures, and require
less water per load. The net effect will be a much higher
ratio of fabric and soil to wash liquor. These new machine
designs will likely require enzymes with increased stabil-
ity to other detergent ingredients in low water environ-
ments. In addition, changes in enzyme raw material for-
mulation may be necessary for improved solubility.

There is a trend in the detergent industry toward de-
velopment of technologies that can deliver fabric care bene-
fits. This ranges from enzymes that can maintain the color
of a garment over successive wash cycles to systems ca-
pable of reducing the wear associated with the laundry

process. As a result, there is increased emphasis on iden-
tification and development of enzymes that can extend the
useful wear life of fabrics. Cellulases are probably the best
example of this for cotton garments. Recently, proteases
have been considered as a way to deliver comparable bene-
fits to washable wools and silks.

Finally, there is growing concern among consumers
about communicable disease and the ability of laundry and
cleaning products to eliminate this risk. The trend toward
colder wash temperatures is expected to decrease the ef-
ficacy of traditional detergent ingredients, especially oxy-
gen bleaches, toward microbial kill. Recent patent litera-
ture has cited the use of endo-glycosidases alone for
removal of bacteria from fabric and, in combination with
traditional antimicrobial actives, for improved microbial
kill during the wash process (50). Antimicrobial detergent
compositions in which the active is a peroxidase or laccase
have also been disclosed (51).

Current trends in the development of new detergent en-
zymes are focused on improved activity in cold water, in-
creased stability and compatibility with other detergent
actives, and the identification of new enzymes that can de-
liver new benefits such as fabric care and santization.
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INTRODUCTION

Staunch Darwinists attribute all the complexity of living
things to an algorithm of mutation and natural selection.
The exquisite products of this evolution algorithm are ap-
parent at all levels, from the amazing diversity of life all
the way down to individual protein molecules. Scientists
and engineers who wish to redesign these same molecules
are now implementing their own versions of the algorithm.
Directed evolution allows us to explore enzyme functions
never required in the natural environment and for which
the molecular basis is poorly understood. This bottom-up
design approach contrasts with the more conventional,
top-down one in which proteins are tamed “rationally” us-
ing computers and site-directed mutagenesis. We will de-
scribe how molecular evolution can be directed in the test
tube in order to produce useful biocatalysts. It is not pos-
sible to provide a complete account of all the methods pro-
posed for in vitro evolution; this article therefore intro-
duces methods and strategies used successfully in our
laboratory for directing the evolution of enzymes. Some al-
ternative methods for biocatalyst evolution are also be dis-
cussed. The reader should also be aware that there is a
rather substantial and largely separate literature on com-
binatorial approaches to engineering binding molecules.
Recent advances in the ability to create genetic diversity
and to screen or select for improved functions in large li-
braries of enzyme variants are being combined in a robust
approach to solving difficult molecular design problems.
With directed evolution we now have the ability to tailor
individual proteins as well as whole biosynthetic and bio-
degradation pathways for biotechnology applications.

WHY DIRECTED EVOLUTION?

The Limitations of Nature’s Biocatalysts Present
Insurmountable Challenges to Rational Design

When natural enzymes are recruited for industrial appli-
cations—from serving as catalysts in chemicals synthesis
to additives for laundry detergents—we discover that they
are often not well suited to these tasks. Due to poor sub-
strate solubility, breakdown of unstable products, or com-

peting chemical reactions, the conditions for an enzyme
reaction may be unsuitable for large-scale applications.
Reflecting their participation in complex biochemical net-
works inside living cells, enzymes are often inhibited by
their own substrates or products, either of which may se-
verely limit the productivity of a biocatalytic process. Evo-
lution is usually the culprit: enzymes are optimized and
often highly specialized for specific biological functions
within the context of a living organism. Biotechnology, in
contrast, needs enzymes that are stable and active over
long periods of time (a feature that might clash with the
need for rapid protein turnover inside a cell), are active in
nonaqueous solvents (a feature probably not required in
most biological milieu), and can accept different substrates
(substrates not present in nature).

It is possible to produce new enzymes in recombinant
organisms, altering the amino acid sequence and therefore
the properties through appropriate modifications at the
DNA level. We are hobbled, however, by near complete ig-
norance of how the amino acid sequence affects every as-
pect of enzyme performance, from its ability to be ex-
pressed in a heterologous host to its catalytic activity in
nonnatural environments. Numerous protein engineering
experiments have demonstrated that changes in protein
properties are brought about by the cumulative effects of
many small adjustments, many of which are distributed or
propagated over significant distances. Furthermore, pro-
teins are usually teetering on the brink of instability, with
folded structures that are more stable than unfolded—and
therefore inactive—ones by the equivalent of a few hydro-
gen bonds out of the hundreds that form. Superimposing
on the need to retain this relatively fragile folded state, the
additional requirements of having to fold in the first place,
and the need of maintaining or even reengineering a cat-
alytic site that is affected at some level by virtually any
modification yields a design problem of such complexity
that any rational design effort will require enormous in-
puts of structural, mechanistic, and dynamic information.
Information that is available for but a tiny fraction of in-
teresting catalysts. Even if one trait is successfully de-
signed (e.g., enhanced stability), it is virtually impossible
to predict the cost to another (e.g., catalytic activity or ex-
pression level). The relatively few examples where rational
design has yielded useful enzymes do not negate the view
that rational enzyme design is often a fruitless exercise.

Extending Natural Diversity by Laboratory Evolution

All these hurdles to the rational design of enzymes are by-
passed by evolution. The power of evolution as an algo-
rithm for molecular design is perhaps best appreciated by
studying its products. By constructing the evolutionary
histories of today’s proteins we have learned that they are
highly adaptable molecules, at least on evolutionary time
scales. Well illustrated by the panoply of �/b-barrel en-
zymes (1), enzymes catalyzing very different reactions
have evolved divergently from a common ancestral protein
of the same general structure, acquiring diverse capabili-
ties by processes of random mutation, recombination, and
natural selection. We also know that enzymes sharing a
common function (for example, all catalyzing a particular
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Mutation/
recombination

1. Select genes(s)

2. Create library of variants

    3. Insert gene library into
expression vector

                   4. Insert gene library/vector
                        into host microorganism,
                       which produces enzyme

variants

     5. Screen colonies for the
   property of interest

   6. Isolate improved gene(s)
     and repeat the process

Figure 1. Key steps of a typical directed enzyme evolution ex-
periment.

step in a metabolic pathway) in addition to three-
dimensional structure can exhibit widely different prop-
erties (stability, solubility, tolerance to pH, etc.), depending
on where they are found.

Enzymes evolve, and adapt, at the molecular level. The
structures of protein modules are conserved (although the
modules themselves are often shuffled to create new, mul-
tifunctional proteins). Function, however, can vary. Spe-
cific features such as substrate specificity or thermostabil-
ity vary significantly. Amino acid sequences can vary to
such an extent that evolutionary relationships may no
longer be apparent from sequences alone (1).

Evolution is a powerful algorithm with proven ability to
alter enzyme function and especially to “tune” enzyme
properties. It is also an algorithm that can be implemented
in the laboratory for redesign. The challenge is to collapse
the time scale to months, or even weeks.

CHOOSING AN EVOLUTIONARY STRATEGY

Evolutionary mechanisms at work in nature assure adapt-
ability to ever-changing environments. Evolution does not
work toward any particular direction, nor is there a goal;
the underlying processes occur spontaneously during re-
production and survival of the whole organism. In con-
trast, a directed molecular evolution experiment has a
defined goal, and the key processes (mutation, recombi-
nation, and screening or selection) are controlled by the
experimenter. Although there may be multiple ways to
reach a defined goal (i.e., a desired enzyme function), the
approach that minimizes the effort is preferred.

The major steps in a typical directed enzyme evolution
experiment are outlined in Figure 1. The genetic diversity
for evolution is created by mutagenesis and/or recombi-
nation of one or more parent sequences. These altered
genes are inserted into a plasmid for expression in a suit-
able host organism (bacteria or yeast). Clones expressing
improved enzymes are identified in a high-throughput
screen or by selection, and the gene(s) encoding those im-
proved enzymes are isolated and recycled to the next round

of directed evolution. Approaches for carrying out these
key steps are discussed in some detail in the “Methods of
Directed Evolution” section. Here we focus on more fun-
damental considerations that help to define workable
strategies for directed evolution.

To appreciate the challenge of designing and carrying
out a successful directed protein evolution experiment, it
is important to underscore the powerful combinatorial fea-
tures of this system. A typical enzyme is a linear chain of
N amino acids (N is usually several hundred), and there
are 20 possible amino acids at each position in the chain.
Thus the “sequence space” of possible proteins is huge be-
yond the imagination (N20). Even in 4 billion years, nature
has had a chance to explore but a tiny fraction of these
possibilities. A laboratory exploration of this vast space of
sequences and their corresponding functions must obvi-
ously be severely limited and carefully guided (2). Because
much of sequence space will be devoid of the desired func-
tion, and probably even of folded proteins, it is best to di-
rect the evolution of an existing enzyme rather than look
for function in random peptide libraries.

Evolution is often referred to as a hill-climbing exercise
in the fitness landscape of sequence space (3,4). The fit-
nesses (performance, for laboratory evolution) of the pro-
teins in sequence space make up this landscape, whose
most basic features are still quite unknown. The landscape
for laboratory evolution will be different for each property
or collection of properties undergoing evolution. An uphill
climb in a protein landscape is more likely to be successful
if it can take place in small steps (one or two amino acid
substitutions). The high dimensionality of the surface
(there are 19N one-mutant neighbors of any given se-
quence) offers many opportunities to find improved mu-
tants. Although we may never reach the “global optimum,”
the improvements achieved by taking even a simple ran-
dom up-hill walk via single amino acid mutations often
yield useful results. A widely effective evolutionary strat-
egy, illustrated in Figure 2, is one in which the steps are
small (preferably one or two amino acid substitutions in
each generation), and multiple such mutations are accu-
mulated either sequentially (5) or by recombination (6,7)
to acquire the desired function. Such an approach is com-
patible with a low level of random mutagenesis over the
entire gene. An alternative approach is to direct a much
higher level of random mutation to a relatively small re-
gion of the gene (8). Both approaches have their advan-
tages. Mutagenesis over the entire gene allows discovery
of unanticipated solutions (a common experience). More
intense, directed mutation, however, may yield novel com-
binations of amino acid substitutions, combinations that
would be inaccessible by single-step walks because the in-
termediates are unfavorable. Details of the evolutionary
exploration are ultimately dictated by a combination of
(1) the power of the search tool, (2) the frequency of bene-
ficial mutations (usually small!), and (3) the choice of start-
ing point(s).

A different approach to creating diversity for directed
evolution is the in vitro shuffling of homologous genes, or
“family shuffling” (9), illustrated in Figure 3. Here, recom-
bination of two or more parent genes yields a chimeric gene
library for evolution of the desired features. Because the
recombined sequences are related through divergent evo-
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lution from a common ancestor of similar structure and
function (and therefore the sequence differences are to
some extent neutral with respect to structure and func-
tion), it appears that very large jumps in sequence space
can yield functional proteins (9,10). In vivo recombination
can also yield interesting new chimeric enzymes (11–14).

Good Problems for Directed Enzyme Evolution

There are four requirements for successful directed evo-
lution. (1) The desired function must be physically possi-
ble. (2) The function must also be biologically, or evolution-
arily, feasible. In practice, this means that there exists a
mutational pathway to get from here to there through
ever-improving variants (see earlier discussion). Although
we cannot know a priori that the path exists, a good ex-
periment will maximize the likelihood. (3) One must be
able to make libraries of mutants complex enough to con-
tain rare beneficial mutations. This usually means func-
tional expression in a suitable microorganism such as
Escherichia coli or Saccharomyces cerevisiae. (4) One must
have a rapid screen or selection that reflects the desired
function. Just how rapid the screen must be depends on
how rare mutations leading to the desired property are and
how many must be accumulated to achieve the desired re-
sult.

Whether directed evolution will solve a particular prob-
lem depends to some extent on how hard natural evolution
has already worked at it. If a particular trait is already
under selective pressure (e.g., catalytic activity), it is un-
likely that further improvements can be obtained in the
laboratory by small mutational steps. However, if biologi-
cal function has imposed additional constraints, for ex-
ample the trait is coupled to another trait that is also un-
der selective pressure (e.g., high thermostability), then
this balance can be altered during laboratory evolution
(15). While selected traits are often difficult to improve,
they should be relatively easy to remove (e.g., product in-
hibition). Many traits are not under selective pressure;
they may be changing as a result of random genetic drift,
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they may be vestigial—reflecting the enzyme’s history—or
they may be coupled to selected traits (16). In general, non-
selected traits are easier to improve, but may be more dif-
ficult to remove. It is especially easy to improve traits
never required for biological function, such as stability or
activity in a nonnatural environment or activity toward a
new substrate; there is often much room for improvement,
and small changes in sequence and function can be accu-
mulated. As expected for any hill-climbing exercise, the
number of pathways leading uphill diminishes as a peak
is approached. Thus the ease with which improved mu-
tants are identified (the frequency of improved clones)
should eventually decrease as the sequences move closer
to an optimum.

The preceding discussion focuses only on altering exist-
ing enzyme traits. Evolving a completely new function is a
risky venture because we rarely know how far in sequence
space we have to go in order to create the new function, or
how frequent the solutions will be. If there is good reason
to believe that a new function, for example, activity toward
a substrate not accepted at all by the wild-type enzyme,
can be obtained (at a level measurable during a high-
throughput screen) by making one or two amino acid sub-
stitutions, then evolution makes sense. However, if the
new function requires the simultaneous placement of mul-
tiple new amino acid residues, it is unlikely to appear in a
random library of mutants. Such a problem is probably a
better candidate for a combination of rational design and
combinatorial tuning (17).

Table 1 summarizes the key features of selected di-
rected enzyme evolution experiments. In nearly all cases,
the desired trait(s) was at a measurable, albeit low, level
in the starting enzyme(s). The problems can be roughly
divided into a few major categories: improving function in
nonnatural or extreme environments (where activities or
stabilities are low), improving activity toward a new sub-
strate, tuning specificity (enantioselectivity), and increas-
ing functional expression in a heterologous host.

METHODS OF DIRECTED EVOLUTION

Methods for Generating Genetic Diversity

The first step in a directed evolution experiment is the
creation of a mutant library containing an appropriate de-
gree of molecular diversity. For this, the mutation rate
must be tuned to the power of the sorting method. Useful,
reasonably sized libraries can be created by introducing
multiple mutations in a particular region or across a lim-
ited number of positions (e.g., by combinatorial mutagen-
esis using oligonucleotide cassettes [42]). However, such an
approach excludes the many useful solutions found in un-
expected places. We therefore usually try to evolve the en-
tire gene, rather than target particular positions. Whole-
gene evolution requires a correspondingly lower mutation
rate (see later).

Diversity is created by two operations: point mutagen-
esis and recombination (Fig. 4). Most random point mu-
tagenesis methods create mutations in single bases. Due
to the degeneracy of the genetic code, this provides access
to only about 6 amino acid substitutions instead of 19, sig-

nificantly reducing the potential diversity. In addition,
many mutagenesis methods are not really random, further
limiting the number of amino acid substitutions actually
accessible in a given experiment. For example, a commonly
used method, error-prone PCR, shows a strong bias for
transitions over transversions (43).

Recombination methods combine sequences from mul-
tiple parent genes. In vitro recombination methods include
DNA shuffling (6,7,44), random-priming recombination
(45), and the staggered extension process (StEP) (46). In
yeast, in vivo recombination is particularly simple (11,14).
All these methods have a (controllable) level of associated
point mutagenesis. Directed evolution can begin from mul-
tiple, closely related starting points rather than a single
sequence. Recombination of existing functional sequences
(i.e., homologous enzymes) will create another level of di-
versity that point mutagenesis cannot generate (9).

Point Mutagenesis. The most important factors in ran-
dom mutagenesis are the mutation frequency and muta-
tion bias. Mutation frequency is the average number of
mutations per gene and is usually reported as a percent-
age. The optimal target mutation frequency can be calcu-
lated from the length of the DNA coding sequence and an
estimate of the desired number of mutations per sequence.
In deciding on the optimal number of mutations, one must
balance the cost of combinatorially searching large librar-
ies against the likelihood of finding mutants with improved
properties. The number of possible variants increases
drastically with the number of mutations introduced. The
number of possible variants that can be produced by si-
multaneously substituting M amino acids in a protein of
length N is 19M[N!/(N � M)!M!] (47). For example there
are only 3,800 possible single mutants, but 7,183,900 dou-
ble mutants, and 9,008,610,600 triple mutants of a protein
of only 200 amino acids. The single-mutant library of an
enzyme is generally within our ability to screen exhaus-
tively. Double-mutant libraries are already on the outer
limit of current screening technology, and triple-mutant li-
braries are well beyond our capability for the foreseeable
future. To these numerical considerations we add the bio-
chemical fact that beneficial mutations are rare, and com-
binations of beneficial mutations are extremely rare. In
light of these considerations it appears that, at present,
single-mutant libraries usually represent the best compro-
mise between search effort and diversity: searching single-
mutant libraries maximizes the chance of finding benefi-
cial mutations in a reasonable amount of time. If
high-throughput screening technology is available, or if
significant fractions of possible mutations are neutral,
then double-mutant libraries may be the optimal choice.
An average of one amino acid substitution per sequence
corresponds to approximately three base substitutions per
gene. Thus for a 1-kb sequence, the mutation frequency
should be �0.3–0.5%.

Although numerous methods for making random DNA
mutations exist, error-prone PCR is often preferable be-
cause the procedure is simple, rapid, robust, and most im-
portantly, the mutation frequency can be precisely con-
trolled. Error-prone PCR does have some intrinsic bias as
to the location of mutations (mutations at AT base pairs
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Table 1. Selected Examples of Directed Enzyme Evolution

Target enzyme Target function Change effected Approach Organism Reference

Kanamycin
nucleotidyltransferase

Thermostability �200-fold increase in half-life at
60–65 �C

Mutator strain � selection B. stearothermophilus 18

Subtilisin E Activity in organic solvents �170-fold increase in �60%
dimethylformamide

Error-prone PCR � screening B. subtilis 5,19

b-Lactamase Activity toward new substrate 32,000-fold greater resistance to
cefotaxime

DNA shuffling � selection E. coli 6

Subtilisin BPN� Stability in the absence of Ca2� 1,000-fold increase in half-life Loop removed �casette
mutagenesis � screening

B. subtilis 20

para-Nitrobenzyl
esterase

Activity toward pNB esters;
activity in organic solvent

60 to 150-fold increase Error-prone PCR and DNA
shuffling � screening

E. coli 21,22,23

Thymidine kinase Substrate specificity (gene
therapy)

43-fold increase in sensitivity to
gancyclovir in hamster cells

Cassette mutagenesis �

selection and screening
E. coli 8

b-Galactosidase Activity toward new substrate;
substrate specificity

66-fold increased activity; 1,000-
fold increase in substrate
specificity

DNA shuffling � screening E. coli 24

Subtilisin E Expression level; activity in
organic solvents

500-fold increase in total
activity

Error-prone PCR � screening B. subtilis 25

O6-Alkylguanine-DNA
alkyltransferase

Protection against alkylating
agents (gene therapy)

10-fold increased protection
against toxic methylating
agent

Cassette mutagenesis �

selection
E. coli 26

Arsenate detoxification
pathway

Arsenic resistance 12-fold increased rate of
arsenate reduction

DNA shuffling � screening E. coli 27

Aminoacyl-tRNA
synthetase

Aminoacylation of a modified
tRNA

55-fold increase in activity DNA shuffling � selection E. coli 28

Aspartate
aminotransferase

Activity toward b-branched
amino and 2-oxo-acids

105 increase DNA shuffling � selection E. coli 29

Lipase Wash performance Improved performance in one-
cycle wash

Mutagenesis and in vivo
recombination � screening

S. cerevisiae 30

Lipase Enantioselectivity in hydrolysis
of p-nitrophenyl 2-
methyldecanoate

Increase in enantiomeric excess
from 2% to 81%

Error-prone PCR � screening Pseudomonas aeruginosa PAOI 31

Lipases Activity toward long chain p-
nitrophenyl esters

3-fold increase In vivo recombination of
homologous genes �

screening

E. coli 13



EN
Z

Y
M

ES,D
IR

EC
TED

EV
O

LU
TIO

N
977

pNB esterase Thermostability 14 �C increase in Tm �

increased activity at all
temperatures

Error-prone PCR, DNA
shuffling � screening

E. coli 15

Esterase Enantioselectivity of hydrolysis
of a sterically hindered 3-
hydroxy ester

Increase in enantiomeric excess
from 0% to 25%

Mutator strain � selection E. coli 32

Subtilisin E Thermostability 17 �C increase in Tm �

increased activity at all
temperatures

Error-prone PCR, DNA
shuffling � screening

B. subtilis 33

Subtilisin E Thermostability 50-fold increase in half-life at
65 �C

DNA shuffling � screening B. subtilis 34

B. lentus subtilisin Expression level (total activity
of secreted enzyme)

50% increase Error-prone PCR � enrichment
in hollow fibers

B. subtilis 35

Subtilisin BPN� Activity at 10 �C 2-fold increase Chemical mutagenesis �

screening
B. subtilis E. coli 36

3-Isopropylmalate
dehydrogenase

Thermostability 3.4-fold increase in activity at
70 �C

Spontaneous mutations �

selection
T. thermophilus 37

Cephalosporinases Activity toward moxalactam 270 to 540-fold increased
resistance

DNA shuffling of homologous
genes � selection

E. coli 9

Chorismate mutase Conversion to monomeric
enzyme (solubility)

Functional monomeric enzyme Oligonucleotide-directed codon
mutagenesis � selection

E. coli 17

Biphenyl dioxygenases Degradation of polychlorinated
biphenyls (PCBs)

Gained activity toward
substrates, poorly degraded
by native enzymes, improved
activity toward various
substrates

DNA shuffling of homologous
genes � screening

E. coli 38

FLP recombinase In vivo recombination efficiency
at elevated temperatures in
E. coli and mammalian cells;
in vitro thermostability

Improved recombination
efficiency in E. coli and
mammalian cells

Error-prone PCR and DNA
shuffling � screening

E. coli 39

Echinocandin B
deacylase

Activity 3-fold increase Error-prone PCR, random-
priming recombination and
screening

Streptomyces lividans 40

Horseradish peroxidase Functional expression in E. coli 11-fold increase in expressed
activity

Error-prone PCR and screening E. coli 41

Table 1. Selected Examples of Directed Enzyme Evolution (continued)

Target enzyme Target function Change effected Approach Organism Reference
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Figure 4. Two general approaches for generating molecu-
lar diversity: random point mutagenesis (a) and in vitro
recombination (b). (a) (b)
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Figure 5. Activity profiles of subtilisin E mutant libraries gen-
erated by error-prone PCR with different concentrations of MnCl2.
Mutants are sorted according to activity in descending order. Hor-
izontal line indicates the activity of the wild-type enzyme. Source:
Ref. 51.

occur much more frequently than mutations at GC base
pairs) as well as their type (A is more frequently substi-
tuted with G). PCR modifications reduce bias, but do not
eliminate it (48).

The error-prone PCR method routinely used was origi-
nally outlined by Leung et al. (49) and further examined
by Cadwell and Joyce (43) and Shafikhani et al. (50). Mu-
tation frequencies ranging from 0.11 to 2% have been ob-
tained under different reaction conditions. In particular,
the mutation frequency can be controlled simply by ad-
justing the concentration of manganese ions in the reaction
mixture (48).

Because polymerase fidelity also depends on the nature
of the target sequences, different mutation rates will be
observed on different sequences, even when the exact same
reaction conditions are used. A straightforward way to as-
sess the overall mutation frequency and the nature of mu-
tations is to sequence a few random clones from the am-
plified population. However, sequencing is time-consuming
and expensive. A simple and efficient alternative is to es-
timate the mutation frequency from the fraction of active
clones from the amplified population (51). Activity profiles
of clones sampled from libraries of subtilisin E variants
produced by error-prone PCR with different MnCl2 concen-
trations are plotted in Figure 5. The clones are sorted and
plotted in descending order to create local profiles, or land-
scapes, of the enzyme’s fitness. The higher the Mn2� con-
centration, the higher the mutation rate, which manifests
itself in a higher proportion of inactivated clones. Even
though different enzymes show different activity profiles
for different mutation rates, the fraction of active clones is
a convenient index of mutation frequency and can be used
as a diagnostic check for the successful creation of the de-
sired randomly mutated library.

Recombination. When an enzyme is evolved by sequen-
tial generations of random mutagenesis and screening,
only the best variant identified in each generation is used
to parent the next generation. Other improved variants are
set aside and must be rediscovered in subsequent gener-
ations in order to become incorporated. This is wasteful
because screening is time-consuming. If the mutation rate
is high, this approach can also accumulate deleterious mu-
tations, possibly limiting the fitness that can be reached.
“DNA shuffling” (6,7,44) and related in vitro recombination

methods (45,46,48) can overcome these limitations of the
sequential approach. Recombining parental genes to pro-
duce libraries of different mutation combinations, and
screening for improved variants quickly accumulates the
beneficial mutations, while removing deleterious ones.

The goal is to create gene libraries containing novel
combinations of mutations present in the parent genes
(Fig. 4). This library can be screened in order to find the
combinations of mutations giving rise to the best enzymes.
Screening eliminates unfavorable combinations of muta-
tions. For example, if two point mutations that are bene-
ficial by themselves become harmful when combined, the
variant carrying this combination will be removed during
screening. We now discuss some general considerations for
recombination experiments before describing different re-
combination methods.

Statistics of Random Recombination. When recombining
genes from multiple improved variants it is important to
consider the recombined library size. The various in vitro
recombination methods can recombine any number of par-
ent genes. However, the resulting libraries may be so im-
possibly large that the probability of finding large improve-
ments in function is effectively zero.
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For the recombination of N sequences and M total mu-
tations, the probability of generating progeny sequences
containing l mutations is equal to the number of ways a l

mutation sequence can be generated ( ) multiplied by theMCl

probability of generating any single l-mutation sequence
(22)

l M�l1 N � 1MP � Cl l � � � �N N
l M�lM! 1 N � 1

� � � � �(M � l)!l! N N

For recombination of N single mutants the probability of
generating single-mutant parents or wild-type grandpar-
ents is approximately 75%, and only 25% of the library
consists of new sequences. The probability of generating
individual sequences decreases precipitously with increas-
ing numbers of parents. The least-frequent sequences (of-
ten the most desirable) are those containing the majority
of mutations from the parent population. The rarest se-
quence will be the one containing all mutations (l � M).
The probability PM of generating this sequence is 1/Nm.

Some degree of oversampling is required in practice to
maximize the chance of discovering a given variant. The
sampling S required in order to achieve a given level of
confidence of having sampled the rarest variant in a li-
brary is given by (22)

S(1 � P ) � 1 � (confidence limit)M

Generally, for 95% certainty that a specific clone has been
sampled, the oversampling is between 2.6 and 3.0.

Recombination Methods. Stemmer described the first
method for in vitro recombination of DNA sequences,
called DNA shuffling (6,44). This method, illustrated in
Figure 6, involves enzymatic digestion of the parental
DNA into short fragments, followed by reassembly of the
fragments into full-length genes. Because the fragments
are free to associate with complementary fragments from
other, similar genes, mutations from one parent can be
combined with mutations from other parent(s) to generate
novel combinations. The fidelity of this process is not per-
fect, and new point mutations not present in any of the
parents will occur at a finite rate. The original method has
been modified to simplify it and to yield better control over
the associated mutagenic rate (48,52). The mutagenic fre-
quency can be controlled over a wide range, from about
0.05 to 0.7%, by the inclusion of Mn2� or Mg2�, by the
choice of DNA polymerase, and/or by using restriction en-
zyme digestion to prepare the starting DNA (48). The finite
error frequency associated with DNA shuffling has been
used by Stemmer and coworkers to supply point mutations
for recombination and evolution. When starting with a sin-
gle sequence, we prefer to use error-prone PCR under con-
trolled conditions to generate libraries of variants. Im-
proved sequences identified during screening can then be
recombined.

An alternative method for recombination was developed
by Shao et al. (45). In this method the template DNA se-
quences are primed with random-sequence primers, which

are then extended by DNA polymerase to generate a pool
of short DNA fragments. After removal of the template,
these fragments can be reassembled, as with the Stemmer
shuffling method, to give a library of full-length sequences
containing information from multiple parents. Yet another
method for in vitro recombination, the staggered extension
process (StEP), does not require fragmentation and reas-
sembly of the parent sequences (34). This method is illus-
trated in Figure 7 for recombination of two parent genes.
In StEP recombination the template genes are primed and
very briefly extended before denaturation and reanneal-
ing. The growing fragments can reanneal to different tem-
plates and therefore pick up sequence information from
different parents as they grow into full-length sequences
over hundreds of very brief cycles. StEP (in principle) in-
volves only a single relatively short protocol as opposed to
the multiple steps of fragmentation, isolation, and an-
nealing required in DNA shuffling.

“Family Shuffling”: Recombination of Homologous Genes.
The approaches already described (point mutation and re-
combination of improved variants) allow a local explora-
tion of sequence space. Only sequences that are quite close
to the parent sequence are sampled. One would like to
sample distant regions of sequence space to search for new
functions, but this is not readily accomplished using these
methods. The simultaneous introduction of more than a
few random mutations into a wild-type sequence will al-
most always result in variants that are inactive or un-
folded. The probability that an improved enzyme will be
found is usually much smaller than the screening capacity.
An alternative approach to making large jumps in se-
quence space is by “family shuffling” (9) (see Fig. 3). In this
approach, homologous genes from different organisms are
recombined to create a library of chimeric molecules. Fam-
ily shuffling exploits the fact that the sequence differences
between two homologous proteins are not random. Con-
sider the two proteases subtilisin E and subtilisin ther-
mitase. These two enzymes differ at 157 of their amino acid
positions, and yet they fold to the same overall three-
dimensional structure and catalyze the same proteolytic
reaction. The amino acid substitutions in these and other
naturally occurring subtilisins have been preselected to be
largely neutral with respect to folding and gross function.
Mutations resulting in a misfolded or inactive enzyme
have been eliminated by natural selection. Accordingly, re-
combination of this pool of largely neutral mutations will
be far more likely to result in folded, active proteins than
recombination of purely random mutations. The use of
family shuffling to access remote unexplored regions of se-
quence space may yield proteins with a variety of desir-
able, but not yet found, functions.

Searching for Improved Enzymes

In general, the most time-consuming and expensive part
of directed enzyme evolution is setting up and implement-
ing the search for improved variants. Developing an opti-
mal search strategy is crucial for success. A fundamental
rule of directed evolution, “you get what you screen for,”
specifies that the screen (or selection) should reflect the
desired result as closely as possible.
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Figure 6. Recombination of parent genes by
DNA shuffling. Source: Ref. 44.
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Figure 7. Recombination of two parent genes by StEP. Source:
Ref. 34.

Mutant libraries are searched by screening or selection.
In a genetic selection, the ability of an enzyme to perform
the desired function is directly coupled to the survival and
reproduction of the host organism. A straightforward ex-
ample is selection for drug resistance: clones expressing an
enzyme capable of degrading an antibiotic are selected for
their ability to grow on antibiotic-containing plates (53,54).
Another example is the selection of functional mutants of
a human methyltransferase. Active mutants were selected
based on their ability to protect alkyltransferase-deficient
E. coli cells from a methylating agent (26). Such ap-
proaches are attractive in principle because they allow one
to search larger libraries than does screening (106–107 for
selection, as opposed to 104–105 for screening). Kast and
Hilvert (55) recently reviewed genetic selections in di-
rected evolution.

However, selections suffer serious drawbacks. The
types of new properties that can be searched for are lim-
ited. For example, enzymes tolerate a number of environ-
ments that cannot sustain life (e.g., organic solvents). It
becomes extremely difficult to tie the desired function to
the survival or growth of an organism when the organism
cannot survive. The main drawback, however, is the com-
plexity of the organisms themselves and the surprising so-
lutions that spontaneously arise during adaptation. Given
our limited understanding of even simple, well-studied or-
ganisms such as E. coli, it is difficult to ensure that im-
proving a particular enzyme is the only way for an organ-
ism to adapt to the selective pressure applied. One may go
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Figure 8. Example data from a visual screen for galactose oxi-
dase activity toward D-galactose. Colonies are grown on agar
plates and transferred to a membrane. Active colonies generate a
purple color when incubated with 2,2�-azinobis(3-ethylbenzothiaz-
line-6-sulfonic acid), horseradish peroxidase, and D-galactose.
Source: M. Yagasaki, unpublished results, 1998.

through several rounds of selection only to find that the
organism has found some alternate way to solve the prob-
lem.

Various in vitro selections have been proposed based on
column binding or “panning” (56). In these methods, the
proteins are displayed on the surface of a phage or a cell.
Very large libraries (�109) can be searched based on the
ability of the displayed protein to bind to a substrate im-
mobilized on a column. The greatest limitation to this ap-
proach is that it is not generally applicable to screening for
properties other than binding.

For many problems, and especially those of practical
interest, libraries of variants must be screened rather than
selected. A typical screening strategy involves the con-
struction of an arrayed enzyme library and application of
a rapid assay of the desired property. The screen can be
more or less sensitive, depending on the willingness of the
researcher to accept false positives (and to apply additional
tests) (57).

Prerequisites for an effective screening strategy include
the following:

1. The screen should be sufficiently rapid that large
numbers of clones can be searched in a reasonable
amount of time. It should be feasible to screen at
least a few hundred, and preferably a few thousand,
in a day. For obvious reasons, the screen should not
require purification of the enzyme. A second-level as-
say can eliminate false positives.

2. Only rarely do very large improvements result from
a single amino acid substitution. Directed evolution
most often succeeds by accumulating a number of
modest improvements over several generations.
Therefore a screen must be accurate enough to allow
modest improvements to be identified against the
background variation.

3. The phenotype (the enzyme property that is being
screened) must be physically coupled to the genotype
(the DNA or RNA sequence coding for the enzyme).
This is most often accomplished trivially by the fact
that proteins are expressed in host organisms: the
same cell expressing the enzyme contains the gene
coding for its sequence. Coupling can also be accom-
plished by display on the surface of a virus contain-
ing the genetic information in the form of DNA or
RNA (58). Recently developed in vitro translation
systems such as ribosome display (59) or RNA–
peptide fusions (60) link the enzyme directly to the
genetic information in the form of RNA without us-
ing cells. Tawfik and Griffiths (61) have encapsu-
lated the in vitro translation apparatus and genes
within reverse micelles.

Simple visual screens are widely used when the func-
tion of interest can generate a visible signal. Various oxi-
dases, for example, produce hydrogen peroxide as a by-
product of their oxidation reaction. As illustrated in Figure
8, coupling this to a second enzyme that is easily assayed
colorimetrically (horseradish peroxidase) provides a visual
screen for the oxidase activity. Clones secreting active pro-

teases produce a zone of clearing or “halo,” the size of which
is proportional to the hydrolytic activity when the organ-
ism is grown on agar plates containing casein or skim milk
proteins. This simple method has been used extensively in
screening protease libraries (25,62).

Although visual screening based on color or halo for-
mation is rapid and efficient, it is also nonquantitative and
often relatively insensitive. Digital imaging spectroscopy
has been developed to increase the sensitivity and
throughput of filter- and agar-plate-based screens (63).
However, the 96-well microtiter plate remains the stan-
dard format for automated, high-throughput screening.
Screening automation and quantification of the results are
highly desirable; 96- and 384-well plates appear to be the
format most compatible with currently available robotic
arms, liquid handling systems, and plate readers. Data col-
lection and analysis are greatly facilitated by computer-
ized data acquisition (computerized data are easily sorted
into local enzyme fitness landscapes such as those shown
in Fig. 5). Computerized data acquisition will certainly fa-
cilitate exploitation of the enormous amounts of informa-
tion available in protein libraries. Many conventional en-
zyme assays can be readily converted into automated
formats.

If activity against the desired substrate does not result
in an easily detectable signal (such as a change in absorb-
ance or fluorescence), it is sometimes possible to screen
against a surrogate substrate that does. Naturally, this ap-
proach requires caution. It must be verified that activity
against the replacement substrate reflects activity against
the real substrate under the conditions of interest. A suc-
cessful application of this approach is described in the ex-
ample provided later of the evolution of a p-nitrobenzyl
esterase (21).

Enzyme properties other than activity are often tar-
geted for improvement. A convenient approach to screen-
ing for thermostable variants of irreversibly inactivated
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Figure 9. A rapid screen for enzyme thermostability
based on catalytic activity before and after incubation
at high temperature. Source: Ref. 34.

Master plate
containing individual clones

Replica plate
for initial activity, Ai

Replica plate for
residual activity, Ar, after

incubation at high temperature

enzymes is shown in Figure 9. Duplicate 96-well plates are
made from a single master plate. One is incubated at high
temperature for a fixed period. Clones in both are then
assayed for activity, and the ratio of activity after heating
to activity without heating provides a measure of enzyme
stability at the temperature of incubation.

An attractive approach to screening large libraries is to
couple functional complementation with screening. By re-
quiring that at least some of the biological function of the
protein is retained, functional complementation can
greatly reduce the subsequent screening requirements.
The initial selection asks an essentially binary question (is
there any activity? yes or no), and only in the later screen-
ing stage are differences in the level of activity detected.
Loeb and coworkers have applied this strategy to several
enzymes of interest in gene therapy and other applications
(8,26). However, the major limitation is finding or con-
structing an appropriate complementation system. Fur-
thermore, retention of biological function may preclude ac-
quisition of other functions.

Extracting Useful Information from the Results of Evolution

Two major types of information can be extracted from the
results of directed evolution experiments. The first and
most obvious is the information contained in the sequences
of the evolved proteins. The second consists of the overall
activity profiles, or local fitness landscapes, that can be
generated by analysis of the entire screened library.

Clearly, we would like to identify the specific amino acid
substitutions that are responsible for conferring new prop-
erties. In contrast to comparisons of evolutionarily related
proteins found in nature, this identification can be accom-
plished relatively easily in directed evolution experiments.
In nature, related enzymes that are separated by millions

of years of evolution will generally have accumulated a
large number of neutral mutations in addition to those
that are responsible for changes in specific properties. In
contrast, in laboratory evolution we strive to allow only
functional mutations to survive and carry on to the next
generation. A striking example of the difference between
natural and laboratory evolution can be seen in a recent
study in which subtilisin E was converted into a functional
equivalent of the thermophilic enzyme thermitase (33).
Subtilisin E differs from thermitase at 157 positions, but
only eight substitutions were required to turn it into a
thermitase-like enzyme, with an 18 �C increase in its tem-
perature optimum and a 250-fold increase in its half life at
65 �C.

However, it is not always possible to identify functional
mutations simply by examining the sequences of the
evolved enzymes. In the experimental procedures for in-
troducing random point mutations, only the average error
rate can be controlled. Thus, some variants will accumu-
late multiple mutations in a single generation. If a given
variant has multiple mutations, only one of which is func-
tional, the remaining neutral mutations can “hitchhike”
their way into subsequent generations and complicate
analysis of the final evolved sequences. A method for rap-
idly identifying functional mutations by back-crossing
with wild type has been described (64).

It is hoped that detailed structural analysis of evolved
enzymes will provide insight into the underlying physical–
chemical mechanisms responsible for protein adaptation
for new functions or environments. However, the results of
single point mutations can be very subtle, and the analysis
is not straightforward even when the three-dimensional
structure is known. For example, both subtilisin E and
pNB esterase have been successfully evolved for activity
in aqueous organic solvents, but functional mutations in
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the evolved enzymes follow no discernible pattern: large
residues are replaced by small, small by large, charged by
uncharged, uncharged by charged (5,21,25). Further, mu-
tations are found both close to and far from the enzyme
active sites. Numerous studies now attest to the subtlety
of the effects of amino acid substitutions on enzyme struc-
ture and properties (8,24,38,39).

The distribution of fitnesses (defined in terms of activ-
ity, stability, etc.) in a mutant library can provide useful
information for designing evolutionary strategies. One
way to access this information is by presenting the data in
a local fitness landscape such as those shown in Figure 5.
As mentioned previously, the mutation rate can be esti-
mated from the fraction of inactive mutants. More gener-
ally, such a plot represents (at least for single- or double-
mutant libraries) the distribution of fitness in the region
of sequence space immediately surrounding the wild-type
sequence. Most mutants will be equally or less fit than the
wild type; a small number may be better. The fraction of
improved mutants can be used to estimate the evolvability
of the property of interest. When two or more properties
are being evolved simultaneously, plots of one versus the
other can be informative. Typically, single mutations that
simultaneously improve two independent properties are
extremely rare. However, individuals may be recombined
to yield an enzyme with multiple improved properties (Fig.
10) (65).

EXAMPLES OF DIRECTED EVOLUTION APPLICATIONS

Evolution of Lipases with High Activity in Detergent
Solutions

New lipase variants that give greatly improved residual
lipid removal after one wash cycle have been developed by

directed evolution (30). Lipases are used as detergent en-
zymes to remove lipid or fatty stains from clothes and other
textiles. A drawback of the known detergent lipases is that
they exert the best lipid-removing effect after more than
one wash cycle, presumably because they are more active
during a certain period of the drying process than during
the wash itself. Therefore at least two wash cycles, sepa-
rated by a sufficiently long drying period, are required to
remove fatty stains.

An intense protein engineering effort involving both
site-directed and random mutagenesis yielded a large
number of variants of Thermomyces lanuginosa lipase that
were strongly improved in multicycle wash performance,
but not significantly improved in one-cycle wash tests.
Random mutant libraries were screened using filter assays
containing detergent and low calcium concentrations, to
mimic wash conditions. Consecutive rounds of mutagene-
sis and screening with increasing amounts of detergent
were performed.

New variants with a strong one-cycle wash effect were
obtained by recombining 20 variants with the best perfor-
mance in multicycle wash tests and screening. The recom-
bination was performed using a simple in vivo method in
S. cerevisiae in which PCR fragments from the 20 variants
mixed with the opened vector are used to transform com-
petent S. cerevisiae cells. Upon transformation, the vector
and fragments recombine and shuffle the variants (14).
Screening yielded seven variants with a strong one-cycle
wash effect; the best of these is now commercially avail-
able.

Evolution of an Esterase for Deprotection of p-Nitrobenzyl
Esters and Enhanced Thermostability

By screening microbial cultures, scientists at Eli Lilly iden-
tified an enzyme in Bacillus subtilis that could remove the
p-nitrobenzyl ester protecting group used during the large-
scale synthesis of certain b-lactam antibiotics. However,
the enzyme’s relatively poor activity, particularly in the
solvents required to solubilize the ester substrate, made it
a poor competitor to the chemical catalyst for deprotection
of a loracarbef synthetic intermediate. The natural func-
tion of B. subtilis pNB esterase is unknown.

Moore and Arnold were able to evolve highly active pNB
esterases that also function well in mixed aqueous–organic
solvents (21,22). A surrogate, chromogenic substrate (the
antibiotic p-nitrophenyl ester) was used in a rapid screen
to identify potential positives. Variants identified during
the rapid screen could be verified during a second-level
screen on the p-nitrobenzyl ester using HPLC. Four gen-
erations of PCR mutagenesis and two rounds of recombi-
nation by DNA shuffling yielded a clone with more than
100 times the total activity of wild type in 15–20% dimeth-
ylformamide (DMF) toward loracarbef-p-nitrobenzyl ester.
The enzyme’s catalytic efficiency increased more than 50-
fold (Fig. 11). The total activity toward the screening sub-
strate (loracarbef-p-nitrophenyl ester) increased more
than 150-fold. Although the contributions of individual ef-
fective amino acid substitutions to enhanced activity were
small (usually approximately two-fold increases in activ-
ity), the accumulation of multiple mutations over a num-
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ber of generations significantly improved the biocatalyst
for this nonnatural reaction. Moore and Arnold concluded
that none of the mutations accumulated in the evolved en-
zyme are in direct contact with the substrate. Some are as
far away as 20 Å. Limiting the search for possible solutions
to residues that line the substrate binding site would have
overlooked important beneficial mutations (and may not
have succeeded).

Directed evolution has also significantly increased the
thermostability of the B. subtilis pNB esterase (15). A sim-
ple screen was developed based on retention of catalytic
activity after incubation at high temperature. Positives
were then subjected to differential scanning calorimetry
(DSC) to verify an increase in melting temperature (Tm)
relative to the parent enzyme. Accumulating mutations
over eight generations of random mutagenesis and DNA
shuffling yielded an increase in Tm of 17 �C (15, A. Ger-
shenson, unpublished results). This large increase in ther-
mostability is equivalent to the difference between pro-
teins from mesophiles and many thermophilic organisms.
Furthermore, because only those variants that retained
their catalytic activity as well were chosen, the increased
thermostability was accompanied by a very significant in-
crease in enzyme activity at elevated temperatures (Fig.
12). Reflecting the fact that the thermostability screen in-
volved activity toward p-nitrophenyl acetate, the resulting
enzymes are highly active toward this substrate and less
active toward the antibiotic substrate and p-nitrobenzyl
esters. The most thermostable pNB esterase variant has
13 amino acid substitutions (out of 490).

Evolution of Herpes Simplex Virus Thymidine Kinase
for Gene Therapy
The Loeb group has pioneered the use of directed evolution
for developing improved enzymes for cancer gene therapy.

Here, greater activity toward nonnatural substrates is de-
sired, with the goal of selectively protecting bone marrow
cells (26) or sensitizing tumor cells (8) to toxic agents. This
group consistently directs intense mutagenesis of a limited
region of the gene and genetic selection to identify the se-
quences that are still biologically functional. Screening
this much smaller subset of sequences identifies those with
the desired properties (altered substrate specificity, ability
to protect or sensitize cells).

In one study (8), directed evolution was used to create
herpes simplex virus thymidine kinase (HSV TK) variants
that enhance cell killing by the guanine analogs gancyclo-
vir and acyclovir, which terminate DNA synthesis and pre-
vent viral and host cell replication. Mutant HSV TKs that
selectively phosphorylate gancyclovir and/or acyclovir
were obtained after complete randomization of a limited
set of amino acid positions (six) adjacent to the putative
nucleoside binding site and previously identified to toler-
ate some substitution. Of the approximately 106 E. coli
transformants, 426 expressed active TK, as determined by
genetic complementation. These were then assayed for
their ability to enhance the sensitivity of the E. coli to the
guanine analogs. Hamster cells transfected with one of the
improved variants were more than 43 times more sensitive
to gancyclovir and 20 times more sensitive to acyclovir
than cells expressing the wild-type HSV TK. This mutant
contained four amino acid substitutions, all within the TK
active site pocket.

Evolution of Biphenyl Dioxygenases for Bioremediation
of PCBs

Biphenyl dioxygenases (BPDO) are responsible for the ini-
tial oxidation of polychlorinated biphenyls (PCBs) during
their biodegradation by various organisms. In an effort to
create BPDOs with enhanced ability to oxidize a wider
range of PCB congeners, Furukawa and coworkers used
DNA shuffling to create a chimeric library from two genes
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Figure 13. Formation of meta-cleavage yellow products from a variety of biphenyl compounds by
E. coli expressing chimeric biphenyl dioxygenases. BP, biphenyl; 4CIBP, 4-chlorobiphenyl; 2.2�-CB,
2,2�-dichlorobiphenyl; 4,4�-CB, 4,4�-dichlorobiphenyl; 2,5,4�-CB, 2,5,4�-trichlorobiphenyl; MeBP, 4-
methylbiphenyl; DM, diphenylmethane; DF, dibenzofuran. The relative values of yellow products
formed from each compound are plotted for E. coli strains carrying the evolved enzymes. Source:
Reprinted with permission from Ref. 38.
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for the terminal dioxygenases of BPDO (bphA1) from Pseu-
domonas pseudoalcaligenes KF707 and Burkholderia ce-
pacia LB400 (38). A high-fidelity DNA shuffling protocol
(48) was found to increase the frequency of clones express-
ing active PBDO. The two BphA1 protein sequences are
extremely similar, differing only at 20 amino acids. The
genes are 96.4% identical.

E. coli containing the chimeric genes were screened for
their ability to produce yellow meta-cleavage products
from a variety of biphenyl compounds in order to identify
functional chimeras with enhanced activities and altered
activity profiles. Enzymes with greater activity toward
various biphenyl compounds than either parent were iden-
tified (Fig. 13), as were enzymes with relaxed specificity
and enzymes active toward smaller aromatic hydrocarbons
such as benzene and toluene. These latter compounds are
poor substrates for the two parent enzymes.

Sequence analysis of six shuffled functional bphA1
genes demonstrated how the parent sequences recombined
to yield these new enzymes (Fig. 14). A very low level of
point mutagenesis was observed. The specific roles of the
amino acids in determining substrate specificity are diffi-
cult to pinpoint in the absence of a three-dimensional
structure of the enzyme. However, the results are gener-
ally in agreement with previous studies of BPDO chimeras
and site-directed mutagenesis.
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INTRODUCTION

The influence of temperature on the structure and function
of proteins has been extensively studied. However, it is still
not possible to determine in any definitive sense which fac-
tors underlie the vast differences in thermostability and
thermoactivity between seemingly similar proteins (1,2).
The discovery of hyperthermophilic microorganisms (those
with growth temperatures of 90 �C and above) and the sub-
sequent purification and characterization of their ex-
tremely thermostable and thermoactive enzymes have un-
derscored the complex nature of protein stability. It is clear
now that differences of 100 �C or more may separate the
temperature optima of enzymes carrying out identical bio-
catalytic functions. Information available on amino acid
sequences of enzymes with widely varying temperature op-
tima, and even three-dimensional structural data, may not
provide much insight into how seemingly similar enzymes
can respond to thermal energy so differently (3). Thus, en-
hancing the thermostability of a given enzyme to a signifi-
cant extent remains an elusive objective left to fortuitous
improvements through random mutagenesis, or to exten-
sive screening efforts from natural high temperature bio-
topes (4).

In cellular environments, protein stability is a property
that has important physiological implications. Protein ar-
chitecture must be consistent with in vivo requirements.
For example, the free energy of stabilization of an enzyme
(DG), a balance between large but opposing entropic (TDS)
and enthalpic forces (DH), is equivalent to only a few weak
bonds (5), presumably so that it can be regulated in re-

sponse to changing cellular conditions. Once an enzyme
has performed a needed cellular function that is no longer
necessary or becomes detrimental, it may denature, be
deattenuated through a regulatory response, or be proteo-
lytically inactivated.

Although enzymes are desirable in industry because of
their specificity and availability, in order to be useful for
commercial purposes, some degree of stability is required
to make economic sense. In fact, proteins may need to not
only withstand thermal forces, but also be resistant to non-
aqueous solvents, high ionic strengths, detergents, and ex-
tremes of pH as well. In addition to stability, it is important
that the enzyme be functional in the specific extreme en-
vironment in which it is to be used. Thus, a highly ther-
mostable and thermoactive enzyme may not be useful in
applications at very low temperatures, even though it may
be very stable under these conditions. Clearly, the main-
tenance of an enzyme’s structural integrity and its cata-
lytic efficiency need both be considered for possible appli-
cation of these biocatalysts in an industrial setting.

Even though site-directed and random mutagenesis
have yet to become a routine approach for conferring ther-
mostability on an enzyme, nature has fortunately provided
a source of thermostable biocatalysts in extremely ther-
mophilic microorganisms (optimal growth temperatures
above 75 �C). An ever-increasing list of such enzymes
shows that most significant activities from mesophiles (op-
timal growth around 37 �C) have high-temperature, and
presumably thermostable, counterparts. The biochemical
and biophysical characteristics of many of these enzymes
are currently being examined for both scientific and tech-
nological purposes (4,6). In this article, the methodology
being used to discover extremely thermostable enzymes
will be discussed in addition to information on their func-
tion and use. It is expected that the extraordinary stability
of these enzymes will make them candidates for replacing
many currently used biocatalysts in addition to opening up
many new applications.

EXTREMELY THERMOSTABLE ENZYME DISCOVERY

The methodology for identifying enzymes with technolog-
ical importance has gone through considerable changes in
recent years with the ever-expanding use of molecular bio-
logical tools. Concomitantly, the search for enzymes from
microorganisms in extreme environments has also ex-
panded and has made use of new discovery techniques (7).
Gone are the days when industrial enzymes were exclu-
sively mined from microorganisms isolated from soil sam-
ples and grown in pure culture. Now, only the gene encod-
ing an enzyme of interest is, in principle, necessary if it
can be overexpressed in an appropriate host. Another de-
velopment that is sure to impact enzyme discovery is the
increasing availability of genome sequences for a variety
of mesophilic and thermophilic microorganisms (8). Vari-
ous approaches for the identification of extremely ther-
mostable enzymes are discussed in the following sections
and summarized in Figure 1.
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Figure 1. Screening for extremely
thermostabile enzymes.

Direct Purification From Extreme Thermophile Biomass

Expeditions to geothermal habitats, as accessible as hot
springs in Yellowstone National Park (9) and as inacces-
sible as deep sea geothermal vents (10), have led to the
isolation of an array of high-temperature microorganisms
covering a diversity of physiological types (11). Typically,
isolates are obtained through serial dilution techniques be-
cause high temperatures preclude cultivation on solid me-
dia in many cases. Most microorganisms classified as ex-
treme thermophiles (Topt � 75 �C) are anaerobic, which is
not surprising considering the low solubility of O2 at ele-
vated temperatures. Notable exceptions are members of
the order Sulfolobales, many of which are thermoacido-
philes (11). A subset of the extreme thermophiles, the hy-
perthermophiles (capable of growth at 90 �C or higher) are
almost exclusively anaerobic, and many reduce sulfur to
sulfide during growth (11). Additional details on these mi-
croorganisms can be found elsewhere in this volume
(THERMOPHILIC MICROORGANISMS).

Cultivation of extreme thermophiles on a scale suffi-
cient to provide biomass for enzyme purification efforts
presents many challenges (12,13). In short, lack of knowl-
edge of microbial physiology, low biomass yields, genera-
tion of copious amounts of hydrogen sulfide, explosive sub-
strate and product gases, salt-laden media, anaerobic
conditions, and cell sensitivity to shear are all potential
obstacles. A few heterotrophic hyperthermophiles, such as
Pyrococcus furiosus (14), Thermococcus litoralis (15), and
Thermotoga maritima (16), can be cultivated without sul-
fur and have, thus, been the primary focus of direct puri-
fication efforts. These organisms can be grown to biomass
yields of 1 kg (wet) or higher in 600-L fermentation sys-
tems (17). From such efforts, more than 20 enzymes have
been purified from the biomass generated from a single
fermentation (13).

Once sufficient biomass has been generated, enzyme
purification can proceed along conventional lines using
multistep protocols involving various types of liquid chro-
matography. Cells can be broken in a variety of ways in-
cluding freeze-thaw cycles, French pressing, or sonifica-
tion. Because many extreme thermophiles are members of
the domain archaea, which have unusual cell membrane
features, including a lack of peptidoglycan, lysozyme treat-
ments are typically not effective. Most types of prep-scale
chromatography have been used in the purification of
these enzymes. These include ion exchange, hydrophobic
interaction, gel filtration, and affinity methods. The ex-
treme thermostability of these enzymes does provide a con-
venience: Purification can be carried out at ambient tem-
peratures rather than in refrigerated environments. On
the other hand, thermostability does present some diffi-
culties in assessing the homogeneity of products of the pu-
rification process. Conventional sodium dodecyl sulfate-
polyacrylamide gel electrophoresis (SDS-PAGE) can be
misleading because extremely thermostable enzymes may
not be sufficiently denatured in this process. The result is
that both the native and partially denatured forms of mul-
timeric proteins may appear on SDS-PAGE, making as-
sessment of Mr (relative molecular mass) and homogeneity
difficult. Unfortunately, extended periods of heating to en-
sure complete denaturation may also lead to covalent mod-
ifications of labile amino acid residues.

Because it is economically impractical to produce large
amounts of extremely thermostable enzymes in their na-
tive hosts, recombinant approaches must be used. The pu-
rified enzyme may be N-terminally or C-terminally (or
both) sequenced, and conventional methods for identifying
the corresponding gene in genomic preparations by nucleic
acid probe hybridization or polymerase chain reaction
(PCR) techniques can be used. Overexpression of genes en-
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coding extremely thermophilic enzymes is still in its ear-
liest stages, and most efforts to date have used a variety
of vectors in Escherichia coli (4). Although many efforts
have yielded a recombinant enzyme seemingly identical to
the native at low expression levels (18,19), it is not known
whether existing expression systems will be suitable to
produce the large amounts of enzyme needed for certain
industrial uses. This is a critical issue for the development
of applications making use of these enzymes.

Expression Cloning

Although not specific to extremely thermophilic enzymes,
molecular biology has provided an array of techniques that
circumvent the tedious process of obtaining biomass from
large fermentations done in pure culture. If an assay is
available for a particular enzyme activity, expression li-
braries containing DNA from an organism of interest may
be screened to isolate the gene encoding this activity. This
assumes that the gene manifests itself as an expression
product. This same approach has been used to mine en-
zymes directly from environmental samples for which no
effort is made to sort out individual organisms in pure cul-
ture (7). For extreme thermophiles, the intrinsic thermo-
stability of the enzyme made as the expression product
facilitates partial purification. A heating step will serve to
denature the less-stable enzymes produced by a mesophilic
host so that the thermostable enzyme is enriched in the
resulting mixture. Unfortunately, expression cloning will
not always work because some genes may not be expressed
as an active enzyme or a suitable screening assay may not
be easily used. However, this method can be a particularly
attractive alternative to large-scale production of extreme
thermophile biomass and can also be used as the basis for
high throughput screening and directed evolution (7).

Sequence Analysis of Genomic DNA

Recent efforts to sequence entire genomes for microorgan-
isms are sure to have an impact on the enzyme discovery
process (8). Because many of the initial microbial sequenc-
ing projects involve extreme thermophiles, this bank of in-
formation can be used to identity putative proteins of in-
dustrial importance. The Methanococcus jannaschii
genome has been sequenced (20), and many other extreme
thermophiles are currently being sequenced, such as Ar-
chaeoglobus fulgidus, Aquifex aeolicus, Methanobacterium
thermoautotrophicum, Pyrobaculum aerophilum, Pyrococ-
cus furiosus, Pyrococcus horikoshi, Sulfolobus solfataricus,
and Thermotoga maritima (21). Computer databases can
be searched using amino acid or nucleotide sequences cor-
responding to known motifs, and resulting homologous se-
quences can be the basis for cloning the gene of interest.
At this time, however, 50% or more of the genome sequence
obtained from specific microorganisms contain open read-
ing frames (ORFs) that are not attributable to a protein
whose function is known. Furthermore, there are rela-
tively little sequence data available for many hydrolytic
enzyme types of potential commercial significance so that
identification of homologous versions of certain enzymes
can be an imprecise exercise. Nevertheless, as entire ge-
nome sequence data expand, this approach should not be

ruled out because it may be difficult to purify a particular
enzyme directly from the native source.

ENZYMES FROM EXTREME THERMOPHILES

General Characteristics

Enzymes of all known classes have been purified from ex-
tremely thermophilic microorganisms and characterized
biochemically. Many of these proteins are intrinsically
thermostable (Table 1). In many cases, the genes encoding
these enzymes have been sequenced and in some cases ex-
pressed in active form in a foreign host, usually E. coli
(Table 2). With the availability of genome sequence data
(20), we also now know that these microorganisms contain
thermostable counterparts to many proteins previously
characterized from mesophilic sources, many of which are
linked to central metabolic pathways (162). Also, because
most existing enzyme applications make use of hydrolytic
enzymes, these enzyme types have been sought in extreme
thermophiles (163–165).

Enzymes from Extreme Thermophiles Involved in
Intermediate Metabolism

Because of the evolutionary placement of extreme ther-
mophiles, based on 16S rRNA phylogeny (8,166), interest
in the origins of metabolic pathways has led to the isolation
and characterization of enzymes directly involved in inter-
mediate metabolism and bioenergetics (162). These in-
clude a number of oxidoreductases (167), hydrogenases
(71,72,74), dehydrogenases (60–65), and redox proteins
(167). Many such enzymes from the most studied hyper-
thermophile P. furiosus (14) appear to be intrinsically ther-
mostable and function in vitro at the organism’s optimal
growth temperature of 98 to 100 �C (4). The study of these
enzymes in vitro presents certain challenges because
assays to detect activity may involve thermally labile sub-
strates, anaerobic conditions, and coenzymes. For exam-
ple, even though P. furiosus contains several dehydroge-
nases, these catalyze reactions involving NADH as a
cofactor, which itself is not very thermostable. This organ-
ism is also known to contain a modified Emden-Myerhoff-
Parnos pathway for glycolysis, which implies that glucose
is processed at high temperatures through several inter-
mediate steps (168). The mechanisms by which simple sug-
ars, which may be sensitive to thermal modifications, can
be processed at high temperatures are not known.

Proteases from Extreme Thermophiles

Proteolysis (hydrolysis of peptide bonds) is essential to cel-
lular function and is implicated in nutrition, heat shock
response, immune response, and certain housekeeping
roles (169). Historically, proteases have found important
industrial uses in detergents, leather bating, food process-
ing, and much more, collectively comprising the largest
volume use of commercial enzymes (170). But in the past
10 years, these enzymes have also been shown to be active
in organic solvents for peptide synthesis and are often se-
lective enough to produce pharmaceuticals (171,172). Re-
cently, protease inhibitors have received much attention in
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medical applications for combatting the HIV virus and
some cancerous tumors (173,174).

There are many potential benefits to be derived from
the use of proteases from extreme thermophiles. If meso-
philic proteins are to be hydrolyzed, it is very likely that
at elevated temperatures their denatured forms will fa-
cilitate access of thermostable proteases to specific peptide
bonds. Also, at higher temperatures, many substrates are
more soluble, solution viscosity is reduced, and diffusion
rates are higher, which can lead to higher reaction rates
(175). Because these enzymes appear to also be more stable
to denaturing forces other than heat, proteases from ex-
treme thermophiles should be amenable to use in organic
solvents for synthetic reactions.

Many proteases have been purified and characterized
from extreme thermophiles (163). From an evolutionary
viewpoint, these proteases are of interest because they pre-
sumably predate those found in less thermophilic cells and
organisms in terms of structure and function. Some of
these proteases appear to be novel with no previously
known mesophilic counterparts, whereas others represent
more stable forms of known proteases.

Proteolytic activities produced by the hyperthermo-
philic archaeon P. furiosus (14) have been the most exten-
sively studied among the extreme thermophiles. This or-
ganism appears to produce a number of proteases (176),
which is consistent with its excellent growth on peptide-
based media (177). The properties of several proteases
from this organism are discussed below.

P. furiosus Protease I (PfpI). P. furiosus protease I (PfpI)
is a major intracellular proteases in P. furiosus. Previously,
PfpI was named S66 because, after heating at 95 �C in 1%
SDS for 24 hours, it migrates to a molecular mass corre-
sponding to 66 kDa on a denaturing gel (25). It was sub-
sequently found to occur in at least two active forms (hex-
amer and trimer composed of 18.8-kDa subunits) in vitro
(26) and appears to have at least one active larger form
(Hicks and Kelly, unpublished data). The calculated pI
(from amino acid sequence data) of the 18.8-kDa subunit
is 6.1, whereas the experimentally determined pIs of the
hexamer and trimer are 6.1 and 3.7 to 3.9, respectively. If
all asparagine and glutamine residues are changed to their
corresponding acidic residues, the pI of the monomer is
calculated to be 4.8. Thus, at high temperatures, it is pos-
sible that the protein is deamidated, especially in its tri-
meric form, explaining in part the difference from the mea-
sured and predicted pI values (26). Upon long exposures
to heat (24 to 48 hours), the predominant band on an over-
lay gel containing gelatin is in fact the smaller form (26).
PfpI is specific toward basic and bulky, hydrophobic P1
amino acid residues in peptide substrates (26) and most
active toward N-succinyl-alanine-alanine-phenylalanine-
7-amido-4-methylcoumarin (AAF-MCA) (26). Large pro-
teins, such as azocasein and gelatin, are also degraded by
PfpI, although specific cleavage sites in these proteins
have not yet been identified. The gene for PfpI (pfpI) has
been expressed in E. coli using the T7 promoter and infec-
tion with k phage CE6 (107). Vector constructs are often
unstable, and toxicity has been a problem in producing re-
combinant PfpI. Expression levels were highest (1 mg per

100 mL culture) when a histidine tag was used to make a
fusion protein, which could then purified using an affinity
column (107). The amino acid sequence of PfpI was found
to be highly homologous to putative proteins of unknown
function contained in representatives of all three domains
of life (e.g., E. coli (bacteria), M. jannaschii (archaea), Ar-
abidopsis thaliana (eukarya)) (178). However, the role of
this protease in P. furiosus or in other cells and organisms
is not clear at this time.

Pyrolysin. Pyrolysin is a cell-envelope-associated pro-
tease that can be purified from P. furiosus membrane frac-
tions (27,179). Two versions of this enzyme, one based on
a 150-kDa subunit and one that was apparently cleaved
by carboxy-terminal autoproteolysis, have been reported.
The pls gene encoding the subunit has been cloned and
sequenced (27). The gene corresponds to a 4194-bp open
reading frame, containing a prepro sequence, whereas the
mature protein is encoded by a 1249-bp region. The N-
terminus shows high homology to subtilisin-like serine
proteases, whereas multiple glycosylation sites are pro-
posed at the carboxy terminus. Pyrolysin shows highest
homology at the amino acid level with eucaryl tripeptidyl
peptidases (TPP), although it has different cleavage spec-
ificities; TPPs are typically exopeptidases (27). Pyrolysin
appears to be a version of the surface protein assembly
(designated tetrabrachion) identified in another hyper-
thermophile, Staphylothermus marinus, which contains a
protease with trypsin- and chymotrypsin-like activities
(28).

Archaeal Proteasome. Several thermophilic archaea
contain a version of the eukaryotic proteasome (29,33,180).
P. furiosus produces a version of the archaeal proteasome
that appears to be composed of � (25 kDa) and b (22 kDa)
subunits with an overall Mr of 640 kDa (�14b14) (33). The
P. furiosus proteasome has a temperature optimum of 95
�C, and preliminary biochemical analysis showed that me-
thionine was preferred in the P1 position for hydrolysis of
short peptides, although aromatic residues were also
cleaved (33). Because the purification fold of the protea-
some from P. furiosus cell extracts was approximately 16,
it appears that it is a major cytosolic protease. Studies to
assess its physiological role are under way. Unlike PfpI, no
evidence for smaller active forms of the proteasome in P.
furiosus was detected.

Other Pyrococcal Proteases. There have been reports of
other proteases produced by pyrococcal species. A prolyl
endopeptidase was identified in P. furiosus, the gene for
which was cloned and expressed in E. coli (108). The re-
combinant enzyme was found to be optimally active be-
tween 85 and 90 �C. The gene encoding the enzyme cor-
responds to a polypeptide of 70 kDa, which was consistent
with SDS-PAGE analysis of the recombinant version. A
thiol protease from Pyrococcus strain KOD1 was isolated
and characterized (181). This protease, one of at least three
extracellular proteases produced by this strain, had a mo-
lecular mass of 44 kDa and was optimally active at pH 7.0
and 110 �C. Its threefold activation in the presence of 8
mM cysteine led to its classification as a thiol protease.
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Table 1. Types of Enzymes Purified from Extreme Thermophiles

Enzyme aMr
bT opt

ct 50% Function Sourced Reference

Hydrolases

Aminopeptidase 320 (�4) 75� NA Peptide hyrolysis Ss 22
Carboxypeptidase 170 (�4) 85� �15 min 95� Peptide hydrolysis Ss 23
Archaelysin 52 (�) 98� 1.5 h/95� Peptide hydrolysis DM 24
Protease PfpI-H 66 (�3) 105� 33 h/98� Peptide hydrolysis Pf 25
Protease PfpI-Cl 113 (�6) 85� �0.5 h/98� Peptide hydrolysis Pf 26
Protease pyrolysin 150 (�) 115� 9 h/95� Peptide hydrolysis Pf 27
Tetrabrachion 130 (�) �90� NA Structural/proteolytic Sm 28
Thiol protease 44 (�) 110� 1 h/100� Peptide hydrolysis P KOD1 29
Proteinase 68 (�) 85� 22 h/90� Peptide hydrolysis Ts 30
Thermopsin 46 (�) 75� 90 min/90� Peptide hydrolysis Sa 31
Proteinase I 108 (�2) 90� 5.7 h/92� Peptide hydrolysis Ss 32
Proteasome 640 (�14b14) 95� �24 h/95� Protein turnover Pf 33
�-Glucosidase 125 (�) 110� 48 h/98� Maltose hydrolysis Pf 34
�-Glucosidase 80 (�) 105� 3.0 h/95� Maltose hydrolysis Ss 35
Amylase 132 (�2) 100� 2 h/120� Starch hydrolysis Pf 36,37
Amylase 70 (�) 100� 6 h/100� Starch hydrolysis Pw 38
Amylopullulanase 140 (�) 118� 20 h/98� Starch degradation ES 39
b-Glucosidase 230 (�4) 105� 13 h/110� Cellobiose hydrolysis Pf 40
Sucrose �-glucohydrolase 114 (�) 105� 48 h/95� Unknown Pf 41
b-Mannosidase 240 (�4) 105� 1.1 h/98� Mannobiose hydrolysis Pf 42
b-Mannosidase 200 (�2) 87� 17 h/85� Mannobiose hydrolysis Tn 43
b-Mannanase 55 (�) 92� 34 h/85� Mannan hydrolysis Tn 43
�-Galactosidase 66 (�) 105� 9 h/85� Galactomannan hydrolysis Tn 43
Endo-b-1,4-glucanase 27 (�) 95� �6 h/80� Glucan hydrolysis Tm 44
Exo-b-1,4-glucanase 29 (�) 95� �6 h/80� Glucan hydrolysis Tm 44
Xylanase A 120 (�) 92� 45 min/90� Xylan/xylose hydrolysis Tm 45
Xylanase B 40 (�) 105� 125 min/95� Xylan/xylose hydrolysis Tm 45
Exo-1,4-b-cellobiohydrolase 36 (�) 105� 70 min/108� Cellulose hydrolysis TF 46
b-Xylosidase 174 (�2) 80� 2 h/80� Xylobiose hydrolysis TF 47
�-Arabinofuranosidase 92 (�) 80� 4 h/98� Arabinoxylan hydrolysis TF 48
Fumarate hydratase 170 (�4) 85� 15 min/90� Sugar metabolism Ss 49
N5N10-methenyltetrahydro-methanopterin cyclohydrolase 41.5 (�) 95� �1 h/90� Methanogenesis Mk 50
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Oxidoreductases

Aldehyde OR 85 (�) �95� 6 h/80� Glycolytic enzyme Pf 51
Pyruvate OR 120 (�bcd) �95� 0.3 h/90� Pyruvate oxidation Pf 52
Formaldehyde OR 280 (�4) �95� 2 h/80� Unknown Tl 53
Indolepyruvate OR 180 (�2b2) �95� 6 h/80� Peptide fermentation Pf 54
Gly. 3-phosphate OR 63 (�) �95� NA Glycolytic enzyme Pf 55
Isovalerate OR 220 (�bcd)2 �95� 0.6 h/90� Peptide fermentation Pf 56
2-Ketoglutarate 220 (�bcd)2 �95� 0.3 h/90� Peptide fermentation Pf 57
Pyruvate OR 200 (�bcd)2 �95� 15 h/80� Pyruvate oxidation Tm 58
Quinone OR 280 (�bcd�fg) 65� 5 min/75� Electron donor Af 59
Glutamate dehydrogenase 270 (�6) 95� 10 h/100� Glutamate oxidation ES 60
GAPDH 150 (�4) NA 0.7 h/100� Glycolysis (?) Pw 61
GAPDH (NAD) 196 (�4) NA 0.3 h/100� Unknown Tt 62
GAPDH (NADP) 156 (�4) NA 0.5 h/100� Unknown Tt 62
Sulfide dehydrogenase 92 (�b) �95� 12 h/95� Sulfur reduction Pf 63
Alcohol dehydrogenase 200 (�4) 80� 2.0 h/85� Unknown Tl 64
Isocitrate dehydrogenase 90 (�2) NA NA Sugar metabolism Ss 65
Quinol oxidase 149 (�bcd�) NA NA Proton gradient Aa 66
Methyl coenzyme M reductase 270 (�bc)2 NA NA Methanogenesis Mk 67
N5N10-methylenetretrahydromethanopterin reductase 300 (�2) 90� �1 h/100� Methanogenesis Mk 68
N5N10-methylenetetrahydromethanopterin dehydrogenase 170 (�4) �90� Very labile Methanogenesis Mk 69
Adenylylsulphate reductase 160 (�2) 85� NA Electron donor Af 70

Hydrogenases/redox proteins

Hydrogenase 118 (�b) �90� 1 h/98� H2 production Pf 71,72,73
Hydrogenase 280 (�4) �95� 1 h/90� H2 production Tm 74
Ferredoxin 7 (�) �95� �24 h/95� Electron transfer Pf, Tl 75
Rubredoxin 5 (�) �95� �24 h/95� Unknown Pf 76
Thioredoxin (glutaredoxin) 24.8 (�) NA �3 h/90� Reduces disulfides Ss, Pf 77,78

Isomerases/invertases

Xylose isomerase 204 (�4) 97� 2.3 h/95� Sugar metabolism Tm 79
Triose phosphate isomerase 100 (�4) NA 4.7 h/104� Unknown Pw 80
Prolyl cis/trans isomerase 18 (�) NA NA Unknown Ss 81

Table 1. Types of Enzymes Purified from Extreme Thermophiles (continued)

Enzyme aMr
bT opt

ct 50% Function Sourced Reference
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Table 1. Types of Enzymes Purified from Extreme Thermophiles (continued)

Enzyme aMr
bT opt

ct 50% Function Sourced Reference

Nucleic-acid modifying enzymes

DNA polymerase 93 (�) �75� 20 h/95� Replication Pf 82,83
Endonuclease SuaI NA 65� 30 min 80� Restriction Sa 84
Reverse gyrase 200 (�b) NA NA Supercoiling Mk 85
DNA topoisomerase II 230 (�2b2) 80� 35 m/80� DNA relaxation Ssh 86
DNA topoisomerase III 108 (�) NA NA DNA relaxation Damy 87
DNA toposisomerase V 110 (�) 75� NA DNA relaxation Mk 88,89
RNAse p2 13 (�2) NA �15 min/90� RNA hydrolysis Ss 90

Synthetases

ACS I 140 (�2b2) �95� 18 h/80� Acetyl-CoA formation Pf 91
ACS II 140 (�2b2) �95� 8 h/80� Aryl-CoA formation Pf 91
Carbamoyl-P synthetase 46.6 (�) �90� 3 h/95� Pyrimidine pathway Paby 92
PEP-synthase 2000 (�7) NA NA Metabolism Sm 93

Transferases

Aromatic aminotransferase 90 (�2) �95� NA Peptide fermentation Pf 94
Aspartate transcarbamoylase NA 70� �6 h/90� Nucleotide synthesis Paby 95
Propylamine transferase 110 (�3) 90� �1 h/100� Amino acid metabolism Ss 96
Formyltransferase 35 (�) 90� �1 h/90� Methanogenesis Mk 97

Other

Glucokinase 93 (�2) 105 3.7 h/100� Sugar metabolism Pf 98
Enolase 180 (�4) �95� 0.7 h/100� Glycolysis Pf 99
Chaperonin 920 (�16) 80� NA Protein refolding Ss 100
PEP carboxylase 240 (�4) 88� �2 h/80� Metabolism Ms 101
5�Methylthioadenosine phosphorylase 160 (�6) 120� 15 min/130� Nucleoside catabolysis Ss 102

Note: NA � not available (not determined or not reported); GADPH � glyceraldehyde-3-phosphate dehydrogenase; ACS � acetyl CoA synthetase. PEP � phophoenolypyruvate.
aMolecular weight in kDa (the number of subunits is given in parentheses).
bOptimum temperature (�C) for catalytic activity in vitro.
cTime required to lose 50% of catalytic activity after incubation at the indicated temperature.
dThe sources of the enzymes are Aa � Acidianus ambivalens; Af � Archaeoglobus fulgidus; Damy � Desulfurococcus amylolyticus; Dm � Desulfurococcus mucosus; ES � Es-4; Mk � Methanopyrus kandleri,
Ms � Methanothermus sociabilis; Paby � Pyrococcus abyssi, Pf � Pyrococcus furiosus; P KOD1 � Pyrococcus KOD1; Pw � P. woesei; Sa � Sulfolobus acidocaldarius; Sm � Staphylothermus marinus; Ss �

Sulfolobus solfataricus; Ssh � Sulfolobus shibatae; Tf � Thermotoga FjSS3-B.1; Tl � Thermococcus litoralis; Tm � Thermotoga maritima, Tn � Thermotoga neapolitana; Ts � Thermococcus stetteri; Tt �

Thermoproteus tenax.
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Table 2. Proteins from Extreme Thermophiles Whose
Genes Have Been Cloned and Expressed

Organism/Enzyme (host) Reference

Pyrococcus furiosus

Ferredoxin 103
Glutaredoxin 78
DNA polymerase 104
�-Amylase 105
Glutamate dehydrogenase 106
Protease I 107
Prolyl endopeptidase 108
Citrate synthase 109
b-Glucosidase 42,110
b-Mannosidase 42

Pyrococcus woeseii

Glyceraldehyde-3-phosphate dehydrogenase 61
3-Phosphoglycerate kinase 111
Pullulanase 112
GTP-binding protein (expression library) 113
Transcription factor 114

Pyrococcus strain ES-4

Glutamate dehydrogenase 60

Pyrococcus sp. KOD1

Aspartyl-tRNA synthetase 115
TATA-binding protein 116
�-Amylase 117
RecA/RAD51 protein 118
Molecular chaperonin beta subunit 119

Pyrococcus sp. strain ST700

Adenylosuccinate 120

Pyrodictium occultum

DNA polymerase 1 121
DNA polymerase 2 121

Thermococcus litoralis

DNA polymerase 122

Thermococcus sp. 9 degree N-7

DNA polymerase 123

Thermotoga neapolitana�

Phosphoglycerate kinase 124
Triosephosphate isomerase 124
Enolase 124
Xylose isomerase 125
Endoxylanase A 126

Thermotoga maritima�

Dihydrofolate reductase 127
L-Lactate dehydrogenase 128
D-Glyceraldehyde-3-phosphate dehydrogenase 129
Chemotaxis protein Y 130
Chemotaxis protein W 130
Ferredoxin 131
RuvB 132
trp Gene products (tryptophan pathway) 133

4-�-Glucanotransferase 134
�-Amylase 135
3-Phosphoglycerate kinase 136
Triosephosphate isomerase 136
b-glucosidase 137
b-galactosidase 137
b-glucanases (2) 138
Histidine protein kinase 139
Response regulator 139
Elongation factor Tu 140

Thermotoga FjSS3-B.1

Endoxylanase A (expression library) 141

Desulfurococcus SY

Aspartate racemase 142

Sulfolobus acidocaldarius

Sac 7d gene product 143
Genanylgeranyl-diphosphate synthase 144
Adenylate kinase 145

Sulfolobus sp. strain 7

Ferredoxin 146

Sulfolobus solfataricus

Anthranilate synthase 147
b-Glycosidase (Ec), (Sc), (mammalian) 148–150
Phosphoglycerate kinase 151
Glyceraldehyde-3 phosphate dehydrogenase 151
Elongation factor I 152
Glycosyltransferase 153
�-Amylase 153
Aspartate aminotransferase 154
3-Hydroxy-3-methylglutaryl CoA reductase 155

Sulfolobus shibatae

ATP(CTP):tRNA nucleotidyl transferase 156

Methanothermus fervidus

2-Phosphoglycerate kinase 157

Methanobacterium thermoautotrophicum

Methylene-5,6,7,8-tetrahydromethanopterin
dehydrogenase 158

HMt 1 and 2 (histone proteins) 159

Methanopyrus kandleri

Formylmethanofuran:tetrahydromethanopterin
Formyl transferase (Ftr) 160

Caldococcus noboribetus

Isocitrate dehydrogenase 161

Note: All genes expressed in E. coli unless otherwise indicated.
� � denote hyperthermophilic bacterium; Ec � E. coli; Sc � Saccharo-
myces cerevisiae.

Table 2. Proteins from Extreme Thermophiles Whose
Genes Have Been Cloned and Expressed (continued)

Organism/Enzyme (host) Reference
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Exo-acting, b-specific glycosyl hydrolases have been
found among extremely thermophilic bacteria and archaea
(163,165). P. furiosus produces an intracellular b-glucosi-
dase (40,185) and an intracellular b-mannosidase (42); al-
though the former appears to be induced by cellobiose in
the growth media and has broad substrate specificity, the
function of the latter is not clear. b-glucosidases, b-
galactosidases, b-xylosidases, and cellobiohydrolases have
also been identified in other extreme thermophiles
(163,165), which suggests that biopolymeric substrates as-
sociated with these specificities are present in geothermal
environments.

The wide occurrence of exo-acting, b-specific glycosyl hy-
drolases among the extreme thermophilic archaea sug-
gests that endo-acting enzymes capable of hydrolyzing b-
linked polysaccharides are also present. However, no such
endo-acting, b-specific glycosyl hydrolases have been iden-
tified to this point in the extremely thermophilic archaea.
Although some evidence for endo-acting hemicellulase ac-
tivity toward xylan-based polysaccharides among the ex-
tremely thermophilic archaea has been mentioned (165), a
xylanase corresponding to this activity has not been iso-
lated. The hyperthermophilic bacterial genus Thermotoga,
however, has been a rich source of endo-acting, b-specific
enzymes. Glucanases (44,186), xylanases (45,141,186–
189), and mannanases (43,190) have all been purified and
characterized from various Thermotoga species.

MECHANISMS OF THERMOSTABILITY

Although there has been much progress in isolating and
characterizing the biochemical features of extremely ther-
mophilic enzymes (4), little is yet known about the intrinsic
basis for their astounding thermostability. It was only a
few years ago that the amino acid sequences of these en-
zymes were eagerly awaited, because it was anticipated
that they could be used as templates for the design of sta-
ble forms of industrially important, but thermally labile,
enzymes. However, as more and more genes encoding hy-
perthermophilic enzymes have become available and their
amino acid translations scrutinized, it is evident that the
present sophistication of protein chemistry provides little
encouragement that strategies for protein stabilization in
a generic sense are at hand (7,191). In fact, three-
dimensional structures are now available for four hyper-
thermophilic proteins (192–195) but these have not yielded
specific mechanisms for stabilization (6). At present, it ap-
pears that the most fruitful approach to obtaining ex-
tremely stable proteins is to isolate them from extreme
thermophiles or to express the genes encoding these pro-
teins in mesophilic hosts. But even in these cases, it is im-
portant to examine both intrinsic and extrinsic factors to
ensure that the recombinant protein so produced resem-
bles its natural counterpart.

Much has been done to examine intrinsic factors that
lead to the thermostabilization of hyperthermophilic en-
zymes. However, much less has been done to examine ex-
trinsic factors, such as small molecules and other proteins
present in the microenvironment in which the protein
folds. By mimicking the intracellular environment encoun-

Glycosyl Hydrolases from Extreme Thermophiles

The hydrolysis of natural polymers, such as cellulose,
hemicellulose, and starch, by glycosyl hydrolases is the fo-
cus of a significant portion of all current commercial uses
of enzymes as biocatalysts. It is desirable to hydrolyze nat-
ural polymers with these enzymes at elevated tempera-
tures because of increased substrate solubility and lowered
solution viscosity, which improves enzyme access to sus-
ceptible bonds (165). It is somewhat surprising that the
source of these thermostable enzymes, extreme thermo-
philes, are thought to be primitive life forms and presum-
ably predate the emergence of higher life forms, such as
plants, which produce most naturally occurring polysac-
charides. Nonetheless, these organisms have proved to be
a fertile source of an array of glycosyl hydrolases, many of
which have potential as commercial enzymes (163,165).
Classification schemes for glycosyl hydrolases have ad-
vanced considerably in recent years. Because these en-
zymes are often capable of hydrolyzing a range of glycosidic
bonds, classification in terms of substrate specificity can
be confusing. Amino acid sequence information has been
used to fortify traditional classifications schemes so that
glycosyl hydrolases have now been arranged in over 60
families (182). As three-dimensional structures and de-
tailed kinetic mechanisms are resolved for enzymes within
these families, a comprehensive basis for distinguishing
among various glycosyl hydrolases can be developed.

Hydrolysis of �-Specific Glycosidic Bonds. Starch, gly-
cogen, pullulan, and maltose have proved to be good
growth substrates for a variety of heterotrophic extreme
thermophiles. These microorganisms contain a variety of
exo-acting and endo-acting �-specific glycosyl hydrolases
that are apparently used to hydrolyze complex carbohy-
drates to glucose. P. furiosus, for example, produces an ex-
tracellular amylopullulanase that can hydrolyze either
�-1,4 or �-1,6 linkages (183), both intracellular (36) and
extracellular (165) �-amylases, and an �-glucosidase (34).
Versions of these enzymes have been found in many other
heterotrophic extreme thermophiles (163,165). In fact, gly-
cosyl hydrolases may be more widely distributed among
the extreme thermophiles than previously thought. The
genome sequence of M. jannaschii indicates that this
methanogen also produces an intracellular �-amylase and
glucoamylase, although this organism has not been re-
ported to grow on starch-based carbon sources (20).

Hydrolysis of b-Specific Glycosidic Bonds. Because of the
natural abundance of cellulose and hemicellulose, enzyme
systems that are capable of hydrolyzing these polysaccha-
rides to simple sugars have long been sought to facilitate
recycling of renewable resources (184). The structure and
molecular composition of b-linked natural biopolymers are
highly variable, often necessitating the use mixtures of en-
zymes to get substantial hydrolysis. On the other hand,
unsubstituted cellulose and hemicellulose (e.g., xylan and
mannan) are sparingly soluble in water, and enzymes ca-
pable of hydrolyzing these compounds often contain bind-
ing domains used to pry open the structure for enzymatic
access (184).
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tered by these enzymes, their in vitro stability and function
might be optimized. In addition, such conditions may be
useful in improving the stability of less thermophilic pro-
teins, particularly those that are used industrially where
their stability is a limiting factor.

Intrinsic Factors Influencing Protein Stability

A number of thermostable enzymes from extremely ther-
mophilic microorganisms have been discovered during the
past decade (Table 1). In most cases, it is not unusual to
find the t1/2 of these enzymes to be on the order of a day or
more at temperatures near or even above 100 �C. Just as
is the case with mesophilic organisms, enzymes from a par-
ticular hyperthermophile vary in their catalytic efficiency
(kcat/Km), Topt, and thermostability because of factors pre-
sumably related to their physiological roles. However, the
intrinsic bases for protein thermostabilization at high tem-
peratures are no better understood than the bases for sta-
bilization at moderate conditions. No one feature seems to
underlie the fact that proteins exist in stable conforma-
tions as a result of a delicate balance of large, opposing
enthalpic and entropic forces. Additional stabilization
arises from the efficient packing of amino acid residues,
optimization of charged interactions within the structure,
and minimization of exposure of hydrophobic elements to
the solvent (5). This all implies a degree of cooperativity
within the protein structure (196), which is difficult to at-
tribute in a quantitative way to its component parts.

Extrinsic Factors Influencing Protein Stability

Extrinsic factors clearly play an important role in protein
stabilization. Environmental conditions such as tempera-
ture and pressure have a universal effect on the collection
of proteins within a given cell, but other extrinsic factors
that influence protein thermostability are more specific.
Some proteins benefit from the presence of critical concen-
trations of certain cations, whereas others function best
and are the most stable in concert with coenzymes and
cofactors, such as ATP. It is difficult to be definitive about
how the in vitro stability of an intracellular protein relates
to its in vivo stability, because the latter can be influenced
by so many intracellular factors. This assessment may be
especially difficult for extremely thermophilic proteins be-
cause in vitro, they are subject to an array of potentially
damaging chemical reactions, involving covalent modifi-
cations to thermally labile amino acid residues, such as
deamidation and oxidation. Protection against such desta-
bilizing forces is presumably provided in the intracellular
environment and may or may not be important in vitro.

There are ways that protein stability can be influenced
in vitro. Of course, some conditions that optimize enzyme
activity can be readily determined, such as pH, ionic
strength, temperature and enzyme concentration. Other
factors that may be important in vivo are less easily re-
produced. These include the presence of compatible solutes
(197,198) or molecular chaperones (199). Each of these will
be discussed with regard to extremely thermophilic pro-
teins.

Compatible Solutes. Although enzymes purified from ex-
treme thermophiles are intrinsically more thermostable

than those purified from their less thermophilic counter-
parts, the intracellular environments of extreme thermo-
philes thus far examined contain high levels of certain un-
usual solutes. These compounds are thought to play a role
in the thermoprotection of at least some of their constitu-
ent biomolecules in vivo (200). High concentrations of a
novel phosphodiester, di-myo-inositol-1,1�-phosphate
(DIP), have been found in a number of hyperthermophiles,
and the potassium salt of this compound has been shown
to offer a significant degree of thermoprotection to at least
one hyperthermophilic enzyme in vitro (201). The mecha-
nisms for protein stabilization and the pathways used to
synthesize DIP have not been determined, nor have the
factors that influence its intracellular production. These
studies are necessary to understand the intrinsic basis for
the function of organisms at extremely high temperatures
as well as to determine factors responsible for the stabili-
zation of proteins in a general sense.

Scholz et al. (202) reported that the S�-dependent hy-
perthermophile Pyrococcus woesii (Topt � 100 �C) contains
high concentrations (�0.6 M) of DIP, and Ciulla et al. (203)
subsequently found that the hyperthermophilic methano-
gen Methanococcus igneus (Topt � 80 �C) also produced DIP
when grown at temperatures above 80 �C or when exposed
to high external salt concentrations. They also showed that
DIP is not used as a metabolic intermediate. Martins and
Santos (204) determined the intracellular concentration of
DIP to be �60 mM when Pyrococcus furiosus (Topt 100 �C)
is grown at 95 �C, but this increases to above 1.0 M at
supraoptimal temperatures. In addition, they found that
at high salinity, the organism accumulated the unusual
sugar derivative b-mannosyl glycerate (�30 mM). In con-
trast to DIP, the latter compound had previously been
found in some moderately thermophilic bacteria (205), sug-
gesting that it may play a role in both osmolysis and ther-
mal protection in these organisms. Moreover, the extraor-
dinary increase in DIP concentrations in P. furiosus at the
higher growth temperatures strongly suggests that it plays
some role in thermoprotection (204). Accordingly, Hensel
and Jakob (201) showed that a crude preparation of DIP
(�115 mM) dramatically increased the thermal stability of
glyceraldehyde-3-phosphate dehydrogenase (61) from P.
woesii (the time for a 50% activity loss at 105 �C increased
by 10-fold). They also showed that compounds related in
structure to DIP, such as citrate and phosphate, stabilized
two hyperthermophilic enzymes (201).

Molecular Chaperones in Extreme Thermophiles and Pro-
tein Aggregation. Although many proteins have been
shown to fold spontaneously into their native “correct”
structures in vitro, it is also clear that molecular chaper-
ones often assist in the folding process in vitro and, pre-
sumably, in vivo. In one sense, the temperatures at which
extreme thermophiles grow would seem to create a per-
petual situation of thermal stress, yet these organisms re-
spond to heat shock in many of the same ways as less ther-
mophilic microorganisms (206). Members of the extremely
thermophilic archaea have been shown to produce heat
shock proteins (HSPs) at supraoptimal temperatures
(207–210). Kagawa et al. (211) showed that Sulfolobus shi-
batae produces an HSP60-like protein, similar to the one
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identified in bacteria (199), that is a double-ring complex
formed from two subunits. Similar structures have been
isolated from another hyperthermophilic archaeon, Pyrod-
ictium occultum (212,213) and from the moderately ther-
mophilic archaeon Thermoplasma acidophilum (214). All
these proteins appear to have ATPase activity and have
been shown to be involved in the folding process in vitro.
The genes for the archaeal HSP60s that have been se-
quenced show that they are closely related to a family of
eukaryotic proteins termed TCP1s (215).

Although the response to thermal stress in extreme
thermophiles thus far appears to be similar to the stress
response of more conventional organisms at lower tem-
peratures, the degree to which molecular chaperones are
involved in protein folding in vivo is not clear. One general
characteristic that has been proposed that differentiates
extremely thermophilic proteins from others is increased
hydrophobicity (4). If so, this may mean that the tendency
for extremely thermophilic proteins to aggregate during
the folding process is enhanced. Thus, molecular chaper-
ones that can bind to the nascent protein as it folds may
take on added importance relative to mesophilic proteins.
Aggregation will be especially problematic when high pro-
tein concentrations are present and no means to prevent
collisions between interactive protein surfaces exist (5).
Hence, approaches that would prevent aggregation of ex-
tremely thermophilic proteins through the addition of ex-
trinsic factors are highly desirable, especially in systems
where high levels of overexpression are needed.

Recombinant Extremely Thermophilic Enzymes

There have been several literature reports of the successful
cloning and expression of the genes encoding extremely
thermophilic proteins in foreign hosts (4), a summary of
which is provided in Table 2. In addition, expression clon-
ing of genomic DNA from hyperthermophiles, coupled with
robotic screening for enzyme activities of interest, has led
to the discovery of a number of thermostable enzymes (7).
This approach, however, says little about what genes were
not successfully cloned and expressed. Moreover, of the
proteins listed in Table 2, there have been only a few re-
ports on the comparative properties of the native and re-
combinant forms. In fact, only in a limited number of cases
has the native protein been characterized and the recom-
binant protein purified. For example, only DNA polymer-
ase, glyceraldehyde-3-phosphate dehydrogenase, glutare-
doxin, and b-glucosidase from P. furiosus have been shown,
thus far, to have comparable thermal stability and molec-
ular and catalytic properties in their native and recombi-
nant forms. In contrast, native glutamate dehydrogenase
(GDH) from P. furiosus has a half-life at 100 �C of about 10
h (216), whereas the recombinant form has a half-life of
minutes at 100 �C, suggesting that the protein is incom-
pletely folded or not assembled (106). The latter was sup-
ported by the fact that the native enzyme is a homohex-
amer (�6), whereas the recombinant form was comprised
of inactive monomers. Interestingly, some conversion of the
latter into the active hexameric form was accomplished by
heating (85 �C for 15 min). The opposite situation appears
to exist with the �-amylase of P. furiosus (105), as the re-

combinant form of this enzyme, although not purified, was
of higher molecular weight than the native form, suggest-
ing some type of aggregation had occurred. Last, the re-
combinant form of P. furiosus citrate synthase was re-
ported to have a half-life of only 1 min at 100 �C (109).
Unfortunately, the native enzyme has not been purified but
one could anticipate that it would be much more stable
than that produced by E. coli. Clearly, some recombinant
extremely thermophilic enzymes are as stable as their na-
tive counterparts, but it is also apparent that this is not a
general phenomenon.

USES OF EXTREMELY THERMOSTABLE ENZYMES

General Considerations

The increasing variety of enzymes purified from extreme
thermophiles (Table 1) supports the prospect of their fu-
ture use in industrial applications. In some situations, ex-
isting enzyme-based approaches could potentially be im-
proved by the use of substantially more thermostable
versions of the same enzyme type. This presumes that the
increase in enzyme stability achieved with an extremely
thermophilic enzyme is not offset by a loss of enzyme ac-
tivity at the desired operating temperature; this may or
may not be the case. The fact that extremely thermophilic
enzymes tend to be less active at ambient temperatures
may be desirable in some instances, especially in cases
where it is necessary to have strict control over the timing
or extent of the reaction. In other instances, strategic op-
portunities that make use of improved biocatalyst stability
and also advantageously use higher operating tempera-
tures are desirable. Probably the most intriguing aspect is
the use of extremely thermophilic enzymes to catalyze re-
actions that otherwise were not amenable to biocatalysis.
Examples of these cases are presented below.

Polymerase Chain Reaction

The revolution in molecular biology has to a significant ex-
tent relied on the ability to amplify small amounts of DNA
to levels that facilitate cloning, sequencing, and expression
of particular genes of interest. This can be accomplished
through the use of thermostable DNA polymerases that
are produced by thermophilic microorganisms (122). To be
effective in catalyzing the DNA polymerization reaction,
the polymerase must be able to withstand repeated ther-
mal swings from low to high temperatures so that the DNA
template can denature to be copied and then reanneal be-
fore the next cycle. Although the DNA polymerase from a
moderately thermophilic bacterium, Thermus aquaticus,
was initially used in PCR applications, a host of polymer-
ases from bacterial and archaeal sources are now available
(122). Recent advances include the ability to replicate long
sequences (20 to 40 kb) by adding to the reaction mixture
an additional DNA polymerase with proofreading (3� to 5�
exo-nuclease activity) capability to repair mistakes that
might otherwise terminate the replication process (217).
PCR is an example of the case in which protein thermosta-
bility is used strategically because thermally labile poly-
merases would not survive the repeated exposures to high
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temperatures, thus requiring addition of enzyme at each
cycle.

Replacements of Existing Industrial Enzymes

Glucose Isomerase. The biocatalyzed conversion of glu-
cose to fructose for the production of high-fructose corn
syrup (HFCS) by xylose (glucose) isomerase represents the
largest existing industrial application of an immobilized
enzyme. Because of enzyme thermostability limitations,
this process is currently operated at approximately 60 �C,
at which temperature the equilibrium conditions limit the
HFCS concentration of fructose to a maximum of 40 to 42%
(218). Because 55% fructose concentration is desired for
sweetening properties, a chromatographic separation step
is subsequently used to enrich the mixture to this level by
the removal of unreacted glucose. However, because the
equilibrium yield of fructose increases with temperature
(55% fructose estimated at 95 �C) (218), thermostable ver-
sions of glucose isomerase (GI) that could be used at higher
temperatures are desirable to minimize the need for the
glucose removal step.

Brown et al. (79) reported the presence of xylose isom-
erase in members of the hyperthermophilic eubacterial ge-
nus Thermotoga. For example, T. neapolitana produces a
version of GI with an optimal temperature of at least 95
�C, which was also found to be highly active over a broad
pH range (125). Compared to many other GIs that have
been used commercially, the T. neapolitana GI possesses a
50 amino acid insert at the N-terminus, the function of
which is unknown. The catalytic efficiency of this enzyme
was superior to those determined for other GIs from less
thermophilic sources at their respective optimal tempera-
ture ranges (125).

The GI from T. neapolitana again illustrates the poten-
tial strategic benefits that arise from the availability of
thermostable versions of enzyme used in current indus-
trial applications. By operating at elevated temperatures,
the separation step needed for fructose enrichment can be
minimized or eliminated because of the improved reaction
yield. However, many other issues must be resolved before
this enzyme can be considered as a replacement for the one
used in existing processes. For example, consideration
must be given to the levels of overexpression that can be
attained in a foreign host, the impact of and approach used
for immobilization, problems with potential side reactions
of sugars at high temperatures, and regulatory approvals
that might be required in the production of a substance for
human consumption.

Hydrolysis of Natural Polymers. Interest in renewable
resources has driven efforts to identify enzyme systems ca-
pable of hydrolyzing natural biopolymers, such as cellulose
and hemicelluse, to more readily usable saccharides. This
may be done in a nonspecific way so that the biopolymer
is extensively hydrolyzed to simple sugars or in a specific
way so that the properties of the biopolymer are system-
atically modified (219). As mentioned earlier, solutions
containing natural polymers are less viscous at high tem-
peratures compared to ambient conditions so that enzyme
access to specific sites for hydrolysis is facilitated. There-
fore, natural polymers may be hydrolyzed more readily by

extremely thermophilic enzymes. Additionally, because
these enzymes are typically stable at temperatures much
lower than their optimal temperatures for hydrolysis,
these hydrolases may retain their function at suboptimal
temperatures for extended periods of time.

In the stimulation of oil and gas wells by hydraulic frac-
turing, aqueous solutions of natural polymers such as guar
gum (a molecule consisting of a mannan backbone substi-
tuted with galactose through �-1,6 linkages) are used to
transport particles to the site of the fracture (220). The
objective is to prop open fissures in the bedrock perpendic-
ular to wellbore and, hence, promote the flow of oil or gas
to the point where it is readily recovered. The viscous prop-
erties of the guar gum solution used advantageously to
transport the particles become problematic once the par-
ticles are in place. Thus, various methods, including the
use of hemicellulases, are used to hydrolyze the guar to
reduce viscosity. The high temperatures encountered in
deep wells reduce the effectiveness of conventional enzyme
systems but create an opportunity for extremely thermo-
philic enzymes that can withstand temperatures above
100 �C (43). An additional advantage of using thermostable
enzymes is their lower activity at ambient conditions that
otherwise can lead to premature hydrolysis of the guar
(190). Such an enzyme system, consisting of b-mannanase,
�-galactosidase, and b-mannosidase from the hyperther-
mophile T. neapolitana, has been shown to work to hydro-
lyze guar at high temperatures but much less so at mod-
erate temperatures (190).

New Opportunities

To date, extremely thermophilic enzymes have been con-
sidered mostly as replacement enzymes to improve exist-
ing bioprocesses. However, their high degree of stability to
thermal and other denaturing forces makes them candi-
dates for catalyzing reactions not previously amenable to
biocatalysis (6). This includes reactions conducted in non-
aqueous environments such as organic solvents and su-
percritical fluids. The fact that their operational ranges are
consistent with conditions used in chemical processing en-
vironments presents some intriguing possibilities for bio-
catalysis. It remains to be seen if these enzymes will be
used for these purposes. Certainly, any insights gained into
the intrinsic or extrinsic basis for enzyme stability that can
be translated into bioprocessing improvements for en-
zymes from any source would be a welcome development.

SUMMARY

Extremely thermophilic microorganisms have proved to be
a rich source of thermostable enzymes. The diversity of
such enzymes and the associated biochemical properties
are only beginning to be understood. The discovery process
has made good use of the tools of molecular biology, and
these will also be critical for producing sufficient enzymes
for various applications. The promise that these enzymes
hold for the expansion of uses of biocatalysis is consider-
able but will require input from those outside of this field
to find the most suitable applications. Nonetheless, bio-
catalysis has added a new dimension with the increased
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availability of extremely thermostable enzymes, which
bodes well for the development of more efficient and effec-
tive bioprocesses.
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INTRODUCTION

Flavor and aroma chemicals are exceptionally bioactive
molecules that exert their very characteristic taste and

smell effects even when present at very low concentrations.
This is because of their highly selective interactions with
receptors in the mouth and nose. It is this high activity, in
combination with the usually very pleasant, evocative, and
identity-conferring properties that make flavor and aroma
chemicals so valuable. In particular their tastes and aro-
mas are very characteristic of particular foods, beverages,
flowers, and so forth. This is made possible because of the
many combinations and permutations of different flavor
and aroma chemical molecules, with different character-
istic mixtures found in each particular natural source.
Hence complex mixtures of flavor chemicals are generally
much more valuable because of their more rounded tastes.
These organoleptic characteristics are generally very pre-
cisely determined by the exact molecular structures of the
chemicals involved. As a result, even slight modifications,
such as another hydroxyl group, a trans rather than a cis
double bond, or an R rather than an S isomer, can com-
pletely change or abolish a molecule’s taste and smell prop-
erties, both in terms of its character and identity, and also
the threshold concentration at which it can be detected.

Many flavor and aroma chemicals are produced natu-
rally in foods by the action of endogenous enzymes and/or
by naturally occurring microorganisms such as those con-
tributing to the tastes and smell of bread, cheese, wine,
beer, and many oriental products such as soy. The need to
make processed foods with taste and smell characteristics
redolent of traditional products creates a derived demand
for natural flavors, which in turn, creates a need for pro-
cesses to make them. This is particularly the case for many
highly processed foods that lose many of their volatile or
heat-unstable flavor chemicals during processing. It is very
appropriate to use modern enzyme and microbial technol-
ogies to manufacture flavor and fragrance materials, par-
ticularly as biocatalysis techniques provide the opportu-
nity to carry out new reactions, and especially more
selective reactions not possible with conventional organic
chemical synthesis.

Use of biocatalysis methods is especially advantageous
for the production of flavors because, when carried out rig-
orously, such techniques allow them to be described as
“natural,” and so command the premium prices conferred
on them as a result of the insistent consumer demand for
natural or “green” food ingredients. This advantage is,
however, less strong for aroma chemicals because the con-
sumer demand for natural fragrance materials is, so far,
less well established. Biocatalysis processes are also very
useful when alternative methods such as chemical synthe-
sis or agricultural production are either not possible or not
cost-effective. Perhaps the biggest challenge is in devel-
oping processes that can reliably and reproducibly deliver
products at cost-effective prices.

The normal range of isolated enzyme, fermentation,
and bioconversion processes are used. However, biocata-
lytic processes for flavors and fragrances are different from
those in other areas of biotechnology in that they generally
do not utilize genetic engineering techniques. This is be-
cause the products of genetic engineering don’t fully meet
the stringent consumer criteria for natural products. How-
ever, in all other respects this article on the use of biopro-
cessing to make flavors has been written in the context of,



ENZYMES, FOR FLAVOR PRODUCTION 1005

Table 1. Estimated Flavor and Fragrance Product Sales
of Leading Companies

Company

Millions
of

dollarsa

% of
total

industry
sales

International Flavours and Fragrances
(U.S.) 1,315 13.6

Givaudan-Roure (Switzerland) 980 10.1
Quest International (U.K./Netherlands) 930 9.6
Bayer (Haarmann & Reimer, &

Florasynth, U.S. and Germany) 850 8.8
Firmenich (Switzerland) 708 7.3
Takasago International (Japan) 500 5.2
Bush Boken Allen (U.S.) 375 3.9
T. Hasegawa Co. (Japan) 356 3.7
Dragoco Gerberding and Co. (Germany) 260 2.7
Tastemaker (U.S.) (now acquired by

Givaudan-Roure) 210 2.2
Universal Flavours (U.S.) 180 1.9
V. Mane Fils (France) 160 1.7
Ogawa & Co. (Japan) 158 1.6
Robertet (France) 130 1.3
Subtotal 7,112 73.4
Other companies 2,575 26.6
Total 9,687 100

Source: Ref. 6.
aFlavor and fragrance sales only; does not include sales of nonflavor and
fragrance products such as food additives, speciality chemicals, juices, ice
cream, and beverage bases, into which many of these companies have ex-
panded as a logical diversification of their original product ranges.

and with reference to, other successful bioprocesses used
in the drug, agrochemical, food, and chemicals industries.

Ultimately the goal is products that are of good quality,
are cost-effective and safe to use, and that meet customer
demands. So far this combination of market pull, the con-
sumer demand for natural flavors, and the technical push
of enzyme and microbial technology has been successful in
bringing a wide range of natural flavours to market, pro-
duced by enzyme, bioconversion, and fermentation tech-
niques—whichever is most effective for each particular fla-
vor material. Notable exceptions include a microbially
produced natural vanilla flavor, and indeed any product
using plant cell culture as a manufacturing technology. For
reviews see Refs. 1–3.

The world market for flavor sales has been estimated
at $4.5 billion in 1994 (4,5); this figure excludes the very
considerable in-house production and use of flavors by
some major food and beverage manufacturers. Europe still
constitutes 40% of these sales (ca. $1.8 billion per year),
followed by the United States, with sales in Asia having
expanded most rapidly and with eastern European mar-
kets offering potential for the future. The major uses of
flavors are in soft drinks (29%), followed by savory flavors
such as meat and snack products (26%), and then appli-
cations in many other categories of products such as alco-
holic beverages.

Major commercial trends in the flavor industry include
globalization, consolidation, compliance, coping with the
pressure of flavor costs, and customer service. Globaliza-
tion trends are especially aimed at gaining a commercial
presence in emerging markets such as China. Consolida-
tion is proceeding apace as companies join together and
are acquired so as to create the critical mass in research
and development, purchasing, sales, and so forth in order
to compete worldwide and against larger competitors.
Globalization and consolidation trends combine as the
smaller local companies with particular skills and niche
markets are purchased by multinational flavor companies.
This often results in a rationalization of manufacturing
and fewer but much larger flavor-producing plants.

Compliance with regulatory, legislative, and customer
requirements is increasing rapidly, and the resources that
must be devoted to compliance issues are increasing much
more rapidly than the growth in sales revenues. This is
despite growth in flavor sales of 6–7% per year over the
last decade, which is significantly higher than for the econ-
omy in general.

Due to the pressure on large food and beverage manu-
factures to reduce the contribution of flavor ingredients to
the overall cost of their final products, and increasing com-
petition between different flavor manufacturers, there has
been an interesting trend to provide a more valuable ser-
vice, for instance, in the form of more highly formulated
flavors that are easier for the end-manufacturer to use.
Other trends are to focus on the absolutely key “character-
conferring” flavor chemicals, especially when they are suf-
ficiently powerful to allow use at only low concentrations
in the final product; to search for generic manufacturing
processes whereby a small range of different flavors, such
as C6 alcohols and aldehydes, can all be made using the
same manufacturing plant; and to anticipate emerging

consumer demands, such as for ethnic food influences or
particular types of healthy ingredients.

Despite recent consolidation, the flavor ingredient sup-
ply market is still very fragmented, with the top 10 flavor
companies having together still only 54% of the 1994
market of $4.5 billion in sales, and with the 5 leading com-
panies, IFF, Quest, Givaudan, Haarmann & Reimer, and
Firmenich, having 14, 10, 9, and 7% market shares, re-
spectively (Table 1). This means that even these market
leader companies have turnovers that are much smaller
than their biggest customers such as Nestlé, Unilever, and
Sara Lee, who are among the largest companies in the
world. Another indication of economic importance is that
European Community estimates show that eventually the
impact of biotechnology in food and related businesses
could be greater than in pharmaceuticals.

Any successful product requires a strong market de-
mand and also a cost-effective manufacturing process to
meet that demand. This article concentrates on the latter,
but it is important to touch on some aspects of market de-
mand first. Any bioprocess to make a natural flavor or
aroma chemical exists only because of the market need for
that flavor or aroma chemical. In turn the need for the
flavor or aroma chemical arises as a result of a derived
demand from the consumer’s choice of products that con-
tain the flavor or aroma chemical in a fully formulated and
often branded product. The current world consumption of
flavor and fragrance products (6) is summarized in Figure
1, and Hausler and Munch (7) report more than 65% of all
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Figure 1. World consumption. Estimated consumption of flavor
and aroma products, 1994.

Table 2. Proportions of Natural Aromas (%) in Flavored
Foods

Product group Europe U.S.

Nonalcoholic beverages 90 83
Dairy products 50 75
Savory products 80 80

Source: Ref. 8.
Note: It has been estimated that, in 1990, 30 metric tons of aroma com-
pounds was produced by biotechnological processes, sufficient to flavor sev-
eral million tons of food products.

flavoring ingredients used commercially in the United
States are labeled as natural and have a food market po-
tential exceeding $9 billion. This estimates the worldwide
market for flavors alone at approaching $4 billion per year,
and the total for all flavor, aroma, and essential oil ingre-
dients at almost $10 billion per year. Another illustration
is the high percentage of naturally flavored foods sold in
Europe and the United States that contain natural flavor
chemicals (8) (Table 2).

The economic value of biocatalytic processes is not just
in terms of the materials produced, but also in the very
much higher economic value of the flavored end products,
which include branded consumer goods that depend on
availability of flavors of the right quality and cost.

HISTORY

Flavors have a long history. The first products involving
the bioproduction of flavors included beer, wine, and bread;
yogurt made using lactobacilli; cheeses matured using a
variety of microorganism including fungi. Also in Asia soy,
miso, tempeh, and other products made using Aspergillus
oryzae and other strains. Very often the success of these
processes depends on the use of fast-growing anaerobes
that accumulate products that discourage the growth of
contaminants, such as ethanol or lactic acid, and also sup-

plementation with additives such as hops and spices. This
first phase of products was refined over many millennia.

Many of the traditional flavors and flavored products
still set the pattern for modern products because of deeply
ingrained consumer preferences. For instance, beer and
cheese were first made at least 6,000 years ago, that is
some 250 generations ago. So there has been plenty of time
for humans to develop inate flavor preferences, as well as
preferences for other qualities such as color, clarity, foam-
ing behavior, and mouthfeel properties. Some of these ad-
ditional properties are the direct result of microbial bio-
chemistry, for instance, glycerol is important in conferring
mouthfeel, and it is produced from dihyroxyacetone by
yeast.

It was not until the nineteenth century and the rise of
a technological culture that second-phase products arrived
in the form of much more chemically defined flavor prod-
ucts such as monosodium glutamate, citric acid, lactic acid,
acetic acid in the form of improved vinegar producing pro-
cesses, and also the products of a range of microbial en-
zymes. These processes required strain selection, devel-
opment of special growth media, and the maintenance of
hygienic or sterile conditions.

In 1837 Liebig and Wöhler identified the first flavor
compound, benzaldehyde. The isolation and synthesis of
vanillin by Tiemann, Haarmann, and Reimer in 1874–
1876 began the modern flavor industry, and microbially
produced flavors were first described by Omelianski in
1923. Also, once the technology for producing enzymes and
cells had become widespread, the use of these enzymes and
cells as biocatalysts in biotransformation processes be-
came possible.

Some other indications of the high sensory effects of fla-
vors and the impact that biomanufacturing has already
had are the estimates that only about 400 aroma chemicals
are manufactured in quantities of greater than 1 tonne per
year, and only 68 materials are reported to be used at a
rate greater than 3 tonne per year, but that some 50–100
flavor materials are reported to be made by bioprocesses
(9). Several key considerations need to be recognized be-
cause they strongly influence the type of processes used
(see following).

SOME CHARACTERISTIC FEATURES OF FOOD
BIOTECHNOLOGY

Raw materials often contain endogenous enzyme activities
and are often physically and chemically complex and di-
verse. They include oils and fats, proteins, and carbohy-
drates. Many are biopolymers that are usually produced
from substainable agricultural sources, rather than pet-
rochemicals, and contain many chiral molecules.

Products have the following characteristics:

• Have a wide range of value, from £ several 000/kg for
some flavors to less than £100/tonne for animal feed
(compare the prices of citric acid and vitamin B12).

• Product value depends on consumer satisfaction (fla-
vor, mouthfeel, etc.), which can vary with age, cul-
ture, and so forth.



ENZYMES, FOR FLAVOR PRODUCTION 1007

• Genetic engineering, especially genetically modified
organisms, have poor consumer acceptability.

• Flavor/aroma chemicals with comparatively similar
chemical structures usually have quite different
characteristics and intensities. For example, both di-
acetyl (2,3-butadione), which gives a buttery taste to
dairy products, and hop-�-iso acids, which gives beer
its bitter taste, are both vicinal diketones.

• It is not possible to record taste and smell sensations
in the same way as sight and hearing sensations, and
so the flavor and aroma quality of a material cannot
be accurately assessed on-line, or even easily off-line.
In a process, only the proportions of the various
chemicals that contribute to the overall taste and
smell can be analyzed. True flavor quality can be
properly assessed only by an expert flavorist or
trained taste panel, or on a gross basis by the reaction
of consumers to a particular flavored product. How-
ever, some progress toward a taste–aroma sensor is
being made, with olfactory neurones being shown to
respond to physiological levels of volatiles in culture
media (10) and a bovine binding protein being cou-
pled to a resin (11). A functional odor receptor has
been expressed in the noses of rats and shown to ex-
hibit specificity toward just four C7–C10 aliphatic al-
dehydes and with the greatest response being to oc-
tanal (12). This will hopefully lead to a proper
working knowledge of how the 500–1,000 odor recep-
tors can recognize the thousands of distinct aromas,
probably by acting in combinational mechanisms,
with any one receptor responding to several different
aroma chemicals and any one such aroma chemical
capable of triggering several receptors.

• Flavor and aroma chemicals are often very potent
materials, well suited to small-scale processing, and
are usually diluted considerably when added to the
final product. Their flavor value is defined as the con-
centration of flavor used, divided by its flavor thresh-
old (that is, the concentration at which it can be just
perceived). Because of the potent activities of flavors,
care must be taken in multipurpose processing opera-
tions that produce a range of flavor products to en-
sure that there is no cross-contamination of one par-
ticular flavor by residues of another flavor produced
in the preceding run.

• The actual perceived flavor of a molecule depends to
some degree on the physical form in which it is eaten,
thus the same flavor molecule formulated in products
based on fat or oil, carbohydrate, water (as in carbon-
ated beverage), and ethanol (as in an alcoholic bev-
erage) can have quite different tastes, for instance
due to solubility effects and the influence of mouth-
feel and other factors on taste perception.

• Often one single flavor chemical will substantially de-
fine the characteristic of a particular flavor or aroma
chemical, such as benzaldehyde for almond taste and
vanillin for vanilla. These character-impact flavor
chemicals can often command particularly high
prices because of their high flavor value.

• Even quite closely related molecules can have very
different flavor sensations, for instance geraniol
(flower aroma) can be microbially converted into 6-
methyl heptene-2-one, which is a component of to-
mato flavor.

• The natural or nature-identical status of flavors is
important and deserves a more detailed considera-
tion because of the impact of such definitions on the
design and operation of flavor bioprocesses.

• Flavor and aroma chemicals must meet both indus-
try and government standards for safety such as
those provided by the International Organization of
the Flavor Industry and the U.S. Food and Drug Ad-
ministration, respectively. Increasingly, kosher and
halal standards are also being used as criteria of good
quality. For a more detailed discussion of the issues
involved see work by Manley (9).

• Very often different isomeric forms of the same mol-
ecule have quite different flavor and aroma sensa-
tions. For instance (S)-(�)- and (R)-(�)-linalool are
described as sweet and lavender, respectively, R
and (�)-trans-�-ionone are violet-fruity and woody,
(S)-(�)- and (R)-(�)-carvone are caraway and spear-
mint, (�)- and (�)-cis-rose oxide are sweet and
fruity, (�)- and (�)-nootkatone are grapefruit and
woody, (�)- and (�)-limonene are orange and tur-
pentine, and (�)- and (�)-p-menthene-8-thiol are
fruity and grapefruit tasting, respectively. In addi-
tion marked differences in flavor threshold often oc-
cur. Thus the (�)- and (�)-nootkatones have odor
thresholds of 0.6–1.0 ppm and 400–800 ppm, respec-
tively, and the (R) and (S)-isomers of d-decalactone
have odor thresholds of 1.5 and 5.6 ppb, respectively
(13).

Natural and nature-identical flavors are defined as fol-
lows. These definitions obviously very much influence the
types of processing operations that can be used.

Natural flavoring substances. These are materials ob-
tained by appropriate physical processes (including distil-
lation and solvent extraction) or enzymatic or microbiolog-
ical processes from material of vegetable or animal origin,
either in the raw state or after processing for human con-
sumption by traditional food-preparation processes (in-
cluding drying, torrefaction, and fermentation).

Nature-identical flavoring substances. These are mate-
rials obtained by chemical synthesis or isolated by chemi-
cal processes and are chemically identical to a substance
naturally present in material of vegetable or animal origin.

Market Need

In order to succeed, a product made by any process needs
to meet market demand factors such as the following:

• The declining availability and quality of many tra-
ditional materials, especially when they cannot meet
the demand of modern high-volume-, high-quality-
specification mass-market products, for instance,
some plant spices and colors
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• Changes in the technologies used for cooking and food
processing (e.g., microwaved foods, extruded prod-
ucts, and liposome delivery of cosmetic ingredients)

• Increasing size of low-cost mass markets, especially
in branded and own-brand consumer products, de-
tergents, air fresheners, washing powders, and so on

• Changes in consumer demands, for example, healthy
eating trends that include preferences for low satu-
rated fat, salt, sugar, azo dyes, high fiber, and vita-
mins

• Increased legislative concerns that amplify the drive
toward safety and healthiness

These factors create opportunities for technical inno-
vations such as the following:

• Making available alternative raw materials
• New reaction and processing techniques, as well as

processes adapted to use new raw materials
• Improved analytical techniques including those use-

ful for process monitoring and control, and improved
formulation for better performance (e.g., encapsula-
tion and knowledge of synergy effects)

If technical innovations are successful, the flavor will then
be used in formulated products recommended by flavorists
on the basis of availability and cost of raw materials, the
organoleptic value of the product, and the product’s physi-
cal properties that affect ease of formulation and so on.

A more detailed business analysis will include a consid-
eration of the following factors:

• Applications
• Customer needs and product segmentation
• Volume of demand and likely longevity of demand,

price, and especially likely profit margins
• Specifications for different grades of product
• Competitors, both current and prospective
• Raw materials prices and availabilities
• Processing costs
• Patent position, including freedom to patent and non-

infringements position
• Likely time and investment required to reach first

sales
• Return on investment, especially allowing for risk

factors, regulatory and safety considerations, and
strategic benefits such as other uses for the technol-
ogy

• Manufacturing capacity required, including down-
stream processing and any special requirements such
as continuous operation

The major flavor and fragrance companies, most of
which have significant in-house bioresearch and bioprocess
development capabilities, are as given in Table 1.

The dynamic nature of the industry is illustrated by re-
cent changes. The Tastemaker company has recently been
acquired by Hoffman LaRoche (Givaudan-Roure), Quest

International has now been sold by Unilever to ICI, Bayer
has integrated Haarmann and Reimer and Florasynth,
and Danisco has purchased both Borthwicks and Becks, is
an interesting example of a major food ingredients com-
pany expanding its flavor businesses, rather than the more
usual diversification of flavor companies into food ingre-
dients that will move them into the top dozen flavor com-
panies (Table 1).

Bioprocesses to Make Flavor and Aroma Chemicals

The necessary bioprocesses to make flavor and aroma
chemicals fall into four broad categories: (1) traditional
processes, (2) processes for low-intensity flavors, (3) pro-
cesses for high-intensity flavors, and (4) production of taste
enhancers.

Traditional Processes. Traditional processes are used for
products such as beer, wine, cheese, yogurt, and soy sauce.
These generally involve microbial action on chemically
complex plant- or sometimes animal-derived raw materi-
als, with the formation of relatively low concentrations of
flavor chemicals that may very well have good preservative
properties as well. These can be described mostly as fla-
vored foods produced by naturally occurring microorgan-
isms and/or enzymes derived from them. For instance, in
the beer-brewing process, flavor is derived both from the
ingredients used, such as hops and malt, and from the pro-
cessing: the action of the yeasts and also the heating that
forms the butter-tasting �-iso acids from precursors pres-
ent in the hops (Fig. 2). The traditional brewing process is
typical of more recently developed bioprocesses that con-
sist of three main stages; work-up of raw materials, the
microbial reaction step, and product processing, which
puts it into the form required by the customer. This last
step may involve formulation with other flavor materials
and/or bulking agents.

In many cases traditional processes have been indus-
trialized and adapted. For instance, intense cheese flavors
can be manufactured by the hydrolysis of casein with pro-
prietary proteases and peptidases combined with the hy-
drolysis of butter fat by lipases and esterases. Aspergillus
niger and Rhizomuor miehei are the preferred sources for
lipases for cheese making.

Other bioprocesses for the dairy flavor chemicals diace-
tyl, acetaldehyde, and various lactones, as well as for ac-
celerated milk souring, have been developed. From Asian
countries there are also many excellent solid-state fermen-
tation products (Table 3).

Low-Intensity Flavors. Manufacturing has already been
established for a range of low-intensity flavoring materials
such as high-fructose corn syrups (10 billion tons/year pro-
duced worldwide), citric and acetic acids (acidulants), pro-
tein hydrolysates, and cheeses and cheese flavors (14). The
bioprocesses that have been developed for their large-scale
manufacture are well described elsewhere: citric acid (15),
milk souring (16), protein hydrolysates (17). More recently
processes involving the sequential use of enzymes to mod-
ified cheese flavors have been developed (Fig. 3).
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Fermentation Yeast

Malted
barley

Ground
malted barley

Conditioning
of beer

Mashing and
addition of
cereal and

malt extracts

Addition of
hops,

wort boiling

Pasteurization

Final product

Cooling and
removal

of hops residue

Protease,
α-amylase,

β-glucanase,
and pullulanase

Protease,
amyloglucosidase,
and β-glucanase

Figure 2. Beer manufacture. A flow diagram of the main opera-
tions. Note that pasteurization is omitted in the brewing of live
beers. Source: Ref. 2.

Table 3. Examples of Flavored Foods Obtained by Solid-State Fermentation

Product Primary genus Substrate Further processing required? Countries of origin

Soy sauce Aspergillus Soybean, wheat Yes China, Japan, southeast Asia
Sake Aspergillus Rice Yes Japan
Miso Aspergilus Rice, soybean Yes Japan, China, Taiwan, Indonesia
Tempeh Rhizopus Soybean No Indonesia, Surinam, New Guinea
Sufu Actinomucor Tofu Yes China
Ontjom Neurospora Peanut, coconut cakes No Indonesia

High-Intensity Flavor Chemicals. More recent develop-
ments include the production of high-intensity flavors,
such as methylketones (blue cheese flavor) and c-decalac-
tone (peach and other fruit flavors), in the form of pure
natural chemicals by fermentation and bioconversion pro-
cesses.

Taste Enhancers. Taste enhancers include materials
such as monosodium glutamate (MSG) and mononucleo-
tide flavor enhancers such as guanosine monophosphate
(GMP) and inosine monophosphate (IMP), which are also
produced as pure chemicals.

Important Considerations in Developing a Successful
Process

It is important to appreciate that scaling up a process to
meet cost and product specification targets can be at least
as challenging as the original discovery research necessary
to invent the process.

Much lower flavor concentrations need to be achieved
for a flavor chemical when it is actually created in the food,
in the way that flavor chemicals are produced in tradi-
tional products such as beer, cheese, and bread, rather
than as a pure chemical, which is then added to the food
or beverage at the required level. This does, of course, pre-
sume that any microorganisms involved are completely
safe and acceptable, and also that flavor production will
occur under the very different conditions existing in the
food. Where processed foods are concerned, production in
as pure and concentrated a form as possible is the most
economic. The flavor can then be diluted as required for
each end-use product and also combined with other flavors
and flavor chemicals to give improved flavor quality. Some
indication of the relationship between the concentration at
which a flavor is produced and the concentration at which
it is used in the final food or beverage product is given by
the production-to-use ratio (Table 4), which can be illus-
trated by the following. If a material is produced at a con-
centration of 10 g L�1 and then used at 0.5 g L�1 (500 mg
L�1) in the product, or is present in a natural food or bev-
erage at a concentration of 0.5 g L�1, then its production-
to-use ratio will be 20:1.

Key variables include the type of biocatalyst to be used,
its performance, and in particular the medium used to
carry out the reaction. The key features of the main meth-
ods are summarized as follows:

• Fermentation production. Fermentation is very suit-
able for multistep reactions. When using unstable en-
zymes and when cofactor regeneration is needed, it
requires expensive fermenters and associated equip-
ment. Operation is relatively expensive, because of
the requirement for sterile conditions. The product is
usually dilute and heavily contaminated with cells
and by-products, and product quality can be variable
due to batch-to-batch variations.

• Use of isolated enzymes. This method is especially
suitable when extracellular stable enzymes are avail-
able, when single-step reactions are required that do
not require cofactors (up to 103- to 104-fold regener-
ation of cofactors is necessary to enable them to be
used cost-effectively, making synthetic reactions,
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Figure 3. Outline of scheme for enzyme-modified
cheese production. Source: Ref. 14.

Off-cuts or
shredded cheese
(60–65% dry solids)

Water and
emulsifying salts

Mix

Cheese slurry
(40–55% dry solids)

Pasteurize
(72 °C 10 min)

Pasteurize
(72 °C 25–35 min)

EMC paste
Spray-dry or use direct

Cool
(40–55 °C)

Incubate
(40–55 °C 8–36 h)

LIPOMOD 187
and/or

PROMOD 215

Table 4. Production-to-Use Ratio

Traditional food products, e.g.,
beer, wine, bread, cheese

1.0 or greater if used as an
ingredient in a more
complex food

Industrialized forms of
traditional products, e.g.,
enzyme-modified cheeses
(EMCs) have flavor
intensities about 20-fold
greater than traditional
cheeses

ca. 20

Traditional condiments, e.g.,
vinegar

ca. � 1.0

High-impact flavor chemicals,
e.g., if c-decalactone is made
at 5 gL�1 and used at 100
ppm

50

trans-2-Hexenol 3,000 as compared with the
concentration present in
free-living plants

among others, very difficult to carry out using iso-
lated enzyme preparations), and when hygienic but
not sterile processing conditions can be used (al-
though, of course, fermentation is necessary to pro-
duce the original cells and/or enzymes).

• Screening. In both cases, screening is a vitally im-
portant technique for discovering new and proprie-
tary biocatalysts with the required activities and
other properties required to make the needed mole-
cules.

Key Performance Parameters

Cost-effective productivities can be met by biocatalysts
that have the required activities in terms of their stability,
specificity, and activity (grams of product per gram of cells

per hour, or gram of product per liter reactor per hour),
and with the right combination of the following character-
istics (18,19):

• Cost
• Regulatory approval (safe and acceptable sources)
• Easy fit into process, including downstream process-

ing and process tolerance (process integration)
• Availability of raw materials, including access to new

materials
• Easy scale-up
• Broad specificity
• Activity on concentrated reactants
• Equilibrium point (high degree of conversion)
• Good stability
• High selectivity (few side products)
• Sterile conditions not required (or fermentation not

susceptible to contamination)
• Ease of strain improvement by mutation or genetic

engineering
• Rapid growth rates and nonfastidious nutritional re-

quirements
• Robust and easily reproducible performance

The complexities involved in selecting biocatalysts with
the optimal performance is illustrated by the cascade of
enzymes used to create cheese flavors (20) (Fig. 3), and by
a comparison of the rates of reaction of some common li-
pases when used either to hydrolyze triglycerides, or in the
reverse reaction, to synthesis a flavor ester (Table 5).

Similarly there is a very large variation in the ability of
different lipases to make a range of esters, as shown by
the variabilities in degrees of conversion shown in Table 6
(21). These differences in reactivity are less surprising. It
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Table 5. A Comparison of Lipolytic and Esterolytic Activities of Some Microbial Lipases

Microbial strain
Lipase activity

(U g�1)
Esterase activity

(U g�1)
Ratio of esterase:
lipase activities

Chromobacter viscosium 144,000 2,650,000 18.4
Mucor miehei 420 22,000 5.24
Mucor miehia 8,100 150 54
Pseudomonas fluorescens 8,500 26,300 3.1
Pseudomonas fluorescensa 15,000 150 0.01
Penicillium roquerfortii 290 625 2.2
Rhizopus japonicus 8,750 13,300 1.5
Rhizopus japonicus 36,000 39,400 1.09
Rhizopus japonicusa 47,000 0 �
Candida cylindracae 85,700 53,600 0.6
Candida cylindracaea 95,000 370 257
Aspergillus niger 1,580 940 0.6
Geotrichum candidum 4,650 170 0.04
Candida lipolytica 10,500 150 0.01

aData used is from Ref. 13 together with independant data for four of the enzymes in which esterase activity was assayed using geranyl proprionate in hexane
and hydrolysis using olive oil emulsion as the substrate.

Table 6. Ester Formation Using Lipases

Lipase Acetate Propionate Butyrate Acetate Propionate Butyrate

Alcaligenes (Meito-Sangyo) 0.5 3 18 �0.5 4 24
Aspergillus (Rohm) 23a 33 40a 6a 15 6a

Fungal (Rohm) 0.5 40 65a �0.5 48 61
A. niger (Palatase) 0.5a 22 98a �0.5a 5 40a

C. rugosa (cylindracea) (MY) 3.5 95 98 �0.5 95 90
G. candidum (SNEA) �0.5 2 18a �0.5 2 5
M. miehei (Gist-Brocades) 80a 92 97 14 96 96
M. miehi (Lipozyme) 15 42 98 �0.5 30 93
P. cyclopium A (SNEA) 0.5 4 48 �0.5 2.5 38
P. cyclopium B (SNEA) 18 3.5 45 14 3.5 38
Porcine pancreas (Rohm) 0.5 55 95 �0.5 94 85
Porcine pancreas (Kochlight) 0.5 0.5 35 0.5 �0.5 12
R. arrhizus (SNEA) 5 70 97 3.5 58 97

Note: Data was obtained using 0.2 g lipase with analysis at 24 h, unless otherwise indicated.
a0.5 g of lipase was used instead of 0.2 g.

is noted that the catalytic structure of various lipases are
different. Thus, whereas the catalytic triad in the active
site of Homo sapiens and Mucor miehei lipases is Asp, His,
Ser, in Humicola lanuginosa it is Asp, His, Try, and in Geo-
trichum candidum it is Glu, His, Ser.

Fermentation medium requirements include the follow-
ing important considerations when developing a produc-
tion medium that will be as inexpensive and reliable as
possible (19):

• Selective advantages for the production strain, allow-
ing fast growth, high yields, and no remaining by-
products (a big challenge, not least because most
wild-type strains are surface growers, and consider-
able effort may be necessary to get them to adapt to
efficient production in submerged fermentations)

• Defined and balanced medium (no excess of any me-
dium component)

• No by-products, color, odor, or substrates, remaining
at the end of biotransformation

• Substrate(s) stable, soluble, and of constant quality

• Reduced risk of contamination due to medium com-
position

• Product not degraded by use as C- or N-source for cell
growth in any circumstances

• Oxygen requirements (this can become rate-limiting
for rapidly growing cultures; provision of air for
growth is expensive because of filtration costs to en-
sure sterility and mixing power costs necessary to en-
sure good gas transfer throughout the fermenter)

• Little or no foaming problem
• Short lag period

Overall the bioprocess will be quantified and costed on
the basis of the following seven factors:

• Specific growth rate
• Biomass concentration (g dry wt/L)
• Oxygen transfer rates and power consumption rates

(usually turbine impellors are used so as to minimize
power input costs and maximize mixing)
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Table 7. A Comparison of the Relative Rates of Metabolic Processes Producing Different Classes of Metabolites as
Bioprocess Products

Substrate family Reaction type Turnover rate (mmol/h/g cells)

Carbon source Uptake, oxidation 10
Monomers, polymers Synthesis, polymerization 1
Amino acids Uptake, synthesis, incorporation in protein 0.1–0.5
Bases, nucleotides Uptake, synthesis

Incorporation in RNA 0.15
Incorporation in DNA 0.01

Vitamins, coenzymes Uptake, synthesis 0.001–0.005

• Grams of product produced per liter of reactor per
hour

• Concentration of product achieved (g/L)

Yields are very dependant on the type of metabolite be-
ing formed by the cells. Estimates of rates vary from 100
to 500 nmol/g cells�1 h�1 for amino acid formation, to 1 to
5 nmol/g cells�1 for vitamin and coenzyme synthesis (Ta-
ble 7). Degree of conversion of precursor(s) into product
(%), and purity of product (especially with respect to other
chemically similar materials that could make its purifica-
tion difficult) are also important. This can be also described
as the selectivity of the reaction: grams of product required
per gram of all products formed.

Problems in bioprocessing are well illustrated by the
terpenes. Whereas terpenes are very common flavor and
aroma materials with a very wide range of tastes, smells,
and applications, production to date is entirely by extrac-
tion from plant raw materials. It appears that no true bio-
production process for a terpene has yet been established.
This is probably because monoterpenes have low water sol-
ubilities, combined with high cytotoxicities, together with
high volatilities and often poor chemical stabilities. By con-
trast, sesquiterpenes can be biotransformed much more
successfully. For instance, the processes for producing Am-
brox and sclareolide are described elsewhere in this article.
Various bioengineering aspects of flavor process are sum-
marized in Table 8.

Of course, each product and process can be expected to
have some individual features. These include the optimi-
zation of fermentation media to maximize productivity and
minimize cost, and to allow for particular features, for in-
stance, often the product concentration achieved can vary
with the specific growth rate of the fermentation. Some
indication of the challenges encountered in developing a
bioprocess are illustrated by the examples given in this
article.

Technicocommercial Factors

In addition to the scientific factors just discussed, the fol-
lowing technicocommercial factors also have a big influ-
ence in many instances.

Flavors and fragrances are manufactured only when re-
quired by end-user companies, who are usually the man-
ufacturers of consumer end products, that is, they are sub-
ject to a derived demand. This is accomplished following
the issuing of a competitive brief to a number of companies.

Thus, the requirement for the individual flavor chemicals
and materials required to create the flavor is subject to a
derived demand, and as the actual flavor is usually tailored
specifically to the needs of one end-user company, the
amounts of any one flavor chemical or material required
can vary considerably from customer to customer.

Compounding and formulation of flavor chemicals is
very often the last step in the manufacturing process and
is a comparatively simple operation that adds significant
value because of the improved complexity and character
that can be created. This step depends on the creative in-
put of skilled and experienced flavorists who create the
formulations that dictate the types and amounts of flavor
chemicals that are used. High flavor/aroma impact and
character- or identity-conferring chemicals are very impor-
tant because of their high value, even when they are ex-
pensive to make.

Control of organoleptic purity involves far more than
just maintenance of chemical purity, as a trace impurity
with a high flavor impact present at instrumentally un-
detectable levels can still have a very detrimental effect on
flavor and aroma quality. This factor is very important
when considering the batch-to-batch variations in quality
because very few flavor chemicals are required in large
enough volumes to justify production by continuous pro-
cesses. Control of organoleptic quality also extends to the
storage of ingredient chemicals and formulated flavors be-
cause cross-contamination can occur from ingredient to in-
gredient (vanillin is especially prone to this) and also from
materials leached out of containers and packaging.

Economies of scale of manufacture are difficult to
achieve for all but the largest-volume flavor chemicals. In-
stead, the small scale of manufacture creates the oppor-
tunity for generic manufacture using the same multipur-
pose equipment to make a range of ingredient chemicals
on a campaign basis in direct response to market demands.
This requires careful scheduling so as to properly match
demand with supply, and scrupulous cleaning of equip-
ment between runs.

Patent protection is important, especially for new flavor
materials, but the enforcement of process patents is some-
times difficult, which is a particular problem for key pro-
ducer microbial strains. Because of the individual nature
of the flavor chemicals, including extraction from natural
raw materials and complex formulation, special manufac-
turing know-how is often involved that cannot be protected
by patents.
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Table 8. Bioengineering Aspects of Bioflavor Production

c-Decalactone The precursor is an oil, and so water-miscibility issues had to be solved. Supply of the precursor in
the form of an ester reduces foaming problems in the fermentor.

Benzaldehyde Toxic HCN is produced when using cyanogenic nitrile glycoside precursors appropriate for microbial
benzaldehyde production. Product inhibition reduces the rates of formation and final product
concentrations, in situ product recovery by perevaporation has been successfully trialed.

Vanillin A complex pathway is involved. When eugenol is used as the precursor then precursor toxicity to
the cells must be overcome. Easy recovery of the product as a Schiff ’s base is incompatible with
natural processing.

Soy sauce Several strains of microorganism have been used, separately immobilized and operated in series.
Milk souring In order to achieve balanced productivity, two fermentors have to be used in series. Because this is a

rare example of a continuous fermentation process and because a food product is being made,
special care has to be taken to ensure aseptic operation.

Hexenals and other flavor
aldehydes

Use of an alcohol oxidase in two-phase water–hexanol reaction has been demonstrated to be high
yielding.

Ethylisovalerate Recovery of product from the exit gases from the reactor by adsorption to charcoal has been
reported as successful.

Monosodium glutamate Rod-shaped b-crystals of monosodium glutamate are easier to filter and wash, but the �-form
crystalizes preferentially and so is redissolved and then recrystallized in the b-form.

Methylbutyric acids Fed-batch reactions are used because of the toxicity of the methylbutanol precursors.
Methylketones (blue cheese

flavor)
Extractive fermentation can be employed in which product is removed during the reaction to

encourage continued production of the methylketones.
Offensive odors in exit gases Mixed microbial culture biofilters used to degrade off-odors in exit gas streams.
Enzyme-modified cheese flavors A number of different types of enzyme have to be added in the right sequence in order to obtain the

desired flavor.
d-Decalactone Flavor quality was significantly reduced by trace impurities carried over from the fermentation

media. Therefore before the bioconversion step, the 11-hydroxypalmitic acid precursor had to be
purified.

Table 9. Comparison of Various Solvents for
the Extraction of 2-Phenylethanol Produced
by Bioconversion

Solvent Kd

Ethylacetate 0.95
Butylacetate 34
Butanol-1 11
Butanol-2 10
Diethylether 12
Hexane 0.5
Methyl propanol-1 22

Source: Ref. 22.
Note: Kd is the ratio of the dissolved substance in the ex-
tracting phase to that in the aqueous phase. Data as-
sumes 20 �C with an aqueous solution containing 1 g/L 2-
phenylethyl alcohol.

The very extensive process validation requirements for
biopharmaceutical processes are not generally required for
flavor chemicals. The standards that are required are con-
sistent with best practice in the food and fine chemicals
industries, such as food hygiene standards and the sterility
necessary to perform uncontaminated fermentions.

Manufacture of high-volume flavor and aroma chemi-
cals is increasingly becoming attractive to chemical com-
panies, rather than just flavour and fragrance companies,
and internationalization is occurring fast, as indicated by
the entry of Chinese manufacturers.

Because of the volatile nature of flavor and aroma chem-
icals, distillation is a dominant downstream processing
operation in their manufacture. Usually, sophisticated
equipment is used, controlled by computers, and upgraded
to minimize oxidation, overheating, and so forth that can
so easily produce off-flavors. Solvent extraction is common,
and new methods are gaining credibility, for example, the
use of supercritical carbon dioxide as an extraction tech-
nique; it has a polarity similar to that of hexane, and be-
cause of its volatility, leaves no residue in the product. Sol-
vent extraction is limited to a short list of solvents that are
classed as being consistent with natural processing (Table
9). Formulation of flavors often begins with spray-drying,
often onto a carrier such as maltodextrins, which also serve
to stabilize the flavor.

Raw materials are usually purchased from a great va-
riety of sources, rather than produced in-house. Sometimes
the availability of a raw material is a key driving force in
a company’s decision to produce a flavor. One example is
that a good supply of by-product yeast is very useful for
making savory flavors. Variabilities in the supply, price,

and quality of natural raw materials, such as vanilla
beans, can frequently pose big problems. In other cases it
is the availability of the natural precursor molecule for
a bioprocess that is the problem that can prevent the
commercialization of that process. Examples include the
11-hydroxypalmitic acid required to make d-decalactone,
the methionine required for methional and related fla-
vor chemicals, and also precursors for raspberry ketone
(Fig. 5).

Effluent disposal from manufacturing plants can create
some novel problems because of the objectionable smells
that can be created for neighbors. One widely adopted pro-
cess to combat this problem is to route all exit gases
through a bed of supported microorganisms that metabo-
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Figure 5. Scheme for making raspberry ketone flavor chemical
from the plant-derived precursor betuloside.
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Figure 4. The interactions between the various process variables
that can influence the productivity of glucose isomerase when
used for the industrial production of high-fructose syrups from
hydrolyzed starch.

lize much of the objectionable materials, thereby valorizing
the exit gases to acceptable emission levels. One such de-
sign of biofilter is the Bioton, supplied by Monsanto
Enviro-Chem Systems.

In any process, its performance, and therefore the cost
and quantity of the product, is dependent on a complex
interrelationship between a large number of process vari-
ables, as illustrated for the use of glucose isomerase (GI)
to make high-fructose corn syrup bulk sweeteners (23).
This is a splendid example of the high degree of process
integration that must be achieved in order for a mature
bioprocess to continue to be successful (Fig. 4). The process
involves a semicontinuous process with three enzyme re-
action steps together with raw material processing, down-
streaming, and sophisticated chromatographic separation
of glucose and fructose sugars. Since GI is now a mature
product, new versions of this enzyme demonstrate the big
improvements necessary for second-generation processes
to succeed. GI from Streptomyces murinus has about a
60-fold greater productivity in terms of tons of product
produced/kg enzyme, which results in a 30-fold lower cost
of product.

Protection of Technological Advantages

Another important factor is the protection of the tech-
nology by patenting (24). The key objectives are to avoid
infringement of existing patents and to gain patent
protection oneself. In this respect biochemical and mi-
crobiological inventions create some particular prob-
lems:

• Functionally identical biological materials (e.g., en-
zymes) can have significantly different structures
and amino acid sequences.

• Functionally identical biological materials can be ob-
tained from very different biological sources (e.g., en-
zymes with the same substrate specificity from dif-
ferent microbial sources).

• The requirement to deposit samples of microorgan-
isms is a substantial overdisclosure as compared to
patenting of other inventions. This often leads to
some processes being kept as in-house secrets.

• Biological materials, especially living organisms, are
too complex to be described in sufficient detail and
with enough precision to easily satisfy the require-
ment of patent law. For instance, existing microbial
classifications are not always directly applicable to
newly isolated microorganisms.

• Varying criteria and definitions are used to distin-
guish biocatalysts, for example, substrate and inhib-
itor specificity and immunochemical cross-reactivity
in the case of enzymes, and nutrient requirements
and fatty acid composition and so on for microorgan-
isms.

Categorization of Bioflavor Processes

Depending on the complexity of the biochemical reactions
required to produce the desired products, bioflavor pro-
cesses can be categorized along the lines of the following
examples:

Single-Enzyme Reactions. Examples of single-enzyme
reactions include glutaminase, 3�–5� nucleotide diesterase
(e.g., from Penicillium citrinium), adenylic deaminase
(e.g., from Brevibacterium ammoniagenes), glycosidases
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for the release of terpene flavors from grape and other fla-
vor sources, lipases and esterases for flavor ester synthesis
and for resolution of racemic mixtures (such as obtaining
l-menthol from dl-menthol).

Mixed-Enzyme Reactions. Examples of mixed-enzyme
reactions include use of mixed proteases for producing pro-
tein hydrolysate flavors; b-glucosidase and nitrile lyase to
make benzaldehyde from amygdalin; lipoxygenase, hydro-
peroxide lyase, and oxidoreductase to make, for instance,
cis-3-hexenol from linoleic acid via cis-3-hexenal), and pro-
teases, peptidases, lipases, and esterases to make enzyme-
modified cheese flavors (EMCs) (Fig. 3). Recently, mixed-
enzyme preparations have become widely used in the
extraction of fruit flavors.

Use of Mixed Enzymes to Enhance Fruit Flavors. Recently
it has been found that very many fruit flavor chemicals
such as the 13-norisoprenoids and terpenes (e.g., linalool
and geraniol) occur in plants as glycosides (24). Geraniol
was the first glycosidically bound aroma chemical to be
identified as such in rose extracts, with a structure of
geranyl-xylose-glucose, and the C13-norisoprenoids (e.g.,
ionones, raspberry ketones, and others such as trans-3-
hexenol are present in the fruit of origin, predominantly
in glycosidially bound forms; see Ref. 25). Usually the pro-
portions of these glycosidically bound flavor chemicals to
free flavor chemicals are in the ratio of 2:1 to 5:1. This is
possibly because the glycosides are more water soluble,
more resistant to acid hydrolysis, and effectively detoxify
these terpenes, phenols, and similar compounds.

The glycosides have similar structures with the agly-
cone bound first to glucose and then to a another sugar
such as �-L-arabinose, �-L-rhamnose, b-D-xylose, b-D-
apiose, or another b-D-glucose unit, depending on the plant
source. Hydrolysis of such glycosides liberates the agly-
cose, thereby enhancing the flavor content of a conven-
tional fruit product and even allowing the generation of
flavor from waste materials such as peel and stems. How-
ever, the enzymes required to achieve these advantages
must have some special characteristic such as good activity
at low pH (about pH 3.5), resistance to product inhibition
by glucose, and even resistance to moderate concentrations
of ethanol in the case of fermented products. Most impor-
tantly, flavor chemicals are released, and flavor is en-
hanced only when two enzyme activities are present: a
b-glucosidase and also another glycosidase such as �-L-
arabinosidase or �-L-rhamnosidase, depending on the
plant material being treated. Because of these require-
ments, glycosidically bound flavors are released only rarely
in existing processes, such as fermentation, because yeast
b-glucosidase is insufficiently active. However, one process
that absolutely depends on endogenous glycosidase action
is in flowers, where it appears that aroma materials are
stored as glycosidases and then, upon the flower opening,
glycosidases are produced that hydrolyze the glycosides,
releasing the aroma chemicals that create the fragrance of
the flower.

Use of such special glycosidase combinations have now
been widely adapted, for instance, in grapefruit juice ex-
traction, and the cloning of the appropriate enzymes into

suitable host strains is underway. An example is the A.
niger enzymes used by Gist-brocades (26). A very good ex-
ample of the improved yields of flavor that can be achieved
by the use of glycosidase is the improved yields of vanilla
flavor that can be obtained by treating vanilla beans with
emulsin, which is a mixed enzyme preparation especially
rich in b-glucosidase that is obtained as a crude extract of
almond meal.

Use of Single Microbial Strains. Single microbial strains
are used to produce the following: methylketones with
spores of A. niger, c-decalactone with S. cerevisiae strains,
d-decalactone with Cladosporiun suaveolens, diacetyl with
Streptococcus cremoris and Streptococcus diacetylactis,
soured milk for margarine production with S. cremoris,
methylbutyric acids with Acetobacter acetii, and pyrazines
with Corynebacterium glutamicum.

Combined use of Several Microorganisms. A combination
of several microorganisms is used for such processes as the
Unilever two-stage continuous process for manufacturing
soured milk, which makes use of Lactobacillus and Strep-
tococcus strains (27) (Fig. 6), and the accelerated process
for soy sauce manufacture using Pediococcus halophilus,
Saccharomyces rouxii, and Torulopsis/Candida versatilis.
Also several microbial strains are used to achieve a syn-
ergistic effect in cheese fermentations. For instance, pro-
pionic acid is an important flavor component of Emmental
and some other Swiss cheeses. It can be produced by first
forming lactic acid with strains such as Lactobacillus lactis
or Streptococcus thermophillus and then metabolizing the
lactic acid into propionic acid by Propionibacter strains.
Using this two-stage method, concentrations of propionic
acid of 40 g L�1 can be made. Propionic acid is also useful
to form flavor esters such as ethyl, benzyl, citronelyl, and
geranyl propionates, as is butyric acid, also produced by
fermentation in concentrations of 20–30 g L�1, which is
used to make ethyl, isobutyl, and amyl butyrate flavor es-
ters.

Combined use of Enzymes and Microorganisms

Savory Flavor. Production of savory flavors using pro-
teases, lipases, ribonucleases, and polysaccharidases to
break down plant raw materials, and then microorganisms
to convert the products of hydrolysis into flavor chemicals
are used in processes such as the Biosol process (28). Im-
proved flavors using this approach could be possible by ge-
netically engineering yeast strains to contain higher con-
centrations of the savory flavor enhancers GMP and IMP,
and also of the flavorsome octapeptide “beefy meaty pep-
tide.”

Fruit and Dairy Flavor. The traditional use of the acetic
acid bacterium A. acetii to make vinegar by oxidizing the
ethanol in wine into acetic acid has been redeployed by
modern flavor biotechnologists. This time A. acetii is used
for the bioconversion of isobutyric alcohols present in fusil
oil into isobutyric acids. Thus both the 2- and 3-methyl-
butanols are oxidized into 2- and 3-methylbutyric acids.
This oxidation takes place with very little racemization.
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The overall reaction requires two sequential reactions: a
dehydrogenation into the aldehyde intermediate than can
tautomerise easily, and then oxidation to the acid. These
isobutyric acids are good flavor chemicals in their own
right, but in addition their value and range of uses can be
increased and expanded by esterification either by using
lipases or esterases “in reverse,” or by azeotropic distilla-
tion (29) (Fig. 7).

Plant-Derived Biocatalysts. Plant-derived biocatalysts
include lipoxygenase for the production of b-ionone, cis-3-
hexenol, and so forth. Soy lioxygenase produces 13-
hydroperoxides that break down to C6 aldehydes, whereas
tomato lipoxygenase has a different substrate specificity
and produces 9-hydroperoxides from linolenic acid, rather
than the 13-hydroperoxides, with the 9-hydroperoxides
breaking down to form C9 aldehydes such as cis-3-nonenal.
By contrast, Fusarium lipoxygenase forms 9- and 13-
hydroperoxides. Morchella sp. are used for 1-octen-3-ol
production and hydroperoxide lyase obtained from plant
sources such as green pepper. So, in general there would
appear to be a historical trend from traditional fermented
products to the use of isolated enzymes, submerged fer-
mentation, and now bioconversion methods. Obviously the
complexity of the biocatalytic system used has a direct ef-
fect on the ease of operation and costs of the process, and
so a more technically sophisticated process can be justified
only when the resulting product is sufficiently valuable,
both in terms of profit margins created and markets that
can be gained, to justify its use.

Examples of Actual Bioflavor Processes

Isolated enzymes are used to make a variety of flavor prod-
ucts, as described in the following sections.
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Protein Hydrolysates. Different mixtures of microorgan-
isms and plant and enzyme proteases are used to produce
protein hydrolysates, depending on the source of the pro-
tein, the process used, and the product needed, especially
because different end-use applications require different
degrees of hydrolysis of the proteins. A particular chal-
lenge is to minimize the bitter taste of the hydrolysate,
which is caused by peptides that have N-terminal hydro-
phobic amino acids. This can now be achieved using spe-
cially developed peptidases, especially aminopeptidases,
which are usually obtained from lactic acid bacteria such
as Leuconostoc lactis and from Aspergillus oryzae. These
were discovered as enzymes from some dairy starter cul-
tures that were found to have debittering activity (30) and
are being cloned to make them available more cheaply and
in greater quantities. Some carboxypeptidases are also
used. Note that the process lends itself to the creating of a
range of savory products, depending on whether the ma-
terial is dried, concentrated, or supplied as a dilute liquor.

Monosodium Glutamate. Over 500,000 tonnes of mono-
sodium glutamate the taste enhancer is made worldwide
each year, mostly by fermentation using specially selected
strains of Corynebacterium glutamicum. These strains
have a low �-ketoglutarate dehydrogenase activity that
prevents the formation of succinate, and so they instead
form glutamate by reductive amidation of the �-ketoglu-
tarate. In addition, successful and high-yielding fermen-
tations depend on the use of media that have a very low
biotin content (less than 5 lg L�1). This makes the cell
walls of the microorganism leaky so that the glutamate
passes out of the cell and accumulates in the medium. Af-
ter fermentation the cells are removed, and the glutamate
is precipitated (by the addition of HCl) as �-form crystals.
These are heated in water to convert them to b-form rod-
shaped crystals that are easier to filter and wash. This is
followed by neutralization, decolorization, and recrystalli-
zation (17).

Flavor Nucleotides. Hydrolysis of yeast RNA into flavor-
potentiating nucleotides such as guanosine-5�-monophos-
phate is carried out by processes similar to the following
(17). Yeast is grown such that it has a high RNA content.
It is then harvested in late log phase with a hot alkaline
solution (Fig. 8). Since inosine monophosphate (IMP) is a
potent flavor enhancer, the activity of the hydrolysate is
frequently enhanced by treatment with an adenylic de-
aminase, which converts 5�-AMP into 5�-IMP, as shown in
Figure 9.

Use of Enzymes in the Extraction of Plant Materials. Plant
materials are a traditional source of flavoring materials.
Recently it has been found that many plant flavor chemi-
cals, especially terpenols such as linalol, nerol, and gera-
niol, occur glycosidically bound to the plant tissue. As a
result, specialized glycosidase enzyme preparations have
been developed to augment traditional processing by en-
abling increased rates of extraction and higher yields of
products. This approach has been increasingly employed
in wine making; enzyme preparations such as those from
A. niger are added to the must.

Curiously, endogenous plant glycosidases and the gly-
cosidases of wine and beer yeasts are barely active against
these glycosidically bound flavors, which explains the low
yields obtained during traditional extraction and fermen-
tation. This is because the glycosidases present in plants
and yeast tend to be active at a moderate pH (around pH
5), are inhibited by glucose and ethanol, and have only a
narrow aglycone substrate specificity. Such specialized en-
zymes have now been made available by enzyme supplier
companies such as Gist-brocades.

One good example of extraction is the preparation of L-
rhamnose, which is the key precursor molecule for the very
important flavor Furaneol� (2,5,-dimethyl-4-hydroxy-
(2H)-furan-3-one), which is prepared by heating rhamnose
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with an amine source such as proline. L-Rhamnose can be
isolated by the enzyme hydrolysis of glycosides such as na-
ringin, neohesperidin, and rutin present in citrus peel and
other plant sources. These molecules are flavanone glyco-
sides with rhamnose, in the terminal position. Enzymes
are preferred that exclusively or, more usually, preferen-
tially hydrolyse rhamnose, while minimizing the release of
other sugars. This is to avoid an off-taste that develops
during the reaction of glucose with the proline. Therefore
any glucose released is removed by fermentation to ethanol
and CO2 by yeast, or into 5-ketogluconic acid, with its re-
moval by precipitation as its calcium salt (31). Taking this
approach a stage further, by coupling hydrolysis of a pre-
cursor glycoside with its bioconversion into a useful flavor
chemical, raspberry ketone (4-(4�-hydroxyphenyl)-butan-
2-one) has been synthesized (32) (Fig. 5).

Enzyme treatment can also be used to reduce an un-
desirable flavor of a plant juice, rather than to enhance a
pleasant taste. For instance, the bitterness of citrus juices
is due to the flavanones limonin, naringin, and neohesper-
idin, which are often present in fruit juice as glycosides.
Bitterness is a particular problem for grapefruit, in which
naringin predominates and has a taste threshold of just 20
ppm. Commercially available naringinase, which is a mix-
ture of glucosidase and rhamnosidase, acts sequentially by
converting the naringin to prunin and to then the much
less bitter naringenin, has been proved in trials to provide
an effective solution to this problem.

Benzaldehyde. Another source of an enzymatically
treated plant-derived flavor is natural benzaldehyde (33).
A number of companies have operated a bioprocess to
make natural benzaldehyde, based on the combined use of
b-glucosidase and mandelonitrile lyase, which are both
conveniently present in almond meal (emulsin). This is
used to treat the mandelonitrile (a nitrile glycoside) pres-
ent in certain plant materials. A preferred industrial
source is the cherry stones remaining after processing to
remove the cherry flesh. However, the liberation of poison-
ous hydrogen cyanide by the lyase creates safety problems
and has led to a search for alternative processes. L-
Phenylalanine is a suitable precursor, especially since it
is now available cheaply from a fermentation process
developed to make phenylalanine as a component of the
high-intensity sweetner Aspartame. The basidiomycete
Ischnoderma benzoinum, combined with effective in situ
product recovery, produces 1 g benzaldehyde/L, together
with some 3-phenylpropanol.

Methylketone Production. Methylketone provides the
characteristic flavor of blue cheeses such as Roquefort,
Camembert, and Stilton (34) and consists of mixtures of
C5 to C11 2-alkanones, especially 2-pentanone, 2-heptan-
one, 2-nonanone, and 2-undecanone. This is because only
medium-chain-length fatty acids are converted into methyl
ketones. This may be because only such medium-chain
fatty acids, and not longer-chain fatty acids, can enter the
cells as free acids and seem to cause significant morpho-
logical changes to the cells that take them up. Such flavor
chemicals are commercially important in the manufacture
of consumer products, such as salad dressings, soups, and

pizza toppings, in which a cheese flavor can predominate,
and also as a component of other flavors, especially savory
flavors.

Methylketones are manufactured using the spores of
microorganisms, such as Penicillium roquefortii, that still
retain the required enzyme activities despite being dor-
mant. This makes the production-scale use of spores very
easy, as once grown they are easy to store until required
and then require no growth media. They are eminently
suitable for use in a logistically convenient and cost-
effective biotransformation process. This process is much
simpler than a conventional fermentation because of, for
instance, very moderate oxygen transfer requirements.
Using this method, lipolyzed fats or oils can be trans-
formed into cheese flavors with 10 times the methylketone
content of normal blue cheeses (Fig. 10).

The details of the biochemical pathway whereby micro-
organisms convert fatty acids into methylketones have
been elucidated and used as the basis for large-scale fer-
mentation processes, although the detailed physiologically
control processes are still not properly understood. Com-
mercially successful microbial processes for making meth-
ylketones have been used for some time by companies such
as Unilever and Bush Boake Allen (35). The way micro-
organisms such as P. roquefortii produce methyl ketones
from medium-chain fatty acids is of considerable scientific
interest because it resembles conventional b-oxidation un-
til the final step, at which a decarboxylase produces the
methyl ketone, replacing the thioesterase found in b-
oxidation. Methylketone formation is favored under con-
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ditions in which cell growth is constrained. Spores are
more active in producing methyl ketones than mycelium;
use of immobilized cells have been described, and solid-
state fermentations are often used. For instance, Bush
Boake Allen’s process involves mixing cellulose powder
with coconut oil, which contains a high concentration of
octanoic acid, and inoculating with A. niger spores, which
converts the octanoic acid into 2-heptanone, which has
strong blue cheese aroma and flavor (20). The yield is re-
ported to be about 40%, and 2-undecanone to be 60% of the
total products. By comparison, using spores of P. roqueforti
in solid-state fermentation, Larroche and Gross (36)
achieved product concentrations of 75 g 2-heptanone L�1,
with a yield of almost 80%. This appears to be the only
manufacturing process for flavor chemicals that employs
solid-state fermentation, despite the advantageous fea-
tures of this technique. This may be because the “culture”
of applied microbiology at the manufacturing level is dom-
inated by the stirred-tank approach, developed with such
success for antibiotic production, except for traditional pro-
cesses such as cheese ripening and silage making.

c- and d-Decalactones. The c- and d-decalactones are
commercially very important flavor chemicals for which
successful industrial bioconversion processes have been es-
tablished. This is despite the fact that de novo production
by fermentation of glucose and other carbon sources is very
low yielding. An outline of the process (29) for making c-
decalactone, useful for peach and other flavors, and a typ-
ical fermentation profile (37) are shown in Figures 11
and 12.

The yields of lactones obtained by this process are
greatly enhanced by acidification during product recovery.
Only about 25% of the 4-hydroxydecanoic acid is lactonized
during the fermentation at pH 6.0–7.0, but full yields are
reported when extraction by steam distillation and solvent
extraction are performed at pH 2 (38).

By-product formation can also be an important consid-
eration affecting the yield of a product and the ease of its
isolation. For example, 3-hydroxy-c-decalactone continues
to be formed even after production of the desired product,
c-decalactone, has ceased. It is associated with the fermen-
tation becoming more aerobic (Fig. 11), although some 3,4-
dihydroxydecanoic acid can be cyclized into 3-hydroxy-c-
decalactone, which has no positive flavor value, or it can
be dehydrated into a mixture of 2-decen-4-olide and some
3-decen-4-olide, which together make up some 5% of the
microbial metabolites. Upon reduction by yeast, these me-
tabolites give d-decalactone and the R-c-decalactone, re-
spectively. In addition, minor amounts of other lactones
are also formed from hydroxylated fatty acid intermediates
in the b-oxidation pathway; 3-dodecen-6-olide is formed
from the C12 fatty acid intermediate.

Yields of the desired c-decalactone product can be max-
imized by terminating the fermentation at the right point,
or the 3,4-dihydroxy-c-decalactone can be converted into
3,4-unsaturated-c-decalactones by distillation and then
converted into some additional c-decalactone by a stereo-
selective S. cerevisiae reduction.

In all of the processes developed, yeasts are used as the
biocatalyst. This is in part because yeast allows fatty acids

to diffuse freely across their cell membranes, making them
readily available for reaction. By contrast most bacteria
find fatty acids to be toxic, particularly in the undissociated
forms that prevail at low pH, and cellular uptake is delib-
erately limited and requires specific uptake proteins.
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It should also be remembered that the process from the
microorganisms’ viewpoint consists of diffusion of the pre-
cursor molecule across the cell membrane and into the cy-
tosol, thence into the peroxisome, where reaction takes
place, with subsequent movement of the lactone out of the
peroxisome and then out of the cell. Hence, the concentra-
tion of fatty acid precursor supplied is important: too little
and it is all consumed to meet microbial growth and main-
tenance requirements, too much and the excessive fatty
acid concentration is toxic, which also reduces yields of the
desired product. Considerable research has been devoted to
finding the best raw material for c-decalactone production.
Castor oil is a cheap and readily available source of R-
ricinoleic acid, but plant sources of oleic acid have also been
converted into ricinoleic acid by microbial hydration. In ad-
dition, alkyl ricinoleate has been shown to have the advan-
tage of reducing the amount of foaming that takes place in
the fermenter. Even more ingenuity has been displayed in
developing sources of the precursors and biosyntheticpath-
ways to d-decalactone, as demonstrated in Figure 13. Bio-
conversations have also been carried out using water-
immiscible extracting solvents separated from the aqueous
phase by a semipermeable membrane to allowselectivepas-
sage of the d-decalactone into extraction solvent (39).

These routes to d-decalactone are also of interest be-
cause S. cerevisiae is used to carry out two different reac-
tions: reduction of the 2-decen-5-olide and lactonization of
the 11-hydroxypalmitic acid. Jalap resin also contains
some 3,11-dihydroxymyristic acid, and this is converted by

S. cerevisiae during the process into its corresponding lac-
tone d-decalactone.

Diacetyl. Shukunobe and Takato (40) described the pro-
duction of diacetyl, useful as a component of dairy flavors,
from citric acid using Streptococcus cremoris and S. diace-
tylactis, achieving yields of 14 g L�1 of product. A feature
of this process was the requirement of oxidizing agents for
the effective recovery of the diacetyl by distillation.

1-Octen-3-ol. Schindler and Seipenbusch (41) reported
an industrial process for making 1-octen-3-ol, which is a
character impact flavor chemical of mushrooms, by fer-
menting mycelia of morchella and then adding linoleic
acid. Under high shear conditions, about 2.5 g product/kg
dry w mycelia was formed, presumably by lipoxygenase
action on the linoleic acid.

Methylbutyric Acids. 2-Methylbutyric acid and 3-
methylbutyric acid are useful flavor components, espe-
cially when esterified. They are manufactured from their
corresponding 2- and 3-methylbutanols, which are ex-
tracted from fusel oils by oxidation using A. acetii (vinegar
bacteria) by the process shown in Figure 7 (29).

C6 “Green” Flavor Aldehydes and Alcohols As an ex-
ample of a more recently developed bioprocess, Firmenich
claims to have developed a flexible and viable industrial-
scale biotechnological process for the production of natural
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C6 aldehydes and alcohols. These include trans-2-hexenol,
which has a leafy green and fruity taste, and cis-3-hexen-
1-al, which has a grasslike green and fresh taste (42). The
current world market for these materials is estimated to
be high, at up to $50M per year. Another stimulus to de-
velop a bioprocess is that although demand for C6 “green”
flavors is growing, the traditional sources such as mint oil
continue to be in short supply compared with demand.
However, there are no good microbial sources of the key
hydroperoxide lyase enzymes required; plant sources have
hitherto been too low in activity, and cloning of these plant
enzyme genes to provide more active enzyme sources is
difficult because of the reluctance of consumers to accept
gene modification as natural.

The Firmenich process simulates the metabolic path
whereby these flavor molecules are made in plants: from
polyunsaturated fatty acids by the sequential action of li-
poxygenase, hydroperoxide lyase, and oxidoreductase en-
zymes. Firmenich uses soy bean lipoxygenase to make the
hydroperoxide fatty acid derivatives, with the reaction car-
ried out in aqueous medium at pH 9.5, and supplying pure
oxygen to ensure that the reaction is completed within 1
h. The next step, cleavage of the hydroperoxides, was car-
ried out at pH 8.5 using a plant extract specially selected
to have a high lyase activity. For instance, for producing
cis-3- and trans-2-hexenals, green pepper and cucumber
extracts had the highest activities.

If desired these flavor aldehydes could be converted to
their corresponding alcohols, such as trans-2-hexenol, us-
ing the alcohol dehydrogenase activity of S. cerevisiae. Us-
ing this process, typical results include the production of
cis-3-hexenol at 4.2 g L�1, with a yield of 42% based on the
fatty acid supplied, and trans-2-hexenal at 1.8 g L�1 at a
yield of 24%. These values compare with typical concen-
trations of these flavor chemicals in fruits and vegetables
of only about 2.1 mg kg�1 and 6.2 mg kg�1, respectively;
in this respect, the bioprocesses are almost 2,000- and 200-
fold more effective, respectively (Table 4). However, this
method is not so easily applicable to cis-3-hexenol because,
although trans-2-hexenal and cis-3-hexenal are initially
produced as a mixture, the cis-3-hexenal is then subject to
rapid nonenzymic conversion into trans-2-hexenal, and
then the former is easily reduced by the yeast first into
trans-2-hexenol and then into n-hexanol. In addition,
trans-2-hexenal can react with acetaldehyde to form 4-
octen-2,3-diol (37). Therefore, in order to make cis-3-
hexenol, the 13-hydroperoxide, plant lyase, and yeast must
be incubated simultaneously so that cis-3-hexenal is im-
mediately reduced into cis-3-hexenol without any isomer-
ization.

A similar approach is used in the manufacture of 1-
octen-3-ol and other related C8 alcohols and aldehydes
that are very characteristic of mushroom flavors from
Agaricus bisporus and related species. This fungus has a
lipoxygenase with a special substrate specificity that con-
verts linoleic acid into the 10-hydroperoxide, which is then
cleaned to give the 1-octen-3-ol. This flavor is manufac-
tured using unwanted mushroom stems as the source of
the biocatalyst.

b-Ionone. b-Ionone production is a good example of an
emerging bioprocess that also uses lipoxygenase, but re-

quires the development of novel reaction conditions. Both
�- and b-ionones are widely used in the perfume and flavor
industries, and are probably produced in nature by oxi-
dation of carotenes and fatty acids. In this process soya
lipoxygenase is used to convert carotenes, from carrots or
algae, in a very concentrated reaction together with fatty
acids. The reaction is carried out in a kneading trough un-
der pressure and with air renewal. Products include �- and
b-ionones and aldehydes such as hexanal and 2,4-
decadienal, produced presumably from the carotene and
fatty acids, respectively (43).

Vanillin. An example of a new and emerging approach,
but using a different technical approach is the Harmaan
and Reimer process for vanillin, the key flavor constituent
of vanilla. Screening allowed the isolation of a novel Pseu-
domonas strain capable of converting eugenol, which is
readily extracted from clary sage, into a number of prod-
ucts, several of which could be isolated in good yields, the
choice of product being dictated by the fermentation con-
ditions employed (44) (Fig. 14). From a biochemical per-
spective, there is an interesting parallel between phenyl-
propenoid degradation, such as of ferulic acid and fatty
acid b-oxidation. A recent advance has been achieved by
Gasson et al. (45). They have characterized the pathway of
ferulic acid degradation in a strain of a soil bacterium,
Pseudomonas fluorescens, which they isolated by its ability
to grow on ferulic acid as sole carbon source. A key feature
of the pathway is the hydration and retroaldol cleavage of
feruloyl-CoA to produce vanillin and acetyl-CoA, catalyzed



1022 ENZYMES, FOR FLAVOR PRODUCTION

Corynespora
cassiicola

1S,2S,4(R)-p-menth-
8-ene-1,2-diol

�-Terpineol

Penicilium
digitatum

OH
OH

OH

(R)-(+)-Limonene

Figure 15. Microbial biotransformation of the abundant mono-
terpene (R)-�-limonene.

Feedstock

Recorder

Lim. value
controller

Gas analysis

Balance

Aeration Exhaust gas

Metering
pump

Fermenter

Figure 16. Pilot-scale reactor developed for the biotransforma-
tion of terpenes.

by a newly discovered enzyme, (�)hydroxycinnamoyl-CoA
hydratase/lyase. Comparison of the amino acid sequence
of this enzyme with other known enzymes reveals that it
is a member of the enoyl-CoA hydratase/isomerase super-
family (45).

Pyrazines. Pyrazines contribute substantially to the
characteristic tastes of roasted and toasted foods and also
contribute to many cheese, vegetable, nut, and fermented
food flavors. Bacillus subtilis and Brevibacterium linens
have been used to produce 2,5-dimethylpyrazine and
tetramethylpyrazine at 4 g L�1 and 1 g L�1, respectively,
by fermentation of soy beans or flour enriched with the
precursors L-threonine, acetoin, and ammonia and then
supplied in a fed-batch mode, followed by extraction and
distillation. The highest reported yield of a pyrazine as pro-
duced by a bioprocess is 12.5 g L�1 of 2-isobutyl-3-meth-
oxypyrazine, produced by a mutant strain of Pseudomonas
perolens. This pyrazine has a characteristic bell pepper fla-
vor. The report provides a good example of strain-to-strain
variations in flavor production by microorganisms, as the
parent strain of P. perolens produced only 46 mg L�1 of
this pyrazine when grown on the same medium (46).

Irones. Irones are degradation products of carotenoids
that are valuable because of their very high flavor impact
and low flavor thresholds. Traditionally they have been iso-
lated from stored iris rhizomes, but now accelerated mi-
crobial processes have been developed, for instance, by
Givaudan-Roure using microbial strains isolated from rhi-
zomes such as Serratia liquifaciens. Using this method, 1 g
mixed irones/kg rhizome could be obtained after 8 days,
compared with 0.4 g/kg after 3 years for the traditional
process (a 340-fold increase in productivity), and with the
proportions of trans-�-, cis-�-, cis-c-, and b-irones being
very similar in both products (47).

Terpenes. Despite terpenes comprising a class of mole-
cules that is very important in flavor and aroma products,
very little real progress toward developing robust indus-
trial processes appears to have been made. This is in part
because of the water insolubility and cytotoxic character-
istics of terpenes due to their effect on cell membranes.
Toxicity seems to be related to their log P (partition coef-
ficient) values, and terpenoids are often more toxic than
hydrocarbon terpenes. However, a couple of promising
attempts to develop productive process have been made.
(R)-(�)-limonene used at 20 g/L has been converted on a
70-L scale into 900 g of pure 1S,2S4(R)-p-menth-8-ene-1,2-
diol, with very few side products, using Corynespora cas-
siicola (Fig. 15). So as to avoid toxicity problems, the lim-
onene was fed continuously; glucose, which is required to
maintain enzyme activities, was also fed continuously in
response to the CO2 level in the exit gases (an indicator of
cellular respiration rates). (Fig. 16). Using a second micro-
organism, Penicillium digitatum, the (R)-(�)-limonene
component of racemic limonene was transformed by the
same workers into �-terpineol in a 46% yield (48) (Fig. 15).
Another promising terpene biotransformation is of the ses-
quiterpene patchoulol into 10-hydroxypatchoulol, a key in-
termediate to nor-patchoulenol, which is the major odifer-

ous component of patchouli oil; 2–4 g L�1 of the
10-hydroxypatchoulol was obtained using strains of Pitho-
myces obtained by a selective screening exercise (49). An-
other promising terpene biotransformation is the use of
immobilized 3-b-hydroxysteroid dehydrogenase from Cel-
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Figure 17. Pilot-scale process for the accelerated production of
soy sauce using three different immobilized cell reactors in series.
Preceded by immobilized glutaminase reactor.

lulomonas turubata to convert L-menthone into L-menthol
(50). In this reaction, NADH was recycled by oxidation of
L-methylisobutyl carbinol by the same enzyme. Although
this dehydrogenase was active only on L-menthone at 0.3%
of its activity toward its natural steroid substrate, it was
stable, with a half-life for the immobilized enzyme of 25
days, and produced 25 g L�1 of L-menthol product. Reactor
productivity was improved by continuous in situ product
removal by adding solvent to extract the L-menthol, with
selective passage of solvent out of the reactor through a
hydrophobic membrane. This process is potentially very
useful for industrial use because immature peppermint
plants produce high yields of an essential oil that consists
mostly of L-menthone, only 40% of which is converted into
the L-menthol and is normally harvested, which opens up
the possibility of a higher-yielding process involving har-
vesting the immature peppermint oil and then producing
L-menthol by the sort of dehydrogenase reaction described
earlier.

Accelerated Soy Sauce Production. Traditional soy sauce
takes 6 months to make, which adds to the costs of the
process. For a description of the traditional process, see
Springham (51). Osaki et al. (52) succeeded in making soy
sauce of acceptable flavor with a system of sequential im-
mobilized cell columns. The system shown in Figure 17 has
been operated on a 280-L scale. Best results were obtained
using P. halophilus, Zygosaccharomyces rouxii, and Can-
dida versatilis cells immobilized on ceramic supports and
run in series, which required just a 6-day reaction period.

Dairy Flavors. The variety of different yogurt, cheese,
and other flavors is well known, each being due to a dif-
ferent mixture of flavor chemicals, most of which are pro-
duced by microbial action (53). These include proprionic
and butyric acids, peptides and amino acids, d- and c-
lactones, methylketones, pyrazines, diacetyl and acetoin,
acetaldehyde, phenylethanol, methanediol, dimethylsul-
fide and even phenol. Another important factor is control

of the degree of bitterness caused by peptides containing
hydrophobic amino acids by use of the most appropriate
mixture of proteases and peptidases.

The original objective of bioprocesses was to reduce
costs by accelerating the natural fermentation and thereby
reducing storage times and costs. The next objective has
now become a quest for improved flavor quality, and even
the generation of novel flavors. Since the actual flavor de-
velopment process remains the same, the goal is to develop
superior starter cultures. Microbial improvement of cheese
making is a challenging task for several interrelated rea-
sons. First, mixed cultures are common, so there is often
sequential growth of different strains, with growth of the
second strain taking place after the pH has been changed
and using metabolites produced by the first strain. Then
there is the solid nature of the cheese as the fermentation
medium, with both surface growth of strains and growth
within the cheese taking place. Consequently both micro-
bial growth and flavor production can be very slow com-
pared with submerged fermentation. The type of microbial
growth that takes place also seems to influence the flavor
of the cheese produced. For surface-ripened cheeses, such
as Camembert and Brie, flavor development is dominated
by proteolysis and the resulting peptides formed, whereas
for cheeses ripened by internal mold growth, such as
Roquefort and Danish Blue, the flavor is dominated by
methyl ketones and fatty acids, respectively. A well-
established innovation is the so-called enzyme modified
cheese flavors available from a wide range of suppliers.
These are made by treating cheeses with selected lipases
and proteases and result in well-balanced cheese flavors
with intensities up to 20 times those of the conventional
mature cheeses.

Savory Flavor Processes. Gluconobacter suboxydans is
used to manufacture 5-ketogluconic acid from glucose as
the key precursor for the important meat flavor 4-hydroxy-
5-methyl-2,3-(2H)-furanone. The precursor is easily recov-
ered from the bioconversion as its calcium salt and is then
converted into the furanone by heating. A related sulfur-
containing furanone is formed by reacting in the presence
of cysteine (54).

The process described in Figure 18 has been developed
by Quest International. It can be seen as a more advanced
form of yeast flavor built up from traditional yeast extracts
(Fig. 7). By varying the types of enzyme and microorgan-
isms used, the flavor profile of the product can be modified
to best match the needs of particular applications (28). Ad-
ditional flavor character and range can also be created by
a subsequent reaction flavor step.

THE APPLICATION OF GENETIC ENGINEERING
TECHNIQUES TO THE PRODUCTION OF BIOFLAVORS

The public acceptance of genetically engineered products
in the food industry is not very well developed. Also there
is considerable opposition to being able to assign the label
“natural” to flavors produced by genetic engineering.
Hence, there are still not very many good examples of suc-
cessful processes using this technology. However, there are
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Figure 18. The major operations involved in the manufacture of
savory flavors by combination of enzyme treatment of yeast and
subsequent reaction flavor formation.

many instances of well-researched processes that are wait-
ing in the wings to be used once consumer perceptions have
changed. What is quite well established is the use of en-
zymes produced on an industrial scale using engineered
producer strains in which the gene for the required enzyme
has been cloned into a host strain with good fermentation
characteristics. These include lipases, and chymosin for
milk clotting. A comprehensive review by Muheim et al.
(55) also describes the use of genetic engineering technol-
ogy to make debittering proteases, to produce a flavorsome
beefy meaty octapeptide, and to make cis-3-hexenol and
methional.

One very effective use of genetic engineering is to re-
move the off-flavor caused in beers by the accumulation of
diacetyl and thereby reduce the time required for the slow
metabolism of diacetyl by the maturing yeast, which con-
verts it into acetoin. The diacetyl is formed from �-
acetolactate, and it can either be prevented from forming,
or be rapidly removed before it can be converted into di-
acetyl. In order to prevent its formation, acetolactate de-
carboxylase (ALDC) can be cloned into the yeast. Yeasts
transformed with the Acetobacter aceti ssp. xylinum ALDC
gene have been used for beer production at the pilot scale
and produce much less diacetyl during fermentation than
their untransformed parents, resulting in a significant sav-
ing in maturation time and therefore production costs (56).

Diacetyl formation can be reduced by modifying genes
in the amino acid biosynthetic pathway that lead to �-
acetolactate, especially the IL V2 gene that codes for ace-
tolactate synthetase, followed by mating of these strains
to generate hybrids that produce both little diacetyl and
good quality beer (57).

Another success is the development of B. subtilis strains
that produce the flavor enhancer IMP in enhanced yields

because of an absence of IMP dehydrogenase that is re-
sponsible for its metabolism into guanosine synthesis. Al-
ternatively guanosine production can be enhanced by in-
creasing the number of gene copies of this enzyme (58).

DOWNSTREAM PROCESSING

Biochemical engineering has the key role of transforming
promising laboratory discoveries into cost-effective and re-
producible large-scale manufacturing processes in a timely
fashion and with minimal expenditure. This usually in-
volves real-time analysis of pH and dissolved oxygen and
carbon dioxide levels and sophisticated data logging and
analysis as well as a careful consideration of the chemical
and physical properties of the materials involved, for in-
stance, the separation characteristics of biological mate-
rials are very often pH dependent. Also of critical impor-
tance is maintaining good sterile or hygenic conditions
(e.g., by using cleaning-in-place methods), product speci-
fications and cost targets, by-products and their disposal
costs, the intended scale of production and any economies
of scale possible, effects on the sizing of process equipment,
operating regime (e.g., batch vs. continuous reactors, dis-
tillation vs. solvent extraction of product), and safety and
good management practice constraints including process
validation requirements. Of particular consideration for
flavor and aroma products is that they often consist of a
mixture of different chemicals, many of which are neces-
sary to give the product its real value. As well as down-
stream processing, upstream processing is also important.
This is because so many flavor and aroma products are
manufactured from natural raw materials extracted from
plants, so upstream processing operations for such intrin-
sically variable raw materials also pose special challenges,
especially for successful process integration.

The main problems that are usually associated with bio-
processing are the low concentrations of product(s) that are
formed, and consequently the need to remove large
amounts of water, and the instability of these biochemical
products with respect to heat and other extreme conditions
that may occur during their purification, concentration,
and recovery. Consequently the costs of downstream pro-
cessing can be greater than those of the fermentation or
bioconversion unit operation and can be as great as 50% of
the overall processing costs.

Because the value of a flavor or aroma chemical is so
dependent on its taste and smell qualities, the effects on
these of trace impurities carried over from fermentation
media and other contaminants can be very significant. For
example, in a process to produce d-decalactone flavor, con-
siderable efforts were made to purify the 11-hydroxypal-
mitic acid precursor to an acceptable purity so as not to
compromise the flavor quality of the product (29). This in-
volved extraction of the botanical source (sweet potato res-
idue or jalap roots) followed by hydrolysis and purification.

Obviously it is the performance of the overall process
that determines the success of the process and the product
it produces. Therefore the integration of all the individual
unit operations, whether bioproduction steps or product
isolation operations, is vitally important. Also important
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is the reproducibility of the process; an important factor in
many processes for natural flavors is the variability in the
quality and prices of raw materials.

As compared with chemical processing, precursor and
product inhibition effects often dominate bioreactions, ne-
cessitating specialized techniques including fed-batch re-
actions, continuous supply of precursors, use of slow-
release forms of products, two-phase reactions (in which
the second phase or resin acts as a product reservoir for
product sequestered out of the aqueous phase), loop reac-
tors (in which product is recovered by an in-line resin col-
umn or membrane extraction unit), and the recovery of
product by its adsorption from the exit gases of a reactor.
The potential for such sophisticated bioengineering is il-
lustrated by the good productivities already achieved for
some nonflavor products such as L-tertiary leucine and N-
acetylneuraminic acid, which have productivities of 638
and 470 g product (L day)�1, respectively, using membrane
reactors in which the product is continuously removed and
the cofactor is regenerated in situ, allowing the enzymes
to work at as high a rate as possible (59).

Other important considerations are the requirements of
good manufacturing practice, including process validation
and safety audit procedures and for meeting “natural fla-
vor” and kosher criteria. For instance, a European Com-
munity directive on natural flavors exists, and the list of
extraction solvents that may be used during the processing
of raw materials for food stuffs, of food components, or of
food ingredients is given in Table 9 (60).

On occasions the maximum permitted amounts of res-
idue solvents are defined, and multiple extractions are re-
quired to obtain good yields. It may also be necessary to
use more sophisticated extraction equipment, such as ro-
tating disc extractors. In general the solvents used should
be nonvolatile (for safety and to prevent contamination of
the aroma of the product), not prone to emulsion formation,
and immiscible with water to facilitate solvent recovery
and reuse and minimize environmental problems, and
cells should be dried prior to solvent extraction so as to
prevent emulsion formation with residual water.

In any consideration of the use of solvents, the impor-
tance of good quality water is vital. An early illustration
of this in the history of biotechnology is that the best beers
were brewed using the special, high-quality water ob-
tained at Burton-on-Trent, U.K. The subsequent introduc-
tion of ion exchange for the purification of water for brew-
ing allowed the production of superior quality beers to
become widespread.

A good account of the biochemical engineering aspects
of process development is given by Chisti and Moo-Young
(61). These include the following unit operations.

Chromatography

Chromatography is very often expensive and difficult to fit
into processes, and so it is used only for high-value prod-
ucts. Reverse-phase chromatography is very useful be-
cause the desired material can be absorbed straight from
the aqueous phase in which it has been produced. Chro-
matography is usually used after clarification to remove
any impurities that would foul the column, such as pro-

teins released by any cell lysis, and then product is recov-
ered by washing with ethanol, in which form the flavor can
often be used directly. An example is the malt flavor pro-
duced by fermentation using Streptococcus lactis var. mal-
tigenes, which (following ultrafiltration to remove cell
mass and protein remaining from the fermentation media)
can either be subject to reverse osmosis and then spray-
dried with a carrier to make a powder form of the flavor,
or steam distilled and the reverse-phase chromatography
carried out with ethanol as the eluent to make a liquid
flavor (29).

Cell Disruption

Cell disruption is necessary for the liberation of intracel-
lular products. This imposes two constraints on the pro-
cess. First, the amount of product that can be made is lim-
ited to that which can be accumulated within the cell,
whether the intracellular product is an enzyme or a small
molecule. Second, cell disruption liberates most of the con-
tents of the cell together with the desired product, and so
considerable purification is often required. It is also inter-
esting to note that cell disruption is a unit operation that
has had to be developed de novo in response to the need
from bioprocesses. Therefore, unlike many other opera-
tions such as filtration, centrifugation, and crystallization,
cell disruption has no equivalent in conventional chemical
engineering.

Centrifugation

Centrifugation is required variously to recover cells, for the
clarification of liquids prior to extraction, chromatography
etc., for breaking emulsions (such as are often formed by
cell disruption), or for washing cells prior to another opera-
tion such as disruption or immobilization.

OTHER CONSIDERATIONS

Many other biological factors are also important in the pro-
duction and processing of flavor chemicals. Trace contam-
inant strains can introduce traces of undesirable flavor
component that make the product less valuable or even
unusable. The BOD of fermentor wastes needs to be min-
imized. Exit gases from fermentation need to be sterilized
often by microfiltration. Noxious smells should be removed
prior to emission into the local environment, although fla-
vor factories are often sited with respect to prevailing
winds so that emissions are less likely to reach major sites
of population (62). In biotransformation processes the pre-
cursors will ideally be appreciably water soluble and with
minimal cytotoxicity. As in any bioprocess, the media will
be formulated so as to achieve a number of aims, including
minimization of the lag phase, the inoculum size required,
and the duration of the fermentation. Other objectives are
to minimize power input costs and to maximize mixing so
as to maximize the utilization of expensive filtered air.

Perhaps the newest innovation in flavor recovery tech-
nology are the use of in situ solvent extraction (Table 10),
and of perevaporation, which has been demonstrated to be
effective for the in situ recovery of benzaldehyde from fer-
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Table 10. List of Solvents Accepted for Use in the
Manufacturing of Natural Flavors

Name

Propane
Butane
Butyl acetate
Ethyl acetate
Ethanol
Carbon dioxide
Acetone
Nitrous oxide

Table 11. Examples of Productivities That Have Been Achieved in Bioprocesses for Flavor and Aroma Chemicals

Products
Concentration of product in reactor

(g L�1)
Scale of production

(t year�1)

Diol precursor of Ambrox 150
Citric acid 120–150 500,000
Acetic acid 130
C13 dicarboxylic acid precursor of musk 140
x-Hydroxy hexadecanoic acid (hexadecanolide precursor) 	100
Glutamic acid, especially as monosodium glutamate 80 300,000
Methylketone (2-heptanone) 75
Coriolic acid (precursor of d lactones) 25
Esters 30
Acetaldehyde 28
Butyric acid 20–30
L-Phenylalaninea 25
Fructose in high-fructose corn syrupa 17 7,000,000
Diacetyl 14
Pyrazines 12.5
Penicillina 10–15 5,000
b-Cyclohomogeraniol 9
Rosmarinic acida 6.7
Proprionic acid 6.3
Gamma decalactone 5
Trans-2-hexenol 4.2
Tetramethylpyrazine 3
Lactic acid 2.8
Ionones 1
6-Pentyl-2-pyrone 0.03

aNonflavor/aroma benchmark products.

mentation broth using Bjerkandera adusta (63). Another
continuous in situ product recovery method is the contin-
uous addition of an extracting solvent to the reaction ves-
sel, with its selective removal together with the product
using a hydrophobic membrane (50). In addition per-
evaporation has been used to recover 6-pentyl-�-pyrone
from Trichoderma viride cultures, obtaining an 85% yield
of product and a 20-fold enrichment after 2 weeks of fer-
mentation (64).

COMPARISON OF DIFFERENT PROCESSES

In comparing various processes, the productivity of the bio-
catalyst is very important. As a general guide, Table 10
provides an indication of the typical rates of enzyme-
catalyzed bioorganic reactions of various substrate classes
in bacteria.

Production of flavors by plant cells is a very desirable
method that still requires major advances to make it both
practicable and cost-effective. These advances may be de-
veloped for pharmaceutical products and then transferred
to flavor processes. For instance, Phyton has made big ad-
vances in developing plant cell fermentations to make
paclitaxel, the active ingredient in Bristol-Myers Squibb’s
taxol anticancer drug. Therefore, it is interesting to note
that, by comparison with the microbial systems already de-
scribed, it is reported that the rates of capsaicin biosynthe-
sis in ripening pepper plants is ca. 0.5 mg g dry wt�1 day�1,
and in pepper plant cell culture it is ca. 0.1 mg g dry wt�1

day�1, which is equivalent to a turnover rate of 0.00006
mmol g�1 h�1. To make progress it is usually necessary to
elucidate the biochemical pathway the plant uses to make
the flavor. For instance, the biosynthesis of Furaneol by
strawberries (2,5-dimethyl-4-hydroxy-(2H)-furan-3-one)
has been recently described (65), as has the biosynthesis of
raspberry ketone by coupling coumaroyl-CoA and malonyl-
CoA, followed by reduction, by raspberry fruit (66).

If sufficient research and development resources are
available, biocatalysts with very high productivities can be
developed, and these have created vast industries. For ex-
ample, consider the commodity products made by biocat-
alysts, as shown in Table 11. Because flavor and aroma
chemicals are much higher-value products, the biopro-
cesses can afford to be less productive but still need to
achieve good productivities because the volume of demand
is not as great as for other products. For instance ca. 107

tons/year of high fructose corn syrup are made, but pro-
cesses for flavors and aroma chemicals do not benefit from
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Table 12. Comparison of the Productivities of Three of
the Most Economically Important Biotransformation
Manufacturing Processes for Chemical, Pharmaceutical,
and Food Applications

Nitrile hydratase (Nitto
Chemicals)

50 g Acrylamide/L reactor/h

Penicillin G amidase
(SmithKline Beecham and
others)

1–2 tonnes 6-APA/kg of
immobilized enzyme

Glucose isomerase (Novo
Nordisk and others)

20 tonnes HFCS/kg of
immobilized enzyme

such big economies of scale. The concentration at which a
product can be produced in an enzyme or microbial reac-
tion is a good guide to how cost-effectively it can be man-
ufactured. Table 11 is illustrated by examples of high prod-
uctivities that biocatalysts must reach to achieve a
successful and widespread industrial use (Table 12). High
reaction productivity must be complemented by effective
downstream processing and by good process intensity in
each unit operation of the manufacturing process. This is
because product concentration reflects the size of equip-
ment, especially of reactors, and the hydraulic throughput
rates that are required to make a given amount of product,
and thus influences both capital costs and costs of mixing,
drying, pumping, and so forth. Also the product concentra-
tion indicates the volumes of fluid that will have to be pro-
cessed to obtain the required amount of product and the
cost of concentrating and isolating the product. The rela-
tionship between production concentration and sale price
(Table 11) is well established for a wide range of bioprod-
ucts ranging from very high value biopharmaceuticals to
low-cost food ingredients such as citric acid. Thus, if a fla-
vor material can be produced only at quite low concentra-
tions, it is very likely that the only market opportunity for
it will be in prestige and/or high-value niche markets, if
they exist. A major constraint on the product concentra-
tions that can be achieved is product inhibition. Therefore,
a determination of inhibition constants is as important as
determining the rate of reaction parameters, and work on
developing effective in situ product recovery methods that
will remove product as it is made are very important. For
flavor molecules, such in situ product recovery techniques
can include the recovery of volatile flavors from the exit
gases of bioreactors. Product inhibition is, of course, ex-
acerbated if it is difficult for the product to diffuse out of
the cell in which it has been produced.

FLAVOR APPLICATIONS CONSTRAINTS

Once a flavor has been produced it must always be remem-
bered that its value will vary with its applications. A
graphic example is provided by vanilla flavor when used
in low-fat ice creams. Reformulation of the flavor is re-
quired because the less oil soluble flavor chemicals are less
well perceived in the low-fat products and so need to be
present in relatively higher concentration than does the
more oil soluble flavor component in traditional high-fat
ice creams (67).

Big advantages can be obtained if positive applications
results can be obtained, for example, in creating reductions
in fat and salt contents of products, improved flavor stabil-
ity and controlled release, emulsion stabilisation, as well in
as the growing area of health benefits (nutraceuticals).

Changes can also occur during food processing and cook-
ing, especially when extreme conditions are used. For in-
stance, so-called reaction flavors can be formed from flavor
components during heating, particularly via the Mailard
reaction that occurs between reducing sugars and the
amino groups of amino acids. Condensate flavors can also
arise upon cooling, especially when local high concentra-
tions of reactants occur. An example is the reaction of ac-
etaldehyde and hydrogen sulfide to form 3,5-dimethyl-
1,2,4-trithiolene.

2 CH3CHO � 3H2S

O2

S

S S

Product Approval and Registration

The necessary tests and procedures for product approval
and registration can be both lengthy and expensive, and
different countries often have different requirements. The
most difficult task is to gain approval for a new chemical;
approval for new processes to make existing materials
with a proven record of safety is easier to gain. The ideal
is “generally regarded as safe” approval, which indicates
that long-term and significant consumption in the diet re-
sults in no evidence of any adverse effects.

Consumer Approval

However novel the underlying science and however effi-
cient the performance of the manufacturing process, the
product will be successful only if it achieves both regula-
tory approval and consumer acceptability, and indeed, gen-
erates a marked consumer preference because of the per-
ceived value of the products to individual consumers and
interest groups. This is a difficult area not least because of
the marked difference between lay and expert perceptions
of risk, with the consumer tending to put more weight on
the risk of new uncontrolled factors and the effects directly
on themselves and their families, rather than relying on
the statistical risk factors based on broad demographics.
In particular individual consumers fear loss of control, par-
ticularly to organizations that they find difficult to trust
because of their vested interests that may act counter to
their own interests, such as companies’ profit motive. So
in this respect there is a very big difference between the
use of bioprocesses for flavor and for pharmaceuticals.
Whereas, both types of product have very high biological
activities and are discovered and then developed along
similar lines, the consumer needs and decisions for their
uses are quite different. There is a strong “cure” imperative
for drugs, which are usually used only an occasionally,
whereas the use of food flavors is much more an everyday
pleasure-based activity, leading to an ethical concern ex-
pressed as a preference for natural-flavored products. For
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Figure 19. A comparison between the selling price and market
size for flavor chemicals, with the market values of the products
rising from $1.25 million, to $3 million, to $20 million as the tons
sold per year increases and the sale price decreases.

instance, Abraham et al. (66) reports that about 70% of the
food flavors used in Germany in 1990 were natural.

FUTURE OPPORTUNITIES

One of the recurrent themes in flavor and fragrance bio-
technology is the need to oxygenate molecules, such as
terpenes, in order to convert them into molecules with
higher-intensity flavors. This can be extended to the intro-
duction of sulfur, as not only is sulfur close to oxygen in
the periodic table, but many important flavor molecules
contain sulfur. For instance, an important component of
blackcurrant flavour has been biosynthesized as follows
(68):

Cysteine

Pulegone S-cysteinyl pulegone 8-Mercapto-p-methane-3-one

S
SH

CH2 CH

NH2

COOH

�-Lyase of
Eubacterium

limosum

O

Similarly there is the biosynthesis of furfurythiol using the
b-lyase activity of an Enterobacter strain (69):
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Healthy, indeed so-called nutraceutical food ingredi-
ents, are gaining increasing consumer recognition and
commercial momentum. Natural flavors with some health
benefits may be possible. Allicin is an important precursor
of flavor compounds in garlic and onion; allicin has some
antibacterial properties but also forms molecules with
marked antithrombolytic properties.
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2-Vinyl-(4H)-1,3(,2)-dithiin (mildly antithrombolytic)

Trans- (and cis-) ajoene (antithrombolytic)

Allicin

CONCLUSIONS

Despite biopharmaceuticals being widely regarded as the
cutting edge of modern biotechnology, a surprisingly high
proportion of current flavors and food ingredients are man-
ufactured using bioprocesses. These include not only re-
fined and developed versions of traditional processes, such
as for cheese, yogurt, and protein hydrolysates, but also
many new and sophisticated bioprocesses for key chemi-
cally defined materials such as the flavor chemicals methyl
ketones, and c-decalactone, and flavor enhancers such as
GMP and IMP. This article has attempted to explain the
technical basis for these products as used in industry and
indicate exciting future developments in this field that are
based on the pull of market demand forces but still con-
strained by cost, patents, labeling, and regulatory consid-
erations. However, a comprehensive account is not yet pos-
sible because full details are not available concerning the
bioprocesses now known to be operating. In many cases it
is even uncertain at what scale processes are operating.

In conclusion, some important commercial factors that
must be considered including the following:

• Significant market demand (especially for label-
friendly natural ingredients and for products with su-
perior performance such as fat reduction, health
benefits, or improved convenience)

• Substantial profit margins
• Economies of scale of production
• Availability of low-cost raw materials
• Patentable (proprietary) technologies
• Weak competition
• A range of products with different market uses from

a single process
• Ease of regulatory approval

As regards cost, Welsh (Ref. 3) has suggested a relation-
ship between selling price and market size, which has been
reinterpreted in Figure 19. This shows that although the
highest-priced products, up to $1,250 per kg, appear su-
perficially most attractive, the largest markets are for the
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lower-priced products, with an approximate market size of
$20 million, as compared with only $3 million and $1.25
million for the higher-priced products. These values of nat-
ural flavors do not compare unfavourably with the price of
gold, currently about $12,000 per kilogram. Much exciting
research is taking place, and the pace of change in the food
and beverage industries is intense, which is creating many
new opportunities for bioflavors, especially considering the
sustained demand from consumers for products containing
natural ingredients. However, these opportunities must be
balanced against constraints, including the availability of
natural raw materials in sufficient quantity, quality and
low price, the difficulty in developing bioprocesses that
give high conversions of concentrated substrate streams
into products with no by-products, and the difficulties in
easily concentrating and purifying the required bioprod-
ucts. Perhaps in this last respect more efforts should be
made to obtain the benefits of biomolecular selectivity for
product isolation and recovery.

The objective of bioprocesses in the flavor and fragrance
industry is to produce the highest quality product at the
minimum processing costs. I hope this chapter illustrates
the complex interrelationships between what is needed
(consumer demands), how to make it (the development of
bioprocesses), and also the important conditioning factors,
such as what it is possible to patent, safe operation, and
the need to meet other demands, such as for naturalness.
Perhaps this chapter can in some small way help others in
this exciting area of technology to succeed in developing
more new and improved bioprocesses for flavors.
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Table 1. History of Enzymes in Fruit Processing

Product innovation Enzyme innnovation

1930 Clear apple juice Introduction of pectinases
1953 Berry processing/hot

maceration
Heat-stable pectinases

1960 Apple juice concentrate Amylases to prevent
starch haze

1976 Hot clarification process Pectin and starch
degradation at 50 �C

1980 Apple pulp enzyming for
yield increase

Pectinases �

hemicellulases
1983 Stable apple juice

concentrate
Arabanases to prevent

araban haze
1985 Advanced maceration

with decanter
Pectinases �

hemicellulases �

cellulases
1994 Apple liquefaction Pectinases �

rhamnogalacturonase
� hemicellulases �

cellulases
1995 Enzymes from genetically

modified organisms
Single enzyme activity

Peel Pressing
Lemon

Fruit Juice Authentification
Bibliography

INTRODUCTION

The fruit juice industry has to deal with many intricate
problems in dealing with material whose composition var-
ies widely depending on the variety of the fruit, the year,
and the fruit ripeness. The main objective of the fruit juice
industry is to process as much fruit as possible at the low-
est cost, while maintaining, or if possible improving, the
organoleptic quality and the stability of the finished prod-
uct. Because it is very viscous and forms a gel, fruit pectin
is responsible for numerous problems encountered during
processing. The first application of pectinases for apple
juice clarification started in the 1930s (1) (Table 1).

The induction of the juice clarification after the pectin
breakdown by pectinases and the decrease of the juice vis-
cosity have resulted in a shorter process, improving greatly
the quality of industrial apple juice. Enzymes have been
applied to fruits other than apples, such as pear, black cur-
rant, strawberry, raspberry, cherry, cranberry, and grape.
In the production of clear and stable red berry juice or con-
centrate, the hot maceration with enzymes ensures a
higher juice yield and a better color extraction. The use of
pectinases and amylases, for apple starch degradation,
during the hot clarification stage has prevented postbot-
tling haze formation, and for the first time, the concentra-
tion of the juice by a factor of six has been possible. This
has resulted in a smaller storage volume and cheaper
transportation together with a better concentrate stability
by preventing spoilage. Apple pulp enzyming with pectin-
ases and hemicellulases appeared later (2): by lowering the
viscosity of the pulp, the press capacity and the yield were

significantly improved at the same time. Juice depectini-
zation with pectinases (and arabanases) has improved the
product quality even more by preventing araban haze for-
mation after juice concentration.

The addition of cellulases to the fruit pulp has resulted
in a liquefaction in which solids are easily separated from
the juice with decanters instead of presses. The maximal
degradation of apple tissue with a broad range of enzymes
has been obtained with a total liquefaction process and
decanters. Today, enzyme suppliers can offer to fruit juice
producers tailor-made enzyme preparations, optimally
blended on the base of the fruit structure for every fruit
process—citrus, tropical fruit, or even vegetable. Numer-
ous new enzymes have recently been discovered based on
fruit cell wall biochemical structure. The improvement in
the knowledge of fruit composition, cell wall chemistry, and
enzymology in parallel with better control of large-scale
enzyme production has made possible the supply of almost
pure enzymes from genetically modified organisms
(GMOs) blended in optimal composition based on the fruit
composition. Fruit juice technologies now require more ac-
curate transformations than the simple mechanical press-
ing or physical extractions. Application of exogenous en-
zymes leads to the degradation of fruits or the selective
extraction of some of their components, allowing the crea-
tion of new types of finished products and fruit derivatives.
They improve quality and stability of finished products to-
gether with a shorter process duration and a larger plant
capacity. Associated with new equipments and processing
technologies, industrial enzymes allow processors to add
value to raw material for food and feed and to reduce waste
quantity.

In this article, fruit juice processes are described non-
exhaustively; in fact, processes are very variable and nu-
merous. We will describe the most common of them, but
variations exist in fruit processing companies and facto-
ries. Processing of apple, pear, red berry, stone fruit, trop-
ical fruit, and citrus fruit is detailed. The aspect of juice
authentification is discussed.

BIOCHEMISTRY OF FRUIT CELL WALL

The pulp of fruits and vegetables is composed of cells. They
are surrounded by a cell wall. This is what separates and
maintains the integrity of the cells in the pulp and gives
them their rigidity. This cell wall stands up to internal
pressure and external shocks. Polysaccharides constitute
90 to 100% of the structural polymers of the walls of grow-
ing plant cells called primary cell walls. Secondary cell
walls develop from primary cell walls during cell growth.
Cell wall composition varies among fruit species and
evolves depending on agronomic and climatic conditions,
fruit ripeness, and the method and duration of fruit stor-
age (cell growth and cell senescence). Plant cell wall com-
position has been widely studied, and numerous models of
three-dimensional structure have been proposed (3,4).
Three major independent domains are distinguished: the
xyloglucan network, the pectin matrix, and the structural
proteins. The cellulose–xyloglucan network is embedded in
the pectin matrix. Pectin is the major structural polysac-
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Figure 1. (a) Pectin structure and related degrading enzymes. R1 � arabinan; R2 � arabinoga-
lactan type I; R3 � arabinogalactan type II. (b) Smooth region, homogalacturonan; PL � pectin-
lyase; PME � pectinmethylesterase; PAE � pectinacetylesterase; PG � polygalacturonase. (c)
Hairy region, rhamnogalacturonan type I. RGAE � rhamnogalacturonase acetylesterase; RG-gal
� rhamnogalacturonase galacturonohydrolase; GAL � galactosidase; RG-rha � rhamnogalactu-
ronase rhamnohydrolase; RGB � rhamnogalacturonase lyase; RGA � rhamnogalacturonase hy-
drolase; R1 � arabinan; R2 � arabinogalactan type 1; R3 � arabinogalactan type II. (d) Hairy
region, arabinan (R1). ARA � arabanase; ARFA � arabinofuranosidase A; ARFB � arabinofur-
anosidase B. (e) Hairy region arabinogalactan type I (R2). AGal � b(1 r 4) arabinogalactanase. (f)
Hairy region, arabinogalactan type II (R3). AGal � b(1 r 3), b(1 r 6) arabinogalactanase.

charide component of the fruit lamella and cell wall. Three
pectic polysaccharides are present in all primary cell walls
that have been described: homogalacturonan, rhamnoga-
lacturonan I (RG-I), and rhamnogalacturonan II (RG-II)
(5). Recent models divide pectin in smooth regions as un-
branched homogalacturonan and hairy regions as highly
branched RG-I (6,7) (Fig. 1). Smooth region or homogalac-
turonan is a homopolymer of (1r4)-�-D-galactosyluronic
acid residues, renowned for its ability to form gels (Fig. 1a).
Carboxyl groups of the galactosyluronic acid residues of
primary cell wall homogalacturonan can be methyl ester-
ified at C6 position and acetyl esterified at C2 or C3 posi-
tion (i.e., sugar beet). Helical chains of homogalacturonan
that are less than 50% methyl esterified can form a gel-
like structure and condense by cross-linking with calcium
ions, which are present in primary cell walls, to form junc-
tion zones.

Methyl and acetyl esterification degrees and molecular
weight of pectin are specific of fruit species (Table 2). Both
decrease during fruit ripeness. With time, the protopectin
in primary cell wall is slowly transformed into soluble pec-
tin by the action of endogenous pectinases present in the
fruit. The decrease of molecular weight is due to pectin
depolymerases, and the decrease of esterification degree is
due to pectinmethylesterase and pectinacetylesterase.
However, these activities are very low. Homogalacturonan
contains about 200 galacturonic acid unit chains 100 nm
long, with some rhamnose making a kink in the backbone.
A xylogalacturonan subunit (XGa1A) has been identified
as part of galacturonan backbone substituted with xylose
at the C3 position of the galacturonic acid residue. It can
be methylesterified. In apples, XGa1A content is high.
Hairy regions are composed of RGI. RG-I has a backbone
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Figure 1. (continued).

of as many as 100 repeats of the disaccharide [r2)-�-L-
rhamnosyl-(1r4)-�-D-galactosyluronic acid-(1] (5) (Fig.
1b). Arabinosyl- and galactosyl-rich side chains are at-
tached to the O-4 of rhamnosyl residues. The side chain
can vary in size from a single glycosyl residue to 50 or more
glycosyl residues (5). In general, about half of the rham-
nosyl units of RGI have side chains, but this can vary with
cell type and physiological state. Arabinans are mostly
five-linked arabinofuranosyl units forming helical chains,
but arabinosyl units can be connected to each other at
every free position O-2, O-3, and O-5, forming a diverse
group of branched arabinans (8) (Fig. 1c). RG-I of primary
cell walls is branched with (1r5)-�L-arabinan (1r3) or
(1r2)-�-L-arabinosyl residues (Fig. 1c), (1r4)-b-D-
galactan, arabinogalactan (AG) type I with a (1r4)-b-D-
galactan backbone (Fig. 1d), and AG type II with a
(1r3),(1r6)-b-D-galactan backbone; both AGs have (1r3)�-
L-arabinosyl residues (9) (Fig. 1e).

Arabinan and galactan of primary cell walls are present
as covalently attached side chains of RGI (5) (Fig. 1). But
AG would be unattached to cellulose or xyloglucan, and
arabinogalactan-proteins (AGPs) are associated with the
plasma membrane (10). RG-II is a low molecular weight
(about 4.8 kDa), complex polysaccharide composed of 12
different sugars (Fig. 2). These different sugars are apiose,
2-O-methyl-1-fucose, 2-O-methyl-D-xylose, aceric acid (3-
C-carboxy-5-deoxy-1-xylose), Kdo (3-deoxy-D-manno-
octulosonic acid), Dha (3-deoxy-D-lyxo-heptulosaric acid) in
more than 20 different linkages. RG-II has a homogalac-

turonan backbone composed of about nine (1r4)-�-D-
galactosyluronic acid residues (11). Four different complex
side chains are attached to O-2 or O-3 of four of the back-
bone residues. Two main hemicelluloses of all primary cell
walls are xyloglucan and arabinoxylan. Minor components
such as glucomannan or galactoglucomannan have also
been described (5). Hemicelluloses bind tightly via hydro-
gen bonds to the surface of cellulose-linking or cross-
linking microfibrils, creating a cellulose-hemicellulose net-
work. Interconnections with the pectic polysaccharides are
of first importance concerning the integrity of the pectin
network. Cellulose accounts for about 20 to 30% of the dry
matter of most primary cell walls and is particularly abun-
dant in secondary cell walls. This is a (1r4)-b-D-glucan
polysaccharide component (Fig. 3). Cellulose microfibrils
give the shape and tensile strength to primary cell wall
and move relative to another for cell growth but form in-
tractable aggregates in secondary cell walls (5). Microfi-
brils are coated with hemicelluloses that bind tightly to
their surface (12). In the primary cell wall, glucan chains
are randomly arranged; the cellulose is said to be amor-
phous (Fig. 3). This makes the primary cell wall probably
more susceptible to enzymatic degradation.

The cellulose of secondary cell walls has a rather high
degree of crystallinity, with the chains running in the same
direction in a parallel arrangement. In 1993–1994,
Vincken et al. demonstrated that xyloglucan was a key
structure of apple cell wall for the degradation of cell wall
embedded cellulose (13). The cellulose–xyloglucannetwork
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determines the strength of the cell wall and is embedded
in an independent pectin matrix, hemicelluloses, and pro-
teins. The backbone is (1r4)b-D-glucopyranose bound to
�-D-xylopyranose residues attached to the 6-position of
glucose. The apple xyloglucan fraction makes up about
24% of the total amount of sugar. The cellulose–xyloglucan
complex accounts for approximatively 57% of the apple cell
wall matrix. In fruit liquefaction process, efficient enzymic
degradation of this complex is crucial. This involves at
least endoglucanase and cellobiohydrolase (13). About 5%
of the mass of some primary cell walls is made up of a
structural glycoprotein hydroxyprolin-rich extensin bind-
ing some polysaccharides together. Nature and localization
of polysaccharides and macromolecules within the fruit
cell wall are summarized in the Table 3. Starch is present
in unripe apple in amyloplasts. This is the largest biologi-
cal molecule, with 105 to 109 Da molecular weight. Starch
is composed of two components: amylose and amylopectin
(Fig. 4). Amylose is the minor component of the two and
has a linear structure. This is a 1r4-�-D-glucose polymer.
Various degrees of polymerization have been ascribed to
this fraction, with chain lengths in the range of 100 to
1,000 glucose units. Amylopectin contains both �-1r6 plus
�-1r4 glucose linkages. Amylopectin exhibits branching at
the 1r6 position, and the degree of polymerization is far
greater in amylopectin than in amylose. The ratio of am-
ylose to amylopectin can vary in natural starches in the
general range of 1:3 to 1:4.

CELL WALL DEGRADING ENZYMES

Pectinases

Recent progress in enzymology has been so fast that cer-
tain activities are not yet described in enzyme classifica-
tion (Table 4). Many microorganisms produce enzymes
that degrade the fruit cell wall. Commercial pectinases for
the fruit juice industry come from selected strains of As-
pergillus sp. Enzymes are purified and concentrated. Pec-
tinases are defined and classified on the basis of their ac-
tion toward the pectin. Two main groups are distinguished:
pectinesterases and pectin depolymerases (14). The pectin
lyase (PL) is a pectin depolymerase of endo type that has
a great affinity for long methylated chains and acts by b-
elimination with the formation of C4-C5 unsaturated oli-
gouronides (15) (Fig. 1a). Aspergillus produces several
endo-PL isoenzymes with an average pH optimum of 5.0
to 5.5. Acting on the same substrate as the PL, the pectin-
methylesterase (PME) removes methoxyl groups from
methylated pectin, decreasing at the same time the affinity
of PL for this substrate. This results in the formation of
methanol and lower methylated pectin, but PME has very
low effect on pectin viscosity (Fig. 1a). PME from Asper-
gillus has a pH optimum around 4.0 to 4.5 and has a strong
affinity for high methoxylated pectin such as apple pectin.
Fruit PME from orange, for example, acts according to a
blockwise mechanism, but Aspergillus PME acts according
to a multichain mechanism (16). Demethylation with PME
and deacetylation with pectinacetylesterase (PAE) reveals
free carboxylic acid groups and the pectin becomes nega-
tively charged. Polygalacturonase (PG) exists in two forms:
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Figure 2. Rhamnogalacturonan type II.

endo-CX

exo-CC

CBH

1
↓
4

↓

Crystalline cellulose

(1→4-�-D-Glu) n

Amorphous cellulose

CELB ↓
Cellobiose (G2)

Glucose (G)

CC

Figure 3. Cellulose structure and related degrading enzymes. CX
� b(1r4) endo-glucanase; cc � glucohydrolase; CBH � cellobio-
hydrolase; CELB � cellobiase.

endo-PG and exo-PG. Both enzymes are pectin depolymer-
ases and act only on low-esterified pectin (below 50 to 60%)
(Fig. 1a).

endo-PG acts randomly on the polygalacturonic back-
bone and exo-PG acts on the relevant bond at the
nonreducing end of the chain. exo-PG releases small frag-
ments from the chain and does not significantly reduce the
viscosity. Five endo-PG isoenzymes and one exo-PG isoen-
zymes have been described from A. niger (17). endo-PGs
from Aspergillus have a pH optimum around 4.0 to 4.5, and
exo-PG has a pH optimum of 5.0. endo-PG rapidly induces
pectin depolymerization and reduces its viscosity. Differ-
ent enzymes active on RG-I were identified and purified
from Aspergillus aculeatus using apple-pectin-modified
hairy regions as substrate (18) (Fig. 1b). RGase A was
identified as a hydrolase, splitting the �-D-GalAp-(1r2)-�-
L-Rhap linkage of RG-I, while RGase B appeared to be a
lyase splitting the �-L-Rhap-(1r4)-�-D-GalAp linkage by b-
elimination. Two novel enzymes were also identified: a
rhamnogalacturonan rhamnohydrolase and a rhamnoga-
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Table 3. Nature and Localization of Fruit Cell Wall Polysaccharides

Polysaccharides Class Middle lamella Primary cell wall Secondary cell wall

Cellulose b1,4-Glucan � �

Pectins Galacturonan � �

Rhamnogalacturonan � �

Arabinans � �

Galactans � �

Arabinogalactans � �

Hemicelluloses Xyloglucans �

Arabinoxylans � �

Xylans �

Glucomannans �

Galactoglucomannans �

Glycoproteins � �

Lignin � � �

Figure 4. Starch structure and related
degrading amylases. GA � glucoamy-
lase; AA � acid amylase.

�-D-Glu-(1→4)-�-D-Glu-(1→4)-�-D-Glu-(1→4)-�-D-Glu-(1→4)-�-D-Glu-(1→4)-�-D-Glu

GA AA

GA                                       GA

D-Glu-(1→4)-�-D-Glu-(1→4)-�-D-Glu-(1→6)

Amylose—degree of polymerization—iodine test

DP 6
yellow
DP 15
red-brown
DP 25
purple
DP 40
blue
> blue dark

Amylopectin

5 mm

5 mm



ENZYMES, FRUIT JUICE PROCESSING 1037

Table 4. Enzyme Classification

Enzyme Symbol EC No. Substrate Action mode

Pectin lyase PL 4.2.2.10 Highly methylated homogalacturonan endo-�1 r 4 b-elmination
Pectinmethylesterase PME 3.1.1.11 Highly methylated homogalacturonan Deesterification multichain
Pectinacetylesterase PAE 3.1.1.6 Acetylated homogalacturonan Deacetylation
Polygalacturonases PG 3.2.1.15 Deesterified homogalacturonan endo-�1 r 4 depolymerization

PG 3.2.1.67 Polygalacturonic acid exo-�-1 r 4
Rhamnogalacturonases RHG A Rhamnogalacturonan Gal �-1 r 2 Rha hydrolysis

RHG B Rhamnogalacturonan Rha �-1 r 4 Gal b-elmination
Rhamnogalacturonan exo-Rhan-Rha
Rhamnogalacturonan exo-Rhan-GalA

RGAE Rhamnogalacturonan Deacetylation
Arabinosidase ARA 3.2.1.99 Pectin araban endo-� 1 r 5

ARF A 3.2.1.55 Pectin side chains exo-� 1 r 2, 1 r 3
ARF B 3.2.1.55 Pectin side chains exo-� 1 r, 1 r 5

Galactanase GAL 3.2.1.89 Pectin side chains endo-b1 r 4
Galactosidase Gal 3.2.1.23 Pectin side chains exp
Arabinogalactanase AGal 3.2.1.90 RG side chains endo-b1 r 3

AGal 3.2.1.90 RG side chains endo-b1 r 6
Xylanase XYL 3.2.1.8 Xyloglucan endo-b1 r 4
Xylosidase Xyl 3.2.1.37 Xyloglucan exp
Amylase AMY 3.2.1.1 Amylose endo-� 1 r 4
Amyloglucosidase AG 3.2.1.3 Amylose amylopectin Nonreducing end exo-� 1 r 4, 1 r 6
Mannanase MAN 3.2.1.78 Mannan endo b1 r 4
Galactomannanase GMan Galactomannan endo
Cellulase CC 3.2.1.4 Amorphous cellulose endo-b1 r 4

CX 3.2.1.74 Crystalline cellulose exo-b1 r 4
Cellobiohydrolase CBH 3.2.1.91 Crystalline cellulose Dimer
Cellobiase CELB 3.2.1.21 Cellobiose exo

lacturonan galacturonohydrolase (Fig. 1b). As an acces-
sory enzyme for the RGases, rhamnogalacturonan acetyl
esterase (RGAE) was discovered in the same preparation.
Although a hypothetical structure of RG-II has been de-
scribed, RG-II degrading enzymes are still to be discov-
ered. Arabanases are pectinases because they remove
arabinose covalently bound to the homogalacturonan back-
bone. Three enzymes have been described: one endo-ara-
binanase (�-1r5) (endo-ARA) and two arabinofuranosi-
dases, among which one exo-arabinofuranosidase A
(�-1r2; �-1r3) (ARFA) and one exo-arabinofuranosidase B
(�-1r3; �-1r5) (ARFB) (Fig. 1c). All three are produced by
Aspergillus sp. (19). Activity level and ratio must vary in
enzyme preparations, depending on the fruit species pro-
cessed (i.e., high activities are required for apple and pear
processing). Highly branched arabinans are not a sub-
strate for endo-ARA. However, when exo-ARFA activity is
too high, the linearization of arabinan chains leads to a
reassociation of these chains at low water activity, forming
a haze in apple and pear concentrates (20). A. niger ARAs
have pH optimum at 4.0.

Hemicellulases

Hemicellulases are enzymes hydrolyzing arabinogalac-
tans, galactans, xyloglucans, and xylans. Arabinanasesare
active on arabinans, and also on arabinogalactans or ara-
binoxylans. Aspergillus produces enzymes able to hydro-
lyze arabino (1r4)-b-D-galactans type I (Fig. 1d) and ara-
bino (1r3)-(1r6)-b-D-galactans type II (Fig. 1e) (9,21,22).
The exo-(1r3)-b-D-galactanase is able to release galactose

and (1r6)-b-D-galactobiose. Aspergillus enzyme is able to
bypass a branch point in a b-(1r3) backbone. The action of
this enzyme is enhanced by the presence of ARAB. Xylan-
ases hydrolyze the (1r4)-b-D-xylans in synergy with ARAs,
glucuronidase, and acetylesterase (23). They are impor-
tant enzymes for pear cell wall breakdown. Other hemi-
cellulases such as mannanases hydrolyze the b-(1r4) man-
nans, galactomannans, and glucomannans present in
coconut or pineapple.

Cellulases

Commercial cellulases come from selected strains of
Trichoderma sp. Beldman has widely described cellulases
from Trichoderma (24). Cellulase is a multienzyme system
composed of several enzymes with numerous isoenzymes
that act in synergy (Fig. 3). Nevertheless, products of re-
action can retroinhibit the enzymes (i.e., glucose and cel-
lobiose toward exo-glucanases and cellobiohydrolases).

endo-Glucanase isoenzymes (CX) hydrolyze the (1r4)-
b-D-glucan chain of cellulose at random (Fig. 3). Vincken
et al. in 1994 demonstrated that removal of the xyloglucan
coating from cellulose of isolated apple cell walls by a xy-
loglucanase (XGase) purified from Trichoderma viride or
endo-IV glucanase (CX) enhanced the enzymic degradation
of cell wall embedded cellulose (5). XGase can work in syn-
ergy with pectic enzymes such as PL and is a key activity
for the enzymatic liquefaction of apple (25). exo-Cellulase
(CC) hydrolyzes the b-D-(1r4) glucan chain of cellulose at
its reducing extremity with an exo behavior. After CX ac-
tion, cellobiohydrolases (CBHs) hydrolyze bonds at the
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nonreducing end of the crystalline cellulosic chain, pro-
ducing cellobiose. Cellobiase (CELB) or b-glucosidase splits
the cellobiose to glucose. Many models of cellulose hydro-
lysis have been proposed (26). Native crystalline cellulose
is opened by endo-glucanase, which acts on regions of low
crystallinity to form amorphous cellulose. endo-CX plus
CBH can degrade amorphous cellulose to cellobiose easily.
This cellulolytic complex is of first importance in every pro-
cess of fruit liquefaction.

Amylases

In the fruit juice industry, fungal acid amylases are used
to process fruits that contain starch. This is the case of
unripe apples just after the crop period. A. niger produces
acid �-amylase and amyloglucosidase (27). These exoge-
nous enzymes are applied after starch gelatinization (oc-
curring above 75 �C (167 �F) for preventing postbottling
haze formation. Acid endo-amylase (AA) is active on (1r4)-
�-D-glucose chain or amylose (Fig. 4). AA from A. niger has
an optimal pH of 3.0 to 4.0, and the optimal temperature
is 70 to 75 �C (158 to 167 �F).

After action of AA that gives dextrins, glucoamylase or
AG (which is an exo-hydrolase) acts on gelatinized starch
by releasing glucose from the nonreducing end of the �-
(1r4) bonds of amylose chains but can also hydrolyze �-
(1,6) bonds of amylopectin chains (Table 4). AG from A.
niger has an optimal pH of 4.0 to 4.5, and the optimal tem-
perature is 55 to 60 �C (131 to 140 �F).

INDUSTRIAL ENZYMES

Standardization of Enzyme Production

Commercial enzymes are produced and sold by several
companies, such as Gist-Brocades, Novo Nordisk, Solvay,
Röhm, Quest, and Danisco. The enzymes most frequently
offered to fruit juice producers are pectinases coming from
Aspergillus species, the most common from A. niger. Next
to pectinases, numerous side-activities-type hemicellu-
lases or glycosidases are secreted, all working in synergy
with the pectinases on the cell wall substrate. The spec-
trum of enzymes and their activities are natural to the
strain (constitutive) and to the culture conditions (induc-
ible). This is why the enzyme spectrum differs from one
commercial product to another. Pectinases are exocellular
enzymes and are the main activities produced on carbo-
hydrate substrates. These enzymes are concentrated and
sold mainly as liquids, but also as powders or granulates.
In the past few years, some juices producers have chosen
the new technology of fruit liquefaction. In addition to pec-
tinases, hemicellulases and cellulases are needed for com-
plete cell wall degradation. These enzymes are produced
from Aspergillus or Trichoderma spp. It is possible to blend
cell wall degrading enzymes coming from different cultures
optimally, depending on the application and the fruit com-
position (Table 5).

Various microorganisms are used by enzyme producers
as enzyme source. All the microorganisms used to produce
food enzymes bear the GRAS status (generally recognized
as safe). Enzymes are produced under extremely well de-

fined and reproducible conditions (Gist-Brocades has ISO
9002 certification and applies HACCP). Quality assurance
and standardization of industrial enzymes are strictly de-
fined concerning the enzyme activity, its concentration, the
presence of chemical and microbiological contaminents
(heavy metals, toxins, yeasts, bacteria, molds) depending
on legislature requirements. Enzymes are proteins consid-
ered as processing aids; they are inactivated in fruit pro-
cesses and are not present or active in the final product.
Good manufacturing practices (GMP) in the microbial food
enzyme industry ensures that enzyme preparations are
produced, packed, and handled in a hygienic way. The key
issues in GMP are the microbiological control of the micro-
organism selected for enzyme production, the control and
monitoring systems ensuring pure culture and optimum
enzyme productivity conditions during fermentation, and
the control of the hygienic conditions throughout recovery
and finishing of the enzyme preparations. GMP will ensure
that contamination of the product during recovery is min-
imized. The final product has to meet the criteria formu-
lated by the WHO/FAO Joint Experts Committee on Food
Additives (JECFA) and the Food Chemicals Codex (FCC).
Gist-Brocades and other enzyme suppliers are members of
AMFEP (Association of Manufacturers of Fermentation
Enzyme Products). AMFEP makes sure that regulatory as-
pects of enzyme applications in the food industry are re-
spected by its members.

Genetically Modified Organisms

Enzymes produced by recombinant DNA (rDNA) technol-
ogy will increasingly find application in fruit juice produc-
tion. Application of so-called rDNA enzymes has been slow
for a number of reasons, mainly because of the technical
complexity of the processes involved, but it can be expected
to increase because knowledge about enzyme mixtures is
increasing rapidly. The application of rDNA technology to
produce enzymes for fruit juices involves the following
steps: (1) The genes coding for these enzymes have to be
cloned. This is not a small task, because many enzymes
are involved and for many enzymatic activities more than
one gene can be found in the traditional strains that are
being used. Today, more than 25 genes encoding so-called
plant cell wall degrading enzymes that are important for
this process are known. (2) The genes have to be overex-
pressed in a suitable safe host strain. This strain is pref-
erably belonging to the same genus as the production
strain, for instance A. niger. The technology for introducing
these genes in production strains resulting in overexpres-
sion of the relevant enzymes are well established now. It
results in a genetically modified organism (GMO) that has
a small change in its genetic makeup, thereby overproduc-
ing one of the enzymes of interest, for instance, a pectin-
lyase. If no DNA of other species is introduced in this pro-
cess, it is called homologous recombination, which can be
compared to the classical genetic techniques. If foreign
DNA is introduced in the receptor strain as well, the pro-
cess is called heterologous recombination. (3) The enzyme
produced by the GMO has to be tested in application stud-
ies. This is, of course, a very critical process because a bal-
anced mixture of enzymes is required to obtain a juice of
the right quality and yield.
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Table 5. Fruit, Enzymes, Process

Fruit/process Juice extraction Juice depectinization concentration Fruit liquefaction

Apple PL or PME � PGs � RGs � ARFs
� ARA

PL � PME � PGs � RGs � ARFs
� ARA � AGals � AMY � AG

PL � PME � PGs � RGs � ARFs
� ARA � CX � C1 � CBH �

CELB
Pear PL or PME � PGs � RGs � ARFs

� ARA
PL � PME � PGs � RGs � ARFs

� ARA � AGals � AMY � AG
PL � PME � PGS � RGS � ARFs

� ARA � XYL � CX � C1 �

CBH � CELB
Red Berry PME � PGs � ARA � ARFs �

AGals � CX
PME � PGs � ARAs � AGals �

XYL
Grape PG � ARFs � ARA � AGals PL � PME � PGs � RGs � ARFs

� ARA � AGals
Pineapple PG � GMan � AGals � XYL
Stone fruit PL � PME � PGS � RGS � ARFS

� ARA � XYL � CX � C1 �

CBH � CELB
Citrus PL

Note: PL � pectin lyase; PME � pectinmethylesterase; PG � polygalacturonase; RG � rhamnogalacturonase; ARF � arabinofuranosidase; ARA � ara-
banase; CX � endoglucanase; C1 � exoglucanase; CBH � cellobiohydrolase; CELB � cellobiase; XYL � xylanase; GMan � galactomannanase; AGal �

arabinogalactanase; AMY � amylase; AG � amyloglucosidase.

The genes that have been cloned from Aspergillus spe-
cies that are currently relevant in this respect include
enzymes that degrade pectin (endo- and exo-polygalactu-
ronase, pectinlyase, pectinmethylesterase, rhamnogalac-
turonase). Other examples are arabinan-degrading en-
zymes (endo and exo), cellulases (endo-glucanases and
b-glucosidases) and galactanases. Starch-degrading en-
zymes and proteases are relevant as well. Despite the im-
pressive list of known enzymes, a number of others, for
instance those degrading the so-called hairy regions of pec-
tin, still have to be identified and their genes cloned. But,
in theory it will be possible in the future to make optimal
mixtures of enzymes produced by GMOs for every appli-
cation (Table 5). Fruit juice enzymes are usually produced
from Aspergillus and Trichoderma strains. The GMO tech-
nology guarantees that enzyme proteins produced from
GMOs are identical to those produced from non-GMOs and
allows the production of single pure enzyme activity.
GMOs are absent from final products. Various GMO-
derived food enzymes have already been approved and
used for more than 15 years in Europe and the United
States in the starch, dairy, and beverages industries. In
summary, it can be predicted that enzymes produced by
GMOs will start a new era in fruit juice manufacture, pro-
vided that it will be possible to further unravel the complex
mixtures that are used today. Another important prereq-
uisite is that the products will present an advantage for
both the fruit juice manufacturer and the consumer.

ENZYMES AND APPLE JUICE PROCESSES

Apple is by far the most important raw material worldwide
for the production of clear juice and clear concentrate. An-
nual production is around 54 million tons of apples, from
which about 20% are processed mainly as clear concen-
trate, but a small part is processed as cloudy juice and
apple sauce. The major producers of apple juice concen-
trate are located in the United States, Poland, Argentina,

Italy, Chile, China, and Germany. In the traditional pro-
cess, enzymes are used at two different stages. Pectinase
preparations containing numerous side activities are
added to the fruit pulp for a maceration during which sol-
uble pectin and cell walls are partially hydrolyzed, result-
ing in a dramatic decrease of the viscosity, increasing the
yield because the free-run juice volume is larger and the
pressing easier. Mash enzyming increases also the produc-
tivity of the plant. Pectinases with amylases are added to
the juice after pressing and juice pasteurization. These en-
zymes decrease the juice viscosity, increase its filterability,
making the clarification and the concentration easier. Both
enzyme treatments allow production of clear and stable
concentrate. At the same time, enzyme treatments prevent
postbottling haze formation (starch haze or araban haze)
in concentrates. A few producers in Germany and the
United States make natural or cloudy apple juice. Until
now, they have not added enzymes because the existing
commercial pectinases induce a fast clarification of the
juice. Gist-Brocades sells a purified pectinmethylesterase
without pectin depolymerase activity. It can be used in the
cloudy juice process and also in the French cider process
with flotation. Finally, the new technology of total lique-
faction, achieved by using pectinases, hemicellulases, and
cellulases in blend, is performed with only one enzyme ad-
dition. Solids are removed from the liquefied pulp with de-
canter or press. The yield is maximal.

Clear Apple Juice Concentrate

Process Description. The traditional process (Fig. 5) (28)
consists of the following stages: apples are selected,
washed, and crushed. Macerating enzymes are added con-
tinuously during crushing after their dilution in water
through a dosing pump. The enzymed pulp is then pumped
into the maceration tank where the incubation takes place
during 30 to 60 minutes at ambient temperature. Pectin-
ases such as Pectinex UltraSP (Novo Nordisk) or
Rapidase� Press (Gist-Brocades) are added at 40 to 75 g/
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Figure 5. Clear apple juice concentrate process.

Apples

Selecting/washing

Rapidase Press 40–75 g/ton

Aromas

Rapidase C80L 2–4 g/hL
Hazyme DCL 2–4 g/hL

Crushing

Maceration 30 to 60 min/ambient T°

Pressing

Juice

Juice/cooling 50 °C (122 °F)

Depectinization 2 h/50 °C (122 °F)

Concentration 70 °Brix

Pasteurization 95 °C (203 °F)
Aroma recovery

Fining/filtration or
ultrafiltration 20 kDa

ton of apples depending on fruit ripeness. In the apple
pulp, macerating pectinases from Aspergillus are stable at
about 75% of their optimal activity at pH 3.5 to 4.0. After
this enzymatic maceration, the mash is pumped to the
pressing equipment. After pressing, the juice is flash pas-
teurized for aroma recovery and cooled down. Pectinases
are added to the juice at 45 to 50 �C (113 to 122 �F) at 2 to
4 g/hL. Pectinases Pectinex 3XL (Novo Nordisk) or Rapi-
dase� C80L (Gist-Brocades) and amylases AMG (Novo
Nordisk) or Hazyme�, DCL (Gist-Brocades) are added at
the same dosage at the beginning of the season when ap-
ples contain starch. After 2 h, the juice no longer contains
any pectin or starch. In recent years, the development of
tangential ultrafiltration with membranes of 20 to 30 kDa
cutoff has enabled the fast clarification of the juice by re-
moval of insoluble particles and macromolecules. The bril-
liant and clear ultrafiltered juice is then concentrated at
72 � Brix and stored in the dark at low temperature.

Apple Pulp Maceration

Fruit juice producers look for an optimization of the yield
and of the plant capacity to make more profit from raw
material. Press efficacy is very much higher after pulp en-
zyming. The application of exogenous pectinases from
Aspergillus sp. on apple mash is a necessity because en-
dogenous enzymes present in apple such as pectinmethyl-

esterase and polygalacturonase have too low activity to
cause immediate visible effect (29,30). Because apple pec-
tin is approximately 90% methylated, commercial enzyme
preparation must contain a high level of pectinylase or pec-
tinmethylesterase in association with polygalacturonase
and arabanases (Table 5). In 1990, Schols et al. described
a new pectinase rhamnogalacturonase produced by Asper-
gillus sp. and its important role on the maceration of apple
tissue (7). In 1996, new enzymes are active toward pectic
structures, among which different rhamnogalacturonases
have been described (18). Rapidase� Press (Gist-Brocades),
Pectinex UltraSP (Novo Nordisk) or Rohapect MA plus
(Röhm), sold as, mash enzyme preparations, contain activ-
ities that are necessary to obtain high yields throughout
the entire season. Commercial products contain more or
less these enzyme activities but with a different ratio.
About 70% of the producers use horizontal presses; 15%,
belt presses; and others, decanter or screw presses. After
pulp enzyming, extraction of the juice can increase the
yield up to 90% with hydraulic press (with pomace leach-
ing), compared to a maximum 80% yield without enzyme
treatment. Apple varieties processed just at the crop pe-
riod (fresh apples) are easily pressed with a relatively high
yield. The current trend is to process apple juice from table
varieties (golden delicious, granny smith, jonagold, red de-
licious) with quality defects. These apples are rich in pectin
and poor in tannins in contrast to old apple varieties that
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Figure 7. Apple juice depectinization. NE � neutralization of
electrostatic charges; ATN � alcohol test negative.
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Figure 6. Apple ripeness, protopectin, pectin, and pressability (in
northern hemisphere).

have almost disappeared (cider-type apples). These apple
varieties are often stored at low temperature for several
months in controlled atmosphere (stored apples), and over-
ripe apples are processed in juice throughout the year. Dur-
ing storage, bonds between different polysaccharide frac-
tions such as pectin, hemicelluloses, and cellulose are
modified. The insoluble protopectin is slowly transformed
into soluble pectin through the endogenous pectinases of
the apple, and starch is degraded by endogenous amylases
(Fig. 6). In the apple, the elasticity and the cohesion of the
cells decrease with time. The water in the fruit moves to
the crystalline cellulose in the periphery, linked to lignin
in a more organized and thick structure (31). Moreover, as
apples become overripe, especially after being stored for a
long time at a low temperature and in a controlled atmo-
sphere, they give a decreased juice yield (Fig. 6). The mash
pressability is bad, and the pomace sticks to the press
cloth. Apples are impossible to press without enzymatic
maceration because of the high soluble pectin content. This
is why the dosage of enzymes, added to decrease the vis-
cosity of the pulp, must be higher at the end of the season.

Apple Juice Depectinization

Pectin is the main cause of turbidity. One liter of juice with
a dry matter of 13% can contain 2 to 5 g of pectin after
pressing, depending on fruit ripeness. After aroma recov-
ery and pasteurization, pectinases and amylases (only at
the beginning of the processing season) are added simul-
taneously to the juice during 1 to 2 h at 45 to 60 �C (113 to
140 �F). Aspergillus pectinases are stable at 50 to 55 �C
(122 to 131 �F) in apple juice at pH 3.0 to 4.5, and some of
them are stable until 60 �C (140 �F). Pectinase dosage is
determined at the laboratory by performing the alcohol
test. PL, or pectinmethylesterase plus polygalacturonases,
and arabanases are the most important activities.

Arabinose represents 55% of neutral sugars in apple
pectin hairy regions. Arabanases prevent the haze forma-
tion after the juice concentration. The juice clarification is
actually a secondary effect of the enzymatic depectiniza-
tion (32). It is caused by enzymatic and physicochemical
mechanisms. The first stage consists of the destabilization
of the cloud first because of PL, without visible effect but

that results in a strong decrease of the viscosity of the juice
(Fig. 7). The PL cuts the pectin at random, and cutting 1
to 2% linkages is enough to reduce apple juice viscosity by
50%. PL affinity for apple pectin is high because of the high
methylation degree. PGs become active only after the ac-
tion of PME because they cannot depolymerize the pectin
when the methylation degree is higher than 50 to 60% and
have a greater affinity for the active site after its partial
demethylation (steric hindrance). At this stage, the PL is
no longer active and the pectin hydrolysis results from the
system PME and PGs. The second stage is flocculation and
sedimentation. The sedimentation necessary to lead to the
clarification of an apple juice occurs only after these en-
zymatic degradations of pectin and starch. The cloud is
composed of proteins with positive charges when the pH of
the juice is 3.5 to 4.0 because their isoelectric point is in-
between 4.0 and 5.0. These proteins are bound to hemicel-
luloses surrounded by the pectin as a protective, negatively
charged colloid layer. Pectinases partially hydrolyse the
pectin gel, resulting in the aggregation of oppositely
charged particles, such as tannins, and in the flocculation
of the cloud and then clarification of the juice. The optimal
pH for this mechanism is 3.6. The clarification occurs after
the solubilization of the insoluble protopectin by pulp en-
zymes, the decrease of the juice’s viscosity (in fact, in a first
stage, the viscosity increases first because of the progres-
sive solubilization on the part of protopectin and then de-
creases after pectin hydrolysis), and the partial hydrolysis
of the colloid protector.

The sedimentation occurs quickly during the neutrali-
zation electrostatic phase inducing the clarification. In the
past, this step occurred after a very long time and the juice
was sensitive to contamination. The use of pectinases
saves time. The alcohol test shows if residual pectin is still
present in the juice. We recommend using acidified ethanol
(2 vol of ethanol containing 0.5% HCl � 1 vol of apple juice)
to precipitate the residual pectin with a molecular weight
equal or lower than 3,000 Da. It is important to use acid-
ified ethanol; if not, the precipitation of organic acids or
calcium pectate occurs because of the modification of the
pH after mixing of alcohol with the juice, giving a false-
positive answer. At the beginning of the processing season,
unripe apples contain starch, 5 to 7 g/L of juice. At this
time, the iodine test will give a blue dark color, and the
starch will precipitate with iodine. Starch is in a granular
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form, ranging from 2 to 13 lm and is composed of 30%
amylose and 70% amylopectin chains. Amylopectin can fix
20% its weight in iodine (Fig. 4). Apples contain endoge-
nous amylases; however, the process is too short and activ-
ities are too low to degrade the starch. When the juice is
heated up to 75 to 80 �C (67 to 176 �F), starch moves from
an insoluble form to a soluble form (gelatinization with
water). If no amylase is added, these molecules can retro-
grade later and make big aggregates that are difficult to
hydrolyze and clott the filters. The addition of fungal am-
ylase results in the hydrolysis of soluble starch until glu-
cose monomer. Retrogradation and postbottling haze for-
mation are prevented. Clarification and filterability are
improved. Preparations such as Hazyme� DCL (Gist-
Brocades) or AMG (Novo Nordisk) contain �-amylase and
amyloglucosidase activities from A. niger. The dosage is
determined by the iodine test.

Amylases are added during the depectinization stage at
2 to 4 g/hL simultaneously with pectinases, for 2 h at 50
�C (122 �F). At the end of the hydrolysis, the iodine test
and alcohol tests are negative. The third stage is the clar-
ification with fining agents (gelatin and bentonite), filtra-
tion, or ultrafiltration (UF). UF membranes made of inor-
ganic substances have an average cutoff of 20,000 Da. The
juice goes through the membrane as filtrate. Insoluble par-
ticles and soluble colloidal material of molecular weight
higher than the pore size (nondegraded part of RG-I,
RG-II, proteins such as enzymes, polyphenols) are re-
moved as retentate. Recently, enzymes active toward the
rhamnogalacturonan part of pectin have gained attention,
because it was found that in juice processing, rhamnoga-
lacturonan parts can foul UF membranes. For this reason,
the UF stage was sometimes a bottleneck in the process,
especially when the extraction of cell wall components was
too strong. We know that a more complete pectin degra-
dation is required to increase the UF flux rate. This is why
enzyme preparations proposed for apple juice depectini-
zation must contain a broad range of pectinases, including
rhamnogalacturonases, hemicellulases, and amylases (Ta-
ble 5). With the all these enzymes, the juice clarification is
optimal, and its concentration up to 70 �Brix is easy, with-
out risk of gel or haze formation.

Apple Total Liquefaction

The enzymatic liquefaction of apple consists of the hydro-
lysis of cell wall polymers by exogenous enzymes into sol-
uble components, mainly acidic and neutral sugars, thus
increasing the extraction level and the yield. In relation to
the cell wall composition and in comparison with macera-
tion, more activities are needed for cell wall liquefaction
(33).

The apple cell wall can be solubilized more than 80% by
the combined action of pectinases, cellulases, and hemi-
cellulases (Table 5) (34). Recently, new enzymes such as
rhamnogalacturonases and xyloglucanases have been
found to be very important for apple liquefaction yield and
UF flux rate. They also strongly decrease the viscosity of
the mash, and solids are discarded from the juice by cen-
trifugation more easily. The new trend is a process includ-
ing a hot break stage.

Process Description. Apples are selected, washed, and
crushed, and then the pulp is heated up to 85 �C (185 �F)
for 4 to 5 min (pectinases work more easily after the physi-
cal degradation of pulp cells) (Fig. 8). During cooling, the
pulp goes to a finisher for seed peel and core removal. The
liquefaction is then carried out for 2 to 3 h at 50 �C (122
�F) with a continuous slow stirring at 40 to 60 rpm. During
the tank filling, commercial pectinases such as AFPL
(Novo Nordisk), Grindamyl (Danisco) or Rapidase� LIQ
EXTRA (Gist-Brocades) are added, from 100 to 250 g/ton
of pulp. In this process, no cellulase is needed, and there
is no cellulose degradation to cellobiose and glucose in the
juice. The yield is still very high. Enzymes are stable in
the process conditions, and pectolytic and hemicellulolytic
activities are high enough to depectinize the juice during
the liquefaction time. After about 3 h, the liquefied pulp,
which contains 25 to 30% solids (in volume), is easily cen-
trifuged with a decanter, giving a first juice. The pomace
is mixed with hot water and pumped to a second decanter
or press, giving a second juice. Both juices are mixed and
contain less than 1.5% solids. After pasteurization, active
carbon and gelatin are often added to decolorize the juice
and to improve UF flux rate. Fining agents are removed
by vacuum filtration. Then the juice is ultrafiltered and
concentrated up to 70 �Brix. The total liquefaction process
results in a high yield increase, with an average of 95 to
96% along the whole processing season and according to
the process described in Figure 8. The yield is calculated
as follows:

[( juice n�1 weight � �brix) � ( juice n�2 weight � �Brix)]
� [(apples weight � �Brix of apple)]

The titrable acidity of the final juice is high because of the
galacturonic acid content. Liquefied apple juice can contain
methanol, up to 300 to 500 mg/L of juice. However, its ma-
jor part is removed during the concentration stage. The
yield after apple total liquefaction process is compared
with the traditional process in Table 6. The quantity of
residual waste is very low. Production cost is decreased
(higher yield, cheaper equipment, less labor in a continu-
ous process). This process could be applied to extract the
juice from fruits such as mango or guava for which no
equipment has been developed.

Apple Pomace Liquefaction

Process Description. Gist-Brocades is one of the first en-
zyme suppliers that has proposed enzymes dedicated to
apple pomace liquefaction (35) (Fig. 9). Depending on the
equipment, the first extraction yield can be adjusted pre-
cisely by using macerating pectinases, and we recommend
65 to 70% yield. After addition of water (Fig. 10), the pom-
ace is liquefied with enzymes. Rapidase� Pomaliq Extra is
used at 150 to 250 g/ton calculated according to the weight
of apples at the start of the process. The pomace is stirred
at 40 to 60 rpm for about 3 h at 50 �C (122 �F). The liquefied
pomace is pumped to the press or the decanter for obtain-
ing a second juice. During the pomace liquefaction, the
Brix degree of the juice increases from 6.0 to about 7.5,
mainly because of the degradation of the pectin.
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Apples

Selecting/washing

Seeds, peels, cores

Pomace + hot water

Decanter or press

Rapidase LIQ EXTRA 100–250 g/ton

Crushing

Hot break 4–5 min/85 °C (185 °F)

Finisher

Cooling 50 °C (122 °F)

Decanter

Juice n °1

Pasteurization 95 °C (203 °F)

Juice n °2

Concentration 70 °Brix

Ultrafiltration 20 kDa

Liquefaction
2–3 h/50 °C (122 °F)/stirring 60 rpm

Figure 8. Apple total liquefaction process.

This juice can be blended to the first pressing juice that
has been depectinized in the case of clear juice production.
The second juice, which is very acidic, can be used sepa-
rately for other applications (to increase the acidity, cider,
vinegar). Further stages are pasteurization, UF, and con-
centration. In this process, the quantity of waste pomace
is dramatically reduced (around 60 kg pomace per ton of
apples using horizontal press). The final yield is around 97
to 98% (Table 6). This technology is very flexible because
the producer can produce cloudy juice, clear juice, or clear
concentrate, gaining greater value from the raw material.
Pomace liquefaction can be performed with the existing
pressing equipment (only a heating system and a tank
with a stirrer are needed). This results in a dramatic in-
crease of the output of the plant with an important addi-
tional weight of concentrate.

French Apple Cider

French cider is produced from cider varieties of apples, bit-
ter, bittersweet, sweet, or sour, with high tannin content
(Bedan, Bisquet, Domaine, Douce Coetligné). In the tra-
ditional French process, the fermentation of the apple juice

is very slow (a few weeks to 3 months). According to the
French government, residual sugar content depends on the
type of cider (brut, �28 g/L; demi-sec, 28 to 42 g/L; doux,
�35 g/L with less than 3% ethanol). Because of the vari-
ability of raw material and the lack of hygiene, quality was
difficult to manage. The use of continuous pressing and the
diffusion system, the improvement of filtration equipment,
and the control of bacteria and yeast strains resulted in
improving the quality of French cider (36). In 1909, War-
collier described cider production, and the technology is
almost the same today. The major part of French cider is
produced by the technology of juice “defecation.”

Traditional French Apple Cider Process. The existing pro-
cess can be divided in three stages (Fig. 11). The first stage
consists of the preparation of the apple must. Apples are
crushed and pressed, and then a second extraction is per-
formed by diffusion (countercurrent of cold water in the
pomace) or second pressing. The second stage is the tra-
ditional clarification by “defecation.” It consists of the pec-
tin demethylation by the apple endogenous PME, giving
pectic acid, which binds to apple calcium ions and becomes
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Table 6. Yield and Technology

For 1 ton apples
at 12.5 �C Brix

Pressing
depectinization

Maceration
depectinization

Total
liquefactor

Pomace
liquefaction

Enzyme
No
Rapidase� C8OL

Rapidase� Press
Rapidase� C80L

Rapidase�

LIQ EXTRA
Rapidase�

POMALIQ EXTRA

Dose
0
3 g/hL

50 g/ton
3 g/hL 150 g/ton apples 150 g/ton apples

Juice (kg) 750 850 860 750 � 455
Brix � 12.5 12.5 13.5 12.5 � 7.0
Concentrate (kg) 70 � brix 134.0 151.8 165.9 179.5
Increase � �17.8 kg �3.1 kg �45.5 kg

Figure 9. Apple pomace liquefaction pro-
cess.

Apples

UF 20 kDa

Concentration 70 °Brix

Pomace + hot water

Selecting/washing
Crushing

Maceration
30–60 min/20 °C (68 °F)

Pressing 70–75%
or decanting

Liquefaction 2–3 h/
50 °C (122 °F)/stirring 60 rpm

Rapidase Pomaliq
Extra 150–250 g/ton

Juice n °1

+ Rapidase C80L
2 g/hL

Press or
decanter

Juice n °2
Pasteurization 95 °C (203 °F)

Depectinization
1–2 h/50 °C (122 °F)

Rapidase Press
30–50 g/ton

insoluble in the form of calcium pectate. The so-called co-
agulum, which entraps pectate, proteins, and tannins,
rises to the surface because of CO2 bubbles formed by the
alcoholic fermentation that has started by this time. This
coagulum is then discarded. This type of clarification low-
ers the nitrogen content, resulting in a slower fermenta-
tion that gives a more aromatic cider. This process, which
was unreliable because of the variability of endogenous
PME activity present in the juice, is now better controlled
by the use of commercial fungal PME. Gist-Brocades and

INRA Le Rheu have developed a new process of defecation
using a purified pectin methylesterase Rapidase� CPE
from A. niger that enables the cider producer to control and
to accelerate the mechanism of coagulum formation. Rap-
idase� CPE is added at 7 to 10 mL/hL, plus anhydrous
calcium chloride, 44 g/hL. A gel of insoluble calcium pec-
tate is formed after about 36 h at 15 �C (59 �F) or a few
days at low temperature that rises to the top of the tank
on the surface of the must. This coagulum is then dis-
carded. Before the fermentation, sulphur dioxide (50 mg/
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Figure 10. Water addition for apple pomace liquefaction.

Apples

Crushing

Clear juicePectate coagulum

Alcoholic fermentationSO2 50 ppm

Filtration

BottlingCO2

Pasteurization

Cloudy juice

Defecation
36 h at 15 °C (59 °F) or
few days at 5 °C (41 °F)

Rapidase CPE 7–10 mL/hL
+ CaCl2 44 g/hL

Pressing
Diffusion or 2nd pressing

Pomace drying
for pectin extraction

Pressing
Decanter or 2nd pressing

Apples

Washing/crushing

Clear juicePectate coagulum

Pulp
30–60 min/ambient T°

Must flotation
4–12 h

Clarification
Centrifugation

Alcoholic fermentationSO2 50 ppm

Filtration

BottlingCO2

Pasteurization

Pomace drying
for pectin extraction

Rapidase PE Flotation
150–250 g/ton

CaCl2 44 g/hL

(a) (b)

Figure 11. (a) Traditional French apple cider process. (b) French apple cider process with pulp
enzyming.

L) can be added to the must to inhibit undesired microor-
ganisms. The alcoholic fermentation takes place over 1 to
2 weeks at cellar temperature or up to 3 months in cold
storage conditions.

The third stage consists of post-treatments after alco-
holic and possibly malolactic fermentation. The cider is
centrifuged to discard yeasts at a gravity selected accord-
ing to the type of cider. It is filtered, and carbon dioxide
(standard is above 5 g/L) is added just before bottling. Most
of the ciders are pasteurized after bottling to ensure mi-
crobiological stability, but traditional ciders are not. In con-
clusion, the use of a purified PME like Rapidase� CPE
(Gist-Brocades) results in producing French cider of high
and constant quality whatever the raw material and pro-
cess conditions. Recently, a new enzyme has been intro-
duced in the cider industry that can be used as a macer-
ating enzyme, improving the juice yield and at the same
time making the clarification with flotation possible. This
is a highly purified PME without side activity. Because of
its high purity, this enzyme does not hydrolyze apple pec-
tin, but the pectin can be extracted from the dry pomace
after cider processing by pectin manufacturers.
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French Apple Cider Process with Pulp Enzyming. The pro-
cess using pulp enzymes is shown in Figure 11b. Apples
are washed and crushed. The pulp is macerated with 150
to 250 g/ton Rapidase� PE FLOTATION (Gist-Brocades)
at ambient temperature for 30 to 60 minutes. The juice
extraction is performed with press or decanter, depending
on available machinery and expected yield. After pressing
and leaching, the pomace is dried and sold to pectin man-
ufacturers. The juice is demethylated in 4 to 12 hours after
extraction, depending on the juice temperature and the en-
zyme dosage. The demethylated juice is then clarified by
flotation. Anhydrous CaCl2 is added at 44 g/hL. The clar-
ified juice is centrifuged and can be fermented at low tem-
perature or stored. Fermentation is stopped at the re-
quired sugar gravity by centrifugation and earth filtration
or microfiltration.

Cloudy Apple Juice

Stable cloudy juice is difficult to process. Because of the
natural clarifying action of actual commercial pectinases,
cloudy juice production with enzymes has not been possible
until now. Prevention of juice oxidation is also important
to avoid problems after bottling. To conciliate quality pres-
ervation together with a good extraction yield, the right
enzyme and process must be chosen. The following process
has been designed to improve the production of highly
cloudy apple juice (about 1,500 NTU) with improved yield
and reduced cloud loss risk.

Process Description. The process for making cloudy ap-
ple juice is shown in Figure 12a. Apples are washed sorted
out and crushed. Pulp is added with 400 ppm of ascorbic
acid to prevent oxidation. Maceration is carried out with
25 g/ton Rapidase� CLOUDY (Gist-Brocades) for 15 to 30
min at ambient temperature. Stirring must be avoided to
prevent oxidation. Juice extraction can be performed with
decanters, belt presses, or horizontal presses, depending
on available equipment and required yield. Juice must be
pasteurized as soon as possible after extraction (20 min is
a maximum delay between pressing and pasteurization) to
prevent any clarification. The juice is centrifuged for cloud-
iness standardization. It is then stored in aseptic tanks or
immediately bottled. Some processors want to valorize ap-
ple pomace for pectin production. The process described
next has been designed to improve juice yield by enzymatic
treatment of the pulp without degradation of the proto-
pectin of the pomace (37). Enzymes used in this process for
pulp maceration do not contain pectin depolymerases but
only a purified PME. In the mash, the pectin demethyla-
tion is followed by the formation of insoluble calcium pec-
tate, which remains within the pomace after pressing.

The stronger firmness of the pulp containing pectate re-
sults in an increase of free-run juice and an easier release
of the juice when high pressure is applied, such as with a
hydraulic press. The partially demethylated pectin binds
to other cloud components such as proteins. It remains in
suspension in the juice after pressing, providing a better
cloud stability. The extracted juice can be processed either
to slightly cloudy juice (200 NTU) or to clear juice or con-
centrate.

Cloudy Apple Juice Process with Pomace Recovery. Ap-
ples are washed, sorted, and crushed (Fig. 12b). Pulp is
macerated with 100 to 300 g/ton during crushing to apple
mash, simultaneously with ascorbic acid at 200 to 400 ppm
Rapidase� PE MASH for 30 to 60 min at ambient tem-
perature. If the temperature is too low, the pulp can be
heated up to 20 �C (68 �F). Stirring should be avoided to
prevent oxidation. Juice extraction can be performed with
decanters or presses. The juice is pasteurized and can be
later processed to cloudy single-strength juice or clear
juice. It must be centrifuged if processed as cloudy juice. It
is then bottled or stored in aseptic tanks. It is depectinized
if processed as clear juice with 2 to 4 g/hL Rapidase� PRO
(Gist-Brocades) for 1 to 2 h at 50 �C (122 �F). The depectin-
ized juice is clarified with traditional fining and filtration
or UF and then concentrated.

ENZYMES AND PEAR JUICE PROCESSES

Commercial enzymes sold for maceration, depectinization,
and liquefaction of apples work well to degrade pear pulp.
However, juice producers sometimes have problems in pro-
cessing such fruit. The pear is very fragile, and it ripens
fast, resulting in a decrease of pressability and yield.
Changes during ripening and postharvest storage are simi-
lar to those described for apples. The soluble pectin content
increases, and there is a pectin de-esterification (endoge-
nous PME) and partial pectinolysis to lower molecular
weight uronides (endogenous PG) (Table 2). Pectate con-
tent increases. Phenolic compounds are oxidized during
ripening and form insoluble compounds (lignin). In pear,
the presence of scleroids or stone cells in the pulp results
in a lower textural quality. These stone cells are lignocel-
lulosic and contain approximatively 18% lignin and 82%
carbohydrates, which makes filtration or UF difficult (38).
Araban, hemicellulose, and cellulose contents are higher
than in apples. Linear arabans can also reassociate after
concentration, producing araban haze. This is why it is im-
portant to use pectinases with strong arabanase and ara-
binosidase activities. Enzymes such as Rapidase� Pear
(Gist-Brocades), Pectinex AR (Novo Nordisk) or Pearex
(Solvay) prevent haze formation and improve the stability
of the concentrate.

Clear Pear Juice Concentrate

Pear Pulp Maceration and Juice Depectinization. The pro-
cess is similar to that for apples (Fig. 5). Pears are crushed
and enzymes, for example, Rapidase� Press (Gist-
Brocades), are added to the pulp at about 75 g/ton for 30
to 60 min at ambient temperature.

Pectinases PL, PME, and PG and arabanases contained
in Rapidase� Press improve the extraction and the juice
yield. After pressing, the juice is depectinized with pectin-
ases containing high endo- and exo-arabanase activities
(e.g., Rapidase� Pear from Gist-Brocades) for about 1 h at
45 to 50 �C (113 to 122 �F). The juice is then fined and
filtered or ultrafiltered and concentrated up to 70 �Brix.
Pears can also be processed to purees or nectars.

Pear Total Liquefaction. Next to pectinases, hemicellu-
lases are of first importance for pear liquefaction (Table 5).
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Figure 12. (a) Cloudy apple juice process. (b) Cloudy apple juice process with pomace recovery.

The pear total liquefaction process is similar to the apple
total liquefaction process, including a hot break before en-
zyme addition (Fig. 8). Pears are crushed and heated up to
85 �C (185 �F) for 4 to 5 min to destroy the endogenous
PPO and to open the cell wall. Cooled down at 50 �C (122
�F), the pulp goes through a finisher that discards seeds,
stems, and stone cells. The liquefaction is carried out dur-
ing 2.5 h at 52 �C (125.6 �F), with enzymes such as Rapi-
dase� Pear Liq (Gist-Brocades) or Pearex (Solvay) added
from 200 to 250 g/ton with continuous stirring at 60 rpm.
The juice is centrifuged with a decanter and pasteurized.
Then, aroma recovery is performed. The juice is either
fined to remove proteins and tannins and filtered or ul-
trafiltered and then concentrated up to 70 �Brix. Pear total
liquefaction is carried out in only one step; no depectini-
zation is required.

ENZYMES AND RED BERRY JUICE PROCESSES

The production of clear juices and concentrates from straw-
berries or blackberries requires enzymatic depectinization.
The clarification, filtration, and concentration remains dif-
ficult because these juices contain high amounts of pectic
substances (39). It is always difficult to obtain a complete
depectinization of the juices, and it is normal to find a re-
sidual low molecular weight pectin level of 7 g/L, compared
with about 0.5 g/L for apple juice. The assumption is that
hairy regions of the strawberry pectin remain as colloidally

dissolved residual pectins in the juice, whereas rhamno-
galaturonans are the main group of residual pectins in
raspberry juice. Neutral sugars are also important in the
depectinization. With typical molecular weights from
10,000 to 1 million Da, polysaccharides, arabinose, and ga-
lactose are the main sugar constituents, probably in ara-
binogalactans. Moreover, residual pectins and hemicellu-
loses tend to bind to phenolics and proteins during
processing and storage. The result is the formation of ir-
reversibly linked complexes that enzymes cannot break
down anymore. An additional problem is related to the fre-
quent contamination of red berries, mainly strawberries
and raspberries, by Botrytis cinerea. This parasitic fungus,
which in many cases cannot be seen from inspection of the
fruit, secretes a b1,3–1,6-linked glucan into the berries
with molecular weight around 106 Da. This gum reduces
the filterability and the clarity of the juice. It is possible to
hydrolyze this glucan with b-glucanases such as Glucanex
(Novo Nordisk). Berry juices must have a good flavor and
are attractive in color. For this reason, they have a long
history of use in the preparation of fruit derivatives and
other fruit beverages. With the exception of blackberry and
cranberry juices, none is commonly used as a table bever-
age. Common berries have low sugar content (from 4 to
8%).

The average acidity is about 1% calculated as citric acid.
Cranberry is an exception, with about 1.9% or more. It is
for this reason that most berry juices are diluted with a
half volume of light sugar syrup. Pectinases are used to
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improve the pressing stage and to extract the red color,
while retaining the organoleptic properties of the fruit. The
color is located in the skin of the berries. It can be released
by heat, alcohol, or enzymes. However, it is not advanta-
geous to extract the color if it is then destroyed by oxida-
tion. Oxidation can be chemical, caused by atmospheric
oxygen, or enzymatic, from the endogenous polyphenolox-
idase (PPO) and peroxidase in the fruit. These enzymes
can be inhibited with sulfur dioxide addition or with heat-
ing. It is therefore recommended that the pulp be heated
to over 85 �C (185 �F) to inhibit these endogenous enzymes.
This action not only improves the release of color but also
the protopectin solubilization, and this is why pectinases
are required. Black currants are very acid (pH of 2.6 to 2.8)
and contain high levels of phenolics and anthocyanins.
Both acids and polyphenolics inhibit fungal pectinases.
This results in high doses of enzymes that are added and
emphasizes the importance of enzyme stability in the juice.

Red Berries Single Stage Process. The single-stage pro-
cess (Fig. 13a) is recommended for berries such as black-
berry, bilberry, elderberry, gooseberry, raspberry, and black
currant. This single-stage process allows the performance
of maceration and depectinization at the same time. Yield
is maximized, and good quality is preserved. This process
is recommended when decanters are used for juice extrac-
tion. Fruits are inspected and sorted out, then thawed if
necessary and crushed. The pulp is heated up to 90 �C (194
�F) for a thermal break of 2 min minimum to increase color
extraction and to destroy endogenous polyphenoloxidase
(PPO). Then the pulp is cooled down to 50 �C (122 �F) for
enzymatic maceration. Enzymatic maceration is carried
out with 200 to 400 g/ton Rapidase� BE Super (Gist-
Brocades) or Pectinex BE (Novo Nordsik) at 50 �C (122 �F)
for 1 to 2 h. If the pulp pH is below 3.2, we recommend the
use of Klerzyme� 120 (Gist-Brocades) at same dosage in-
stead of Rapidase� BE Super. Juice separation can be per-
formed either with press or with decanter. The extracted
juice should be pectin free (acidified alcohol test or acetone
test should be negative). No further enzymatic treatment
is required. Juice is pasteurized after extraction for protein
denaturation. A minimal temperature of 90 �C (194 �F) is
necessary. Cooling down below 50 �C (122 �F) leads to pro-
tein insolubilization. Pasteurized juice can be clarified ei-
ther with UF or with traditional fining with gelatin, ben-
tonite, and silicasol. In the case of UF being used,
membrane cutoff should not be below 30,000 Da to prevent
color loss. The juice is concentrated.

Red Berry Two-Stage Process. Applied to the same ber-
ries as described for the single-stage process, the two
stages process consists of an enzymatic maceration of fruit
pulp followed by a second enzymatic treatment of the ex-
tracted juice for its depectinization (Fig. 13b). The low pro-
cessing temperature after the hot break prevents aroma
losses, and the best quality juices and concentrates can be
produced. Fruits are inspected and sorted, thawed if nec-
essary, and crushed. Fruit pulp is heated up to 90 �C (194
�F) for a thermal break of 2 min minimum to increase color

extraction and to destroy endogenous PPO. Then the pulp
is cooled down to 20 to 25 �C (68 to 75 �F) for enzymatic
maceration, which is carried out with Pectinex BE or Rap-
idase� BE Super at 100 to 200 g/ton at 20 �C (68 �F) for 30
to 60 mins. If the pulp pH is below 3.2, we recommend the
use of Klerzyme� 120 at same dosage instead of Rapidase�
BE Super.

Juice separation can be performed either with the hor-
izontal or belt press. After extraction, juice is pasteurized
at minimum 90 �C (194 �F) for protein denaturation. Cool-
ing down to 20 �C (68 �F) leads to protein insolubilization.
Depectinization is carried out with Rapidase� BE Super or
Pectinex BE at 4 to 8 g/hL at 20 �C (68 �F) for 1 to 2 h. If
the pulp pH is below 3.2, we recommend the use of Kler-
zyme� 120 at same dosage instead of Rapidase� BE Super.
The acidified ethanol or acetone test should be negative at
the end of the treatment. The juice can be clarified either
with UF or with traditional fining with gelatin, bentonite,
and silicasol. In the case of UF being used, membrane cut-
off should not be below 30,000 Da to prevent color loss. The
juice is concentrated.

Strawberry

In contrast to black currant or red currant, it is impossible
to heat the strawberry pulp because it would create an
unpressable puree. Furthermore, many aromas would be
lost during heating, oxidation, destruction, or evaporation.
Because it is not recommended to heat such pulp, endog-
enous PPO cannot be destroyed, which can result in con-
densation reactions between oxidized products and antho-
cyanins and proteins and pectin, leading to great loss of
color. Additionally, anthocyanin pigments are temperature
and oxidation sensitive. Thus, it is essential to work at low
temperatures to process delicate fruit such as strawberry.
Special care is required to prevent oxidation and to keep
aromas. Quality in term of the sanitary state of processed
fruit is of first importance. Contaminated strawberries
could contain very viscous b-glucan from B. cinerea. Pre-
vention of oxidation with quick processing is also of key
importance.

Process Description. Strawberries are inspected and
sorted, thawed, and crushed with a hammer mill fitted
with a 0.635-cm screen (Fig. 14). Pectinex BE (Novo Nor-
disk) or Rapidase� BE Super (Gist-Brocades) can be added
at 100 to 150 g/ton to the pulp at 20 �C (68 �F) for 30 to 60
min. For the processing of frozen fruits, enzymes are added
after heating when the temperature has decreased to
about 20 �C. The juice is extracted with a horizontal press,
belt press, or decanter. Extraction yield is around 70 to
80%. The juice is flash pasteurized at minimum 90 �C (194
�F) for protein denaturation and a simultaneous aroma
stripping. The juice is then cooled down at 30 �C (86 �F) to
be depectinized with the same enzymes at 2 to 5 g/hL over
1 to 2 h. In countries where glucanase treatment is au-
thorized, Cytolase CL (Gist-Brocades) or Glucanex (Novo
Nordisk) glucanase-containing products can be added for
glucan hydrolysis at 2 to 5 g/hL together with pectinases.
To control depectinization and glucan hydrolysis, two spe-
cific tests are performed. The specific alcohol test is per-
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Figure 13. (a) Red berry juice, single-stage process. (b) Red berry juice, Two-stage process.

formed to check glucan degradation. One vol ethanol plus
1 vol juice are gently mixed. White filaments appear when
glucanes are present. The specific acetone test is per-
formed to check pectin degradation. The alcohol test used
to check the depectinization of apple juice is not suitable
for red berries because anthocyanins and other compounds
can also precipitate together with pectin. We recommend
mixing 1.5 vol juice with 1 vol acetone. The test is negative
when the sediment is less than 1:10 of the control or when
the amount of precipitated colloids is less than 1 g/L (when
strawberry concentrates are blended for the liquor indus-
try, no precipitation or haze formation should occur with
this test). Strawberry juice is clarified either with UF or
with traditional fining treatment with gelatin, bentonite,
and silicasol. In UF, the membrane cutoff should not be
below 30,000 Da to prevent any color loss. The clear juice
is then concentrated. Note: It is important to have stainless
steel equipment to avoid oxidation catalyzed by metallic
ions such as iron, copper, or aluminium. A final UF step
before concentration is recommended.

Cherry

The global production of cherries, supplied by more than
55 countries, varies from year to year between 2 and 3
million tons, more than 60% of which is sour cherries. Fruit
processing involves an average of 40% of sour cherries and
15% of sweet cherries. The most important world produc-
ers of cherries (in thousands of tons) are Germany (280),
the United States (170), Italy (140), and the former Soviet
Union (130). Production in China is growing fast. Cherry
pectin has smooth and hairy regions, with arabinose and
galactose as main neutral sugars.

Process Description. After washing and sorting, cher-
ries are destoned and crushed (Fig. 15). The pulp is heated
up to 85 �C (185 �F) for 3 min to destroy endogenous PPO
and to increase color extraction, and then cooled down to
50 �C (122 �F) for enzymatic maceration. Maceration is car-
ried out with Klerzyme� 120 at 300 to 400 g/ton for 2 h at
50 �C (122 �F). The juice is extracted with a horizontal



1050 ENZYMES, FRUIT JUICE PROCESSING

Strawberries

Defreezing/crushing

Press or decanter

Cooling 30 °C (86 °F)

Rapidase BE Super
100–150 g/ton

Juice pasteurization
2–3 min/90 °C (194 °F)

Depectinization
1–2 h/30 °C (86 °F)

Concentration

Clarification
Fining, filtration, or UF

Rapidase BE Super
2–5 g/hL

Maceration
30–60 min/20 °C (68 °F)

Figure 14. Strawberry juice process.
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Figure 15. Cherry juice process.

press or decanter. Extracted juice should be pectin free (al-
cohol test negative). It must be pasteurized to insolubilize
proteins at minimum 95 �C (203 �F). The juice is then
cooled down to 50 �C (122 �F) for clarification either by
traditional fining and earth filtering or by UF, with the
membrane cutoff above 30,000 Da. The juice is then con-
centrated.

Cranberry

Cranberry juice is very acidic, with an acid content ex-
ceeding 2% w/w, and a pH of 2.6 or lower. The juice is very
astringent because of a high natural level of tannins and
leukoanthocyannins. Because the single-strength juice,
with a Brix-to-acid ratio of 3.75, is unpalatable (the ratio
for grapefruit is 10), formulated cranberry juice blends
have been developed by companies such as Ocean Spray.
Many other cranberry-based juice drink blends have been
marketed. They have a fresh taste and attractive pink
color. Cranberry is reported to be the third favorite flavor
in the United States after orange and apple (40). Cran-
berry pectin exhibits different properties than citrus or ap-
ple pectin. Cranberry sauce is manufactured with a solid
level of only 40%, whereas other fruits need 65% solids. In
addition to citric and malic acid, the fruit contains also
quinic and benzoic acids. With a low carbohydrate content
and significant quantities of vitamin C, potassium, and
phenolic glycosides, this juice is considered healthy.

Process Description. Fresh or frozen fruits are milled
and heated up to 85 �C (185 �F) for 5 min, and then pulp
is cooled down to 50 �C (122 �F) for enzymatic maceration
(Fig. 16). Biopectinase BP300 (Quest) or Rapidase� Cran-
berry (Gist-Brocades) pectinase is added to the pulp at 200
to 400 g/ton for 1 to 2 h. The juice is extacted with a de-
canter or horizontal press, pasteurized, ultrafiltered, and
concentrated up to 50 �Brix.

Concord Grape

Grape juice is not consumed in large amounts because it
is too sweet (about 200 g/L sugars) or too acidic (up to 10
g/L tartaric acid). It is mixed with other fruit juices such
as apple. Pederson in 1980 reviewed the technology of
grape juice processing (41). Red grapes, especially Concord
variety and its hybrids, are the principal grapes for the
U.S. industry. These grapes are processed to juice. The
Concord variety is rich in pectin and anthocyanins and has
a unique flavor due to methyl anthranilate. The acidity is
13 g/L as tartaric acid. This juice is often recommended in
special diets. Because of the high pectin content (5 to 10 g/
L), berries are difficult to crush and to press.

Process Description. Grapes are destemmed, crushed,
and heated up to 85 �C (185 �F) for 3 min to release red
color pigments from the skins and to destroy PPO (Fig. 17).
After cooling down to 60 �C (140 �F), enzymes such as
Cytolase� PCL5 (Gist-Brocades) or Ultrazym (Novo Nor-
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Figure 16. Cranberry juice process.

disk) are added at 50 g/ton for 1 h. Precise monitoring of
temperature is important; it should not be below 55 �C (131
�F). After 1 h, juice extraction can be carried out with de-
canters, a screw press, or a horizontal press, after addition
of cellulose paper for absorbing particles. The juice is pas-
teurized at 88 �C (190 �F) for 30 sec and then cooled down
to �1 �C (30 �F) to prevent start of alcoholic fermentation.
The juice is clarified at low temperature for 7 to 14 days
with Klerzyme� 200 (Gist-Brocades) at 200 to 400 ppm.
Enzymatic clarification of grape juice as well as other
juices is based on the partial hydrolysis of soluble pectin
that acts as a protective colloid. Pectinases, mainly PG and
hemicellulases-like arabinogalactanases, help insoluble
particles to flocculate.

At the same time, cold temperature induces the inso-
lubilization and sedimentation of tartaric acid salt, reduc-
ing the total acidity to acceptable levels. The juice is then
filtered with diatomaceous earth on vacuum filter and then
on pressure filter and concentrated or pasteurized and bot-
tled. Concord grapes can also be processed with enzymatic
liquefaction. A thermal break is necessary. Pulp is heated
up to 85 �C (185 �F) for 3 min and then cooled down to 60
�C (140 �F) for enzymatic maceration, which is carried out
with 300 g/ton Klerzyme� LIQ. Temperature monitoring
is important and should not be below 55 �C (131 �F) nor
above 60 �C (140 �F). Juice extraction is carried out with
decanters. It is pasteurized at 88 �C (190 �F) for 30 sec.
Clarification takes place at cold temperature, �1 �C (30
�F) to 2 �C (36 �F) for 3 to 7 days using 10 to 20 g/hL
Klerzyme� 200. Tartaric stabilization occurs during this
period. Clarified juice is usually vacuum filtered and then
pressure filtered and concentrated.

White Grape

Different red and white grape varieties such as Niagara,
Thomson seedless, Sultana, and Muscat are processed to
juice and concentrate. Because grape sugar content is very
high and because the berry has endogenous PPO activity,
it is necessary to process this type of fruit very quickly to
prevent start of alcoholic fermentation and juice oxidation.

Process Description. White grapes are destemmed and
crushed (Fig. 18a). Special care should be taken to avoid
rotten fruits, frequent contamination by B. cinerea results
in the presence of glucan and laccase in the fruit. Glucans
cause pressing problems, and laccase is a fungal polyphen-
oloxidase causing juice browning. Grape pulp is macerated
at ambient temperature for 1 to 2 h with 40 to 80 g/ton
Klerzyme� 120. If the temperature is too warm, cooling
down to 15 to 20 �C (59 to 68 �F) is required to prevent
fermentation. Pressing can be carried out with a horizontal
press, pneumatic press, or screw press. The juice is quickly
pasteurized. After cooling at 50 �C (122 �F), depectinization
is carried out with 2 g/hL Klerzyme� 120 or Ultrazym
(Novo Nordisk) for 1 to 2 h. Enzyme is added at the begin-
ning of tank filling. No stirring is required. Depectinized
juice can be filtered or ultrafiltered. It is then concentrated.

Red Grape

A main concern for red grape juice producers is color ex-
traction. Process conditions, the sanitary state of grapes,
and enzymes are key factors for good color stabilization in
the final juice. Anthocyanidins, responsible for the red
color, are glycosylated with glucose. These pigments turn
from red to brown depending on light, pH, temperature,
enzyme oxidases (naturally present in the grape), and b-
glucosidases (present in grape and a side activity of pec-
tinase products) that destabilize anthocyanins after hy-
drolysis of their glycosidic part.

Process Description. Red grapes are sorted out before
crushing (Fig. 18b). Berries are heated up to 90 to 95 �C
(194 to 203 �F) for 3 min to increase color extraction and
to destroy endogenous PPO. Pulp is cooled down to 50 �C
(122 �F) for the enzymatic maceration. Rohapect VR
(Röhm) or Klerzyme� Color is added at 40 to 100 g/ton for
2 to 5 h. Pulp should be carefully mixed with enzymes dur-
ing tank filling and just before pressing. No stirring is re-
quired during maceration. Color extraction is monitored,
and the juice should be pectin free (alcohol test). Juice ex-
traction can be carried out with horizontal, pneumatic,
screw presses, or decanters. Juice should be pasteurized
quickly after extraction for a better color stability. Juice is
vacuum filtered, and then pressure filtered or ultrafiltered
(membrane cutoff higher than 50,000 Da) and concen-
trated.

ENZYMES, STONE FRUIT AND TROPICAL FRUIT
PROCESSES

The production of fruit puree, nectar, pulpy juices, and
fruit blends are of great commercial importance. Many
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Figure 17. Concord juice process.
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fruits are not pressable, or they are too acidic or too
strongly flavored to be pleasant beverages without dilution
or blending or both. These juices are delicious after dilut-
ing with thin syrup or blending with other juices; good ex-
amples of this are apricot, peach, pear, and tropical fruit
such as mango, guava, papaya, and banana. Other fruits
may not have enough flavor, and they are greatly improved
if the entire fruit is processed into a smooth pulpy bever-
age. Fruit nectars are pulpy fruit juices blended with sugar
syrup water and citric acid to produce a ready-to-drink bev-
erage. Their composition is strictly defined in the Code of
Federal Regulations (1984). They come from diluted pur-
ees or pulpy juice process. Cloudy beverages have a high
content of fruit pulp (mango and guava have more than
35% pulp). The most important quality factor of these nec-
tars is that the cloud be stable. After mixing with water,
sugar, and acid, the cloud particles tend to settle down and

sometimes form a gel with a clear supernatant layer. This
separation is a serious defect that reduces the attractive-
ness of the product. Fruit polysaccharide structures
change during ripening because of endogenous enzymes
(Table 2). The fruit texture is modified and has an effect
on the texture, viscosity, and stability of further-processed
nectars. Prevention of cloud loss or instability in nectars
has focused on the use of homogenization as a mechanical
means to reduce the particle size. The use of exogenous
enzymes can improve the cloud stability in nectars or make
puree concentration easier. The general process is used to
produce puree, nectar, cloudy, or clear juice from pear,
peach, apricot, mango, or guava.

Process Description. Fruits are washed, sorted, halved,
and destoned (Fig. 19). Destoned fruits are heated with
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Figure 18. (a) White grape juice process. (b) Red grape juice process.

steam in a continuous blanching step at about 85 �C (185
�F) for 5 min to inactivate endogenous PPO, to avoid puree
browning, and to kill microorganisms. Enzyme prepara-
tions should have high PG or PL activities combined with
cellulases and hemicellulases. For puree processing, mac-
eration is carried out with Pectinex UltraSP (Novo Nor-
disk), Rohapect TF (Röhm), or Rapidase� TF (Gist-
Brocades) at 50 to 100 g/ton for 1 to 2 h at 50 �C (122 �F).
These enzymes have been found to decrease the viscosity
of puree or cloudy juice without destabilizing the cloud and
to improve the ability to concentrate the product. Puree
extraction is performed with a finisher (with a 0.6 to
0.8-mm screen). The resulting puree is concentrated or
deaerated and passed through a steam-heated tubular
heat exchanger where it is quickly heated to pasteuriza-
tion temperature, 88 to 95 �C (190.4 to 203 �F), before can-
ning. For the production of nectar, the puree is sweetened
with sugar syrup and acidified with citric acid to maintain
a constant ratio of sugars to acid. The nectar is then
canned or bottled, sealed and processed at 100 �C (212 �F)
for 2 to 3 min. The Tetra-Pak system is now widely used
for aseptic packing of nectars. Cloud instability in nectars
depends mainly on the presence of large pulp particles as-
sociating together, and it is also related to the endogenous
PME. This enzyme leads to the formation of calcium pec-
tates that form sediment and result in clarification. It is
necessary to inactivate this activity as soon as possible in

the process, because even a low residual activity after pro-
cessing would destabilize the nectar during storage after
bottling. It has been found that PME from guava or mango
(at pH greater than 4) had a high heat stability, and it was
necessary to heat the nectar for at least 1 min at 97 �C for
its inactivation.

For clear juice processing, 150 to 200 g/ton Rapidase�
TF for 2 to 2.5 h at 50 �C (122 �F) is added to the puree.
The juice is extracted with a horizontal press or decanter
and then pasteurized at 95 �C (203 �F) to denaturate pro-
teins. Clarification is carried out with diatomaceous earth
filter or UF. The clear juice can be concentrated.

Peach and Apricot

The role of various polysaccharide degrading enzymes for
cloud stabilization in peach and apricot nectar has been
demonstrated. Fruit primary cell walls contain around
90% polysaccharide and 10% protein. Apricot nectar ex-
hibits a phenomenon of cloud loss. This separation can be
avoided by grinding the pulp very finely (42). The addition
of pectolytic enzymes separately or in combination with
homogenization results in a cloud-stable apricot nectar,
but homogenization alone fails to achieve cloud stability.
The cellulose microfibrils liberated by mechanical action
become more hydrated and interact with constituents in
the serum, increasing the yield and the cloud stability. En-
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Figure 19. Stone fruit and tropical fruit juice process.
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zymes such as Rapidase�TF are able to degrade the
arabinan-rich pectin, open cells in the pulp, and assist in
the production of clear peach and apricot juice concentrate.

Mango

Mango is the most important tropical fruit. India is the
largest producer, but it is also produced in Mexico, China,
Brazil, and the Philippines. The annual world production
is about 20 million metric tons. The skin color of ripe fruits
is yellow-red, under which the flesh is white, pink, green,
or orange-yellow and juicy. The taste varies from sweet to
sour. It is a source of vitamin C (100 mg per 100 g) and
nicotinic acid. Mango is processed as a puree or nectar,
juice, and various juice drink blends. A typical mango nec-
tar is one with 20 to 30% puree, 12 to 18 � Brix, pH around
3.5, and titratable acidity 0.2 to 0.3%. Exogenous enzymes
are used to increase the concentration of mango puree or
to produce clear juice and concentrate. Enzymatic treat-
ment of mango destoned flesh provides a yield of around
80% at 15 �Brix. Pectinases and hemicellulases are impor-
tant activities to degrade mango pulp (Tables 2 and 5).

Guava

Guava is a popular fruit throughout the tropics, eaten
fresh or made into juice, nectar, puree, and jam or jelly

after removal of the seeds. The major producers are South
Africa, India, and Hawai. Guava puree is reprocessed into
nectars, juice drink blends, syrups, jams, or jellies. Fruit
pulp is increasingly treated with exogenous enzymes to im-
prove juice extraction. Guava pericarp has two main cel-
lular types: parenchyma and stone cells, which are also
encountered in pear, plum, and olive mesocarps (43). Stone
cells are strongly lignified woody material. Cell walls from
stone cells represent the major proportion of total cell wall
material found to be insoluble in alcohol (74% of insoluble
substances). The mesocarp portion contains 90% of total
cell wall material of guava pulp, 77% of which are stone
cells. Half of stone cells are made up of neutral polysac-
charides, 94% of which are cellulosic glucose and xylose
(Table 2). Uronic acids are also present and O-acetyl
groups are important and could be related to xylose-
containing polymers. The dominant structural feature in
parenchyma cell walls is cellulose, with side chains of glu-
cans and xyloglucans, highly branched arabinans, and
type I arabinogalactans; the rhamnose comes from rham-
nogalacturonans.

Guava stone cells contain large amounts of b-(1r4) xy-
lan as the main constituent. Compared to other fruit juices,
an additional centrifugation is required to remove stone
cells.
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Figure 21. Clear pineapple juice processing.
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Figure 20. Banana juice process.

Yellow Banana

Banana production is a key activity in a lot of equatorial
countries. A considerable amount of bananas are rejected
because they do not meet quality standards; this waste can
be substantial (160,000 tons of rejected bananas in Costa
Rica in 1978). The quantity of processed bananas is very
small because of the competition with fresh fruits through-
out the year. Many banana products have been described,
such as powder, flour, chips, puree, canned slices, jams,
beverages, and alcohol. The banana is widely appreciated
for its flavor and aroma (isoamylacetate) either as banana
juice or a mixture with other juices. However, banana
juices are too pulpy and too viscous to yield beverage juices
easily, even if they contain endogenous pectinases such as
PME and PG (44) (Table 2). Bananas contain 3 to 4% fiber,
1% pectin, and 2% hemicellulose (45). The composition of
banana polysaccharides changes considerably during rip-
ening, with a large decrease in hemicellulose, cellulose,
pectin, and starch. Bananas can be processed at the green
stage, mainly for alcohol production, or at the ripe stage,
for the production of clear juice, requiring different enzyme
treatments.

Process Description. Yellow bananas are peeled and
ground (Fig. 20). Banana PPO, which is very active, must
be inhibited by heating or sulfite treatment (100 mg/L of
potassium metabisulfite) to prevent browning. Addition of

ascorbic acid is also possible. After heating at 85 �C (185
�F) for 3 min and then cooling at 45 �C (113 �F), Rapidase�
Press (Gist-Brocades) can be added at 75 to 100 g/ton over
1 to 2 h. After decanting, the clear juice at about 85% yield
is pasteurized, filtered, and concentrated.

Clear Pineapple Juice

Annual pineapple production worldwide is 5 million tons
in Thailand, the Philippines, Indonesia, and Kenya.
Smooth Cayenne is the main variety. Thailand was the
world’s leading producer of commercial canned pineapple
(420,500 metric tons) and pineapple juice concentrate
(87,000 metric tons) in 1991. There are two types of pine-
apple juices: beverage juice (cloudy) from eradicated fruit
and mild juice, the clear pineapple juice from wastes. The
processing of pineapple mainly involves the fruit being
sliced or cubed and then canned. A clear concentrate can
be processed. The latter is used to cover the slices and
cubes in the cans.

Process Description. Pineapple juice results from the
pressing of the following by-products of the canning fac-
tory: the surplus of juice drained from the eradicator fruit,
juice drained during crushed pineapple preparation, fruits
that are too small for slicing, and fruit shell peel cores,
trimmings, or end cuts (Fig. 21). All are blended, crushed,
and pressed with a screw press to obtain a 8 to 10 �Brix
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Figure 22. Kiwi juice process.

juice with a of pH 3.5 to 4.0. The juice must be centrifuged
to reduce its fiber content; the percentage of insoluble sol-
ids (spin test at 3,000 rpm for 5 min) should be below 1.0
to 1.5%. The juice is pasteurized to insolubilize bromelain
protein at 95 �C (203 �F) for 1 min.

The juice is cooled down and depectinized at 25 �C (77
�F) for 1 h. Enzymes such as Rapidase� Pineapple (Gist-
Brocades) or Rohapect B1L (Röhm) are added for the de-
pectinization from 7.5 to 15 g/hL. Rapidase� Pineapple
contains pectinases and specific hemicellulases that hy-
drolyze pineapple gum. This pineapple juice contains a
small amount of pectin but has a high hemicellulose con-
tent (galactomannans, arabinogalactans, and galactoglu-
comannans), whereas the insoluble parts are rich in ara-
binoxylans (Table 5). The natural gum in pineapple juice
was found to decrease the UF capabilities and increase
pulp suspension and foaming properties of the juice (46).
This gum is a neutral polysaccharide containing 70% sug-
ars, which are predominantly galactomannans (mannose-
to-galactose ratio of 2.25:1). Because of this gum, the UF
flux rate quickly drops and becomes a bottleneck in the
process when using UF membranes with a cutoff of 10,000
Da. Enzymes in Rapidase� Pineapple improve the UF flux
rate because the xylanase and other hemicellulase activi-
ties reduce the polysaccharides’ molecular weight. The
juice viscosity is decreased, the UF flux rate is improved,
and the juice is more easily concentrated at 62 �Brix.

Kiwi

The processing of kiwi puree requires no enzyme applica-
tion. The processing of kiwi juice and concentrate is a new
demand, especially in Korea, New Zealand, and Chile. This
fruit is very rich in ascorbic acid (vitamin C) and contains
more than 0.5% proteins. The fruit pulp is very viscous,
and pectinases are required for processing because of a
high pectin content of about 260 mg%.

Process Description. Kiwis are washed and sorted out
then crushed with a hammer mill (Fig. 22). SO2 is added
to prevent pulp browning at 30 to 50 ppm. Pectinase prod-
ucts such as Rohapect D5L (Röhm) or Rapidase� Press
(Gist-Brocades) at 100 to 150 g/ton are added to the pulp
to improve the juice extraction. Maceration is carried out
for 1 to 2 h at ambient temperature. After pressing or de-
canting, the juice is pasteurized at 95 to 98 �C (203 to 210
�F) for 1 min for protein denaturation. Depectinization is
carried out with Cytolase� PCL5 at 2 to 4 g/hL for 1 to 2
h at 50 �C (122 �F). Centrifugation may be useful to remove
heat-stable proteins. Clarification is obtained after fining
with bentonite (100 to 200 g/hL) or with bentonite plus
silicasol (75 g each) followed by earth filtration or UF. The
clear juice is concentrated up to 65 �Brix.

Cloudy Passion Fruit Juice

Most of the passion fruit juice is sold as cloudy concentrate
juice. Cloud stability juice yield, and concentrability are
the main concerns of juice producers. Enzymes, pectinases,
hemicellulases, and cellulases can increase the extraction
juice yield and improve the concentration after decreasing
the viscosity of the juice.

Process Description. Fruits are inspected, washed,
brushed, and rinsed before crushing (Fig. 23). Pulp extrac-
tion is carried out on specific extractors with a desteming
system. The pulp is heated up to 95 �C (203 �F) for 2 min
to inactivate endogenous PPO and is cooled down at 50 �C
(122 �C). Enzymatic maceration is carried out with 100 to
200 g/ton Rapidase� Tropical Cloud (Gist-brocades) for 1
to 2 h. Juice is extracted with a pulp finisher, centrifuged,
and pasteurized at 85 �C minimum (185 �F) for 30 to 45 sec
and concentrated up to 55 �Brix.

Orange, Grapefruit, and Tangerine

The commercial production of citrus for processing into
fruit sections and juice began in the 1920s in Florida. The
development of frozen concentrated orange juice (FCOJ)
started in the 1940s and now exceeds all other citrus prod-
ucts combined, and it is the largest single frozen food item.
Although citrus juice is the most important product, the
by-products, of which pectin and essential oils are the most
significant, provide added value for producers. Although
some countries forbid the use of enzymes in the production
of premium citrus juices from orange, tangerine, and
grapefruit, enzymes can be used to increase the pulp wash
yield, to make the concentration easier, to improve essen-
tial oil recovery, and to debitter or clarify the juice (lemon
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Figure 23. Passion fruit juice process.

juice). After incoming fruits are sampled and tested (the
ripeness standard is the ratio of Brix to acid, defined in the
1985 Florida Citrus Laws), oranges enter the extractor. A
schematic diagram of extraction and finishing in citrus
juice plant is shown in Figure 24. Methods of extraction
and finishing operations affect the yield, quality, and char-
acteristics of the citrus juice produced. To maintain high
quality, the yields obtainable by processors in Florida are
highly regulated by citrus laws (e.g., size and type of ex-
tractors). Officials decide what processors are allowed to
recover as pure juice. There are two main types of extrac-
tors and finishers, manufactured by FMC and Brown Com-
panies in the United States. The expressed juice from the
extractors contains pulp and cell membrane residue, and
processing in a finisher (rotating screw principle) is re-
quired to reduce the pulp content. Raw juice enters at one
end, pulp is squeezed out at the other end, and the juice
passes radially through sieving cylindrical-shapedscreens.
Standard finishing reduces the pulp content of juice to
about 12%. The excess pulp and solid by-products of the
extracted juice from the primary finishers are processed
through a pulp wash system (47).

Pulp Wash
The pulp wash system consists of a series of five to seven
stages of secondary finishers. Water is added in a multi-

stage countercurrent washing system. This water, along
with a high finisher screen pressure, removes the remain-
ing soluble solids containing a high level of pectin from the
fruit pulp. About 5 to 7% of the additional solids can be
recovered. After removal of the soluble solids, the product
is concentrated. Rapidase� Citrus 2000 is added before or
after pulp wash extraction at 2.0 g per 100 kg pulp (or per
hL) to reduce the viscosity (mainly from the pectin) for
achieving the desired 65 �Brix concentrate (Fig. 24). The
result is a better extraction of sugars and soluble solids,
resulting in a higher yield and therefore a lower viscosity.
The pulp wash product can be easily concentrated to 65
�Brix without risk of gelling and keeping a good cloud sta-
bility. The pulp wash product is added back to sodas as the
cloud source, stable after centrifugation and pasteuriza-
tion. After this treatment, the pectin degradation is limited
to lowering the viscosity without attacking the insoluble
pectin that maintains the stability of the cloud. It is very
important to use pectinases with the lowest PME activity
as possible, to avoid clarification of the pulp wash. The
ideal enzyme is a pure PL. Next to PL, Rapidase� Citrus
2000 contains glycosidases that decrease the pulp wash
bitterness and improve its taste, mouthfeel, and flavor
level.

Oil Recovery

The essential oil content is 2 to 5 kg/ton of processed raw
material, but the oil is mainly located in the fruit peel.
Essential oils of citrus are located in special cells of the
flavedo. The flavedo contains hydrocarbons (terpenes and
sesquiterpenes), oxygenated compounds (aldehydes, es-
ters, alcohols, ketones, phenols), and nonvolatile residues
(waxes, coumarins, flavonoids, fatty acids). Although the
Brown system requires a separate machine to extract oil
before juice extraction, the FMC extractor is capable of ex-
tracting juice and peel oil in the same operation.

Process Description. After extraction, the juice is sent
to the finisher for juice production, and the peel particles
containing the oil are washed in a separate stream. After
juice extraction, the peel particles and the oil–water emul-
sion are separated through a finisher. The proportion of oil
in the emulsion is between 1 and 3% (9 lb/ton fruit). En-
zymes can speed the process time and increase the yield of
oil from the emulsion (cream) and the quality of the final
product. Enzymes needed for a better separation of oil and
water from the emulsion are pectinases and acid proteases.
By hydrolyzing the complex pectin proteins, oil is released
more easily from the aqueous phase. Enzymes prepara-
tions such as Citrozym CEO (Novo), Rohapect VR (Röhm),
or Rapidase� Citrus Oil (Gist-Brocades) are added at 10 to
20 g/hL of emulsion before the desludger centrifugation for
30 to 60 min at room temperature. Oil yield can be in-
creased by 10 to 15%.

The finished emulsion passes through a sand cyclone
and is fed to a desludger centrifuge to produce an oil-rich
emulsion that is sent to a polisher that recovers the clear
oil. After the desludger stage, the oil is concentrated up to
60 to 80%. In the second stage, the polisher removes the
remaining water and the very fine solid particles. A cold
storage allows dewaxing of the oil for better purification.
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Highly Concentrated Citrus Base

Extracted finished juice is sensitive to microbiological con-
taminations, enzymatic activities, and chemical reactions,
all leading to a quick quality degradation. Problems with
unpasteurized juices are cloud loss and juice separation
caused by citrus PME, gelation of the concentrate, fermen-
tation, and spoilage, even if the pH is low (3.0 to 4.0). These
problems are prevented by fast pasteurization, although it
causes undesirable browning reactions and flavor and
taste changes in the juices before aseptically packaging.
Inactivation of citrus PME by heating has been determined
to occur at 90 �C (194�F) for 1 min (48). The juice is then
concentrated with multieffect evaporators at 65 �Brix. Vol-
atiles recovered during juice concentration are referred to
as essences. Concentrate is chilled immediately after evap-
oration to maintain high flavor quality. Citrus juices can
be concentrated after decrease of the juice viscosity by spe-
cial pectinases in countries where it is authorized, such as
Italy. The soluble pectin, which is responsible for many
problems in processing, must be slightly degraded to avoid
the risk of gelatinization in the concentrator.

Process Description. Added after the first finisher, en-
zymes such as Rohapect SK1 (Röhm) or Rapidase� Citrus
65 (Gist-Brocades) at 1 g/hL for 15 to 30 min make the
concentration of the premium juice easier without clarifi-
cation and enable the production of concentrated citrus
base above 65 �Brix (Fig. 24).

Prepeeling

Citrus fruits are sometimes treated with enzymes that di-
gest white albedo, which binds the flavedo peel to fruit seg-
ments. After treatment, hand peeling is easier and faster.
Fruit peel is first scored, and fruits are then dropped into
an enzyme solution with 4% Peelzym (Novo Nordisk) or
Rapidase� Citrus 2000 (Gist-Brocades). Fruits are vacuum
infused for 2 to 3 min in this enzyme solution (Fig. 24).
After vacuum break, fruits are maintained at 40 �C (104
�F) for 15 to 60 min for albedo digestion inside the fruit
(49). Fruits will be later be very easily hand peeled. Fruits
are then rinsed and cooled in a water bath at 5 �C (41 �F)
and packed.

Peel Pressing

Orange juice yield is low, around 40%. This is why peel
valorization is of high interest. After juice extraction, peels
are added with same weight of hot water (Fig. 24). The
blend is heated up to 90 �C (194 �F) for 3 min and then
cooled down to 50 �C (122 �F). Enzymes such as Pectinex
UltraSP (Novo Nordisk) or Rapidase� Peel Pressing (Gist-
Brocades) are added at 200 g/ton for 2 h at 50 �C (112 �F)
with slow stirring. Pressing is carried out with a horizontal
press or decanter. The extracted juice is pasteurized, cen-
trifuged, possibly debittered, and concentrated.

Lemon

Lemon juice is extracted with FMC or Brown extractors.
Before concentration, seeds, bits of peel, and pulp must be

removed (Fig. 25). Lemon pulp, which is added back to lem-
onade, is recovered by hydrocyclone or cylindrical perfo-
rated screen. Primary oil emulsion discharged from ex-
tractors still contains peel fragments that must be
discarded by finishers before essential oil is recovered from
the emulsion by centrifugation. Cold-pressed lemon oil has
a large range of applications, and the market value of
lemon oil is very high. There is a strong demand for lemon
oil as flavoring in foods and soft drinks and in cosmetics,
pharmaceuticals, and household products. Citral is the
predominant aldehyde in lemon oil and has long been con-
sidered the chief flavor constituent of the product. Lemon
juice contains a complex colloidal system of particles com-
posing the cloud. These particles, remaining in suspension
after the largest ones have been removed, play a major role
in the organoleptic qualities of the juice. Lemon cloud is
composed of approximatively equal amounts of proteins
and pectin with flavonoids and phospholipids (50). Lemons
can be processed as cloudy juice. In this case, it is neces-
sary to destroy the endogenous PME, which could lead to
a cloud destabilization. The temperature of lemon PME
inactivation is 74 �C (165.2 �F) for 14 s. Heating the pulpy
lemon juice for too long may result in browning. The juice
is then concentrated by evaporation or reverse osmosis at
55 to 65 �Brix. Demand for clarified lemon juice concen-
trate has increased in recent years. Clarification of single-
strength lemon juice may be carried out directly by UF or
addition of polygalacturonic acid or commercial pectinases
active at low pH. Lemon juice is not easily clarified and
concentrated.

In the past, juice clarification took as long as 4 to 16
weeks and occurred only after the addition of huge
amounts of sulfur dioxide (about 1,000 to 2,000 mg/L) to
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aid the action of lemon PME. Depectinization requires pec-
tinases to be stable at low pH (2.2 to 2.8) with high citric
acid concentration. Moreover, pectinases alone did not
allow juice clarification because the cloud is caused by pec-
tin, hemicelluloses, and cellulose, with a high protein con-
tent.

Process Description. Enzymes proposed for lemon juice
production are Rapidase� Clear Lemon (Gist-Brocades),
Rohapect C (Röhm), or Citrozym (Novo). After lemon juice
extraction, the juice goes through a finisher and is then
depectinized (Fig. 25). Rapidase� Clear Lemon is added at
30 g/hL to the juice at low temperature, 4 to 8 �C (39.2 to
46.4 �F), to avoid juice oxidation. Lemon albedo contains
about 33% of its dry weight as pectin. The complete deg-
radation of pectin that is required is finished after about 2
days at low temperature or a few hours at 40 �C (104 �F).
However, even if the juice is depectinized, it is not clarified.
At this stage, it is still possible to produce a cloudy concen-
trate or a clear juice and concentrate (Fig. 24). A fining
step is necessary for the clarification, with high dosis of
bentonite (about 100 g/hL or 500 g/hL without enzyme
treatment) or silicasol. Then, flocculation and sedimenta-
tion of the cloud can occur. After a few hours, the juice is
centrifuged, ultrafiltered, and concentrated easily up to 52
�Brix.

FRUIT JUICE AUTHENTIFICATION

Today, quality, authenticity, and detection of adulteration
of fruit juices are absolute requirements from juice pur-
chasers and consumers. The evolution of technology and
processes using enzymes in parallel with more sensitive
analytical techniques, especially in the field of liquid and
gas chromatography, and new analytical methods such as
SNIF-NMR reveal a broad spectrum of components in mar-
keted fruit juices. It is sometimes difficult to identify these
different compounds and precisely determine their origin.
Most of them result from the physical and enzymatic deg-
radation of natural substrates released during the fruit
processing, but deviations from the standard ranges may
indicate adulteration, and expert interpretation is re-
quired. In Europe, a code of practice has been developed to
maintain quality and authenticity standards. Members of
Association of the Industry of Juices and Nectars (AIJN)
have established reference guidelines to judge the quality
and authenticity of fruit juices (51). The values should re-
flect the commercial standards. The most widely used of
these are the German Fruit Juice Industry guide values
known as RSK values, introduced in the 1970s. Fruit juice
authenticity is assessed by taking into account numerous
chemical analyses. Apple has been extensively studied, but
products coming from the degradation of cell wall polymers
by enzymes are not yet fully described, which creates prob-
lems in juice authenticity: what is a “standard” apple juice
and what is the reference process? At the same time, the
development of enzymatic liquefaction technology with
pectinases, hemicellulases, and cellulases and the devel-
opment of new analytical techniques with a very high sen-

sitivity show new and atypical analytical profiles of juices,
revealing more numerous chromatography peaks caused
by sugar oligomers that are not easily identified and from
which the origin is not obvious.

For example, starch, pectin, and cellulose are polysac-
charides naturally present in most of fruits. Granular
starch is mainly present at the crop period in immature
apples. It is hydrolyzed during fruit ripening by endoge-
nous amylases. Apple starch is composed of 70% amylo-
pectin and 30% amylose. Starch degradation results in the
formation of simple sugars such as glucose, maltose, and
maltitol. Because endogenous enzyme activity is very low
and the process duration is short, it is necessary to add
high exogenous fungal amylases that release glucose, mal-
tose, and other isomers such as isomaltose and pannose.
We assume that side enzyme activities, which are present
in commercial amylase preparations such as maltase and
�-glucosidase, can synthesize these compounds. Pectin is
the main substrate being degraded by exogenous enzymes
during processing. Pectinases from A. niger release all
sizes of oligomers and monomers of galacturonic acid,
arabinose, and galactose and also parts of nondegraded
RG-I and RG-II. Analyses of juice composition with new
techniques can now reveal all these different compounds.
With the purpose of optimizing fruit sugar extraction, new
technologies such as fruit liquefaction (total or pomace)
have appeared. The related new processes increase the
juice yield highly. The yield is high because of the almost
total hydrolysis of protopectin in oligomers and monomers
of galacturonic acid and neutral sugars, but also because
of partial hydrolysis of cellulose into oligomers and mono-
mers of glucose, including cellobiose. Cellulases, by de-
creasing the mash viscosity, improve pectinases efficiency.
The sugar profile depends also on physical conditions of
the process submitted to the fruit. One sugar molecule can
easily epimerize at a slightly alkaline pH of 8.0–8.5. This
can be the case during fruit pulp or pomace heating with
steam condensate water being at alkaline pH. The contact
between glucose in the fruit pulp and alkaline water can
form fructose, thus changing the ratio of glucose to fructose
that is a criterion of fruit juice authenticity. A high tem-
perature could also change the sugar profile in the final
juice.

In conclusion, numerous laboratories of authentifica-
tion have recently appeared that can detect the adultera-
tion of juices with cheap sugars coming from cereals. How-
ever, it is urgent now that analysts at these laboratories
enlarge the description of standard juice composition, in-
cluding the following parameters: the fruit variety, the geo-
graphical area where raw material originates, climatic
conditions of the year, fruit ripeness (endogenous en-
zymes), and all process conditions. Communication among
analysts, enzyme producers, fruit juice producer organi-
sations, and legislators is necessary, and studies are on-
going. The role of exogenous enzymes that are necessary
to produce clear and stable concentrate is crucial in deter-
mining the final composition of the juice. All these param-
eters should be integrated in the description of new stan-
dards in order to avoid confusion in the interpretation of
results.
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In 1916, Nelson and Griffin (1) found that an enzyme in
water-insoluble form showed catalytic activity. They re-
ported that invertase extracted from yeast was adsorbed
on charcoal, and the adsorbed enzyme showed the same
activity as native enzyme. In 1948, Sumner (2) found that
urease from jack bean became water insoluble on standing
in 30% alcohol and sodium chloride for 1 to 2 days at room
temperature and that the water-insoluble urease was ac-
tive. Thus, it has been known for a long time that enzymes
in water-insoluble form show catalytic activity. However,
the first attempt to immobilize an enzyme to improve its
properties for a particular application was not made until
1953, when Grubhofer and Schleith (3) immobilized en-
zymes such as carboxypeptidase, diastase, pepsin, and ri-
bonuclease by using diazotized polyaminopolystyrene
resin. On the other hand, before this (1949), immobiliza-
tion of physiologically active protein was carried out by
Micheel and Ewers (4). Further, in 1951, Campbell et al.
(5) prepared immobilized antigen by binding albumin to
diazotized p-aminobenzylcellulose. Subsequently, a num-
ber of reports on the preparation and application of im-
mobilized antigens and antibodies appeared. Such studies
may also be applicable to immobilized enzymes.

In the 1960s, many papers appeared; in particular, Pro-
fessor Katzir-Katchalski and his co-workers at the Weiz-
mann Institute of Science, Israel, carried out extensive
studies on new immobilization techniques, and on the en-
zymatic, physical, and chemical properties of immobilized
enzymes.

In 1969, Dr. Chibata et al. at Tanabe Seiyaku Co., Ltd.,
in Japan succeeded in the industrialization of a continuous
process for the optical resolution of DL-amino acids using
immobilized aminoacylase (6). This was the first industrial
application of immobilized enzymes in the world.

In 1971, the first Enzyme Engineering Conference was
held at Henniker, New Hampshire, and the predominant
theme of this conference was immobilized enzymes. A def-
inition and classification of immobilized enzymes were pro-
posed at the conference. This conference is biannual, and
the main topics have continued to be immobilized enzymes.

Some books on immobilized enzymes have been pub-
lished (7,8) as well.

Immobilized enzymes are defined as “enzymes physi-
cally confined or localized in a certain defined region of
space with retention of their catalytic activities, and which
can be used repeatedly and continuously.” Accordingly, en-
zymes modified to a water-insoluble form by suitable tech-
niques satisfy this definition of immobilized enzymes. In
addition, when an enzyme reaction using a substrate of
high molecular weight is carried out in a reactor equipped
with a semipermeable ultrafiltration membrane without
leakage of the enzyme from the reactor, this can also be
considered as a kind of immobilized enzyme system.

The term immobilized enzyme was recommended at the
First Enzyme Engineering Conference in 1971. Before that
time, various terms such as water-insoluble enzyme,
trapped enzyme, fixed enzyme, and matrix-supported en-
zyme had been used.

As functional groups involved in enzyme immobiliza-
tion, free, amino and carboxyl groups, the sulfhydryl group
of cystein, the imidazole group of histidine, phenolic
groups, and hydroxyl groups of serine and threonine may
be considered. For immobilization of an enzyme, it is nec-
essary that functional groups in the active center should
not be involved in the reaction leading to immobilization
of the enzyme. Further, because the tertiary structure of
enzyme protein is maintained by relatively weak binding
forces, such as hydrogen, hydrophobic, and ionic bonds, it
is necessary to carry out the immobilization reaction under
mild conditions.

Methods for enzyme immobilization can be classified
into three basic categories as follows.

1. Carrier-binding method: the binding of enzymes to
water-insoluble carriers such as polysaccharide de-
rivatives, synthetic polymers, and porous glass, etc.

2. Cross-linking method: intermolecular cross-linking
of enzymes by means of bifunctional or multifunc-
tional reagents such as glutaraldehyde, bisdiazoben-
zidine, and hexamethylene diisocyanate, etc.

3. Entrapping method: incorporating enzymes into the
lattice of a semipermeable gel on enclosing the en-
zymes in a semipermeable polymer membrane, such
as collagen, gelatin cellulose triacetate polyacryl-
amide, and j-carrageenan, etc.

These methods are shown schematically in Figure 1.
The carrier-binding method is the oldest immobilization

method for enzymes, and many papers have been pub-
lished on this method. When enzymes are immobilized in
this way, care is required regarding the selection of carriers
as well as in binding techniques. The carrier-binding
method can be further divided into three categories ac-
cording to the binding mode of the enzyme, that is, physical
adsorption, ionic binding, and covalent binding.

The cross-linking method is based on the formation of
chemical bonds, but water-insoluble carriers are not used
in this method. The immobilization of enzymes is per-
formed by the formation of intermolecular cross-linkages
between the enzyme molecules by means of bifunctional or
multifunctional reagents.
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Figure 1. Schematic diagrams of immobilized
enzymes.

Table 1. Preparation and Characteristics of Immobilized Enzyme

Carrier-binding method

Characteristic Physical adsorption Ionic binding Covalent binding Cross-linking method Entrapping method

Preparation Easy Easy Difficult Difficult Difficult
Enzyme activity Low High High Moderate High
Substrate specificity Unchangeable Unchangeable Changeable Changeable Unchangeable
Binding force Weak Moderate Strong Strong Strong
Regeneration Possible Possible Impossible Impossible Impossible
General applicability Low Moderate Moderate Low High
Cost of immobilization Low Low High Moderate Low

The entrapping method is based on confining enzymes
in the lattice of a polymer matrix or enclosing enzymes in
semipermeable membranes, and it can be classified into
the lattice and microcapsule types. This method differs
from the covalent binding and cross-linking method in that
the enzyme itself does not bind to the gel matrix or mem-
brane. Thus, this method may have wide applicability.
However, if a chemical polymerization reaction is used for
entrapping, relatively severe conditions are required and
lose of enzyme activity occurs in some cases. Therefore, it
is necessary to select the most suitable conditions for the
immobilization of various enzymes.

Preparation methods and characteristics of immobi-
lized enzymes are summarized broadly in Table 1, though
there are many exceptions.

Immobilization of enzymes by covalent binding or cross-
linking is carried out under relatively severe conditions in
comparison with those of physical adsorption or ionic bind-
ing. Thus, in the former cases, conformational change of
the enzyme structure and partial destruction of the active
center may occur. Accordingly, unless immobilization of an
enzyme by covalent binding is carried out under well-
controlled conditions, immobilized enzyme having high ac-

tivity cannot be obtained. However, the binding forces be-
tween the enzyme and carrier are strong, and the enzyme
cannot easily be lost from carriers even in the presence of
substrates or salts at high concentrations. However, when
the activity of enzymes immobilized by covalent binding
decreases on long-term operation, regeneration is impos-
sible.

On the other hand, immobilization of enzymes by the
ionic-binding method can be achieved simply under mild
conditions. Accordingly, in this case, preparations having
relatively high activity are obtained. However, the binding
forces between enzyme and carrier are weak in comparison
with those in the covalent-binding methods. Therefore,
leakage of the enzyme from the carrier may occur after
changes in the ionic strength, pH of the substrate, or prod-
uct solution. This type of immobilized enzyme can be re-
generated when the enzyme activity decreases after pro-
longed operation. Thus, the ionic-binding method is
advantageous in comparison with the covalent-binding
method, particularly when expensive carriers or enzymes
are used.

Unlike the ionic-binding, covalent-binding, and cross-
linking methods in the entrapping method, no binding
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between enzyme and carrier should occur in theory. There-
fore, in many cases, preparations having high activity are
obtained. However, in this method, regeneration of activity
losses is impossible, as in the case of the covalent-binding
method. A major disadvantage of the entrapping method
is that its application is limited to small molecular sub-
strate and product molecules; the entrapped enzyme
shows little or no activity toward macromolecular sub-
strates.

Although a number of enzyme immobilization methods
have been studied, no ideal general methods applicable for
the immobilization of many enzymes have yet been devel-
oped. Each method has specific disadvantages. Therefore,
in practice, it is necessary to find a suitable method and
conditions for the immobilization of a particular enzyme in
the light of the intended application.

Because of the special characteristics of immobilized en-
zymes, a considerable amount of work has been carried out
on application of immobilized enzymes as solid catalysts
having high substrate specificity. Immobilized enzymes are
used in various fields, such as chemical processes, analysis,
medical treatment, food processing, affinity chromatogra-
phy, and so forth. For the efficient utilization of such im-
mobilized systems, chemical engineering studies are nec-
essary.
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INTRODUCTION

The use of enzymes in food as well as in pharmaceutical
and chemical industries has increased steadily since the
early 1970s. Applications range from synthesis in the mil-
ligram scale for natural or nonnatural oligosaccharides up
to industrial synthesis for the production of bulk chemicals
such as acrylamide. Some examples are listed in Table 1.
This has been well documented by a large number of text-
books, reviews, and original papers (1,5–20). This article
highlights some of the most important aspects for the ap-
plication of immobilized enzymes and presents selected ex-
amples.

The most common definition for immobilized enzymes
is that proposed by Katchalski-Katzir in the 1960s (16):
“Enzymes physically confined or localized in a certain de-
fined region of space with retention of their catalytic activ-
ities, which can be used repeatedly and continuously.” Ac-
cording to this definition, three types of immobilized
enzymes can be distinguished:
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Table 1. Examples of the Industrial Use of Immobilized Enzymes

Enzyme (ref.) Substrate Product Scale (ton a�1)

Penicillin amidase (1,2,3) Penicillin G 6-Amino penicillanic acid 6,000
Cephalosporin amidase (1) Glutaryl-7-ACA 7-ACA ?
Amino acylase (1) Acyl-D-L-amino acid L-amino acid approx. 300
Aspartase (1) Fumaric acid L-aspartic acid 1,200
Fumarase (1) Fumaric acid L-malic acid 360
Lactase (1) (galactosidase) Lactose GalGlc Low lactose milk Gal � Glc ?
Aspartase b-decarboxylase (1) Aspartic acid L-alanine 120
Nitrile hydratase (H. Yamada, personal communication) Acrylonitrile Acrylamide 30,000
Glucose isomerase (1) Glucose High fructose corn syrup 8,000,000
Lipase (4) (expected) Rac-1-phenylethyl-amine (S)-1-phenylethyl-amine 200

Table 2. Comparison of Processes Using Soluble or
Carrier-Fixed Enzymes

Enzyme fixed on a
carrier or membrane

Soluble enzyme retained
by a membrane

Continuous or batch process Continuous or batch process
Improved stability Lower enzyme stability
Loss of activity during

immobilization
No loss of activity during

immobilization
Immobilization costs No costs for immobilization
Mass transfer limitations

(heterogeneous reaction)
No mass transfer limitation

(homogeneous reaction)
Established technologya New technologyb

Sterile process possible
Higher investment costs Easy supply of new enzyme

aImmobilization protocol may be different for each enzyme.
bCan be used for different enzymes without modification.

1. Heterogenization of the soluble enzyme by coupling
to an insoluble support by adsorption or covalent
binding, by cross-linking of the enzyme or entrap-
ment in a lattice or in microcapsules such as alginate
beads

2. Retention of the enzyme by means of ultrafiltration
membranes

3. Use of whole cells for biotransformations using their
enzyme apparatus

Because of the scope of this article, only the first type is
considered. Membrane reactors have been reviewed quite
recently (21–28), as have applications of whole cell pro-
cesses (1,5,13,14,17,29–33). Retention of the cells within
the reactor may be achieved by membrane separation or
by the same immobilization methods that are used for iso-
lated enzymes (34). In principle, the cell itself can be re-
garded as a form of native immobilization of enzymes. Bio-
sensors are a very special form of carrier-fixed biocatalysts,
for which the reader is referred to the literature (35–37).

The major goal behind immobilization (in its most com-
mon definition) is the recovery of the biocatalysts, sepa-
ration from products and reactants, and subsequent reuse
in batch or continuous processes. The latter is especially
important for a reduction of the catalyst costs. Enzymes
immobilized on a support often show enhanced stability
when compared with the soluble form (38–41). When con-
sidering the use of soluble or carrier-fixed enzymes, the
following topics have to be addressed:

1. Additional costs for support and chemicals perform-
ing the immobilization have to be balanced against
the increase of stability.

2. Loss of activity during the immobilization step.
3. When the catalyst is immobilized only by adsorption

or entrapment without covalent attachment, its
leakage from the carrier support has to be examined
and compared with the overall deactivation rate (42).

4. Mass transfer limitations for enzymes on a support
may cause problems when adjusting of the pH is nec-
essary during the reaction.

5. With soluble enzymes, higher volumetric activities
at high catalyst concentrations are possible, en-
abling conversion of poor substrates at reasonable
rates.

6. Whereas membrane reactors can be easily sterilized
before use, this is not possible for reactors with
carrier-fixed enzymes. To prevent microbial contam-
ination, these processes are quite often operated at
higher temperatures. These are discussed in more
detail later.

7. When enzymes are to be used together with organic
solvents to increase reactant or product solubility or
to alter their kinetics, it may become necessary to
immobilize them on a support (8,18,43–48). The sup-
port will at the same time act as a water pool to
maintain the enzymatic activity (49,50). In such sys-
tems, water-insoluble organic solvents have less ef-
fect on the enzyme stability than water-soluble sol-
vents.

Table 2 summarizes some arguments in favor or against
immobilization of biocatalysts, namely enzymes. The final
decision for a certain reactor design should be based on an
optimization process covering all relevant factors contrib-
uting to the overall costs, including investment, catalyst
consumption, or productivity.

Reactors for Immobilized Enzymes

The methods for the heterogenisation (or localization) of
enzymes by coupling them to insoluble supports or by
entrapment have been discussed in the literature
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Figure 1. Reactors for immobilized enzymes. (a–c)
Batch reactors with complete backmixing; (a)
Stirred-tank reactor; (b) Fixed-bed reactor; (c) Flu-
idized-bed reactor. (d–f) Continuously operated re-
actors with complete backmixing. (g–h) Continu-
ously operated reactors with plug-flow behavior. (i)
Reactor with the enzyme immobilized in or on a
membrane that may at the same time separate two
phases such as water and organic solvent. (j) reactor
with physically separated enzyme and organic sol-
vent in order to prevent denaturation of the protein
(the membrane reactor shown may be replaced by
one of the types for immobilized enzymes).
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(5,15,34,51,52). The types of reactors used for immobilized
enzymes are summarized in Figure 1. The principles de-
veloped for general heterogeneous catalysis in synthetic
chemistry are valid, resulting in well-known reactor con-
figurations. Differences between enzyme catalysis and
other systems result from the nature of the biocatalyst and
reaction medium. For example, soft particles containing
the biocatalyst, such as alginate beads, may limit the pres-
sure drop in fixed-bed reactors.

The decision as to specific reactor design will be based
on a careful analysis of the kinetic properties of the reac-
tion system (53–55). For example, if the enzyme shows a
strong substrate-surplus inhibition, a continuously oper-

ated reactor with complete backmixing working at high
conversion is advantageaous. A reaction with strong prod-
uct inhibition may utilize a batch reactor or a plug flow
reactor to achieve higher volume and catalyst specific prod-
uctivities. An extractive bioreactor may be used if sub-
strates and products show different solubilities (Fig. 1i and
j) (see “Selected Examples” section). By using this reactor
configuration, the destabilizing effect of organic solvents
may also be overcome, because the enzyme is separated
from the organic phase, which is used to extract the insol-
uble product (56,57). The aqueous phase containing the
enzyme will be saturated until the maximum solubility of
with the substrate is reached.



ENZYMES, IMMOBILIZED, REACTORS 1067

Pore
diffusion

Biocatalyst

Solid
support

Layer with
film diffusion

Bulk
solution

Figure 2. Scheme of a particle with immobilized biocatalyst.

Reactions using biocatalysts are normally performed in
aqueous solution at temperatures between 10 and 80 �C
and at ambient pressure. Due to the inhibition of some
enzymes by heavy metals, the materials of construction
must not release these elements. Reactors are operated un-
der conditions that prevent microbial contamination. The
reactor itself as well as the substrate may be sterilized
prior to reaction by using chemical agents (ethanol, for-
maldehyde, ethylenoxide, Velcorin�) or steam. Ultraviolet
rays or c-rays may be used to sterilize the immobilized en-
zyme on its support (58). Alternatively, the immobilization
may be performed under sterile conditions. Antibacterial
agents may be added to the reaction mixture to prevent
microbial growth while the reactor is running. In some
cases, the reactants may act as sterilants or inhibitors of
microbial growth, such as ketones or alcohols. At higher
concentrations (more than 500 mmol/L), solutions may be-
come autosterile because of osmotic pressure effects. In-
dustrial processes are often performed at elevated tem-
peratures, above 55 �C, reducing the danger of microbial
contamination.

For a constant product quality and reproducibility of
downstream processing, the reactor should be operated at
constant conversion. To overcome the deactivation per unit
of time that shows all biocatalysts as a result of denatur-
ation processes, either the residence time has to be in-
creased or fresh enzyme has to be supplied. The latter is
especially easy for soluble enzymes. For carrier-fixed en-
zymes, a combination of both methods is used, as discussed
later.

CHARACTERIZATION OF IMMOBILIZED ENZYMES

An exhaustive treatment of all aspects of immobilized en-
zymes, including a complete mathematical description, is
beyond the scope of this article. This information may be
found elsewhere (22,25,53,59–70).

The well-known Michaelis-Menten equation (equation
1) describes the enzymatic activity as function of the sub-
strate concentration for an irreversible one-substrate re-
action without inhibition. This idealized situation is rarely
found in nature. Equation 2 gives the rate for a reversible
reaction A⇔B. Using this form, product inhibition is con-
sidered as a competition of A and B for the active site as
expressed by the two KM values. This form might be ex-
tended to cover substrate surplus inhibition as well as mul-
tisubstrate reactions by adding additional terms in the nu-
merator (53–55). The form of equation 2 resembles the
kinetics of heterogeneously catalyzed reactions (Hougen-
Watson kinetics) (71).

A � cmax Av � c � (1)E K � cM A

A � c A � cmax,A A max,B B
�

K KM,A M,Bv � c � (2)E c cA B1 � �
K KM,A M,B

Upon immobilization of the enzyme on a support, the in-

trinsic properties expressed as kinetic constants Amax and
KM may be altered. This may be because of to conforma-
tional changes of the protein by the attachment resulting
in a variation of the active site. More often, however, there
might be a direct influence of the support or the microen-
vironment (59). For example, the polymer matrix may
cause a pH difference between the microenvironment of
the immobilized enzyme and the bulk fluid. Thus, the ac-
tivity as a function of pH is often different for the soluble
and the immobilized enzyme. In a similar way, the appar-
ent KM value of an immobilized enzyme may be altered
compared to that of the soluble form. Additional attracting
or repulsing interactions of the support matrix with the
substrates or products may lead to different values when
compared with the native enzyme. A similar problem
arises when lipases are used in a heterogeneous reaction
system. Because of their natural properties, these enzymes
enrich at hydrophopic/hydrophilic interfaces as found in
oil-in-water emulsions. If the inhibiting product enriches
there, too, the enzyme will experience a very high local
product concentration that will drastically alter its activity
(72).

In heterogeneous catalysis, mass transport affects con-
trol kinetics at the solid–liquid interphase (Fig. 2). The ex-
ternal mass transfer or film diffusion is determined by the
velocity difference between the particle and the solution.
The influence of this type of mass transfer resistance can
be minimized by rapid flow through a fixed bed or fluidized
bed reactor or vigorous mixing in a stirred tank reactor.
The limiting property will be the mechanical stability of
the support used.

The example given in Scheme 1 illustrates the influence
of film diffusion (73,74). The enzyme fructose-1,6-bisphos-
phate aldolase from rabbit muscle catalyzes the reaction
between dihydroxyacetone phosphate (1) and various al-
dehydes (2) (10). The enzyme has been immobilized on an
insoluble support, thereby enhancing its stability and en-
abling the reaction in a continuously operated slurry re-
actor (Fig. 1d). If the mass transport is only diffusion con-
trolled (relative velocity between particle and medium �
0), the Sherwood number describing the mass transport
with spheres is defined as
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Scheme 1.
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Figure 3. Influence of particle diameter on mass transport in
comparison with enzymatic reaction.

k � d
Sh � � 2 (3)

D

The molar flux of mass transport is given by

v � k � (c � c) (4)mt 0

Assuming Michaelis-Menten-type kinetics, the enzymatic
reaction will be rate limiting as long as

Amax,Ak � (5)
KM

For rabbit muscle aldolase bound to Eupergit� C1Z (non-
porous carrier, diameter 1 lm), typical values for Amax,A are
50 lmol m�2 s�1 corresponding to 405.9 nkat g�1 (24.3 U
g�1). KM values range between 0.1 and 10 mmol L�1. From
equation 3, typical k values of 2 � 10�3 m s�1 result. Thus,
the mass transport is much faster than the enzymatic re-
action, since

Amax,A�6 �1 �6 �15 • 10 ms � � 500 • 10 ms
KM

If, however, particles with a diameter of 100 lm were used
for immobilization, film diffusion would be rate limiting
(Fig. 3). The mass-transport resistance might be reduced
to a certain extent by establishing a high velocity between
particle and solution. The influence of internal mass trans-
fer or pore diffusion becomes more dominant with increas-
ing particle size. This may reduce the effectiveness by sub-
strate limitation or product inhibition in the inner part of
the particle, and when the reaction causes a strong pH-
shift, local high values may deactivate the enzyme. This
may be avoided by higher buffer concentrations. An ex-

ample is the production of 6-aminopenicillanic acid (see
“Selected Examples” section) (75, 76).

In a very simple way the effect of internal mass transfer
may be considered as an efficiency coefficient g, which is a
function of size, shape, and porosity of the support matrix
and the diffusion of the compounds involved:

activity of immobilized catalyst
g � (6)

activity of catalyst without mass transfer

v � g � v (7)app

Pore diffusional resistance is indicated when apparent ac-
tivity rises after grinding the catalyst particles (homoge-
neous catalyst distribution). If no increase of activity is
observed, film diffusion is already limiting. These effects,
together with the kinetics of the immobilized catalyst, can
be easily investigated in a differential recirculation reactor
(62,66). The basic setup is the same as in Figure 1b. Only
a small amount of catalyst is used to minimize conversion
per pass through the bed, as measured in the bypass. By
adjusting the flow rate, film diffusion and pore diffusion
may be easily distinguished.

For a more elaborate description of pore diffusion, the
Thiele modulus, interpreted as the reaction rate relative
to the diffusion rate within the particle (59,68–70), has to
be used.

The number of catalytically active reaction sites per
unit mass of catalyst can be easily determined for immo-
bilized enzymes. For this active-site test, a suitable sub-
strate, such as an ester, is converted by the enzyme and
the product is determined analytically (77,78). This test is
independent from mass transport phenomena because
only the additional amount of liberated product after ad-
dition of the catalyst is used for calculation. According to
the Michaelis-Menten kinetics of an enzymatic reaction
with varying reaction order, the efficiency coefficient g is a
function of conversion. This has been demonstrated for im-
mobilized �-chymotrypsin in the cleavage of amino acid
esters (Fig. 4) (79). The use of immobilized enzymes in pro-
cesses with precipitated substrates or products has been
addressed recently (80).

SELECTED EXAMPLES OF REACTIONS USING
IMMOBILIZED ENZYMES

One of the first enzymes shown to be active after immo-
bilization by adsorption on charcoal was invertase (12,81).
This enzyme is still used for the large-scale production of
invert sugar by hydrolysis of sucrose. One kilogram of im-
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Figure 4. Efficiency coefficient g as function of conversion; initial
ester concentration 200 mmol L�1; Thiele modulus 10.1.
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mobilized enzyme supports production of approximately
10,000 kg of invert sugar (12).

Production of L-Amino Acids Using Amino Acylase

Enantiomerically pure L-amino acids are required for use
in parenteral nutrition, as food additives or as chiral syn-
thons. In addition to isolation from natural sources and
direct fermentation, racemic mixtures of L- and D-amino
acid can be resolved by enzymatic reaction with one of the
two enantiomers. Scheme 2 illustrates this for a racemic
amino acid (4) using amino acylase I from Aspergillus (EC
3.5.1.14). (Note: the EC number, in parentheses, is the in-
ternationally recognized Enzyme Commission number
(82). The six main classes are oxidoreductases, transfer-
ases, hydrolases, lyases, isomerases, and lipases). The un-
reacted D-enantiomer (6) can be racemized easily and re-
cycled to increase the overall yield. The first industrial
process of this type was established by Tanabe Seiyaku Co.
in 1969 using enzyme immobilized on an insoluble support
(1,83).

One of the best methods to obtain a stable catalyst in
their example has been to immobilize by ionic binding to
DEAE-Sephadex�. To compensate for the loss of activity
during operation (20% after 1 month), fresh enzyme has
been passed through the column periodically to establish
the former activity again. The main products of this pro-
cess are L-methionine, L-phenylalanine, and L-valine (9).
Typically, a 0.2 mol L�1 solution of D, L-acetyl amino acids
is feed into a 1-m3 fixed-bed reactor with various flow

rates. For L-methionine, the space-time yield reported is
about 715 g L�1 d�1.

Production of 6-Amino Penicillanic Acid and 7-Amino
Cephalosporanic Acid Using Amidases

6-Amino penicillanic acid (6-APA) (8) and 7-amino cephal-
osporanic acid (7-ACA) (11) are important intermediates
for semisynthetic b-lactam antibiotics. Both compounds
can be obtained readily by amidase-catalyzed cleavage of
the corresponding amides (7 and 10) that are accessible by
fermentation (Scheme 3).

Whereas penicillin amidase (EC 3.5.1.11) has been used
for production of 6-APA since the early 1970s, cephalospo-
rin C amidase (EC 3.5.1.3) has been used just recently in
a chemoenzymatic synthesis of 7-APA (1,84). Amidases
have been prepared from several different sources, such as
Pseudomonas, Bacillus, and (recombinant) Escherichia
coli (1,85,86). In general, the enzyme is immobilized on and
in various supports such as polyacrylonitrile fibers, poly-
acrylamid beads, or Sephadex�. For 6-APA batch produc-
tion, typically a 10% solution of penicillin G is circulated
through the bioreactor or processed in a stirred-tank re-
actor. One cycle lasts about 3 h. The life time for the en-
zyme is more than 360 cycles. The space-time yield for this
process is about 800 g L�1 d�1 (1). One of the main prob-
lems for both processes is the liberation of a strong acid.
To avoid large pH shift, an effective method to control and
maintain the desired pH is needed. High recirculation
rates are used for the enzyme immobilized on hollow fibers.
For the enzyme immobilized in beads, both a small bead
diameter (typically around 100 to 600 lm) and good control
of film and pore diffusion by high fluid velocities are
needed.

Production of High-Fructose Corn Syrup Using Glucose
Isomerase

The production of high-fructose corn syrup, a mixture of
glucose (13) and fructose (14), is the largest enzymatic pro-
cess in commercial practice so far utilizing immobilized
biocatalysts (Scheme 4). The process using glucose isom-
erase (EC 5.3.1.5) was first commercialized in 1970 (1,12).
The enzyme is available from different bacterial sources.
By site-directed mutagenesis, more thermostable mutants
have been obtained. Most of the enzyme preparations com-
mercially available are cross-linked with glutaraldehyde
(1). The enzyme is used in fixed-bed reactors, and the feed
flow is adjusted to overcome enzyme deactivation and en-
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sure a constant product quality (conversion). Different col-
umns of different enzyme age are operated in parallel, re-
sulting in an average conversion of 45% in a process of
uniform throughput. The equilibrium conversion is about
50%. If the residual activity has dropped to about 10% of
the initial activity, the enzyme is replaced. For the most-
stable commercially available enzyme preparations, the
half-life is more than 100 days. Typical temperatures
range from 50 to 60 �C with 50% substrate solution.

Production of Acrylamide Using Nitrile Hydratase

Biotransformations have been also established for the pro-
duction of bulk chemicals. The enzymatic production of ac-
rylamide (16) from acrylonitrile (15) using nitrile hydra-
tase (EC 4.2.1.84) from Rhodococcus rhodochrous has
replaced the copper-catalyzed process in Japan (Scheme 5)
(1,87). For this process, whole cells were immobilized in a
cationic acrylamide-based polymer gel. Typical reaction

conditions range from 0 to 15 �C and pH 6.5 to 8.0. Acry-
lonitrile is added gradually in order to achieve a final con-
centration of acrylamide of 400 g L�1. The conversion of
acrylonitrile is more than 99%, with a selectivity for ac-
rylamide of more than 99%. Because of its broad substrate
specificity, the nitrile hydratase may be also used for pro-
duction of nicotinamide, isonicotinamide, or pyrazinamide
(87).

Production of Glycerol-3-Phosphate Using Glycerol Kinase

Glycerol-3-phosphate (G3P) (18) is a useful starting ma-
terial for the synthesis of phospholipids. These compounds
are of importance for numerous medicinal, diagnostic, and
research applications. Their potential applications include
microemulsion and liposomal drug delivery systems (80).
The enzymic synthesis of G3P using glycerol kinase (EC
2.7.1.30) has been commercialized by Genzyme (88–90).
Adenosine triphosphate (ATP) is used as the phosphory-
lating agent (Scheme 6), and regeneration of ATP is
achieved by pyruvate kinase (EC 2.7.1.40) using phos-
phoenol pyruvate (PEP) (22).

The enzymes used are immobilized on a solid support.
Especially for the glycerol kinase the stability was in-
creased dramatically when compared with the native form.
Its half-life in aqueous solution is about 15 min, because
of dissociation of the subunits. The reaction is typically
performed in a batch reactor containing the immobilized
enzyme in a fixed bed. Multikilogram-scale production typ-
ically uses 1 mol L�1 glycerol and 1 mol L�1 phosphoenol
pyruvate. For this process, space-time yield is about 81 g
L�1 d�1. Catalytic amounts of ATP (1 to 10 mol%) are used,
resulting in total turnover numbers up to 100. These and
even higher values are attainable without requiring coim-
mobilization of the cofactors. NADH values of about 1,000
may be reached easily (27,56). These processes are eco-
nomically feasible because of the low cost of the cofactors.
(Note: Cofactors in bulk quantities are available from Ori-
ental Yeast, Japan.)
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Table 3. Further Examples for Application of Immobilized Enzymes

Enzyme Substrate Product Ref.

Glucose kinase
Oxynitrilase
Transaminase
Pyranose oxidase
Hydantoinase
Oxidoreductase
Sialidase
Glucosidase
Chymotrypsin
Glycosyltransferase

Glc, ATP
Aldehydes, HCN
Ketone
Sugar
Hydantoin
Benzoylformate
Neu5Ac, Gal
Glc, octanol
Amino acids
Carbohydrate

Glucose-6-phosphate
Cyanohydrines
Amine
Keto-sugars
Amino acid
Mandelate
Neu5Ac-Gal
Octylglycoside
Oligopeptides
Oligosaccharide

97
44
98,99
100
101
102
103
104
105
10,106

Production of (2R,3S)-Methyl-p-Methoxyphenylglycidate
Using a Lipase

Optically pure (2R,3S)-methyl-p-methoxyphenylglycidate
(24) is used as chiral building block for the synthesis of
diltiazem. Sepracor has developed a process for enantio-
selective hydrolysis of the racemic ester using a lipase,
which has reached a 50 t a�1 scale (91,92) (Scheme 7). The
reaction is performed in a multiphase membrane reactor
with the enzyme reversibly entraped within the porous
matrix of an asymmetric hollow fiber ultrafiltration mem-
brane (92–94). This reactor is shown in Figure 1i. An aque-
ous buffer is circulated on one side of the hydrophilic mem-
brane, providing an aqueous environment for the enzyme.
A 17% solution of the racemic ester (23) dissolved in tolu-

ene is circulated on the other side of the membrane. De-
spite its lower enantioselectivity, Candida cylindracea li-
pase (EC 3.1.1.3) is being used; lipases from other sources
were not retained sufficiently within the membrane. The
reactor is used in a batch mode. The space-time yield,
based on the membrane area, is about 125 g m�2 d�1.

This type of reactor has also been used for the hydro-
lysis of butter oil (95) or the production of peroxycarboxylic
acids (96).

Miscellaneous Processes Using Immobilized Enzymes

Table 3 lists some reactions that have been performed us-
ing immobilized enzymes to give an impression of the
range of enzymatic biotransformations. For a comprehen-
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sive overview the reader is refered to reviews and text-
books (1,5–20). Some of the examples are already used on
industrial level. Application of soluble enzymes retained
by ultrafiltration membranes have been successful as well
(21–28).

NOMENCLATURE

Symbols and Abbreviations

Note: 1 kat � 1 mol s�1, 1 U � 1 lmol min�1

1 kat � 60 * 106 U
Amax Maximum mass specific activity, U g�1, kat

g�1, or mol s�1 g�1

Amax,A Maximum area specific activity, mol s�1 m�2

ATP Adenosine triphosphate
c Concentration, mol L�1, g L�1

D Diffusion coefficient, m2 s�1

d Particle size, m
Gal Galactose
Glc Glucose
k Stoff transport coefficient, m s�1

Km Michaelis-Menten constant, mol L�1

g Efficiency coefficient, �

Neu5Ac N-acetylneuraminic acid
Sh Sherwood number, �

v Reaction rate, kat L�1

vmt Mass transport, mol m�2 s�1

Indices

0 Time zero or in bulk phase
A Substance A
app Apparent
B Substance B
E Enzyme
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INTRODUCTION

Industrial enzymology is an important branch of biopro-
cess technology. Enzymatic processes permit natural raw
materials to be upgraded and finished. Using enzymes as
a functional ingredient in detergents, laundry and dishes,
for example, are cleaned in an efficient, environmentally
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mild, and energy-saving way. The most used industrial en-
zymes are proteases for hydrolysis reactions within the de-
tergent, dairy, protein, pet food, feed, and leather tanning
industries.

In detergents proteases are the most widely used en-
zymes. In laundry detergents, protein stains such as grass,
blood, egg, and human sweat are removed through prote-
olysis. In automatic dishwashing detergents, proteases se-
cure the removal of proteinaceous food films, which are a
particular problem with glassware and cutlery.

Enzymes offer alternative ways of making products pre-
viously made using conventional chemical processes. Pro-
teases, in particular, offer attractive ways of performing
hydrolysis reactions needed for most tasks within the men-
tioned industries. Historically, proteases were used in an-
cient Greece for the production of cheese, as referenced in
Greek epic poems dating from about 800 B.C.

The development of the submerged fermentation tech-
nique has resulted in tremendous progress in the field of
industrial enzymology. Due to their efficiency, specific ac-
tion, ability to work under mild conditions, high purifica-
tion, and standardization, proteases are ideal catalysts for
the food industry. Simple equipment can be used, and be-
cause moderate temperature and pH values are required
for the reactions, only a few by-products influencing taste
and color are formed. Furthermore, reactions using pro-
teases are easily controlled and can be stopped when the
desired degree of conversion is reached.

World Consumption of Industrial Proteases

Worldwide consumption of proteases amounted to approx-
imately $600 million in 1996. The total growth (including
nonfood applications) in volume of the enzyme business
from 1974 to 1986 was 10–15% per year, although no major
new applications emerged in this period. From 1980 to
1990 the growth was estimated as 5–10% per year, and
from 1992 to 1996 as 8–10%.

The principal producers of industrial proteases are Novo
Nordisk A/S (headquartered in Denmark) and Genencor
International, Inc. (headquartered in the United States).
These companies provide more than 90% of the totalvolume
of enzyme products to the detergent enzyme market.

Regulatory Aspects and Quality Assurance of Detergent
Enzymes

In most countries, regulatory status classification, and la-
beling of enzymes are determined in accordance with ex-
isting schemes for chemicals. Many enzyme types are
listed on chemical inventories, for example, European In-
ventory of Existing Commercial Chemical Substances
(EINECS) in the European Union and Toxic Substances
Control Act (TSCA) in the United States. In some cases,
enzymes are considered natural substances exempt from
listing. In other cases enzymes are regulated by specific
biotechnology products legislation.

The Association of Manufacturers of Fermentation En-
zyme Products (AMFEP) has defined good manufacturing
practice (GMP) for microbial food enzymes. This practice
is generally followed for detergent enzymes as well. The
most important element is to ensure a pure culture of the
production organism.

When an enzyme is used for a nonfood and nonfeed in-
dustrial technical application, its regulatory status is de-
termined by its properties as a naturally occurring sub-
stance. These properties determine the classification and
consequent labeling in accordance with existing schemes
for chemicals.

Regulatory Aspects and Quality Assurance of Food Enzymes

The application of enzymes in food processing is governed
by food laws. Within the European Union large parts of
food laws have been harmonized by directives and regu-
lations. For general purposes, the Joint FAO/WHO Expert
Committee on Food Additives (JECFA) and the Food
Chemicals Codex (FCC) have made guidelines available for
the application of enzymes as food additives. AMFEP (in
Europe) and the Enzyme Technical Association (ETA) (in
the United States) work nationally, as well as internation-
ally, for harmonization of regulations with regard to en-
zymes.

AMFEP members ensure that the enzymes used in food
processing are obtained from nonpathogenic and nontoxi-
cogenic microorganisms, that is, microorganisms that have
clean safety records, with no reported cases of pathogenic-
ity or toxicosis attributed to the species in question. When
the production strain contains recombinant DNA, the
characteristics and safety record of each donor organism
contributing genetic information to the production strain
are assessed.

The majority of food enzymes are used as processing
aids and have no function in the final food. In this case
they need not be declared on the label, because they will
not be present in the final food in any significant amount.
Some enzymes are used as both processing aids and food
additives. When used as additives, they must be declared
on the food label.

GMP is used in the microbial food enzyme industry. The
key issues in GMP are the microbial control of the micro-
organism selected for enzyme production, the control and
monitoring systems ensuring pure culture and optimum
enzyme productivity conditions during fermentation, and
control of the hygienic conditions throughout recovery and
finishing of the enzyme preparation.

Commercial enzyme products are usually formulated in
aqueous solutions or processed to nondusty dry products
(granulates or microgranulates). Both types of prepara-
tions must be formulated to be suitable for the final appli-
cation.

Requirements mainly regarding the storage stability
(e.g., enzyme activity stability, microbial stability and
physical stability) and formulations as significant quality
parameters of industrial enzyme products must be taken
into consideration by both the producer and the user.

Safety

Like many other proteins foreign to the human body, en-
zymes are potential inhalation allergens. Inhalation of
even small concentrations of a foreign protein in the form
of dust or aerosol can stimulate the body’s immune system
to produce antibodies. In some individuals, increased con-
centrations of antibody–enzyme protein complexes can
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trigger increased concentrations of histamine. The latter
compounds can cause hay fever–like symptoms, such as
watery eyes, runny nose, and sore throat. When exposure
ceases, these effects cease also.

Enzymes must be inhaled to present a risk of causing
sensitization, which may lead to an allergic reaction. Work-
ing environments in which enzymes are used are therefore
subjected to extensive monitoring to confirm that thresh-
old limit values (TLV) for atmospheric enzymes are not ex-
ceeded. In many countries, the TLV for enzymes is based
on the proteolytic enzyme subtilisin, and is stated as
0.00006 mg/m3 of pure crystalline subtilisin in air (1).

Successful experience in controlling enzyme exposure in
detergent manufacturing and in protecting workers’
health has been reported by Procter & Gamble (2). As early
as 1971, a National Research Council (NRC) report con-
cluded that consumers of enzyme-containing laundry prod-
ucts did not develop respiratory allergies (3). Further stud-
ies over the years have confirmed that enzyme-containing
laundry and dishwashing detergents are safe for consumer
use.

Use of proteases as aids in food processing virtually
never represent safety problems for consumers. Because
liquid enzyme preparations are normally used in process-
ing plants in very small concentrations, dust- or aerosol-
containing enzymes are usually not released from process
equipment based on closed systems.

INDUSTRIAL PROTEASES

It is difficult to tell which applications spurred the devel-
opment of new proteases in the early days. Besides for pro-
duction of foods such as cheese, beer, and shoyu (soy sauce),
proteases have been developed for the tanning industry,
and in the past the detergent industry has been the driving
force in development. Scientific interest in proteolytic ac-
tion on different food proteins has resulted in the devel-
opment of new proteases for both extraction processes and
production of functional ingredients for the food industry.
By far the largest tonnage production of protease is based
on microbial sources. Recombinant DNA methods and pro-
tein engineering are today’s means to develop important
proteases for both food and nonfood uses.

Proteases are classified according to their source of or-
igin (animal, plant, microbial), their catalytic action (en-
dopeptidase or exopeptidase), and the nature of the cata-
lytic site (active site). They are characterized by common
names and trade names, typical pH range, and preferen-
tial specificity. Based on a comparison of active sites, cat-
alytic residues, and three-dimensional structures, four ma-
jor protease families are recognized: serine, thiol, aspartic,
and metalloprotease. The serine protease family contains
two subgroups: the chymotrypsin-like and the subtilisin-
like proteases—the most important industrial products.
Many commercial proteases are mixtures of the different
types. This is especially the case for pancreatin, papain
(crude), and some proteases from Bacillus amyloliquefa-
ciens, Aspergillus oryzae, Streptomyces, and Penicillium
duponti, mainly used within the food area.

Some commercial proteases have the characteristics
shown in Table 1. The enzymes Alcalase, Esperase, Savi-

nase, and Trypsin are serine proteases, while the enzyme
Neutrase is a metalloprotease having Zn�� in its active
site. Furthermore, this enzyme is stabilized by Ca��. Dur-
azym and Everlase are protein-engineered variants of
Savinase. The milk-clotting enzyme product Rennilase or
Fromase is an aspartic protease. Examples of thiol (or cys-
teine) proteases are plant proteases from papaya latex (pa-
pain), from pineapple stem (bromelin), and from fig latex
(ficin).

Table 2 shows the status of today’s merchant market for
detergents: Practical selections of proteases are made on
the basis of performance and stability tests carried out un-
der certain standard conditions chosen in conjunction with
detergent formulators.

Protein Hydrolysis in Enzyme Applications

Proteases catalyze the hydrolytic degradation of the pep-
tide chain, as shown for reactants and products in Figure
1. In aqueous solutions and suspensions of protein the
equilibrium lies so far to the right that degradation rather
than synthesis of larger molecules is thermodynamically
favored.

When a protease acts on a protein substrate (see Fig. 1)
a catalytic reaction actually consists of three consecutive
reactions. This reaction mechanism is simplified by the
scheme shown in Figure 2.

1. Formation of the Michaelis complex between the
original peptide chain (the substrate) and the en-
zyme (referred to as ES)

2. Cleavage of the peptide bond to titrate one of the two
resulting peptides

3. A nucleophilic attack on the remains of the complex
to split off the other peptide and to reconstitute the
free enzyme

The rate-determining step is the acylation step char-
acterized by the reaction velocity constant k�2. The ratio
k�1/k�1 is equal to the Michaelis constant kw for serine
proteases. In other words classical Michaelis–Menten ki-
netics are valid for protein hydrolysis.

The principal difference of the hydrolysis conditions of
food and feed proteins and of protein stains in detergent
applications is shown in Table 3. In detergent applications
the substrate and enzyme concentrations are very small.
Strangely enough, the E/S% ratio is of the same order of
magnitude.

Controlling the Hydrolysis Reaction

The technical discipline of enzymatic hydrolysis of food
proteins has been developed over the past 20 years to be-
come a significant area of modern food processing. The
number of literature references has grown enormously. De-
scriptions of the principles, methods of controlling the hy-
drolysis reaction, ways of carrying out industrial process-
ing, and characterization of functional properties of
proteins treated with proteases have been intensively re-
searched and developed at Novo Nordisk A/S. A great deal
of this work was introduced by Adler-Nissen (4). Examples
and highlights are described in the following.
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Table 1. Some Commercial Proteolytic Enzymes

Product names
Microorganism
or other origin

State of
product

Practical application
range pH

Practical application
range temperature

(�C)

Alcalase� Bacillus spp. Liquid or granulate 6–10 10–80
Esperase� Bacillus spp. Liquid or granulate 7–12 10–80
Everlase� Bacillus GMO (engineered) Liquid or granulate 8–11 15–30
Savinase� Bacillus GMO Liquid or granulate 8–11 15–75
Durazym� Bacillus spp. GMO (engineered) Liquid or granulate 8–11 15–70
Neutrase� Bacillus spp. Liquid or granulate 6–8 10–65
Protamex� Bacillus spp. Microgranulate 6–8 10–65
Flavourzyme� Aspergillus spp. Liquid or granulate 4–8 10–55
Rennilase� or Fromase� Rhizomucor meihei Liquid or granulate 3–6 10–50
Trypsin Pancreas Granulate 7–9 10–55

Table 2. Merchant Market Detergent Proteases

Producer Alkaline High alkaline High bleach stability Cold water

Genencor International Maxatase� Purafect� Maxapem� Properase�

Optimase� Maxacal� Purafect� OxP
Opticlean� Opticlean� plus

Novo Nordisk A/S Alcalase Esperase Durazym New developments
Savinase Everlase

Protease

R1

C

H

H

C � H2O

R2

H

R2

C

O

C

R1

C

H

COO� � �H3NN
Figure 1. The hydrolysis reaction: Enzymatic cleavage of
a peptide bond.

� H2O

k�1 k�2

k�1

E � S ES EP � H � P'
k�3

E � P � OH � H � P' Figure 2. A catalytic mechanism of proteolysis: E, enzyme,
S, substrate, P and P�, resulting peptide, k, reaction velocity
constant.

The most important parameters of hydrolysis reactions
are S (percent protein in the reaction mixture), E/S
(enzyme–substrate ratio in activity units per kilogram pro-
tein), pH, and temperature. Together with the specificity
and properties of the enzyme itself, these parameters are
responsible for the course of reaction on a given protein
raw material. The quantitative criterion of a proteolytic
reaction is the degree of hydrolysis, which is calculated
from determination of the number of peptide bonds cleaved
and the total number of peptide bonds in the intact protein.

As a quantitative measure for the hydrolytic reaction,
hydrolysis equivalents are applied, termed h. The unity of
h is equivalent peptide bonds cleaved per kilogram protein.
The term h is used for kinetic investigations of protein hy-
drolysis, but in other usages the derivative quantity DH
(degree of hydrolysis) is preferred. DH is calculated from
the following equation:

h
DH � � 100% (1)

htot

htot is estimated on the basis of the amino acid composition

of the protein. For most food proteins, the average molec-
ular weight of amino acids is about 125 g/mol, making htot

about 8 g equiv/kg protein (calculated as 6.25 � N). Table
4 gives more exact figures for Kjeldahl conversion factors
fN and for htot for some common proteins.

The degree of hydrolysis of enzyme-treated proteins de-
termines the properties of relevance to food applications.
Therefore, it is of the utmost importance that the degree
of hydrolysis can be measured while the reaction is going
on. Only in this way is it possible to stop the reactions at
a well-defined stage, when the desired property of the
product has been obtained. Within detergent applications
(laundry or dishwashing), no estimates of this parameter
have been reported, presumably because the substrate
concentration is considerably low and therefore difficult to
measure.

When sufficient substrate is available, relatively simple
analytical tools that can be applied directly during the re-
actions are often used. Some of them are the pH-stat tech-
nique, pH drops, osmometry, viscosimetry, and chemical
determination of free amino groups, using, for example, a
measurement of liberated �-amino groups by reaction with



1078 ENZYMES, PROTEIN HYDROLYSIS

Table 3. Properties and Parameters Used during Protein Hydrolyses

Property or parameter In food or feed hydrolysis processes In detergent applications

Type of proteases in use endoprotease and/or exoprotease activities Endoprotease
Substrate concentration Usually high (�6% protein) Usually low (�0.1% protein)
Substrate state Native or denature Denatured
Enzyme concentration during application. e.g., 0.025 g enzyme protein/L e.g., 0.0005 g enzyme protein/L
E/S% ratio 0.03% (enzyme protein to substrate) 0.05% (enzyme protein to substrate)
Temperature 45–80 �C 15–95 �C
pH 4–8 10–12
Reaction time 1–4 hr 15–45 min

Table 4. Kjeidahl Conversion Factors and Content of
Peptide Bonds for Various Food

Protein

Kjeldahl
conversion
factor, fN

htot equiv/kg
(N � fN)

Casein 6.38 8.2
Whey protein isolate 6.38 8.8
Meat 6.25 7.6
Fish muscle 6.25 8.6
Egg white 6.25 approx. 8
Soy meal, concentrate and isolate 6.25 7.8
Cotton seed 6.25 7.8
Red blood cells 6.25 7.8
Wheat protein 5.7 8.3
Gelatin 5.55 11.1

trinitrobenzenesulfonic acid (TNBS), whereby a colored de-
rivative of the peptide is formed. The TNBS method has
been adapted for use for hydrolysates of food proteins,
which usually are partly soluble (i.e., the sample should be
dispersed in sodium dodecyl sulphate (SDS)) (6). The O-
phthaldialdehyde and the ninhydrin reaction with liber-
ated �-amino groups may also be used, but with some lim-
itations (7). The pH-stat technique and the osmometry
technique are quicker and less labor-demanding than the
“chemical” methods. When simultaneous solubilization of
protein occurs as an effect of the protein hydrolysis mea-
surements of soluble nitrogen, for example, by Kjeldahl
analysis or a simple detection of soluble dry matter by
measuring of the increase of refraction index (�BRIX) can
be used to describe the hydrolysis reaction.

Calculation of Degree of Hydrolysis of Proteins Using the
pH-Stat Technique

Originally, the pH-stat method was developed at the Carls-
berg Laboratory (8). It is based on the principle that pH is
kept constant during hydrolysis by means of automatic ti-
tration with a base, when the hydrolyses are carried out
under neutral to alkaline conditions. When the hydrolysis
is carried out under acidic conditions, (e.g., by use of pepsin
at pH 3) the titration must be made with acid. The high
buffer capacity of proteins means that at extremely pH val-
ues (i.e., pH � 11 or pH � 3) the pH stat is inoperable (8).

The free carboxyl and free amino groups found after hy-
drolyses will be more or less ionized depending on the pH
of the hydrolysis reaction. Working in the pH range of 6–
9.5, the amino groups will be partially protonated. This

means that the hydrolysis of proteins in this pH region is
accompanied by a release of H�, as already noted by Sö-
rensen (9). Consequently, at pH values above 7.5–7.8 (the
pK values at 25 �C), the amino group will be less than half
protonated, but the carboxyl groups will be fully dissoci-
ated. This leads to a net release of 0.5–1 mol H� for each
mole of peptide bonds cleaved. In the pH range of 4–6.5,
amino groups and carboxyl groups will be approximately
equally dissociated. Therefore, in this pH range the pH
state is not accurate. DH is calculated on the basis of the
titration equations as follows:

h
DH � � 100% (1)

htot

1 1 1
DH � B � N � � � � 100% (2)b � MP htot

where B is base consumption in mL (or L), Nb is normality
of base, � is average degree of dissociation of the �-NH2

groups (see following), MP is mass of protein (N � fN) in g
(or kg), h is hydrolysis equivalents in mequiv/g protein (or
equiv/kg protein), and htot is total number of peptide bonds
in the protein substrate (mequiv/g protein or equiv/kg) (see
Table 4). The degree of dissociation is

pH�pK10
� � (3)pH�pK1 � 10

pK is the average pK value of the �-amino groups liberated
during the hydrolysis, and it can be determined from a
direct assay of these amino groups by use of the TNBS
methods. pK also varies significantly with temperature be-
cause the ionization enthalpy of the amino group is consid-
erable (4). Inserting the ionization enthalpy (�45 kJ/mol)
in the Gibbs–Helmholtz equation, it was found that pK
changed about 0.23 pH units for a change of 10 �C in the
hydrolysis temperature (10). Table 5 gives results of cal-
culations of the degrees of dissociation � from equation 3
for various pH values as a function of the temperature us-
ing the previously described method.

Calculation of Degree of Hydrolysis of Proteins Using the
Osmometry Technique

The osmometry technique can be used to calculate the de-
gree of hydrolysis of proteins when no soluble components
are added during the reaction (i.e., in ranges of the pH
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Table 5. Degree of Dissociation (� Values)

T(�C)

40 50 60 70 75 80

pK 7.3 7.1 6.9 6.7 6.6 6.5
pH

6.5 — 0.20 0.29 0.39 0.44 0.50
7.0 0.33 0.44 0.55 0.67 0.71 0.76
7.5 0.61 0.71 0.80 0.86 0.89 0.91
8.0 0.83 0.89 0.93 0.95 0.96 0.97
8.5 0.94 0.96 0.97 0.98 0.99 0.99

Source: From Ref. 5
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scale where the pH-stat principle is not functioning) (11).
A freezing-point osmometer can record the osmolality of a
sample in a few minutes on a sample taken directly from
the hydrolysis mixture. By drawing samples as a function
of time during a hydrolysis reaction, a good reaction curve
can be constructed. With the osmometer DT is measured
and converted to osmole though the simple proportionality
DT � Kf � osmolality.

From the increase in osmolality DC, DH is calculated
by use of the following equation:

DC 1 1
DH � � � � 100% (4)

S% � f x hosm tot

where DC is the increase in osmolality measured in mil-
liosmol/kg H2O, S% is the protein substrate concentration
(N � 6.25), w/w%, x is the osmotic coefficient (x � 0.96
for most actual concentrations of protein [4]), and fosm is
the factor to convert percent to grams per kilogram H2O,
which can be calculated using the following equation:

1000
f � (5)osm 100 � D%

where D% is percent dry matter present in the reaction
mixture, and htot is total number of peptide bonds in the
protein substrate (mequiv/g protein or equiv/kg).

Some Kinetic Aspects of Protein Hydrolysis

The pH-stat technique has been utilized at Novo Nordisk
to study the proteolytic degradation of hemoglobin, for ex-
ample, and to understand the reaction mechanism.

In discussions of initial proteolysis, Linderstrøm-Lang
(12) referred to the reaction of a protease on native he-
moglobin molecules as one-by-one, indicating that a par-
ticular protease molecule degraded one substrate molecule
at a time. No appreciable amounts of intermediary prod-
ucts will be present. The reaction mixture will consist of
native proteins and end products only.

In another reaction mechanism discussed, the native
protein molecules were rapidly converted into intermedi-
ary forms, which degraded more slowly to end products—
the zipper reaction.

As seen on the hydrolysis curves made by using Alcalase
in Figure 3 (see Table 1) at 50 and at 55 �C in the pH stat,

the slight bending at low DH values of the blood-cell-
fraction hydrolysis curves indicates a thorough initial deg-
radation to small peptides (a zero-order reaction). This
degradation is close to the ideal one-by-one reaction. The
hydrolysis proceeds rapidly with little decrease in velocity
until the substrate concentration is so low that first-order
kinetics take over.

A gel chromatogram of the soluble part of the hemoglo-
bin hydrolysate at DH 10% and DH 20% (Fig. 4) fully con-
firms the degradation pattern of the hemoglobin substrate.
At DH 10%, the hydrolysate consists of high molecular
weight material and small peptides in accordance with the
one-by-one mechanism. At DH 20% the high molecular
weight material has completely disappeared, as predicted
by Linderstrøm-Lang as early as 1952 (12).

This is an important factor behind the application of
ultrafiltration in the industrial process for separation of
the hydrolysate from precipitated hemin, called the sludge
(13). If the hydrolysis was not of the one-by-one type, large
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20%. Source: From Ref. 4.

peptides would be present also, and consequently the
yields and fluxes would have been much lower. One should
be careful not to draw too simple conclusions about kinetic
models on enzymatic hydrolysis on even a fairly simple and
well-defined substrate as hemoglobin. The HPLC spec-
trum of blood cell hydrolysates (BCH) is shown in Figure
5. At least 50 different peptide compounds are present un-
der the single peak in the gel chromatogram of DH 20%.

The Effect of Proteolysis

When the protein structure is modified by proteolysis, the
various effects are considered either positive or negative,
depending on whether the effect is wanted or unwanted.
The developments within enzymatic hydrolysis have often
been within both these criteria. The uses and importance
of wanted effects including increased solubility, reduced
surface tension, increased emulsification, increased foam-
ing properties, and detergency of textile fibers and hard
surfaces have been studied. Unwanted effects, such as in-
creased bitterness and off-flavor developments, have been
key problems to solve within the food area.

During an enzymatic hydrolysis of proteins, the size
character of the soluble peptides produced is changed. Key
indices such as %DH, protein solubility index (PSI), and
protein solubility in 0.8 M trichloroacetic acid (TCA index)
increase, whereas peptide chain length (PCL) is reduced,
as shown in Figure 6.

Protease Inhibitors

Some proteins are natural inhibitors of proteases. Trypsin
and chymotrypsin inhibitors of legume and cereal grains
have thus been reviewed and studied (14). Protease inhib-
itors for bacterial proteases, such as serine proteases (e.g.,
subtilisin) have been purified and characterized from leg-
ume seeds (15) and potatoes (16).

The probably best-known and most-studied protease in-
hibitors are the trypsin inhibitors of soybeans. The nutri-
tional significance of the antitryptic activity of soybeans,
soybean foods, and feed materials has been known for a

long time. The way to inactivate these inhibitors has been
an inherent part of most manufacturing processes for pro-
cesses based on soybean material (17).

Addition of protease inhibitors is known to protect pro-
teases in detergents during storage. In powder detergents,
where proteases are granulated and encapsulated, all en-
zymes are stable in the absence of water. In liquid deter-
gents (more than 40% of the U.S. market [18]), the aqueous
environment is challenging enzyme stability, and inhibi-
tors are necessary to prevent autodigestion of the prote-
ases themselves or to prevent other enzymes from being
degraded. Polyols such as glycerin and boric acid have been
used in combination to inhibit protease activity and reduce
autodigestion. Borate works as a reversible protease in-
hibitor by interacting with groups in the active site of the
enzymes. Once in the wash water, these inhibitors are di-
luted and enzyme activity increases (18). Protein hydro-
lysate products and amino acids are also known to be able
to stabilize proteases by binding to the active site of the
enzyme (19).

In liquid formulations used in the food industry, the way
to stabilize proteases against loss of catalytic activity by
denaturation and against microbial growth is by combin-
ing low water activity and a reduced pH.

PROTEASES FOR DETERGENTS

Over the past 30 years, the importance of enzymes in de-
tergents has changed from being minor additives to being
key ingredients. The main areas where the use of proteases
has grown are household laundry, automatic dishwashing,
and industrial and institutional cleaning (I&I). I&I covers
laundry, dishwashing, hard-surface cleaning, cleaning-in-
place, and membrane cleaning.

All commercial proteases from the early 1990s are ser-
ine endoproteases produced by Bacillus strains (Tables 1
and 2). Some have a maximum activity in the high pH
range (pH 8–12) and others have a maximum activity in
the pH range 7–10. Protease performance is influenced by
factors such as detergent pH, ionic strength, wash tem-
perature, wash time, detergent composition, and mechan-
ical handling. Both performance and stability are influ-
enced by some detergent surfactants and some bleach
systems.

To illustrate the reaction conditions under which en-
zymes must operate, Table 6 shows the components of
household detergents in broad terms. Heavy-duty pow-
dered detergent formulations may vary across geographic
regions, with a tendency for higher content of builders in
North America than in Europe and Japan (20). The ratio
of anionic to nonionic surfactant usage also varies from
region to region. Furthermore, the content of surfactants
is higher in Japan than elsewhere (20). The remarkable
difference between detergent formulations for laundry and
dishwashing is a much lower content of surfactants in
dishwashing powder.

The variable compositions in different regions should be
seen in terms of the laundry practices common in North
America, Europe, and Japan. Table 7 shows some general
laundry washing conditions and washing machine types in
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Figure 6. Qualitative illustration showing the time
dependence of key indices during enzymatic hydro-
lysis of protein. Source: From Ref 4.

the three principal geographical regions. The ratio of wash
liquor to fabric load, temperatures, the usual dosage of de-
tergents, and water hardness around the world are signifi-
cantly different, as are detergent compositions. Most of
these parameters may influence the detergency of prote-
ases in a washing machine or automatic dishwasher. Par-
ticularly in laundry, the water hardness (i.e., the calcium
concentration) is of concern. Calcium-ions are known to
stabilize some enzymes and destabilize others. Usually,
sufficient amounts of enzymes are present in the powders
to secure the desired detergency power.

Washing Performance Evaluations Laundry

Proteases are usually evaluated by wash trials of test
pieces soiled with milk, blood, or grass. Commercial pre-
soiled test pieces are available from a number of research
and test institutes. In laboratories, washing performance
studies are carried out at relevant temperatures using
Terg-O-tometers, which simulate the U.S. top-loading type
of washing machine, and Launder-O-meters, which simu-
late European drum-type machines. Launder-O-meters to
some degree simulate washing mechanics and tempera-
ture profiles, including initial temperatures, heating rate,
and maximum temperatures. Washing results depend on
a number of factors, including detergents (Table 6), water,
type of soils, textiles, washing machine (temperature,
time, mechanics, and number of rinses), and the conditions
mentioned in Table 7. Dose-response trials may be made
in ordinary washing machines with ballast laundry and
artificially soiled fabrics. A sufficient amount of standard
swatches may be fixed onto the ballast cloth. Evaluation
of the effects on the test pieces may be made visually or by
measuring the reflectance of light remitted at 460 nm
when illuminating the test pieces. The intensity of re-
flected light % R (% remission) can thus be measured. The
value DR � Rwashed � Runwashed is a measure of the total
detergency. DREnz � Rwashed � Rwashed without enzyme reflects
the enzyme’s effect.

Figure 7 is an example of a dose-response curve of Sav-
inase (Table 1) in a European machine at 25 �C (21). Using

a particular standard test textile swatch, EMPA 117 (cot-
ton and polyester), containing blood, milk, and carbon
black, Figure 7 shows that the optimal effect of the enzyme
was almost reached at a dosage of about 0.2% of the Sav-
inase 6.0 T formulation. In practice, a dosage of about 1%
is used to compensate for the detergency factors mentioned
earlier.

Figure 8 is an example of a dose curve made in a
Launder-O-meter. At DR � 22 the fabric was clean. This
means that the maximum measured R value was almost
identical to that of an unsoiled test piece. Figure 8 shows
that the performance is better at 60 �C than at 40 �C until
a dosage of about 3% Savinase 6.0 T (granulate) in the
tested detergent was used.

Stored detergents in open packages may become humid.
At storage conditions of about 55% relative humidity, the
bleaches (percarbonate or perborate) become activated. Af-
ter some weeks of storage the residual enzyme activity
may become reduced (22). However, stability of proteases
in activated bleach systems has been improved signifi-
cantly in the past few years by the use of genetic and pro-
tein engineering. Using these techniques, oxidation-
sensitive regions of amino acids in protease molecules have
been replaced by more stable amino acids (22).

Washing Performance Evaluations: Automatic Dishwashing

A standard laboratory procedure for evaluating the clean-
ing efficacy of enzymes, mainly proteases and amylases,
has been published (23). To test the efficiency of proteases,
stainless steel plates are soiled with a baked egg–milk
film. After washing light reflectance values, R, are mea-
sured directly on the plates. Calculation of percentage of
removed, protein film, RPF%, is shown by the formula

(R � R )after wash before washRPF% � � 100% (6)
(R � R )clean plate before wash

The soil-removal values are affected by the temperature
at which the protein film has been baked. The effect of the
baking temperature is shown in Figure 9 using a citrate-
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Table 6. General Composition of Detergents for Laundry and Dishwashing

Contents (w/w%)

Raw materials General functions Type of compounds Laundry Dishwashing

Builders Washing alkalis
Water softening
Buffer action
Stabilizers
Corrosion protection

Phosphates (sodium triphosphate)
Phosphonates
Na citrates
Zeolites
Soda
Silicates
Complex formers

(e.g., nitrilotriacetate [NTA])

30–60 10–40

Surfactants Emulsify particles
Interfacial activity
Reduce surface tension

Surfactants
Anionics
Nonionics
Cationics

10–30 1–4

Soap Prevents overfoaming, in the
machine

Soap 1–5 0

Bleach as peroxygen
or activator

Oxidize polyphenolics from fruits,
coffee, tea, wine, and vegetables

Na perborates
Na percarbonates
Activators

(e.g., tetraacetylethylenediamine [TAED])

0–25 4–15

Enzymes Removal of starch-based stains
Removal of protein complexes
Removal of fat stains
Textile color brightening, softening,

soil removal, whiteness
maintenance

Amylases
Proteases
Lipases
Cellulases

0.4–1
0.4–2
0.2–1

1–3

1–3
0.5–2
0.5

0

Salt Process aid to promote flow and
loading properties (powders)

Na sulfate Balance to 100 Balance to 100

Perfume Adds pleasant smell to fabrics Various esters 0.1–0.5 0–0.1
Other organics Graying inhibitors

Optical brighteners
Solvents

Carboxymethylcellulose (CMC),
polycarboxylates

Alcohols

0.5–5 0–1

Note: Data from general brochures, package information, encyclopedias, and other general literature, including Ref. 20.

Table 7. Laundry Washing Conditions and Procedures by Region

Conditions United States and Canada Japan Europe

Machine type Top loading Top loading Front loading
Vertical axis Vertical axis Horizontal axis
Agitator Impeller/pulsator Drum type

Fabric load (kg) 2–3 1–1.5 3–5
Wash liquor (L) 35–80 30–45 15–25
Wash temperature (�C) 20–50 10–30 30–95
Washing time (min) 10–15 15–35 40–60
Water hardness (ppm CaCO3) (simplified) 100 50 250
Detergent dosage levels (g/L)

Powder 1–5 0.5–1.5 5–10
Liquid 2–4 0.75–1.0 7.5–10

Note: Information from various general brochures, package information, encyclopedias, and other general literature.

based model detergent. In Figure 10, a dosage response
(activity basis) for Savinase is shown for removal of protein
film baked at 120 �C for 60 min.

Protease Effects for Cleaning-in-Place and Membrane
Cleaning

Proteinaceous soils often contain complexes formed be-
tween proteins, fats, and carbohydrates. Thus it may be
advantageous to combine enzymes to obtain a synergism
during the hydrolysis of the protein. This has been dem-

onstrated by the addition of lipase to protease in a model
hydrolysis experiment.

A homogeneous freeze-dried model substrate called
burned whole milk was prepared from whole milk stirred
in a pressure cooker at 120 �C for 30 min. This substrate
was tested for protein degradation using combinations of
Esperase (Table 1) and Lipolase� (a lipase produced by
Novo Nordisk A/S). Surprisingly, it was found that when
Esperase was combined with Lipolase, a synergistic effect
on the release of free amino groups was found (TNBS
method). Esperase used without Lipolase resulted in a
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Figure 7. Dose-response curve of Savinase� in a European ma-
chine at 25 �C. Test system: test fabric, EMPA117; 4 g/L European
powder detergent; 18 German degree of hardness (�dH) water
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in automatic dishwashing. Enzyme: 0.5% Savinase 16L added to
a citrate-based model automatic dishwashing detergent (ADD);
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lower solubilization of the burned whole milk (Fig. 11). Us-
ing fresh milk, high levels of Lipolase did not greatly im-
prove the degradation of the protein (Fig. 11).

A practical utilization of this hydrolysis synergism was
demonstrated for removing burned-on soil on a heat ex-
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Table 8. Functional Properties of Proteins in Foods and
Their Applications

Property Application

Emulsification Meats, coffee whiteners, salad dressing
Hydration Dough, meats
Viscosity Beverages, doughs
Gelation Sausages, gel desserts
Foaming Toppings, meringues, angel food cakes
Cohesion binding Textured products, dough
Textural properties Textured foods
Solubility Beverages
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Figure 12. Surface tension versus hydrolytic activity using pro-
tease and lipase on whole milk (0.4% dry matter) at 50 �C and pH
8.0.

changer used for high pasteurization of whole milk. A 2-
to 3-mm layer of burned milk was removed using a prote-
ase and lipase at pH 8 (phosphate buffer), 50 �C for 2 h
(24). Scale was removed using 0.5% nitric acid after the
enzyme treatment.

During the enzyme cleaning, surfactants (soaps) were
produced in situ from the fat, and emulsifiers and foaming
agents were formed from the proteins. This was demon-
strated by measuring the surface tension of a reaction mix-
ture as a function of the consumed amount of base in a pH-
stat trial using lipase and protease (Fig. 12). A significant
reduction of the surface tension was shown.

A complete cleaning-in-place (CIP) program using en-
zymatic cleaning of heat exchangers is estimated to be ec-
onomical and useful when there are problems with con-
ventional chemical cleaning processes.

Membrane cleaning was tested in the laboratory and
pilot plant using a pure enzyme–containing medium in
dairy applications. Spiral-wound modules are very sensi-
tive to harsh chemicals and in general not easy to clean by
use of traditional cleaning products. Protease and lipase
used at 40–60 �C, pH 7–10, for 10–120 min under recir-
culation at high speed seem to solve the problems. In dairy
plants enzymatic CIP are usually carried out according to
the following scheme: rinsing r enzymes r rinsing r acid
r rinsing.

Understanding Enzymatic Cleaning Mechanisms

To understand the mechanism of performance of proteases
during washing of cloth it is important to know the molec-
ular binding properties of the surfaces. Issues such as ad-
sorption and desorption of stains to textile, composition of
dirt substrate, specificity of the enzyme, net charge, and
isoelectric properties of the enzyme in relation to the pH
value of the detergent solution must be considered (22,25).
Research within this field may involve activity tests on sol-
uble and insoluble substrates and wash trials using test
textile swatches with common stains, such as milk, blood,
grass, and egg. Detergent proteases hydrolyze the insolu-
ble proteins in stains into fragments that can be easily re-
moved or dissolved when assisted by the detergent. Larger

peptide-protein fragments from hydrolysis with specific
proteases could be removed more efficiently from the sur-
face than small hydrophobic peptides (22). The simple an-
alytical tools mentioned earlier may be used for evaluation
of the protein hydrolysis reaction during a washing process
(26). The one-by-one reaction, described earlier, may, to-
gether with the absorption theory, be part of the explana-
tion of why the surfaces may be cleaned in a short time
(15–45 min).

Protein Hydrolysates for Detergents

Enzymatically produced protein hydrolysates made by pro-
cesses similar to those described in the following can, in
combination with anionic surfactants, modify viscosity,
foaming ability, foam stability, and cleaning efficiency for
fat on textile fabric (27). Such protein hydrolysates have
been acylated (condensated) with fatty acids of various
lengths (28,29) and have been found to be powerful am-
phiphiles in the sense that they can lower surface and in-
terfacial tension, enhance wetting and foaming ability, en-
hance skin compatibility, and reduce viscosity (28). Such
products are produced from wheat gluten and are used in
shampoos and cosmetics (30). Enhanced emulsifying prop-
erties were demonstrated in laundry and cosmetic prod-
ucts, such as bath soap, conditioning shampoo, and cream
hand cleanser, when enzymatic soy protein hydrolysates
were used to partly replace detergent components (31,32).

N-acyl protein hydrolysates made from enzymatic hy-
drolysates of keratin by acylation with fatty acid chlorides
may be used as detergents during scouring of raw wool or
other wool-cleaning operations or as fiber-protective
agents during wool dyeing and bleaching (33).

HYDROLYSIS OF PROTEINS FOR FOOD PROCESSING

Hydrolysis of proteins with enzymes is an attractive means
of obtaining better functional and nutritional properties of
food proteins from vegetable origin or from by-products
(e.g., from slaughterhouses). Some important properties of
proteins and their applications in foods are shown in Table
8. Industrial baking of biscuits, conversion of milk to
cheese, and fermentation of soy sauce are examples of ap-
plications of proteases to produce food.

Proteases in Baking

The proteins of wheat flour form a network with disulfide
bridges. The structure of gluten becomes stronger as more
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sulfur bridges are present. Oxidizing agents, such as bro-
mate and dehydroascorbic acid, strengthen the dough in
this manner. By hydrolysis of the gluten fraction of wheat,
neutral bacterial endoproteases may weaken a flour that
is too strong or may provide the plastic properties required
in a dough to be used for biscuits. Figure 13 shows a sim-
plified model of the gluten network with disulfide bridges
and the possibilities for chemical and enzymatic modifi-
cation, which have been further discussed elsewhere (34).
In biscuit manufacturing, either sodium meta-bisulfite or
a neutral bacterial protease, such as Neutrase� (Table 1)
is used to weaken the gluten, so that the biscuits, cookies,
or crackers keep their shape and size.

Dairy Products

Milk is clotted to cheese by the application of proteases.
Proteases of various kinds are used for acceleration of
cheese ripening, for modification of the functional proper-
ties, and for modification of milk proteins to reduce allergic
properties of cow milk products.

Production of Cheese. For industrial cheese production,
the milk must be standardized with respect to protein and
fat content. This is normally achieved by blending milk
batches, skimming (by centrifugation) to remove fat, or
adding fat. The standardized milk is normally pasteurized
at 72 �C for 15 s. Subsequently, the milk is cooled to 30 �C
before being transferred to the cheese tank. Starter culture
is added to the pasteurized milk to initiate fermentation.
Rennet (the milk-clotting enzyme) and calcium chloride
are added to promote the milk protein clotting reaction.

The milk-clotting effect of rennet is due to a limited hy-
drolysis of the j-casein surrounding the protein micelles.
Thereby, the micelles become electrostatically discharged

and able to aggregate with the help of calcium and phos-
phate ions and can form a network entrapping the fat mi-
celles. A gel structure is thus formed.

After about 25 min at 30 �C, the gelled milk (the coag-
ulum) is cut or stirred to promote syneresis, or exudation
of the whey. Syneresis is further promoted by heating the
curd–whey mixture. Specialized equipment for drainage of
the whey is used. After drainage, the cheese is pressed, and
lactic acid fermentation continues during pressing and
subsequent storage. The cheeses are then steeped in brine.
The fermentation of lactose continues until all lactose has
been fermented, so that after removal of the brine the
cheese is free of lactose. The cheese is then ripened during
an appropriate period of storage.

Chymous Enzymes. Rennet, also called rennin, is a mix-
ture of chymosin and pepsin. Rennet is extracted from the
gastric mucosa of the abomasum of young mammals (e.g.,
calves and lambs). The pepsin-to-chymosin ratios differ in
different rennet preparations because chymosin is present
only in the stomachs of unweaned mammals and is later
replaced by pepsin. Thus, the content of pure chymosin
depends on the age and species of the animal. Chymosin
rapidly splits j-casein into a glycomacropeptide and para-
jj-casein by selectively cleaving the 105–106 bond be-
tween phenylalanine and methionine. Pepsin and other
proteolytic enzymes are less specific and can give rise to a
number of degradation products, which tend to taste bitter
(35).

Rennet Substitutes. Microbial rennets from a number of
producers are marketed under various trade names (e.g.,
Fromase�, Hannilase�, Marzyme�, and Rennilase�). The
enzyme costs for treating the same volume of milk are con-
siderably lower than using standard rennet (36).

Microbial rennets are produced by submerged fermen-
tation of selected strains of fungi, often Rhizomucor
miehei. The properties of microbial rennets have proven
similar to those of chymosin, and only slight modifications
of the cheese-making technique are made in practice (37).

The gene for calf chymosin has been cloned into selected
bacteria, yeasts, and molds. Chymosins made with recom-
binant DNA techniques on Kluyveromyces lactis (Gist Bro-
chades), Escherichia coli (Pfizer), and Aspergillus nidulans
(Hansen) are now commercially available (38).

Extraction or Modification of Protein Substrates

Protein structure can be modified to improve solubility,
emulsification, and foaming properties. Chemical modifi-
cation is not desirable for food applications because of
harsh reaction conditions, nonspecific chemical reagents,
and difficulties of removing residual reagents from the fi-
nal product. On the other hand, enzymes provide several
advantages, including fast reaction rates, mild conditions,
and, most importantly, high specificity. There is also a need
for gentle methods that modify the food itself, in order to
limit the use of additives. Over the years many different
protein raw materials have been used, with different ob-
jectives. Examples of extraction processes with enhanced
yields include production of soya milk, recovery of scrap
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meat, cleaning of bone from slaughterhouses, recovery of
gelatin, and production of meat (flavor) and yeast extracts.
Furthermore, processes such as evaporation of fish or meat
stickwater, rendering of fat, deskinning of fish roe, and ten-
derizing of meat are assisted by proteases. Functional food
ingredients from protein sources are made by use of pro-
teases, including soluble protein hydrolysates used for nu-
trition, and foaming and emulsifying ingredients. Exam-
ples of such products are isoelectric soluble soy protein
(ISSPH), egg white substitute of soy protein, emulsifier of
soy protein, soluble wheat gluten, foaming wheat gluten,
blood cell hydrolysate, whey protein hydrolysates, casein
hydrolysates, soluble meat proteins, and gelatin hydroly-
sates.

Functional Protein Hydrolysates

A limited hydrolysis of soy protein isolates was made at a
very early stage with Aspergillus oryzae protease at vary-
ing ratios of enzyme to substrate (39). The DH was not
directly measured, but from the data given by Puski in
1975 (39) the maximum DH value obtained was about 5%.
It was shown that whipping and emulsifying capacities
were improved.

The first application of the pH-stat technique for a con-
trolled production of enzymatically hydrolyzed soy pro-
teins was by use of Alcalase at pH 8 and Neutrase at pH
7 (Table 1) (40). The isoelectric solubility, the foaming ca-
pacity, and the emulsifying capacity were all increased. If
the reactions were continued to DH values higher than 5%,
the foaming and emulsifying capacities again decreased.
Also, a significant difference of the functional capacities
was observed, depending on which of the two different pro-
teases was applied. Alcalase had a much better perfor-
mance, in general. The reason for this effect could be due
to the fact that foams and oil emulsions are stabilized bet-
ter by peptides having a higher content of nonterminal hy-
drophobic amino acids than by peptides having terminal
hydrophobic amino acids. Figure 14 shows the whipping
expansion versus DH from the previously mentioned early
demonstration.

In further research on functional ingredients based on
enzymatic modification, improved products were devel-
oped with other raw soy materials or when physical treat-
ments, such as ultrafiltration, were used during purifica-
tion of the active components responsible for the specific
effect. When a soy protein concentrate was hydrolyzed to
DH 3–5%, with Alcalase, a functional protein hydrolysate
with high foam expansion and remarkably good foam sta-
bility was obtained (41). On the other hand, the emulsify-
ing capacity was considerably lower than if soy isolate was
modified the same way.

Using a native soy protein isolate produced by ultrafil-
tration of an aqueous extract of defatted soybean meal
(42,43), the shape of the hydrolysis curve was remarkably
different compared to that obtained for acid-precipitated
protein, as seen in Figure 15. The hydrolysis curves are
shown for acid-precipitated soy protein isolate (denatured
and nearly insoluble in water) and ultrafiltered soy protein
isolate (native and soluble in water). From Figure 15 it
appears that the ultrafiltered protein isolate is hydrolyzed

more slowly than the acid-precipitated protein. This is due
to the compact molecular structure of the ultrafiltered pro-
tein, which is still in its native stage. The degree of dena-
turation of a protein substrate has a profound influence on
the kinetics of proteolysis, as has been known for a long
time (44). Using this soy protein isolate, functional protein
hydrolysate with better foam expansion and better foam
stability was obtained compared to those from the acid-
precipitated protein (Fig. 14). If the small peptides in this
hydrolysate were removed by ultrafiltration, the foam sta-
bility was improved even further. The use of ultrafiltration
before or after the enzymatic hydrolysis was investigated
in pilot-plant scale in a number of process combinations
(43,45). The high molecular weight hydrolysates had ex-
cellent whipping properties; furthermore, they were also
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able to heat-coagulate, so that they could substitute for egg
white 100% on a protein basis in a meringue batter.

Enzymatic Hydrolysis of Soy Protein Concentrate in Alco-
hol. Soya protein concentrate is produced by leach of de-
fatted soybean grits using a water and alcohol mixture of
20–40% H2O in ethanol. By this process the protein de-
natures so that the protein solubility is reduced and does
not function adequately. A way to increase the solubility
might be to enzymatically hydrolyze the separated protein
before the alcohol is stripped off. To test if a protease such
as Alcalase� could operate in relatively high ethanolic en-
vironments, a series of hydrolysis curves were made under
various conditions. In Figure 16, pH-stat hydrolysis curves
are shown for a soy protein concentrate at various concen-
trations of ethanol. Figure 17 shows the effects on the pro-
tein solubility index (PSI%) of percent ethanol, tempera-
ture, and percent DH during hydrolysis. For Figure 17,
freeze-dried samples were produced to the percent DH as
indicated. The alcohol reduced the enzyme’s effect consid-
erably, but even when the percent DH was low, an improve-
ment could be obtained on the protein solubility index. The
practical utilization of these data could be to add water to
an alcohol-precipitated protein sediment from a soy con-
centrate factory and to perform a protein hydrolysis before
drying. A product having improved functional properties
may thereby be produced.

Practical Aspects of Enzymatic Processing

Enzymatic processing methods have become an important
area for new processes used by the food industry to produce
a large and diversified range of products based on protein
raw materials. The principal advantages offered by enzy-
matic processes are the enzymes’ specific mode of attack
and the mild temperature and pH conditions required.
Gentle treatment of the raw material is achieved, and only

a few by-products that may affect the taste and smell of
the final products are produced.

Considering a typical enzyme application in details,
several effects influence the enzyme reaction and the final
product. The scheme shown in Figure 18 shows a selection
of parameters that can be varied when optimizing and de-
veloping new enzyme applications.

Inactivation of the enzymes is of particular concern. In
most enzymatically treated food products, active enzyme
is undesirable because of changes that could appear in the
final product. Therefore an efficient method for irreversible
inactivation of the enzyme must be developed. Usually an
efficient heat treatment is used, but neutral and alkaline
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proteases are also effectively inactivated when pH is ad-
justed to 4 or below.

Engineering aspects with regard to the up-scaling of in-
activation must be taken into account for enzyme treat-
ments carried out in production scale. Examples of inac-
tivation procedures are discussed in the following.
Purification of the products made enzymatically in which
the enzymatic method does not produce the product in situ
may in most cases be wanted. The selection of unit opera-
tions and the understanding of the performance of down-
stream processes are therefore also important parts of the
application technology.

EXAMPLES OF APPLIED PROCESSING USING PROTEASES

Hydrolysis Processes and Simultaneous Inactivation of the
Protease

If the reaction is carried out at a temperature above the
enzyme’s denaturation temperature, the protease is inac-
tivated simultaneously during the hydrolysis (46). Exam-
ples of processes using this principle are shown for modi-
fication of wheat gluten and, as an alternative to
rendering, for upgrading fresh bones from slaughterhouses
to valuable products. The meat protein hydrolysates from
the latter process are used as functional ingredients in
meat products or as a clear, soluble meat extract for soups
and seasonings. The cleaned bones make an excellent raw
material for production of gelatin (46).

Modification of Wheat Gluten. Figure 19 shows exam-
ples of hydrolysis curves of wheat gluten when using a pH
stat at 72.5 �C. After a certain time, which seems to be
dependent on the enzyme dosage used, the curves end at
a plateau, showing that no further hydrolysis is occurring.
Two product types from wheat gluten are considered.

The first is soluble wheat gluten. High protein solubility
may be obtained at higher degrees of hydrolysis, as shown
in Figure 20. A DH value of about 10% results in solubili-
zation of more than 90% of the gluten. A 100% soluble,
bland-tasting wheat gluten hydrolysate with high yield
may be recovered by centrifugation and concentration.

A completely soluble wheat gluten hydrolysate is desir-
able for application as protein enrichment of food (e.g., soft
drinks). Also, such protein hydrolysates may be excellent
raw material for production of enzymatically produced hy-
drolyzed vegetable protein (HVP) for flavoring using, for
example, exopeptidases. Nonfood applications were men-
tioned earlier.

The second type of wheat gluten is whipping wheat glu-
ten. In Figure 20 whipping expansions are shown for
wheat gluten hydrolysates made at different DH percent-
ages. The optimal whipping properties have been found at
a degree of hydrolysis of 2–3%. The active whipping protein
is recovered by centrifugation and drying. A whipping pro-
tein product is required for baked goods and for different
types of candy.
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Bone Cleaning. A two-step enzyme process in which
functional meat extracts are produced by the first enzy-
matic extraction and cleaned bones by the second enzy-
matic extraction can be performed (46).

The fresh bone material (beef or pork) is crushed and
mixed with hot water. The enzymes Neutrase, Alcalase,
Esperase, and Flavourzyme, used alone or in combination,
are added, and the slurry is agitated and extracted batch-
wise or continuously at 60–75 �C at neutral pH (6.5–7).
Poultry material may also be used, but the bone material
is not in general used for gelatin production.

Bone cleaning trials have been carried out in Novo Nor-
disk’s pilot plant for process development. Using a bone
crusher, 250 kg of beef bones were milled to a particle size
of approximately 20 mm. This material was poured into
250 kg of 80 �C water and the temperature was adjusted
to 65–70 �C. Hereafter the enzymatic hydrolysis reaction
was carried out under powerful stirring. Samples, drawn
as a function of time, were centrifuged for 3 min before
determination of �BRIX (dry matter), osmolality, and pH.
The total reaction mixture was sieved and the liquid phase
was pasteurized, defatted by centrifugation, concentrated,
and dried. The bone material was washed and dried. Hy-
drolysis data recorded from such a trial using Esperase are
shown in Figure 21

Within the 20 min of reaction the �BRIX value and the
osmolality were still increasing. This indicates that the en-
zyme was not completely inactivated at this temperature
(�70 �C). The value mOSM/�BRIX is a measurement of the
molecular size of the soluble phase. In the beginning, when
the content of soluble protein is low, mOSM/�BRIX is high
because of a high content of low molecular weight com-
pounds. Later, this value stabilizes because no further deg-
radation occurs when the protein is solubilized from the
surface of the bone material (Fig. 21). The one-by-one re-
action system seems to be confirmed.

Inactivation of the enzyme Esperase may simulta-
neously be achieved at a higher temperature (approxi-
mately 75 �C). Centrifuging at 90 �C during defatting of
the hydrolysate inactivates the enzyme and pasteurizes
the product.

Hydrolysis of Meat Protein in Relation to Bone Cleaning.
Based on the osmolality difference, DC in equation 4, DH
can be calculated and compared with those values from
hydrolyses of lean beef. Hydrolyses using Esperase were
carried out at 55, 65, and 75 �C on minced beef (raw or
cooked). Both pH-stat trials and hydrolyses followed by os-
mometer were done at temperatures in the high region.
The pH was adjusted to 7.5 so there was no appreciable
hydrolysis of triglycerides. Figure 22a shows the hydro-
lyses curves and corresponding protein solubility for the
osmometer trials. The percent DH was higher for raw
meat, and the highest DH value for raw meat was obtained
at 55 �C. For both the raw and cooked meat the highest
solubilization was found at 65 �C (Fig. 22b). This was also
seen in pH-stat trials. In Table 9 the hydrolysis data are
compared for the bone cleaning trial (Fig. 21) and for hy-
drolysis of raw meat. The enzyme dosage based on protein
was doubled for the bone trial as compared to the meat
trial, yet a high protein-solubilizing effect of Esperase was
seen in both cases. But, surprisingly, a lower percent DH
secured a high solubility for the raw meat than for the
meat on bones.

Use of Membranes in Protein Hydrolysis Processes

Membrane processes are used within many areas of in-
dustrial enzymatic hydrolysis of proteins. Table 10 shows
membrane processes can be applied for pretreatment of
proteins, for both the reaction step and the purification
step.

Functional Protein Hydrolysates. Examples of the appli-
cation of ultrafiltration processes in various process com-
binations for production of highly functional protein hy-
drolysates of soy protein were mentioned earlier.
Principally, the technique of removing small peptides from
total hydrolysates may be used on many substrates other
than soy. Thereby, excellent foaming and coagulating pro-
tein products may be isolated (purified). The first process
step after inactivation is normally a centrifugation carried
out to remove insoluble material, which may reduce the
whipping expansion and the foam stability. To purify the
supernatant as effectively as possible, ultrafiltration can
be carried out in three steps. In the first step, the concen-
trate reaches a protein content of about 10%. Then, a diafil-
tration process is performed for washing out small, low-
function peptides. A final ultrafiltration can bring the
protein content up to approximately 20%. Finally, the con-
centrate can be spray-dried. The efficiency of these pro-
cesses and the overall yields are dependent on the actual
ultrafiltration equipment used, the membrane cutoff
value, and the character of the hydrolysate (enzyme used,
DH%, pH, protein type) (43,45).

Low Molecular Weight Hydrolysates. Low molecular
weight hydrolysates are produced from raw materials that
are hydrolyzed to a high degree of hydrolysis. Examples of
such products are the mild-tasting decolorized BCH devel-
oped from the hygienically collected red cell fraction of
slaughterhouse blood (13) and the isoelectric soluble soy
protein hydrolysate (ISSPH) (48). Flowcharts for these



1090 ENZYMES, PROTEIN HYDROLYSIS

Figure 22. (a) Hydrolyses curves (osmom-
eter) at 8% beef, protein. enzyme, Esperase
7.5 FG, dosage 0.5% of protein, —	—, 55
�C; —▫—, 65 �C; —�—, 75 �C. (b) Solubil-
ization of protein by hydrolyses of beef;
meat, enzyme, Esperase 7.5 FG; dosage,
2.0 kg/t bone.
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Table 9. Bone or Meat Treated with Esperase at 65–70 �C

Bone Raw meat

Time
(min) % DH pH

%
Soluble
protein % DH pH

%
Soluble
protein

0 0 7.14 1.2 0 7.5 1.8
1 5.7 6.82 2 0.1 7.33 2.5
5 7.7 6.81 3.2 1 7 3.4

10 9.3 6.67 3.7 2.1 6.85 4.1
15 10.3 6.67 4.2 2.5 6.77 4.5
20 11.1 6.68 4.3 2.8 6.71 4.8

Table 10. Application of Membrane Processes during Enzymatic Modification of Proteins

Types of enzymatic
modified proteins Pretreatment Enzymatic reaction step Posttreatment

Highly functional
proteins

Production of native
protein isolate by
ultrafiltration

Molecular separation by
ultrafiltration

Low molecular weight
protein hyrolysates

Membrane reactors by
ultrafiltration

Concentration or
desalination by
hyperfiltration or
nanofiltration

Source: From Ref. 43.

hydrolysates are shown in Figure 23 (BCH) and Figure 24
(ISSPH). These two examples demonstrate how the mem-
brane processes can be used for different purposes.

In the BCH process, the pH is 4.2 and insoluble hem
product may be removed by centrifugation or ultrafiltra-
tion. Comparison of the centrifugation process and the ul-
trafiltration process shows that the ultrafiltration process
was most economical when new plants were installed
(13,49). Ultrafiltration equipment from various suppliers
has been tried with technical success.

Application Trials Using Blood Cell Hydrolysate. The ear-
liest application trials were for pumping of meat cuts. Us-
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Figure 23. Flowchart for production of blood cell hydrolysate.
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Figure 24. Flowchart for production of isoelectric soluble soy pro-
tein hydrolysate (ISSPH).

ing up to 3% BCH on a final meat product basis, nutritional
protein equivalence was obtained, yields were increased,
costs were reduced, toughness of meat was reduced, and
the fat to protein ratio was reduced.

In a study using BCH in low concentrations in meat, it
was demonstrated that BCH has a polyphosphate-like
character in water-added meat systems. BCH has also

been compared to sodium triphosphate in luncheon meat
heat-treated at 75 �C and 108 �C, respectively (50).

During production of the soy protein hydrolysate (Fig.
24), the clear filtrate after carbon treatment is concen-
trated by hyperfiltration as an alternative to evaporation.
A falling film evaporator can concentrate the hydrolysate
to above 50% dry matter. Hyperfiltration can only be used
efficiently up to about 25% dry matter but allows the si-
multaneous removal of salt if nanofiltration membranes
are used for the concentration. Thus, about 75% of the salt
in ISSPH was removed by direct concentration and 93% if
a diafiltration was included in a pilot-plant trial on a se-
lected cellulose acetate membrane (43).

Membrane Reactor. The membrane reactor is an ultra-
filtration system in which a high concentration of hydro-
lytic enzyme is confined. High molecular weight substrate
is fed continuously to the reactor, and the low molecular
weight products are removed simultaneously as they per-
meate through the membrane. Ideally, a steady state is
reached in which the degradation of substrate is carried
out indefinitely with high efficiency and negligible loss of
enzyme. A considerable number of publications on the use
of membrane reactors for enzymatic hydrolysis of proteins
appeared 10–15 years ago. However practical use of the
system has not been widespread. One of the reasons may
be that the economical advantage of the membrane reactor
depends critically on the need for purging of the reactor. A
small part of the substrate is always nondegradable.
Therefore inert material will rapidly build up in the reac-
tor, causing mechanical problems. A considerable purge is
thus necessary if the concentration of this material is to be
kept at a reasonably low level. This has a drastic, negative
influence on the yield of product. Also, the enzyme loss
during purging is considerable. Kinetic investigations of
protein hydrolysis in the membrane reactor have been pre-
sented and a mathematical model established (43). Based
on these calculations, it was found that the concomitant
loss of enzyme in certain cases may lead to an overall en-
zyme consumption close to that of the batch hydrolysis pro-
cess.

The Bitterness Problem

Unpleasant bitterness has been observed for some protein
hydrolysates. This problem can be managed by proper se-
lection of the hydrolysis parameters and the enzymes used.
Bitterness is a complex problem that can be influenced by
the following variables (4,51):

1. Hydrophobicity of the substrate, hydrolysates be-
come bitter if amino acid side chains containing hy-
drophobic groups become exposed due to hydrolysis
of the protein (52)

2. High DH and, therefore, the concentration of soluble
hydrophobic amino acids and their peptide chain
lengths

3. The specificity of the protease, to some extent, de-
termines the bitterness
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4. Separation steps applied in downstream processing,
for example, centrifuging at isoelectric pH and car-
bon treatment

5. Masking effects from other components in the pro-
tein hydrolysate; organic acids such as malic acid
and citric acid exert a significant masking effect in
soy protein hydrolysates (53) that can be utilized in
the final formulation of the food, where the hydro-
lysate is incorporated

In addition, recent recognition of the following effects
points out other solutions to solve bitterness problems in
production of protein hydrolysates with high DH values. A
debittering of protein hydrolysates can be performed by a
selective extraction or removal of hydrophobic peptides to
a 2-butanol phase (4,51). This knowledge can be used to
explain why it was surprisingly possible to produce a non-
bitter DH 20% soy protein hydrolysate from full-fat soy-
bean meal using Alcalase (54). This DH 20% hydrolysate
was fully acceptable from an organoleptic point of view.
The oil served as the hydrophobic extraction medium and
eliminated the bitter peptides. The oil was simultaneously
recovered by centrifugation.

Reaction parameters such as pH and temperature, by
which the specificity of the proteases are changed, also
play an important role in managing bitterness. Further-
more, combinations of enzymes can change the overall
mode of degradation of a protein so that bitterness is re-
duced. The application of exopeptidases is a generally rec-
ognized way to remove bitterness of high-DH hydrolysates.

Other Off-Flavor Problems in Relation to Bitterness

Animal raw materials considered useful for protein hydro-
lysis usually do not contain many in situ bitter compounds
of significance. Bitterness can appear from rancid traces of
fat or from extended hydrolysis of proteins.

Oilseeds contain a variety of phenolic compounds, in
particular, bitter-tasting phenolic acids (55). Some volatile
compounds are hydrophobic and bind to the protein phase,
especially to denatured protein. Off-flavors may be re-
leased by enzymatic hydrolysis of such proteins, some of
which, but usually not all of which can be removed. A so-
lution to such problems has been described for industrial
production of ISSPH (48). The white flakes were washed
at pH 4.5 with water in a four-step extraction process to
produce a soy concentrate with a low level of beany off-
flavor. This soy concentrate was immediately hydrolyzed
with Alcalase to a specific degree of hydrolysis. The hydro-
lysis reaction was terminated by lowering the pH, and the
supernatant was recovered by centrifugation at the iso-
electric point. The hydrolysate was carbon treated, concen-
trated (Fig. 24), and used for protein-fortified fruit juices
and for extension of cured, whole meat products. This was
possible because the ISSPH had a bland taste and no bit-
terness.

Enzymatic Tenderization of Meat

The use of the vegetable proteinases papain, ficin, and bro-
melain for enzymatic tenderization of meat has been
known for many years. These enzymes have a relatively

strong potency on muscle tissue components such as col-
lagen and elastin. Microbial proteinases have also shown
the ability to tenderize meat, but not to the same extent
as the vegetable proteinases.

The most successful meat, tenderizing enzymes are
those having the ability to hydrolyze the connective tissue
proteins as well as the proteins of the muscle fibers. The
enzymes are applied to the meat by sprinkling the enzyme
powder on a thin slice of meat, dipping the meat in an
enzyme solution, or injecting an enzyme solution into the
meat. A method has been developed in which the enzyme
is introduced directly into the circulatory system of the ani-
mal shortly before slaughter (56) or after stunning the ani-
mal to cause brain death (57).

Whatever method is used, the difficulty in using exter-
nal enzymes to obtain an even distribution of the enzyme
throughout the tissues seems to be in the control of the
hydrolysis reaction.

Production of Flavor Enhancers

Proteins in their natural state do not contribute chemically
to formation of flavor in foods. The products of the hydro-
lysis of proteins, peptides, and amino acids are much more
reactive, as are other breakdown products in general.

Hydrolyzed protein, mainly produced by the use of hy-
drochloric acid, is one of the largest contributors to flavor-
ing produced from protein. Using various sources, many
savory products are on the market. The hydrolysis with
hydrochloric acid usually takes place in the presence of
triglyceride fat material. It is well known that chloro- and
dichloropropanols are formed during acid hydrolysis under
harsh conditions, although they are found in small quan-
tities in the final food products. Concern for the safety of
the products of hydrochloric acid hydrolysis of proteins has
led to investigations into the safety of these chlorocom-
pounds (58).

Glutamic acid, as monosodium glutamate (MSG), is by
far the most consumed single flavor enhancer of proteino-
genic origin. About 270,000 tons are produced per year
(59). Glutamates are known as the fifth basic taste (in ad-
dition to sweet, sour, salty, and bitter). This taste is called
umami by Japanese and savoriness by Americans. MSG is
used at concentrations of 0.2–0.8% in a variety of foods,
such as soups, broths, sauces, gravies, flavoring and spice
blends, canned and frozen meats, poultry, vegetables, and
finished dishes. To be able to reduce the intake of sodium
and to produce in situ flavor enhancers in protein hydroly-
sates, peptidoglutaminases are of interest for industrial
purposes (60–62).

Through their reactions with taste sites, peptides may
give flavors that are bitter, sweet, salty, or umami. Also,
sour taste and astringency have been attributed to pep-
tides isolated from protein hydrolysates or by synthesis.
Many studies have been made of the effects of flavor in
dairy products, meat and fish products, and yeast extracts.
The direct production of flavor products can be made with
proteases used alone, or in combination with fermentation
processes. Chemical hydrolysis of protein and carbohy-
drates combined with heat treatments form Maillard re-
actions that allow many flavors to be produced. Soy and
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wheat hydrolysates are used for flavoring and flavor en-
hancement of soups and seasonings; meat hydrolysates for
addition of flavor to meat products, soups, bouillon, and
sauces; and milk and cheese hydrolysates for production of
cheese flavors (62).

Flavors from Hydrolyzed Vegetable Proteins

Enzymatic hydrolysis usually leads to products that are
light in color and have a much less pronounced meaty or
savory flavor than, for example, yeast extracts (34). Meat
flavor and similar condiments are often produced from
many sources, and their production often involves a nat-
ural microbial fermentation. Among these can be included
the Asian products based on soy protein. Wheat and maize
gluten are also hydrolyzed to flavor intense peptides.

The content of free glutamic acid is important for the
umami flavor. A way to exhibit flavor enhancement char-
acteristics by using mild acid hydrolysis of the protein, fol-
lowed by enzymatic hydrolysis, has beendescribed (63).The
preferred protein for producing savory flavors is wheat glu-
ten. The mildly acidic hydrolysis is done to obtain a deam-
idation in the first step. This step was carried out for 1 h at
about 95 �C at a hydrogen ion concentration of about 1.0 M.
The enzymatic hydrolysis was preferably carried out by use
of an Aspergillus oryzae protease (Prozyme 6 from Amano)
having both endoproteases and exoproteases. The overall
degree of hydrolysis was 50–70%. The conditionsduringthe
acid treatment were mild enough to avoid the formation of
substantial amounts of monochloropropanols.

Flavourzyme� used in combination with Alcalase may
obtain a degree of hydrolysis of 60–70% for hydrolysis of
soy protein isolate (62). Except for the deamidation step,
the same degree of hydrolysis could thus be obtained with-
out the acid treatment.

An enzymatically hydrolyzed soy protein, so-called
eHVP, has been developed by Miwon C., Ltd. (64). This
product is suitable for special uses, such as infant diets,
sports nutrition, and medical diets. eHVP gave no limita-
tions of dosage in formulation as a flavor enhancer.

Flavors from Hydrolyzed Animal Proteins

Products that have a high flavor of meat extract are used
in soups, sauces, and prepared meals. Proteinaceous ma-
terial is recovered with proteases from coarse and fine
scrap-bone residues from mechanical fleshing of beef, pig,
turkey, or chicken bones. The flavor intensity depends on
the content of free amino acids and peptides and their re-
action products. Reactions that develop flavor are, for ex-
ample, Maillard reactions between reducing sugars and
amino acids, thermal degradation due to the Maillard sec-
ond stage, and deamination, decarboxylation, or degrada-
tion of cysteine and glutathione. The latter reaction can
give rise to a large number of volatile compounds of im-
portance to aroma and taste (58).

For the production of protein hydrolysates from meat,
the first step is an efficient solubilization of the product.
For this purpose the bacterial serine proteases and metal-
loproteases are very efficient. Unless certain treatments
are undertaken, meat hydrolysates are usually found to be
bitter when the degree of hydrolysis is above 10%, which

is needed for sufficient solubilization (65). A method com-
prising a series of steps using raw meat hydrolyzed with a
specific combination of neutral and alkaline proteases has
been developed (66). This meat hydrolysate exhibits excel-
lent organoleptic properties and can be used as a meat-
flavored additive in soup concentrates. The degree of hy-
drolysis above 20% did not show bitterness when this
specific combination of enzymes was used. This effect may
be due to the preferential proteolytic specificity being fa-
vorable when metalloprotease and serine protease are
used simultaneously.

A method for further enhancement of the flavor of a nat-
ural beef-juice concentrate is hydrolysis using endopro-
teases (metalloprotease, serine protease, or combinations)
followed by treatment with an exoprotease such as Fla-
vourzyme� or by incubation with a culture of a food-grade
microorganism that is capable of producing exoproteases
(e.g., aminopeptidase) (67).

PROTEASES FOR LEATHER MANUFACTURING

The processing of skin and hides for leather has been based
on enzymes since 1908, when Otto Röhm patented the first
standardized bate based on pancreatic enzymes (68).
Leather chemistry research helped to improve under-
standing of the bating process and at the same time
spurred on developments to improve leather processing
(69).

The stages in the processing of hides to leather include
curing, soaking, liming or dehairing, deliming, bating,
pickling, and tanning. The benefits of using enzymes in the
different stages of leather manufacturing are mainly re-
duction of process time, increased opening of the fibrous
structure, improved clarity of the surface, increased soft-
ness, increased uptake of water, improvement of area
yield, and reduction of the need for chemicals.

The animal hide is composed of three main layers. The
grain is the outer layer in which the hairs are embedded.
This layer also contains the small glands that produce oil
and sweat. The corium represents the principal part of the
hide. To convert raw hide into leather a great deal of in-
terfibrillar material must be removed from this layer. Col-
lagen fibers, elastin, and proteoglycans, such as dermatan
sulfate, can be regarded as a kind of cement, that binds
collagen fibrils. The connective tissue of the underside of
the hide contains the blood vessels, fat tissue, and some
meat proteins.

Raw or cured hides must be properly soaked to obtain
a satisfactory hydration and removal of unwanted mate-
rials, including meat and fat. Bacterial or pancreatic al-
kaline proteases are normally preferred for hydrolysis of
interfibrillar proteins.

Enzymes for Dehairing, Liming, and Bating

During liming, the highly charged dermatan sulfate may
be removed from nearly each collagen fibril by use of
alkaline-stable proteolytic enzyme preparations such as
NUE 0.6 MPX from Novo Nordisk A/S (69,70). An accel-
erated dehairing process and an up to 40% reduction of the
requirement for sulfide have been measured (69). Further-
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more, increased strength of grain leather and increased
area yield are useful results.

Before the bating process, the hides are delimed with
ammonium sulfate or ammonium chloride. When prote-
ases are applied a thickness similar to that of hairless pelt
is reestablished. The early preparations proposed by Röhm
were pancreatic trypsins. Some of the microbial proteases
shown in Table 1 are used today as bating enzymes to
make the hides soft and supple before tanning.

OTHER BIOPROCESSES BASED ON ENZYMES AND
PROTEIN HYDROLYSIS

A number of applications of proteases have been men-
tioned. The emphasis of this article has been on my re-
search over the years and on the most significant indus-
trial applications, as seen from an enzyme producer’s point
of view. Some applications of proteases have not been men-
tioned in detail. This is the case, for example, with regard
to the use of enzymes in fish processing, where proteases
are used for production of fish sauce, for salted matjes her-
ring, for deskinning of fish, for production of protein hy-
drolysate as a cryoprotective agent, and for roe caviar pu-
rification (71).

Using a glutamic acid–specific protease from Bacillus
licheniformis, the viscosity of a solution of whey protein
concentrate could increase dramatically during hydrolysis
due to production of plastein aggregates (7). An increased
water-binding capacity and increased viscosity during hy-
drolysis of mechanically deboned meat was also reported
(7). Extending hydrolysis to smaller peptides reduced vis-
cosity again. A practical application of these findings re-
mains to be further developed.

Use of proteases as processing aids for reduction of vis-
cosity of stickwater before and during evaporation in a fish-
meal plant or a meat-rendering plant could reduce the foul-
ing on heat surfaces. The capacity of the evaporators was
then increased due to the reduction of the overall heat
transfer coefficients and because a greater amount of dry
solids could be obtained. A direct economic advantage was
shown (72,73).

Evaporation of raw fruit water from potato production
represented an insurmountable problem, because gelling
due to the protein components occurs at about 15% dry
matter. It was obviously necessary to add proteolytic en-
zymes, as mentioned earlier, for concentration of stickwa-
ter. However, it was surprisingly found that no effects of
the enzymes could be observed until heat treatment, pref-
erably jet cooking to at least 125 �C using a holding time
of about 3 min, had inactivated a powerful protease inhib-
itor in the raw fruit water (74).

CONCLUSION

Proteases are by far the most researched enzymes for in-
dustrial bioprocessing. The major uses of these enzymes
are divided among many applications, all based on hydro-
lysis as the catalytic concept. Similarities in the catalytic
mechanism within the widespread uses of proteases for
detergents, for modification of food proteins, for better

utilization of waste fractions of the food and feed industry,
and for production of basic food have been shown. No doubt
more development within proteolysis, as broadly defined,
will be seen in the future. To meet challenges within the
detergent industry and the food–feed industry, discovery
of new protease molecules must be made through protein
engineering and recombinant DNA techniques.
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33. K. Schäfer and H. Höcker, Proceedings of the 38th Interna-

tional Detergency Conference, wfk-Forschungsinstitut für
Reinigungstechnologie, e.V., D-47798, Krefeld, Germany,
1998, pp. 116–121.

34. H. Sejr Olsen, in G. Reed and T.W. Nagodawithana eds., Bio-
technology, vol. 9: Enzymes, Biomass, Food, and Feed, VCH,
2nd ed., Weinheim, Germany, 1995, pp. 666–736.

35. P.F. Fox, Neth. Milk Dairy J. 35, 233–253 (1981).
36. K. Burgess and M. Shaw, in T. Godfrey and J. Reichelt eds.,

Industrial Enzymology, Macmillan, Surrey, England, 1983,
pp. 260–283.

37. I.A. Fedrick and S.C. Fuller, Aust. J. Dairy Tech. 43, 12–15
(1988).

38. P.F. Fox, J. Food Biochem. 17, 173–199 (1993).
39. G. Puski, Cereal Chem. 52, 655–666 (1975).
40. J. Adler-Nissen and H.S. Olsen, Am. Chem. Soc. Symp. Ser.

92, 125–146 (1979).
41. J. Adler-Nissen, S. Eriksen, and H.S. Olsen, Qual. Plant.

Plant Foods Hum. Nutr. 32, 411–423 (1983).
42. H.S. Olsen, International Zeitschrift für Lebensmittel—

Technologie und Verfahrenstechnik 11, 57–64 (1978).
43. H.S. Olsen and J. Adler-Nissen, ACS Symp. Ser. 154, 133–169

(1981).
44. L.K. Christensen, Comptes Rendus des Travaux du Labora-

toire Carlsberg—Série Chimique, 28, 39–169 (1952).
45. U.S. Pat. 4,431,629 (February 14, 1984), H.S. Olsen (to Novo

Industri A/S).
46. H.S. Olsen, Food Technology International Europe 1988, Ster-

ling Publications Limited, London, 1988 pp. 245–250.
47. L. Anson, J. Gen. Physiol. 22, 79–89 (1939).
48. H.S. Olsen and J. Adler-Nissen, Process Biochem. 14, 6–11

(1979).
49. S. Kristensen, A/S De Danske Sukkerfabrikker File 1972-GB-

1182, 1985.
50. H.S. Olsen, Meat Symposium, Zalaergerszeg, Hungary, April

3, 1991 (Novo Nordisk file no. A-06143, 1991.)
51. J. Adler-Nissen, in G. Charalambous ed., Frontiers of Flavor,

Elsevier, Amsterdam, 1988, pp. 63–77.
52. K.H. Ney, Z. Lebensm Untersuch. Forsch. 147, 64–71 (1971).
53. J. Adler-Nissen and H.S. Olsen, in G. Charalambous and G.

Inglett eds., Chemistry of Foods and Beverages:—Recent De-
velopments, Academic Press, New York, 1982, pp. 149–169.

54. U.S. Pat. 4,324,805 (April 13, 1982), H.S. Olsen (to Novo
Industri A/S).

55. F. Sosulski, J. Am. Oil Chem. Soc. 56, 711–715 (1979).
56. H.F. Bernholdt, in G. Reed ed., Enzymes in Food Processing,

2nd ed., Academic Press, New York, 1975, pp. 473–492.

57. European Pat. EP 0471 470 A2 (February 19, 1992), S.J. War-
ren (to British Beef Company Ltd.).

58. G.S.D. Weir, in B.J.F. Hudson ed., Biochemistry of Food Pro-
teins, Elsevier, London, 1992, pp. 363–408.

59. BIOTOL, Biotechnological Innovations in Food Processing,
Oxford, U.K., Butterworth-Heinemann, 1991, pp. 211–252.

60. J.S. Hamada, in B.J.F. Hudson ed., Biochemistry of Food Pro-
teins, Elsevier, New York, 1992, pp. 249–270.

61. J.S. Hamada, Crit. Rev. Food Sci. Nut. 34, 283–292 (1994).
62. P.M. Nielsen, Food Ingredients Europe ’94, Earls Court, Lon-

don, October 4–6, 1994.
63. European Pat. EP 0495390 AI (January 9, 1992), D.J. Hamm

(to CPC International).
64. H.J. Chae, M. In, and M.H. Kim, Agric. Chem. Biotechnol. 40,

404–408 (1997).
65. G.M. O’Meara and P.A. Monro, Meat Sci. 11, 227–238 (1984).
66. Pat. WO94/01003 (January 20, 1994), H.H. Pedersen,, H.S.

Olsen, and P.M. Nielsen (to Novo Nordisk A/S).
67. European Pat. EP 0 505 733 A1 (February 21, 1992), S.S-Y.

Kwon, M.A. Marsico, and D.V. Vadehra (to Societe des Pro-
duits Nestle S.A.).

68. U.S. Pat. 886,411 (May 5, 1908), O. Röhm (to Otto Röhm of
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INTRODUCTION

The use of enzymes in the pulp and paper industry started
in the late 1980s and has grown rapidly since then. This
growth has been fueled by several factors, including (1) an
improved understanding of the interactions between en-
zymes and the constituents of pulp and paper processing,
(2) an increased need for the industry to adopt environ-
mentally benign technology, and (3) development of cost-
effective production technology for the relevant enzymes.
The pulp and paper industry processes wood and other
cellulose-containing fiber, such as straw. Typically, pulp is
made by processing the fiber feedstock, and paper is made
by combining one or more types of pulp with various non-
pulp additives designed to achieve the desired properties,
such as smoothness, opacity, or color.

Enzymes are used to aid pulp and paper manufacturing
by modifying the following types of substrates:

1. The cellulose fiber
2. Noncellulosic constituents of the fiber, such as hemi-

cellulose and lipids
3. Paper additives, such as starch
4. Contaminants, such as slime

This article provides general background on pulp and
paper processing and describes the use of enzymes in each
of the processing areas.

PULPING PROCESSES

Generalized flow sheets for three major pulp production
processes are shown in Figure 1. Although these processes
have common elements, the differences are sufficiently
large that enzymes are used for different purposes.

Mechanical Pulps

Newsprint and other bulk papers are made primarily by
mechanical means, that is, the raw fiber is processed pri-
marily by mechanical action. First, the fiber feedstock is
cleaned and chipped to uniform size. The raw fiber is then
torn apart by mechanical means in the pulping. Closely
associated with the pulping is refining, which improves the
strength of the pulp. Enzymes are used to improve the de-
watering and refining of mechanical pulps. After refining,
the pulp is mildly bleached, usually with peroxide. En-
zymes are not used to aid in the bleaching of mechanical
pulps, although enzymes are used in chemical pulp bleach-
ing. After bleaching, the pulp is ready for papermaking.
Mechanical pulp is produced at lower cost than chemical
pulp, but the strength and surface properties are not suit-
able for more demanding applications, such as writing pa-
per or wrapping paper.

Chemical Pulps

These higher performance papers are made from chemical
pulps, most notably by cooking in alkali (kraft pulp) or in
acid (sulfite pulp). For chemical pulps, the fiber source and
initial handling are similar as for mechanical pulps. How-
ever, the chemical pulping processes remove impurities,
principally lignin, from the fiber, which improves the
strength and makes the surface more uniform. After pulp-
ing, bleaching is carried out at harsher conditions and with
more aggressive oxidizing chemicals than used for bleach-
ing mechanical pulps; the resulting product is very white.
Enzymes are widely used to decrease the usage of these
bleaching chemicals, particularly chlorine gas and other
chlorine-based oxidizing chemicals. After bleaching, the
pulp is refined (the reverse of the order for mechanical
pulp). Data suggest that enzymes can enhance the refining
of chemical pulps, but this is not as widely reported as with
mechanical pulps.

Secondary Fiber

A third source of pulp that is becoming more prominent
involves the use of recycled paper as the feedstock. This is
known as secondary fiber processing. After mechanical
shredding and repulping, the ink is removed from the pulp,
a process known as deinking. There are laboratory data
and limited mill results that show benefits of enzyme use
in deinking. The deinked stock is then lightly refined and
blended with pure mechanical pulps for paper production.
Enzymes are also reported to be beneficial in the refining
of secondary fiber.

Papermaking

Regardless of the pulping process, the finished pulp is com-
bined with inorganic fillers, paper additives to improve
properties, and process additives to improve the perfor-
mance of the paper machine. The pulp and additives are
formed into sheets and dried on a paper machine. Enzymes
are used in papermaking to modify the starches used in
paper sizing, to remove pitch, and to prevent slime accu-
mulation. Although an important benefit of enzyme use in
the industry is a decreased amount and toxicity of effluent
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discharges, there is little use of enzymes for direct treat-
ment of waste streams. The environmental benefits of en-
zyme use in the industry are mentioned in the following
relevant process sections, and each processing area and
the associated use of enzymes is described in more detail.

ENZYMES IN PULP PRODUCTION

Fiber Handling

Historically, wood has been by far the most prominent
cellulose-containing feedstock for the industry. Numerous
species of hardwood and softwood are used around the
world. Nonwoody fibers such as bamboo, kenaf, and straw
are also widely used, particularly in China and tropical
areas. Regardless of the fiber source, a certain amount of
physical handling is carried out to obtain cleanliness and
particle size suitable for pulping. This processing takes the
form of debarking, washing, and screening, to remove the
foreign matter, and mechanical chipping for most pulping
processes. Nonwoody fibers require removal of seeds and
other nonfiber constituents. In virtually all cases, the in-
tact fiber structure is not very susceptible to enzyme at-
tack. Consequently, there have been few laboratory scale,
let alone commercial, enzyme processes involving treating
intact fiber.

There has been much research focused on the use of
whole cells to digest wood chips. This is targeted particu-
larly to remove lignin to improve the subsequent pulping
and bleaching (1) and to remove pitch by digesting lipids,
of which at least one commercial product is available (2).
Whole cell applications on intact fiber are plagued by the
long (several day) reaction times required, the extreme

variability in day-to-day chip storage times, and the vul-
nerability of the microbes to subfreezing temperatures.
Whole cell applications will not be discussed further in this
article.

Pulping

Pulping is the process by which the macroscopic structure
of raw wood fiber is broken apart, rendering the fiber much
more pliable and thereby suitable for papermaking. Two
general classes of pulping operations are chemical pulping
and mechanical pulping. These operations will be dis-
cussed in terms of wood processing, although the same
operations apply to the processing of nonwoody fibers.

Chemical Pulping. In chemical pulping, the fiber is
heated in the presence of chemicals that dissolve a portion
of the fiber, particularly the lignin. Today, most of the
chemical pulp is from the alkali or kraft process, in which
wood chips are cooked at 160 to 190 �C (320–374 �F) for
about 3 h in a concentrated liquor of sodium hydroxide and
sodium sulfide. After the alkali cook, the pulp is a slurry
with the liquor; the cooking liquor is reused through an
extensive recovery process. The kraft cooking treatment
greatly increases the cellulose content of the fibers (Ta-
ble 1).

The other significant chemical pulping process is acid
(sulfite) pulping. Sulfite pulping is particularly prevalent
in central Europe. In sulfite pulping, the wood chips are
cooked in sulfurous acid analogous to the alkali liquor of
kraft pulp. The cellulose content is higher than that of
kraft pulp, but the resulting pulp is not as strong. Sulfite
pulp is used primarily as a cellulose chemical feedstock.
The conditions of chemical pulping are too harsh to be tol-
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Table 1. Typical Chemical Pulp Composition

Constituent Feedstock Pulp

Cellulose 60 85
Hemicellulose 15 10
Lignin 20 4
Miscellaneous: resin, ash, etc. 5 1

Table 2. Pulp Dewatering by Enzyme (3)

Parameter Controla Enzyme-Treatedb
Refine

� Enzymeb

Freeness (mL CSF) 192 274 156
Burst (kPa m^2/g) 1.83 1.84 2.07
Corrugation

(newtons force) 129 124 141

aCorrugated container board refined on Sprout Waldron disc refiner.
bEnzyme treatment 3% consistency, 50 �C (122 �F,) pH 4.8, 30 min with 0.1%
enzyme.
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Figure 2. Enzymes for pulp dewatering.

erated by commercial enzymes, so there has not been sig-
nificant attention paid to enzymes in this area. The most
significant use of enzymes in chemical pulp has been in
conjunction with bleaching rather than pulping.

Mechanical Pulping. In mechanical pulping, the fiber is
refined by rotating plates; today, this is usually carried out
at temperatures of about 140 �C (284 �F) and designated
as thermomechanical pulping. The power input onto the
fiber and the spacing between the plates that the pulp is
forced through determine the severity of the pulping. Re-
fining is a series of compressions and decompressions that
gently separate and fibrillate individual fibers. This en-
hances pulp strength relative to the older stone ground-
wood process, which involved coarse grinding on a large
stone. As with chemical pulp, the conditions of mechanical
pulping are too harsh for enzyme treatment. However, en-
zyme treatment of mechanical pulp has important impli-
cations in the pulping and refining, as described in the next
section.

Pulp Dewatering and Refining

One process parameter that is of primary interest in me-
chanical pulping and in secondary fiber processing is the
rate of drainage of water from the pulp. This is important
because the subsequent rate of water removal on the paper
machine is often rate limiting in mill production through-
put. The presence of fine particles in the pulp markedly
decreases the rate of drainage. Typically, pulps consist of
about 12% to 15% fines that pass through a 200-mesh
screen; particle size is usually based on a Bauer-McNett
classifier. Secondary fiber tends to have particularly high
levels of fines, and the level of fines increases with repeated
recycling of stock. Refining, which is required in many
cases to increase the strength of the pulp, also creates fines
that decrease the rate of drainage.

Mixtures of cellulase enzymes and hemicellulase en-
zymes are used to increase the drainage rate of mechanical
pulp and secondary fiber. The speed of the paper machine
can then be increased. Alternatively, additional refining or
pulping can be carried out to obtain pulp of increased
strength with the original rate of drainage. This is shown
in Table 2.

The fines consist largely of cellulose and hemicellulose
and, relative to the remainder of the pulp, have a high
surface area for enzyme attack. There is some evidence for
three distinct actions by the enzymes: (1) a portion of the
fines are solubilized, (2) there is a flocculation of the par-
ticles, and (3) there is a cleaning of the small fibrils on the
fiber surface. All these would tend to increase the drainage
of the pulp.

A commercial product of Nalco (Naperville, Ill.) that is
used to aid pulp dewatering is a mixture of cellulase and
hemicellulases from the fungus Trichoderma. The enzyme
is supplied in liquid solution and is pumped into the stor-
age chest before the pulp machine headbox or, in the case
of secondary fiber, just after repulping (Figure 2). The pulp
is diluted in water (2 to 4% solids consistency) in a stock
chest, and the enzyme is simply added to this slurry; the
flow and mixing are sufficient to disperse the enzyme into
the pulp. The process pH of 5 to 7 is in the optimal range
for the enzyme; the process temperature of 35 to 50 �C (95
to 122 �F) is adequate. The retention time is at least 30
mins, and the enzyme dosage is 1.5 L (�1/2 U.S. gallon)
per ton of pulp. The drying or refining of the sheet destroys
the enzyme, preventing further action on the pulp. Careful
control of the enzyme dosage is important, excessive en-
zyme treatment can weaken the pulp because of cellulose
hydrolysis. In addition, excessive fines creation or destruc-
tion can affect the opacity of the sheet.

Bleaching

The process by which pulp is brightened or made com-
pletely white with oxidizing chemicals is bleaching. En-
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zymes are used to aid in the bleaching of kraft pulp. In
most cases, mechanical pulp is only mildly bleached with
hydrogen peroxide and sodium hydrosulfite. There are few
effluent problems with these bleaching chemicals. The ma-
jor usage of bleaching chemicals and associated effluent
problems are with kraft pulp.

In bleaching kraft pulp to produce bright white finished
pulp, the residual lignin is virtually removed. Bleaching is
carried out as a continuous process. The pulp is reacted
with oxidizing compounds that preferentially attack the
aromatic rings on the lignin while damaging the cellulose
as little as possible. Bleaching is carried out in 3 to 6 dis-
crete stages, which taken together are known as a bleach-
ing sequence. A classical three-stage sequence uses chlo-
rine gas in the first stage, followed by an alkali extraction,
then finally reaction with chlorine dioxide, a chemical that
is particularly suited to brightening kraft pulp.

In recent years, the bleached pulp industry has been
motivated to decrease the use of chlorine-based bleaching
compounds for environmental, regulatory, and market rea-
sons. There are several options for mills to do this, but
most require the expenditure of large sums of capital. En-
zymes can be used to eliminate some of the chlorine-based
compounds with little capital investment and are thus at-
tractive to the industry.

Xylanase. Xylanase enzymes, which act on the xylan in
the pulp, have been used commercially by the industry and
are the example of the growing use of enzymes to aid in
the bleaching of kraft pulp. At this writing (late 1997), the
percentage of the bleached kraft pulp that is treated with
xylanase enzymes, by country, is: Canada, 12%; Finland,
6%; Sweden, 3%; United States, 2%. These enzymes are
marketed to mills in North America by Iogen Corporation
of Ottawa, Canada; ICI of Toronto, Canada; and Clariant
of Charlotte, N.C.

The beneficial effect of xylanase enzymes in bleaching
was reported by Viikari et al. (5). The commercial enzymes
used for enhancing the bleaching of kraft pulp all contain
b-1,4 endo-xylanase activity that performs most of the ac-
tion on the pulp. These enzymes may also contain other
hemicellulase enzymes. Xylanase enzymes act on the xylan
in the pulp; this is a portion of the hemicellulose with a b-
1,4-linked xylose backbone, with arabinosyl and other side
chains. The enzymes do not bleach the pulp, but rather
change the pulp structure such that the oxidizing bleach-
ing chemicals (whether chlorine-based or otherwise) work
more effectively on the pulp. Xylanase enzymes can de-
crease the use of oxidizing chemicals by 15 to 20%; more
typically, a decrease of 10 to 15% is observed. The enzyme
treatment can also increase the brightness of the bleached
pulp and decrease the quantity of off-white fiber particles,
known variously as shives, sclereids, and vessels.

Figure 3 shows the process streams at the point of xy-
lanase enzyme treatment in a kraft mill. The unbleached
pulp, known as brownstock, is pumped from the final
washer into a storage tank before it enters the bleach
plant. The pulp is a mat about 2 inches thick, of 8 to 14%
solids consistency. Although the pulp is well washed, it has
sufficient residual alkali soda that its pH is 9 to 12. This
is higher than the effective pH range of the commercial

enzymes, so the pulp must be acidified, usually with sul-
furic acid, to the appropriate pH. The temperature of the
pulp is typically 50 to 70 �C (122 to 158 �F). The capacity
in the storage tank usually is sufficient for at least 1 to 2
hours of stock retention, which is sufficient time for the
enzyme to act on the pulp. The pulp is pumped from the
storage tank into the bleach plant, where contact with
the bleaching chemicals destroys the enzyme. The enzyme-
treated pulp then proceeds as normal through the bleach
plant, except with a decreased requirement for bleaching
chemicals. The decrease in demand for bleaching chemi-
cals requires changes to be made in the bleach plant con-
trol strategy. The details of the how this is done are covered
elsewhere (6).

The enzymes are supplied in liquid solution, often in
1,000-L (275 gallon) totes. At the typical enzyme usage of
0.2 to 0.6 L per ton of dry pulp, a mill that processes 1,000
tons of pulp per day requires 2 to 5 totes per week of en-
zyme. The temperature on the operating floor can reach 35
�C (95 �F), so the enzyme must withstand this temperature
during storage or be maintained in a refrigerated tank. It
is imperative that the enzyme, which is added to pulp in
such small quantities, be evenly dispersed into the pulp
mat to obtain uniform treatment and bleaching response.
The enzyme solution is usually added to the pulp with
some dilution water to increase the bulk liquid dispersion.
The combined stream is added before a stock pump to take
advantage of the mixing provided by these pumps. The
equipment that is used to deliver this stream to the pulp
varies from mill to mill but has included simple hoses,
shower bars, and other devices.

The pH of the pulp must be decreased for effective en-
zyme treatment. This is accomplished by adding acid to
the pulp, usually well in advance of the point of enzyme
addition. The most common acid used is sulfuric, but sul-
furous acid, carbon dioxide, and waste acid from various
mill process streams have been used. When sulfuric acid
is used, it is stored as a 93 to 98% concentrate. The typical
acid requirement is 3 to 5 kg/ton (6.6 to 11 lb/ton) pulp,
which is an acid flow of 1 L of concentrate per minute on
a 1,000 ton per day bleaching line. As with the enzyme,
the acid must be dispersed uniformly throughout the pulp.
The acid stream is pumped through a hose or shower bar
and onto the pulp. The choice of location and equipment to
handle the acid and add it to the pulp takes into account
the mill’s equipment configuration and desires for safe acid
handling and avoidance of equipment corrosion.

Several properties of xylanase enzymes are important
in bleaching applications. These include:

1. The bleaching benefit. The precise mechanism of the
enzyme’s action on pulp is not known. Hence, no sin-
gle enzyme activity has been identified that charac-
terizes the enhanced bleaching of pulp. The bleach-
ing benefit for a given enzyme is measured by
treating pulp and bleaching. That having been said,
xylanase activity is present in all the commercial en-
zymes and is important in enhancing pulp bleaching.
However, it is by no means the only active enzyme
present; enzymes of the same xylanase activity can
have very different effects in bleaching (7).
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Figure 3. Enzyme treatment in pulp bleaching.
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2. The conditions of use. All the commercial xylanases
are characterized by a range of pH and temperature
that must be maintained for full effectiveness. The
pH range is typically 1 unit broad, and the tempera-
ture range spans about 10 �C (18 �F). Figure 4 shows
the implications of various pH and temperature
ranges on mill operation; different enzymes are pre-
ferred for different mills. Enzymes that can operate
at pH 10 to 12 and at temperatures up to 70 �C (158
�F) are the subject of much research.

3. The absence of deleterious effects on the pulp. This
includes degradation of the pulp by cellulase; the en-
zymes must have little or no cellulase activity.

Enzyme manufacturers have used several different
technologies to produce xylanase enzymes that comply
with these requirements. These technologies are as fol-
lows:

1. Produce xylanase using a natural microbe that does
not make cellulase. This seemingly straightforward
approach has not generally been successful, because
most such microbes make only a limited amount of
protein. Examples of such microbes are species of

Bacillus and Streptomyces bacteria and Aspergillus
fungi.

2. Clone and express xylanase in a microbe that does not
make cellulase. This approach has been somewhat
more successful than the first, with host organisms
including Aspergillus oryzae, Bacillus pumilis, and
Streptomyces lividans.

3. Produce xylanase along with cellulase and remove
the cellulase using downstream processing. This ap-
proach has worked well using Trichoderma fungi,
which are well known as high protein-producing mi-
crobes. Methods of cellulase removal include size-
differentiated filtration (8), polyethylene glycol pre-
cipitation (9), precipitation with metal ions (10), ion
exchange chromatography (11), and salting out (12).

4. Delete cellulase genes from Trichoderma. This ap-
proach has also worked well for commercial products
(13).

In addition to xylanase, many other hemicellulase en-
zymes have been evaluated for their ability to enhance the
bleaching of pulp. Of these, only mannanase appears to
deliver benefits comparable to xylanase (14). Mannanase
enzymes are not used commercially for bleaching at pres-
ent.

Ligninase. Research over 3 decades focused on the use
of ligninase enzymes to oxidize and remove the lignin from
the pulp. The motivation for this research was straightfor-
ward: lignin removal is the objective of bleaching. How-
ever, for many years ligninase technology was not suitable
for mill applications because reaction times of several days
were required. A breakthrough discovery (15) decreased
the time required to bleach pulp with ligninase enzymes
to 1 hour, which has motivated much recent effort in the
area.

Four proteins have been identified that participate in
enzymatic delignification: lignin peroxidase, cellobiose de-
hydrogenase, manganese peroxidase, and laccase. Lignin
peroxidase is a manganese-containing enzyme that re-
quires hydrogen peroxide to oxidize the aromatic rings and
side chains of lignin. Cellobiose dehydrogenase is a mul-
tifunctional enzyme that has recently been shown to be
able to participate in enzymatic delignification (16).

From the point of view of commercial-scale use, laccase
is the furthest along in development of the ligninase en-
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zymes. Laccase is a copper-containing enzyme that cata-
lyzes the oxidation of phenolic groups on lignin. The most
prominent microbe for laccase production is the white-rot
fungus Trametes versicolor, and production of the enzyme
is induced by phenolic compounds. The copper that forms
the redox-active center of laccase is part of the functional
enzyme as it is produced and does not need to be added to
the system for lignin degradation to occur.

Call (15) determined that inclusion of a mediator com-
pound dramatically increases the rate of lignin oxidation.
The mediator reported by Call is 1-hydroxybenzotriazole;
many other effective mediators have since been reported
(17–19). Laccase and mediator are proposed to be used in
a mill as follows. Pulp at an intermediate brownstock
washer is adjusted to pH 4.5 and 45 �C (113 �F), then ex-
posed to oxygen at moderate pressure. The enzyme and
mediator are then added and act on the pulp for 1 hour.
After treatment, the pulp is washed to remove the soluble
lignin. The laccase-mediator process is reported to remove
50% of the lignin in a single-stage reaction and a further
25% in a second reaction. This magnitude of effect is much
greater than that possible with xylanase and would be an
extremely important step forward for mills to eliminate
chlorine-based oxidizing chemicals entirely. The laccase-
mediator bleaching has been demonstrated in pilot plant
trials, but it has not been used commercially because of
high costs of production of the enzyme and the mediator.

The fourth ligninase enzyme, manganese peroxidase,
offers the potential advantage over laccase in that it does
not require a mediator. Manganese peroxidase is an iron-
containing enzyme that uses hydrogen peroxide to oxidize
chelated manganese, which then acts on lignin. The en-
zyme is most effective at 45 �C (113 �F), pH 4.5. The rate
and extent of lignin removal of manganese peroxidase is
not as great as with a laccase-mediator system, but it is
still very impressive (i.e., 40% delignification in 4 h). The
areas for development of this technology are the need for
careful control of the levels of peroxide, manganese, che-
lating agent, and enzyme and the costs.

Deinking

The removal of ink is an important part of secondary fiber
processing. Large-scale deinking is new and evolving rap-
idly. Deinking is carried out by repulping at 3 to 4% solids
consistency, then diluting to 1% consistency and aerating
the slurry while adding flocculating surfactants and ink
solvents. The ink particles float to the surface and are col-
lected and removed.

Several reports indicate that cellulase enzymes can in-
crease the efficiency of deinking processes (20,21). It ap-
pears that cellulase can release ink particles, both bound
to fiber fines and separately from fiber, and thereby en-
hance the removal of ink by flotation. This in turn de-
creases the ink count, allows a higher brightness to be
achieved, or alternatively decreases the usage of the deink-
ing chemicals. There is some question, however, as to
whether the enzyme treatment decreases the strength of
the pulp (22). Some reports state that the enzymatic deink-
ing process is best carried out under alkaline conditions
(23). There has been one published report of a mill scale

trial using this enzymatic deinking; the results confirmed
the laboratory data (24). EDT of Norcross, Ga., has mar-
keted cellulase and xylanase enzymes for mill-scale deink-
ing applications.

ENZYMES IN PAPERMAKING

Most of the content of paper is finished pulp (which can be
blends of both mechanical and chemical pulps) and inor-
ganic fillers such as clay. The remainder of the paper, per-
haps up to 10% of the total weight, consists of a variety of
additives designed to achieve certain properties in the pa-
per and other additives to improve the operation of the
paper machine in the mill. Among the additives to influ-
ence paper properties is modified starch for coated paper.
Amylase enzymes are used in the starch modification. En-
zymes are also used to remove pitch from the paper and to
eliminate slime buildup on the paper machine.

Starch Modification

The oldest use of enzymes in the pulp and paper industry
is in the modification of starches for coated paper. This
practice dates back to the early 1970s and is now carried
out more frequently within the starch processing plants
than in the paper mills. Starch imparts many beneficial
properties to paper, including strength, stiffness, and eras-
ability. The starches used in papermaking are often mod-
ifications of the natural starch polymers found in the locale
of the mill, such as corn starch in the United States, potato
starch in Britain, and rice starch in Japan. Of particular
interest in enzyme use is starch for sizing. Sizing refers to
an increased stiffness of the paper that is useful as a coat-
ing or for further paper processing.

The starch is added to the paper partway through the
drying section of a paper machine. The starch is added at
a size press, which is two rollers through which the paper
picks up starch solution while passing. The presses run
best at 45 to 60 �C (113 to 140 �F), so the viscosity of the
starch solution must be in an acceptable range at this tem-
perature. The standard starch products for the paper in-
dustry are suitable for some grades of paper, but in other
cases the viscosity is too high for good spreading through
the press. In other cases, a mill desires the flexibility to
vary the starch viscosity for different paper grades. More
recent work has suggested that amylase enzymes can form
unique starch products for the paper industry (25).

The generic process for decreasing starch viscosity is to
decrease its molecular weight by hydrolyzing the polymer
to shorter chains. The first method to do this involved a
dilute acid cooking of the starch; this is still practiced in
some mills today. The second method, hydrolysis with �-
amylase enzymes, was originally carried out in the late
1960s. These enzymes catalyze the addition of a water mol-
ecule across the linkages between two glucose units in the
starch polymer. The desired reactions for paper starch is
to shorten the starch polymer. Complete conversion to glu-
cose, which would be achieved using glucoamylase and pul-
lulanase enzymes, is undesirable.

The two types of reactor systems used for enzymatic
starch hydrolysis in paper mills are batch and continuous.
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In batch systems (Fig. 5), roughly 1,000 kg (2,200 lb) of
starch is diluted in 4,000 L (1,000 gallons) of water in an
agitated tank. The temperature is maintained at, depend-
ing on the enzyme used, 25 to 90 �C (77 to 194 �F). The pH
is controlled to 4.5 to 7. The treatment time is typically 30
minutes, after which the system is heated to a suitable
temperature to destroy the enzyme’s activity, or, for the
thermostable enzymes, chemical denaturants are added.
Batch systems offer the advantages of simplicity of control
and the ability to run at solids levels of up to 40 %.

In continuous systems (Fig. 6), the starch and water are
mixed in a slurry tank and pumped through a steam-
heated tube. Enzyme is injected at the mouth of the tube.
The running temperature is 125 �C (257 �F) for 2 min at
pH 6. At this point, the target viscosity is reached, and the
enzyme, which is added to a concentration of 0.5 g/L, is
fully denatured. This system offers advantages of easy au-
tomation and high volumetric productivity. The continuous
systems are generally for the larger starch users.

Pitch Removal

Pitch is the sticky substance that is prevalent in softwoods,
especially pine. Pitch is a collection of compounds known
as lipids, which are long-chain fatty acids connected by
glycerol linkages. These compounds are analogous to the
fatty tissue of mammals and have both hydrophobic and
hydrophilic sites on the molecule. This character contrib-
utes to the processing difficulties caused by pitch; the com-
pounds are slightly soluble in some points of the process,
and they can form a difficult precipitate in other areas. The
most troublesome pitch formation is from Japanese Red
Pine. Pitch comprises typically less than 1% of the weight
of wood, but can reach 3% of the total on this species.

The removal of pitch by chemical pulping and bleaching
is not particularly efficient, but it is usually sufficient to
prevent severe deposition. In mechanical pulping, the
pitch problems are more severe, particularly with pitch ex-
posed on the paper machine. At this point, pitch interacts
with other additives, decreasing their effectiveness as well

as decreasing the rate of drainage of the sheet. Chemical
dispersants have been used for pitch control, and the pitch
content is decreased by longer storage periods in the wood-
yard, which is limited by fungal growth and chip deterio-
ration.

A third method of decreasing pitch deposition is by us-
ing lipase enzymes to digest the pitch. Lipases hydrolyze
the lipids to their constituent fatty acids and substituted
polyol (Fig. 7). The polyol (glycerol for triglycerides) is wa-
ter soluble, and the fatty acids can be bound with talc or
other charged compounds. Lipase for pitch removal has
been particularly successful in Japan, where 120,000 to
140,000 tons of groundwood pulp are treated annually with
lipase, representing 20% of the total groundwood pulp pro-
duced in Japan (26).

Lipase has been reported to be added to the groundwood
pulping line and to the storage chest before the paper ma-
chine (26). When added to the pulping line (just before the
post refiner), a mixture of two lipases added at levels of
about 100 ppm and about 600 ppm reduced the triglyceride
content of the pulp by 70% over a 1-month mill trial, with
an enzyme reaction time of 3 to 3.5 h. This corresponded
to a decease in pitch deposits on the paper and equipment
and defects in the resulting paper sheets. However, one
disadvantage of this location for lipase treatment is the
frequent use of alum, particularly in American mills,
which can inactivate the enzyme.

In another mill trial, lipase was added at 1 to 5 ppm in
the storage chest before the paper machine, for a retention
time of at least 1 h. The process temperature and pH of 40
�C (104 �C) and 6.0, respectively, were compatible with the
enzyme treatment. The enzyme was added to the dilute
slurry in the chest without additional mixing, although in
at least one mill lack of good enzyme dispersion caused
substandard results (27). Results of a mill trial using lipase
for pitch removal are shown in Table 3. Lipase does not
affect the strength or brightness of the pulp. The yeasts
Candida cylindracae and Candida rugosa and Aspergillus
fungi have been reported to make lipase in high productiv-
ity and are used commercially to make lipase.

Slime Removal

Like pitch, slime deposition causes significant operating
problems around a paper machine. Slime is the generic
name for deposits of a microbial origin in a paper mill. It
is impractical to run a paper mill as a sterile system. As a
result, a vast array of microbes contaminate the mills, and
many of the resulting slime compounds have not been
characterized. When confronted with a slime, often the
strategy is to try every available biocide until one is found
that targets the microbe and destroys the source of the
slime.

In some cases, however, specific slime compounds have
been characterized, and efficient strategies for their re-
moval can be used (28). One such case is with levan, which
is a b-2,6-linked polymer of fructose that forms a slime film.
This compound is secreted by several species of Bacillus
and Pseudomonas bacteria that can grow in the recircu-
lated water around the paper machine, especially for fine
paper, where the level of inhibiting compounds is low. The
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Table 3. Lipase for Pitch Removal

Newsprint Telephone book

Parameter Controla Lipaseb Control Lipase

Pitch, g/day 242.6 32.6 110.2 46.1
Paper web, holes/day 11.0 1.4 4.5 3.4

Source: Data from Irie et al. (27).
aRed pine groundwood pulp, 200 ton/day, paper machine speed 830 m/min.
bEnzyme added to mixing chest, retention time 60–120 min, lipase 3 ppm.

enzyme levan hydrolase can hydrolyze this polymer to low
molecular weight polymers that are water soluble, thereby
cleaning the slime out of the system. Another advantage
of the enzymatic treatment is that it destroys the ability
of the microbe to bind to the surface, thereby increasing
the effectiveness of chemical biocides.

Commercial levan hydrolase is supplied as the product
EDC-1 by Henkel Corporation (Morristown, N.J.). The en-
zyme does not hydrolyze cellulose, so is not harmful to the
paper. The enzyme is usually added at the headbox of the

paper machine, although in some cases it has been added
at the dryer discharge. The enzyme is effective at pH 4 to
8 and runs best at 50 �C. The enzyme can be used alone or
in combination with chemical biocides.

Other enzymes reported to be effective for slime re-
moval are proteases, cellulase, amylase, and pentosanase
(28). These enzymes are used more typically to treat the
process waters of the mill to prevent slime buildup in cool-
ing towers, heat exchanger surfaces, and other surfaces
exposed to water.
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INTRODUCTION

Starch is the main storage carbohydrate of plants and a
primary source of energy in the human diet. It can be found
in cereals such as wheat or barley, in the seeds of the maize
plant, and in the tuberous roots of potato and cassava. In-
dustrially, starch and starch-derived sweeteners are
mainly produced from maize, wheat, potato, and tapioca.
The typical starch contents of these raw materials are
given in Table 1.

The use of carbohydrate hydrolyzing enzymes to convert
starch to nutritive sweeteners is not a new technology. For
centuries malt has been used to produce a sweet syrup
from starch, although it was not known at the time that
the enzymes in malt were responsible for the reaction. It
was the development of amylases from fungal and bacte-
rial sources at the turn of the twentieth century that paved
the way for the use of enzymes in starch hydrolysis. Even
so, it was not until the 1960s that enzymes began to re-
place mineral acids in the production of dextrose from
starch.

The term glucose syrup is often used to describe the re-
fined, concentrated, aqueous solution of saccharides ob-
tained by the controlled partial hydrolysis of edible starch.
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Table 2. Level of Amylose and Amylopectin in Common
Starches

Amylose (%) Amylopectin (%)

Maize 28 72
Wheat 28 72
Potato 20 80
Tapioca 17 83

This conversion may be catalyzed by food-grade acids and
enzymes. Depending on the degree of hydrolysis, the re-
sultant syrup contains varying amounts of D-glucose (1).
Syrup produced from maize starch is often called corn
syrup rather than glucose syrup.

The term glucose syrup is ambiguous. In the glucose
syrup industry, glucose is used to describe any starch-
derived syrup; however, from a chemical viewpoint, it is
the monomeric saccharide �-D-glucose. To distinguish the
monomer from the syrup, the term dextrose is used to de-
scribe the monomer. Because starch is composed of D-
glucose units, dextrose is the ultimate product of nonde-
structive starch hydrolysis (2).

The extent to which the starch molecules are broken
down is described by the term dextrose equivalent (DE).
Starch has a DE of 0, whereas the ultimate product, dex-
trose, has a DE of 100. In general, sweetness will increase
with increasing DE value, although the nutritive value will
remain the same. It is the DE value that is important in
describing a glucose syrup, since the characteristics of the
syrup will vary with the DE.

Products with a DE of less than 20 are referred to
as maltodextrins, those with a DE of between 20 and 80
as glucose syrups, and those with a DE greater than 80 as
hydrolysates. At a DE lower than 20, the functionality of
the maltodextrin is often related to the botanical source of
the starch. This is related to the ratio of amylose and amy-
lopectin within the particular starch structure.

The Structure of Starch

In its native state, starch is present in plant cells as mi-
croscopic granules arranged in layers. These granules vary
in size and shape—from the relatively large granules
found in potato (50–150 lm) to the smaller granules of
maize and wheat (2–40 lm). Starch is made up of two types
of high molecular weight polymers of glucose, amylose and
amylopectin. Amylose and amylopectin are found concom-
itantly within the starch granule, and the ratio varies de-
pending on the source of the starch. Table 2 shows typical
levels of amylose and amylopectin in some common
starches.

Starches from tubers, such as potato and tapioca, tend
to have lower levels of amylose compared to starches from
grain. The ratio of amylose to amylopectin also varies with
the variety of the crop. For example, some maize varieties
yield up to 99% amylopectin (waxy maize), whereas other
starches have a high amylose content (high amylose
starches). These are specialist starches, and unlikely to be
used in the production of glucose syrup.

The basic building block of both amylose and amylopec-
tin is �-D-glucose monomer linked through an �-1,4 glu-

cosidic bond. In amylose, the glucose monomers are linked
solely through the �-1,4 glucosidic bonds to yield linear
chains of several hundred glucose units. In solution, the
amylose chains may be coiled in the form of a helix. In
amylopectin, the basic structure is still linear chains of glu-
cose monomers linked through �-1,4 glucosidic bonds, but
these are linked to other chains through �-1,6 glucosidic
bonds. These branch points occur every 10–12 glucose
units. This gives amylopectin a branched structure that
may contain many thousands of glucose units per mole-
cule.

In a starch granule, amylose and amylopectin are
linked together through hydrogen bonding to form struc-
tures that contain both crystalline and amorphous regions.
It is the intra- and intermolecular hydrogen bonding that
gives starch its insolubility in water. On heating an aque-
ous suspension of starch, the hydrogen bonds are disrupted
and the starch disperses. On cooling, the hydrogen bonds
reform and the starch precipitates. The rate at which these
hydrogen bonds form is related to the concentration of
starch in the dispersion and the temperature. This pre-
cipitation is called retrogradation and can cause low yields
and processing difficulties if allowed to occur in the pro-
duction of glucose syrups.

USE OF ENZYMES IN THE CONVERSION OF STARCH

The manufacture of glucose syrup and nutritive sweeten-
ers from starch-containing raw materials can be divided
into a number of individual processes:

1. Starch separation
2. Gelatinization and liquefaction
3. Dextrinization
4. Saccharification
5. Isomerization

Within each of these defined stages, the use of microbial
enzymes facilitates the process to give a product that in
turn becomes the raw material for the subsequent stage.
The first of the stages that makes use of enzymes is the
separation of the starch from the starch-containing raw
material.

Starch Separation

The separation of starch is primarily based on physical
processes. With tubers such as potatoes and tapioca, the
starch is separated using a process of chopping, disinte-
gration (rasping), and sieving. It is unusual to use enzymes
to facilitate the separation of starch from tuberous raw ma-
terials.

The processes of starch separation for maize and wheat
are much more complex than those for potato and tapioca.
In recent years enzymes have come to be used extensively
to improve the starch separation from wheat. Enzymes can
be used to improve the yield of starch from maize (3). In
both processes the enzymes employed act on hemicellulose
compounds such as arabinoxylans and b-glucans. The par-
ticular enzyme depends on the type of hemicellulose pres-
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Figure 1. Scheme for the acid liquefaction of starch; thinning
conditions: pH 1.5–2.0, 140–150 �C, 5–8 min.

Table 4. Gelatinization Temperature for Some Common
Starches

Starch type Gelatinization temperature (�C)

Maize 72–76
Wheat 60–64
Potato 65–70
Tapioca 70–75

Table 3. Percentage of b-Glucan and Arabinoxylan in
Maize and Wheat

b-glucan (%) Arabinoxylan (%)

Maize 0.3 3.5
Wheat 0.4 8.5

ent in the raw material. Typical values for arabinoxylans
and b-glucans in maize and wheat are given in Table 3.

In the case of maize, whole maize kernels are steeped
in an aqueous environment under controlled conditions of
temperature, time, and concentrations of sulfur dioxide
and lactic acid. The main purpose of the steeping process
is to soften the maize kernel for milling while inhibiting
microbial growth to enable optimum starch recovery (4). It
has been suggested that the addition of enzymes to the
steep tank improves the separation of the starch from the
fiber by degrading the arabinoxylans that bind the starch
to the fiber.

Studies have shown that the use of an enzyme prepa-
ration in the steeping of maize can result in increased
starch yield, increased grind capacity, and decreased steep
times (5). The effectiveness of enzyme preparations when
added to the steeping of maize is a subject of some debate
due to the increase in starch yield versus the amount of
enzyme added. It has also been suggested that enzymes
are not absorbed along with the water into the maize ker-
nel because the enzyme is a large molecule that could not
penetrate the kernel through the tip cap.

This problem could be overcome by adding the enzyme
during the first grind (6), after the initial cracking of the
maize, allowing the enzyme access to the arabinoxylan
gums that bind the starch. Many maize starch processors
do not have the facilities to have a holding time between
the first and second grind to allow enzyme action. It is up
to the individual maize starch processor, therefore, to de-
termine the feasibility of using enzymes.

In contrast to the separation of corn starch, wheat
starch is produced by at least five different commercial pro-
cesses. In all of these, wheat is ground and combined with
water to form either a dough or a batter. The fractionation
is achieved by physical means, and vital wheat gluten and
starch are products of high value.

Wheat flour contains a high level of arabinoxylans (Ta-
ble 3), a large proportion of which are soluble in water.
These high molecular weight gums can bind significant
amounts of water and hence give rise to high viscosities in
doughs or batters. Addition of an enzyme (xylanase) to the
dough or batter can reduce the viscosity by degrading the
arabinoxylan and, hence, improve the separation process.
The enzymes used not only improve the separation of glu-
ten and starch but also enhance gluten coagulation.

In all enzymes used to aid starch separation, the pres-
ence of proteinase or amylase side activities is detrimental
to the process, since they will break down protein and
starch, cause material loss, and cause deterioration in the
quality of the end products, gluten and starch.

Once separated, the starch may be dried as a product
in itself or further processed to nutritive sweeteners. The
conversion of starch to nutritive sweeteners is the main
use of enzymes in the starch industry.

Gelatinization

At ambient temperatures starch granules are insoluble in
water, however, if an aqueous starch suspension is heated
to above 60 �C the granules begin to swell and disrupt.
Eventually the starch molecules are dispersed into solu-
tion. This process is known as gelatinization.

The temperature required for complete dispersion or ge-
latinization depends on the source of the starch. For most
starches, a temperature of 105–110 �C is sufficient. At 25–
40% dry solids, the viscosity of gelatinized starch is ex-
tremely high, and so a thinning agent is required. Viscosity
reduction may be achieved by a combination of the shear
forces exerted on the slurry as it is continuously pumped
through a jet cooker (mechanical thinning) and the action
of acid or enzyme. The gelatinization temperatures of
starches from the most commonly used raw materials are
given in Table 4.

During the process of gelatinization and thinning of a
starch slurry, proteins, lipids, and hemicellulases that
complex with the amylose and amylopectin are released
and coagulate to some extent. The lipids that are com-
plexed mainly with the amylose are dissociated at higher
temperatures. Subsequent cooling may again lead to the
precipitation of the amylose–lipid complexes. These pre-
cipitates cause hazes and flocculation later in the process
and are difficult to remove. They are often the cause of a
positive iodine reaction to starch in saccharification reac-
tors (7).

To prevent retrogradation and reprecipitation of
starch–amylose complexes, it is necessary to continue the
thinning process until partial hydrolysis occurs. This pro-
cess is called liquefaction.

Liquefaction

Liquefaction is the first primary action in hydrolysis or
thinning of the starch slurry whereby viscosity is reduced
and first-stage degradation of starch molecules takes place
(Fig. 1).

Acid Liquefaction Process. Traditionally, the process of
thinning, liquefaction, and dextrinization of starch was
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Figure 2. Liquefaction using a non-
heat-stable �-amylase (Bacillus sub-
tilis); thinning conditions: pH 6.0–6.5,
80–90 �C, 5–8 min.

carried out using acid. In acid liquefaction, a starch slurry
of between 30 and 40% dry solids is adjusted to a pH of
1.5–2 with addition of an acid, usually hydrochloric acid.

The acidified slurry is then heated to 140–150 �C by
either direct steam injection in a jet cooker or indirect heat-
ing in a reactor for approximately 5–8 min. The hydroly-
sate is then flash-cooled to atmospheric pressure and neu-
tralized (Fig. 1).

Acid liquefaction results in complete gelatinization,
thinning, and a liquefact that can be easily filtered. How-
ever, the process also results in a product with a high color
and ash content, and significant purification costs. The ac-
tion of the acid on the starch molecules is nonspecific, and
by-products: such as furfuraldehyde derivatives are
formed, resulting in a lower yield of desired products.

The use of a heat-stable endo-�-amylase allows for less
rigorous conditions to be employed in the liquefaction pro-
cess. By-product formation becomes less of a problem and
refining costs are reduced.

Two-Stage Enzyme Liquefaction Process. The first en-
zyme to be employed in starch liquefaction was the endo-
�-amylase produced by Bacillus subtilis var. amylolique-
faciens. The enzyme is utilized in a two-stage enzyme
liquefaction process. A starch slurry at 30–40% dry solids
is thinned at a temperature of 85 �C for 1 h at pH 6.0–6.5.
This is followed by a short heat treatment at 140 �C, flash-
cooled to 85 �C (at which point a second enzyme addition
is made), and the reaction continued until liquefaction is
complete. For optimum enzyme stability a calcium concen-
tration of 150 ppm is required; this is usually added as
calcium hydroxide or calcium chloride into the starch
slurry (Fig. 2).

If a thermostable �-amylase is employed, such as that
from Bacillus licheniformis or Bacillus stearothermophi-
lus, the heat treatment at 140 �C may be eliminated. The
use of thermostable �-amylases has largely replaced acid
liquefaction and processing using the less heat-stable �-
amylase from B. subtilis.

Single-Stage Enzyme Liquefaction Process. A starch
slurry at 30–40% dry solids is prepared, and the pH is ad-
justed to 5.8–6.2 by the addition of sodium of calcium hy-
droxide. Calcium salts are added, if necessary, to give a
level of 75–100 ppm of free calcium ions. The slurry is
pumped continuously through a jet cooker operating at
103–107 �C, enzyme having already been added to the
slurry stream. The higher shear produced by the action of
pumping through the jet cooker gives a degree of mechan-
ical thinning, and this, in addition to the action of the �-
amylase, means that peak viscosities are avoided. The
slurry is then transferred to a holding coil, which main-
tains the temperature for 5–10 min before the liquefied

starch is flash-cooled to 95 �C, where dextrinization contin-
ues.

In the single-stage liquefaction process, the control of
the jet cooker is critical (Fig. 3). Control of the temperature
of the slurry through the jet cooker and into the holding
coil must be accurate. If the temperature is allowed to drop
much below 105 �C, incomplete gelatinization will occur
and filtration problems may be encountered later in the
process. However, at temperatures much above 105 �C, the
enzyme will be inactivated and the viscosity of the slurry
is not effectively reduced. Operating pH should be between
5.8 and 6.2, although lower pH values (down to 5.5) have
been reported with the use of B. stearothermophilus heat-
stable �-amylase. At lower pH values the enzymes are less
stable and, in combination with high temperatures, lead
to rapid inactivation; on the other hand, higher pH levels
may cause color formation and production of by-products,
resulting in lower end product yields.

Other factors that affect the performance of the lique-
faction process are dry substance and calcium ion concen-
tration. Higher levels of dry substance have a stabilizing
effect on the enzyme but may also lead to incomplete ge-
latinization and subsequent filtration problems. A dry sub-
stance level of 30–35% gives adequate enzyme stability,
and at the same time ensures complete gelatinization. Cal-
cium is required to give the heat-stable �-amylases stabil-
ity at higher temperatures; for B. licheniformis enzyme the
requirement is 75–100 ppm free calcium ions, and for B.
stearothermophilus it is 100–150 ppm. The level of calcium
ions is usually adjusted by addition of calcium hydroxide
or calcium chloride to adjust the pH of the slurry.

The final parameter that requires consideration is en-
zyme dose rate: Too little enzyme leads to incomplete liq-
uefaction and starch positive reaction after dextrinization;
too much enzyme results in a large enzyme carryover into
dextrinization and a dextrose equivalent higher than de-
sired. The DE is used to monitor the degree of starch
breakdown. It is calculated by expressing the reducing sug-
ars, such as dextrose, as a percentage of the dry substance.
Typical enzyme dose rates for the single-stage liquefaction
process range from 0.6 to 1.0 L of a heat-stable �-amylase
per ton of dry substance.

Enzymes produced from B. licheniformis give different
starch breakdown products to heat-stable �-amylases pro-
duced using B. stearothermophilus. The difference shows
in the measurement of DE for the same degree of starch
degradation. The DE given by B. stearothermophilus en-
zyme can be as much as two percentage points higher than
B. licheniformis enzyme.

Because of their different breakdown products,
mixtures of heat-stable �-amylases from B. licheniformis
and B. stearothermophilus give a more efficient breakdown
of starch during liquefaction. A further potential use of the
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Figure 3. Single-stage liquefaction process; thinning conditions:
pH 5.8–6.2, 105–107 �C, 5–11 min.

Table 5. Listing of the Main Saccharification Enzyme
Required for Various Desired Products

Product required Main saccharification enzyme

Glucose Amyloglucosidase
Maltose (50%) Fungal �-amylase
Maltose (�50%) Cereal b-amylase

Separation

Starch

Liquefaction

Dextrinization

Saccharification Dextrose

Maltodextrins

Glucose syrups

Maltose syrups

Milling 1. Protein
2. By-products

Figure 4. Production of nutritive sweeteners from starch.

B. stearothermophilus heat-stable �-amylase is using
lower pH liquefaction; the enzyme is more stable than B.
licheniformis enzymes at pH values down to 5.5 (8). The
advantage of lower-pH liquefaction is reduced by-products
and color formation.

Acid or Enzyme Liquefaction. A process that takes ad-
vantage of acid thinning (which can improve filtration
downstream due to better separation of fat and protein)
and enzyme liquefaction is the acid or enzyme liquefaction
process.

A starch slurry containing between 30 and 40% dry sub-
stance is adjusted to give a pH of 2–5. The slurry is jet
cooked at 140 �C for about 5 min, where mechanical thin-
ning due to both shear and acid thinning takes place. The
pH is very important, if it is too low, color and by-product
formation occurs, but if it is too high, insufficient thinning
results.

After this initial cooling, the thinned starch is cooled to
95–100 �C, the pH is adjusted to 5.8–6.2, and enzyme is
added. The major disadvantages of this process are in-
creased energy consumption and potential by-product for-
mation.

Dextrinization

After liquefaction of the starch slurry, the action of the
heat-stable �-amylase on the starch is allowed to continue
in a process called dextrinization. This process involves
further starch degradation until a syrup with the required
dextrose equivalent is obtained. Dextrinization may in-
volve the further addition of �-amylase, as in the case of
maltodextrin production, or there may be sufficient en-
zyme remaining after the cooling process.

The degree to which dextrinization is allowed to con-
tinue is determined by the type of product manufactured.
In the production of high-dextrose syrups (i.e., syrups con-
taining 94–97% dextrose), dextrinization is allowed to con-
tinue to a DE of 15–18. However, in the production of very-
high-maltose syrups (68–75% maltose) the DE must be
controlled to a maximum of 12. Addition of a further quan-
tity of bacterial �-amylase allows maltodextrin with inter-
mediate DEs up to 30 to be prepared.

Once the desired DE has been reached during dextrin-
ization, the �-amylase may require inactivation. This can
be achieved by a second jet-cooking step at temperatures
of 120 �C and above with a low pH, preferably between 3.8
and 4.5. The resulting hydrolysate may then be filtered,
clarified with carbon, concentrated, and dried or spray-
dried to give a maltodextrin.

The process of liquefaction and dextrinization produces
a hydrolyzed starch suspension of low viscosity that is sta-

ble to retrogradation and suitable for further enzyme pro-
cessing to high-dextrose, glucose, or high-maltose syrups.

Saccharification

The process in which the dextrinized starch is converted
to nutritive sweeteners is called saccharification (Fig. 4).
Further hydrolysis of the oligosaccharides produced by the
process of liquefaction and dextrinization may be carried
out by a number of different exoamylases and debranching
enzymes, depending on the required product (Table 5).

Dextrose (Glucose) Production. During the production
of glucose, the enzyme amyloglucosidase is used in sac-
charification (Fig. 5). Amyloglucosidase is an exo-�-
amylase that catalyzes the hydrolysis of �-glucosidic bonds
by successively recovering glucose from the nonreducing
end of oligosaccharides in a stepwise manner. The enzyme
is able to hydrolyze both �-1,4 and �-1,6 glucosidic bonds;
however, the rate of hydrolysis of �-1,6 bonds is much
slower than the rate of hydrolysis of �-1,4 bonds. It has
been reported that amyloglucosidase hydrolyzes �-1,4
bonds between 20 and 30 times faster than �-1,6 bonds.

Amyloglucosidase preparations are usually available at
activities of either 200 or 300 U mL�1. After liquefaction
and dextrinization the solution is cooled to 60 �C and the
pHs adjusted to 4.2–4.6 with acid. After dextrinization, the
dry substance should be between 25 and 37%. Amyloglu-
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Figure 6. The effect of solids on maximum dextrose yield.

cosidase (300 U mL�1) is added, typically at dose rates of
between 0.5 and 1.1 L ton�1 dry substance, depending on
the required saccharification time. The saccharification re-
action takes place in stirred reactors and is allowed to con-
tinue until peak dextrose is reached, typically 40–72 h.

Given that the enzyme is able to hydrolyze both types
of bonds present in starch, it would be reasonable to expect
that amyloglucosidase is able to produce quantitative
amounts of glucose from liquefied starch. At very low solid
levels, glucose levels approaching 100% are possible, but
at the higher solid levels used in industrial saccharification
this is not the case.

Amyloglucosidase can polymerize glucose by the re-
verse reaction of hydrolysis. This reversion is a condensa-
tion reaction and is accompanied by the elimination of wa-
ter. The products of this reversion are maltose and
isomaltose. The reversion reaction takes place at a much
slower rate than the hydrolysis reaction and is dependent
on the dry substance level and the residual enzyme activity
at the end of saccharification. At lower dry substance the
rate of reversion is slower and higher levels of dextrose can
be attained (Fig. 6).

Peak dextrose levels may also be reduced by the pres-
ence of a secondary enzyme activity within amyloglucosi-
dase preparations, namely transglucosidase. This enzyme
is a glucose transferase and catalyzes the formation of �-
1,6 branched oligosaccharides such as isomaltose and pan-

ose from glucose and maltose. The buildup of isomaltose
and panose during saccharification leads to an overall re-
duction in final dextrose levels. Transglucosidase activities
have recently been essentially removed from amyloglucos-
idase preparations either after the fermentation process or
by selection of an Aspergillus niger strain that does not
produce the activity.

Amyloglucosidase itself is very inefficient at hydrolyz-
ing the products of the reverse reaction, such as isomal-
tose, isomaltotriose, and panose. The formation of these
products is the major factor in governing the dextrose level
after saccharification. It is important, therefore, to limit
the rate of the reversion reaction as much as possible. One
of the ways to achieve this is to lower the level of amylo-
glucosidase in saccharification.

The relative inefficiency of amyloglucosidase in hydro-
lyzing �-1,6 glucosidic linkages in the branched oligosac-
charides is a major obstacle to dextrose production. An ex-
cess of enzyme is therefore required to achieve the desired
saccharification rates. This excess results in a higher rate
of reversion and ultimately lower dextrose levels.

It is possible to reduce the level of amyloglucosidase and
maintain the reaction rate by the addition of an enzyme
that can specifically hydrolyze the �-1,6 links of the
branched oligosaccharides. This enzyme is called pullulan-
ase, and blends of pullulanase and amyloglucosidase are
now available. The addition of a specific �-1,6 debranching
enzyme augments the �-1,6 activity of amyloglucosidase
and, therefore, the addition rate of the glucose-producing
enzyme may be lowered. The reduction in amyloglucosi-
dase in the saccharification tank decreases the rate of the
reversion reaction. The overall effect is an increase in the
peak dextrose level. The dose rate and conditions of use of
the blended products should be the same as the dose rate
for amyloglucosidase alone.

The choice of an amyloglucosidase or a blend of pullu-
lanase and amyloglucosidase depends on the individual
saccharification requirements. A fast saccharification can
be achieved by a high addition of amyloglucosidase, but
this in turn will mean quicker reversion rates; therefore,
if dextrose levels are important, the enzyme blend is the
preferred route. Often the residual oligosaccharides re-
ferred to as DP4� are considered undesirable, and again
the enzyme blend has been shown to lower the levels of
this oligosaccharide fraction. The use of an amyloglucosi-
dase–pullulanase blend gives greater flexibility and con-
trol over the saccharification process.

Further alternatives are available to achieve specific
saccharification requirements. For example, all amylo-
glucosidase preparations contain acidic �-amylase activity.
The presence of this activity enhances the saccharification
rate by degrading the higher molecular weight oligosac-
charides into lower molecular weight fractions, which also
results in a reduction of DP4� oligosaccharides in the final
product.

Higher dextrose levels may also be obtained by addition
of an �-1,4-glucosyl transferase to amyloglucosidase (9).
Unlike transglucosidase, which catalyzes the formation of
�-1,6 glucosyl linkages, �-1,4 glucosyl transferase pro-
duces �-1,4 glucosyl linkages. Such an enzyme is produced
by the fermentation of Bacillus megaterium. Substrates for
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Table 6. Carbohydrate Spectrum of Maltose Syrups
Produced Using Fungal �-Amylase and Cereal b-Amylase

Fungal �-amylase Cereal b-amylase

Glucose 3 1
Maltose 50 60
Maltotriose 26 8
Higher dextrins 21 31

the enzyme include isomaltose and isomaltotriose; these
are combined with glucose to form molecules that can then
be hydrolyzed by amyloglucosidase.

A combination of amyloglucosidase and �-1,4 glucosyl
transferase results in higher dextrose levels by hydrolysis
of the products of the reversion reaction. The enzyme may
be added at the start of saccharification along with amy-
loglucosidase (10), however, the pH optimum of Megadex
is above that of amyloglucosidase and the enzyme may be
added to the process after a pH adjustment.

Maltose Syrups. Syrups containing high levels of mal-
tose have different properties than those containing high
dextrose levels. Maltose has a different sweetness char-
acteristic, and its syrups have a resistance to crystalliza-
tion. Unlike the production of high-dextrose syrups, it is
difficult to achieve maltose levels in excess of 80–85% at
high dry substance levels.

There are two main maltose-producing enzymes. The
first is a maltogenic �-amylase produced by Aspergillus
oryzae and is often referred to simply as fungal �-amylase.
The second is a b-amylase, which is found in cereals such
as barley, wheat, rye, oats, and sorghum, and also in soya
beans and sweet potato. Recently a microbial b-amylase
has been produced from a Bacillus species.

The production of high-maltose-containing syrups using
A. oryzae (fungal) maltogenic �-amylase follows a similar
process as the production of high-dextrose syrups. After
dextrinization using a thermostable �-amylase the solu-
tion is cooled to 55–60 �C and the pH adjusted to 4.7–5.0.
Fungal �-amylase is added to the stirred reactor at a level
of between 0.3 and 0.7 L ton�1 dry solids. The reaction is
allowed to continue for 24 to 40 h.

After saccharification the crude syrup may be filtered
and ion exchanged to remove ash. The syrup can then be
decolorized by activated charcoal and finally evaporated to
the desired solids level. Syrups produced by fungal �-
amylase can contain up to 60% maltose based on dry sub-
stance. Dextrose levels may be controlled by limiting dex-
trinization with the thermostable �-amylase. One
disadvantage of maltose syrup production using a fungal
�-amylase is the high level of maltotriose obtained.

Maltose syrups produced by cereal b-amylases have
lower levels of maltotriose than those made with fungal �-
amylases. After dextrinization, the starch solution is
cooled to 54–58 �C and the pH lowered to 5.2–5.6. Cereal
b-amylase is added between 0.25 and 0.75 L ton�1 dry sol-
ids and the reaction is allowed to continue for 36–48 h,
depending on enzyme dose rate. The level of maltose pro-
duced by cereal b-amylases is limited to between 50 and
55% on dry substance.

b-Amylases produce maltose sequentially from the non-
reducing ends of the oligosaccharides formed by the action
of the thermostable �-amylase. Once the �-1,6 branch
points are reached, the enzyme is unable to continue. The
major products of the reaction are limit dextrins and mal-
tose itself. Table 6 shows a typical carbohydrate spectrum
of maltose syrups produced using fungal �-amylase and
cereal b-amylase.

Syrups containing between 50 and 60% of maltose on a
dry solids basis are referred to as high-maltose syrups.

Higher levels of maltose may be achieved by addition of a
debranching enzyme (pullulanase). The pullulanase hy-
drolyzes the �-1,6 glucosidic linkages in branched dextrins
and amylopectin and allows the b-amylase to continue pro-
ducing maltose. With careful control of the process, up to
75% maltose may be achieved. Such syrups are called very-
high-maltose syrups (VHMS).

Careful control of dextrinization is imperativetoproduce
maltose in excess of 70%. After liquefaction, dextrinization
is controlled to give a DE of between 7 and 10, the solution
is cooled to 54–58 �C, and the pH adjusted to 5.2–5.6. Cereal
b-amylase is added at 0.5 and 0.75 L ton�1 dry solids and
the pullulanase is added in a similar amount. The reaction
is allowed to continue for 36–58 h and the product refined
and evaporated. Maltose-producing enzymes do not cata-
lyze the reverse reaction, so there is no reduction inmaltose
level if the reaction is allowed to proceed.

Maltotriose is a barrier to higher levels of maltose being
achieved. b-Amylases are unable to hydrolyze maltotriose,
so it is important to keep the level of this oligosaccharide
as low as possible. One of the ways this can be achieved is
by controlling the DE to a low level during dextrinization.

An alternative is to use an enzyme that has some action
toward maltotriose, unfortunately, these enzymes, in ad-
dition to producing maltose, also produce glucose. It is of-
ten a requirement of maltose syrups that the glucose level
be kept low (�3.0% on dry substance).

Filtration Enzymes

Maize starch hydrolyzates generally exhibit good filtration
characteristics. High filtration rates make it easy to re-
move undesirable, insoluble components from the hydro-
lysates in a relatively short time. However, wheat starch
hydrolysates have very poor filtration characteristics due
to low filtration rates and obstruction of the filter cake. To
overcome this problem so-called filtration enzymes are
commonly used in the industry.

The major cause of the poor filtration has been identi-
fied as a monoacyl lipid compound that is thought to occur
in inclusion complexes with the amylose fraction. In wheat
the native starch contains about 0.8% of this internal lipid,
the principal component of which is lysophosphatidylcho-
line (lysolecithin). Amylose molecules are helical, with a
hydrophobic interior to the helix, which can accommodate
certain lipophilic molecules, such as lysophosphatidylcho-
line.

On hydrolysis of the amylose fraction of wheat starch,
the lysophosphatidylcholine is released into the solution.
Lysophospholipids are water soluble and excellent emul-
sifiers. It has been reported that the lipid forms micelles
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Table 7. Carbohydrate Profile for Products of
Isomerization

Type of carbohydrate % w/w on dry solids

Fructose 42
Glucose 50–55
Others 3–8

above a concentration of 0.025 g kg�1. When the critical
micelle concentration is exceeded, the filtration rate of the
hydrolysate is decreased (11). The critical micelle concen-
tration is 40 times lower than the amount of lysophos-
phalipids in wheat starch hydrolysates. Therefore, the con-
centration of lysophosphalipids needs to be reduced to less
than 2.5% of the original amount in wheat starch hydro-
lysates to achieve acceptable filtration rates.

The reduction in lysophosphalipids can be achieved by
the addition to the hydrolysate of the enzyme lysophos-
pholipase, which cleaves the remaining fatty acid to give
a free fatty acid and a glycerophosphatide. This cleavage
destroys the emulsifying ability of the phospholipid. The
molecule no longer contains a hydrophobic part and a hy-
drophilic part, but instead a water-insoluble molecule (the
fatty acid) and a water-soluble molecule (the glycerophos-
phatide) are formed.

Lysophospholipase preparations are produced by the
fermentation of A. niger. The enzymes are very low in amy-
loglucosidase activity and are therefore suitable for use in
the production of maltose syrups. Manufacturers of glucose
from wheat starch should choose an amyloglucosidase en-
zyme preparation that has an appreciable amount of ly-
sophospholipase as a side activity. There should be no need
to add further quantities of lysophospholipase to aid filtra-
tion of glucose syrups produced using amyloglucosidase.

A second cause of poor filtration in wheat starch hydro-
lysates has been identified as the gummy substances from
wheat starch, the arabinoxylans, often referred to as pen-
tosans. Pentosans are important macromolecules of wheat
flour because of their ability to bind water. Because of the
high water-binding capacity, the soluble pentosans form
highly viscous solutions with intrinsic viscosities that are
about 15–20 times higher than those of soluble proteins.
The addition of an enzyme with the ability to break down
the water-soluble pentosans will reduce the viscosity of a
wheat starch hydrolysate, improving filtration perfor-
mance.

A second class of pentosans can be separated by means
of centrifugation of a flour–water suspension in the so-
called tailings, which form a layer above the primary
starch. These are the water insoluble pentosans of wheat
flour.

The structure of the water-insoluble pentosans issimilar
to that of the soluble pentosans, but unlike the soluble pen-
tosans, on hydration the water-insoluble pentosans swell
without going into solution. On contact with the filter bed
these water-insoluble pentosans impede flow through the
filter. A second type of pentosan-degrading enzyme can be
added to degrade the insoluble pentosan fraction and im-
prove the flow through the filter. The preferred pentosan-
degrading enzyme for wheat starch hydrolysate combines
action toward both soluble and insoluble pentosans.

Isomerization

The worldwide demand for fructose syrups has increased
in recent years due to the inclusion of enriched fructose
corn syrup (EFCS) containing 55% fructose in popular soft
drinks. Fructose is a naturally occurring sugar that is ap-
proximately 1.5 times as sweet as sucrose on an equal
weight basis.

Although fructose can be produced by the process of in-
version of sucrose followed by separation of the fructose
and glucose by chromatography, it is also produced by the
enzymatic hydrolysis of starch. The production of fructose
from starch initially involves the production of glucose, as
already outlined.

Glucose is converted into fructose by a process called
isomerization. The enzyme used to catalyze this conversion
is glucose isomerase and is usually used in an immobilized
form suitable for a fixed-bed continuous column process.
The enzyme-catalyzed reaction is reversible, and under the
process conditions the equilibrium constant is approxi-
mately 1.

Glucose solution from the saccharification is refined us-
ing filtration, carbon treatment, and ion exchange and is
evaporated to 40–50% dry matter. Calcium ions inhibit the
activity of the enzyme, and their levels should be kept as
low as possible. The effect of residual calcium ions can be
counteracted by the presence of magnesium. Magnesium
sulfate is added to give a magnesium ion concentration
above 50 ppm and 20 times greater than the calcium ion
concentration.

The pH is adjusted to 8.1–8.3 and the temperature to
between 55 and 58 �C. The solution is then pumped
through a fixed-bed column containing immobilized glu-
cose isomerase. The flow rate through the column should
be adjusted in proportion to the enzyme activity in such a
way that the fructose content of the product remains con-
stant. The enzyme activity in the column decreases during
use and the flow rate must be increased over the lifetime
of the column to maintain the fructose level. The typical
carbohydrate profile for the products of isomerization is
given in Table 7.

The product from the isomerization columns may be re-
fined and concentrated to approximately 70% solids to give
a high-fructose syrup at 42% fructose based on dry solids.
The 55% fructose syrup can be achieved by concentrating
this 42% high-fructose syrup to 90% fructose by a separa-
tion process, such as chromatographic adsorption. This
concentrated 90% fructose syrup can then be blended with
42% high-fructose syrup to produce the required 55% en-
riched fructose syrup. A scheme for the production of 55%
fructose is shown in Figure 7.

The stability of the enzyme and its ability to retain its
activity under process conditions are essential factors in
the productivity of the immobilized enzyme. The operating
conditions given in Table 8 illustrate the feedstock param-
eters that have an influence on enzyme performance and
therefore productivity.

Table 8 is not an exhaustive list of parameters that ef-
fect enzyme performance, but it gives an indication of the
conditions that will give optimal enzyme performance.
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Figure 7. The production of 55% fructose syrup.

Table 8. Conditions Required by Certain
Parameters to Promote Optimal Enzyme
Performance

Parameter Range

Dry Substance (%) 40–50
Glucose (% dsb)a �94
Fructose (% dsb)a �3
Temperature (�C) 55–58
pH 7.8–8.3
Magnesium (ppm) �50
Sulfite (ppm) �125

Secondary Product Processing

The processing of the secondary products of the starch in-
dustry can be improved with the addition of enzymes. The
major use of enzymes in this area is in wheat starch pro-
cessing.

The yield of quality starch from wheat that is suitable
for processing into maltodextrins and sweeteners is lower
than the total starch content of the wheat itself. Between
10 and 15% of the total starch of wheat is not separated
along with the large particle starch (A starch) during the
separation process. This starch, depending on the separa-
tion process, is called the B starch or C starch fraction and
is usually sold as a low-value animal feed ingredient.

The B or C starch fraction contains high levels of protein
and gums (pentosans) that make this fraction unsuitable
for processing into sweeteners. These high levels of protein
and gums lead to problems with color formation and evap-
oration of the syrup.

As with other starches, B starch can be liquefied and
dextrinized using a heat-stable �-amylase. A saccharifi-
cation enzyme, such as amyloglucosidase, can be used to
produce sugars. The value of the B starch in animal feed
is often related to the DE of the syrup. The conditions of
liquefaction, dextrinization, and saccharification are no
different from those used in the production of nutritive
sweeteners.

To aid evaporation, a pentosanase enzyme is also added
during saccharification to reduce the viscosity of the syrup.
The level of protein can be reduced by introducing a heat-
ing step that allows the protein to coagulate. This protein
can be dried and sold as a further product in animal feed-
stuffs.

The enzyme used in the reduction of viscosity can be
heat stable, such as that produced by Penicillium emer-
sonii, which allows a continued action in the evaporators.
Alternatively, there may be no need for a heat-stable en-
zyme if the saccharification time is long enough to allow
the viscosity to be reduced sufficiently.

Using enzymes to reduce the viscosity of B starch syr-
ups has the following benefits.

1. Higher solids content of the final evaporated syrup
2. Improved heat transfer during evaporation and less

energy consumption
3. Less fouling of the evaporators, leading to more ef-

ficient cleaning
4. Higher evaporation capacity

Hemicellulases (xylanases) may also be used to aid the
filtration of maize gluten. The enzyme reduces the viscos-
ity of the gluten suspension and thereby improves the rate
of filtration.

CONCLUSION

The development of the enzyme-catalyzed conversion of
starch has led to great advancements in the variety and
quality of starch-derived sweeteners. The production and
use of enzymes is still a relatively new technology, and with
the help of modern biotechnology further improvements
are not far in the future.
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INTRODUCTION

Erythropoietin (EPO) stimulates red blood cell production
by promoting both the growth of late erythroid precursor
cells and their maturation into proerythroblasts, in which
globin synthesis starts. It is widely accepted that EPO is
a major physiological regulator of the process of erythroid
differentiation and that it controls the maintenance of
physiological levels of the circulating erythrocyte mass.
EPO is a heavily glycosylated protein and produced mainly
by the kidney in human adults. Anemia associated with
renal failure often results from a decreased level of EPO,
and EPO administration results in a dramatic improve-
ment with few side reactions in these anemic patients.
Carbohydrates attached to EPO play a critical role in ex-

pression of the in vivo activity. In this paper, we mainly
focus on the production of recombinant human EPO by
mammalian cells and structure and function of carbohy-
drate chains, comparing with urinary EPO and recombi-
nant product. Basic aspects of EPO, including a novel func-
tion of EPO in brain, are also described.

BIOCHEMISTRY AND PHYSIOLOGY OF EPO

It has taken a long time to isolate and characterize EPO.
More than 100 years ago, it had been suggested that hyp-
oxia stimulated red blood cell formation. In 1977, human
EPO was purified from patients with aplastic anemia (1).
The human gene for EPO was cloned in 1985 (2,3), and
recombinant EPO (rEPO) is now available. One unit (U) of
EPO activity was defined as an erythropoiesis-stimulating
activity elicited when 5 lmol of CoCl2 are injected into a
starved Sprague Dawler male rat (4). Cobaltous ion pro-
motes erythropoiesis through stimulation of EPO produc-
tion, because this ion mimics hypoxia in terms of EPO pro-
duction. The latest standard human rEPO gives 130,000
U/mg protein when it is fully glycosylated. The values of
the serum concentration in healthy adult humane range
10 to 30 mU/mL. In 1989, EPO receptor was cloned from
erythroleukemia cell line (5), and the signal transduction
pathway of EPO has been analyzed in recent decades.

Chemistry

Human EPO gene has been mapped on chromosome
7q11-q22. The mouse EPO gene is localized on chromo-
some 5. There is a single copy with a length of 4 kb that
covers a minimum promoter, five exons, four introns, and
hypoxia-inducible enhancer (6,7). The promoter, first in-
tron, and hypoxia-inducible enhancer are highly homolo-
gous between human and mouse EPO. The amino acid se-
quences of EPO in human, monkey, mouse, and rat are
presented in Figure 1. Deduction from cDNA indicated 193
amino acid residues in human EPO. The mature EPO iso-
lated from human urine consists of 165 residues and is
formed by removal of N-terminal 27 signal peptide and C-
terminal Arg residue through the post-translational pro-
cessing. Two disulfide bond are formed between positions
7 and 161 and 29 and 33. The disulfide linkage between 7
and 161 is essential for EPO bioactivity. Because there is
80% protein homology between mouse and human EPO,
human EPO crossbinds with mouse EPO receptor and vice
versa. EPO protein has a significant homology to mature
thrombopoietin, which is a primary regulator for mega-
karyopoiesis (8).

A tertiary conformation for EPO has been predicted
based on the protein structure modeling. Despite little ho-
mology in the amino acid sequence, EPO has a similarity
to the three-dimensional structures of growth hormone,
prolactin, interleukin-6, and granulocyte-colony stimulat-
ing factor (9). By analogy with growth hormone that has
been shown to contain four antiparallel �-helices (10), EPO
is also thought to contain four antiparallel �-helices and
three loops, which is supported by the analysis of site-
directed mutation within EPO molecule. Mutations of bur-
ied portion of the helix A (first helix from the N-terminal
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Figure 1. The amino acid sequences of human, monkey, mouse, and rat EPO. Numbering starts
from N-terminus of mature human EPO. N-linked glycosylation sites are shown by asterisks, and
an O-linked glycosylation site is indicated by arrows. The disulfide bonds are drawn as bridges.

of EPO) and D (last helix) show little effect in vitro activity,
whereas those of surface portion of the helix A and D re-
duced the activity (11). The mutational analysis suggests
that EPO has two separate receptor binding sites, which
is consistent with the ligand-induced receptor homodimer-
ization, an initial step for the signal transmission (12).

EPO Biosynthesis

As far as kidney cells responsible for EPO production are
normal, the relationship between concentrations of EPO
and hemoglobin in blood is normally inverse. A decrease
in the hemoglobin content, for instance from blood loss, is
detected by the EPO-producing cells in kidney as a reduc-
tion of oxygen supply (Figure 2). Low oxygen stimulates
transcription of EPO gene, and the resulting increase in
blood EPO promotes the proliferation and differentiation
of colony-forming unit erythroids (CFU-Es), erythroid pre-
cursor cells on which EPO acts, into matured red blood
cells. Recovery of the red blood cell mass and the concom-
itant oxygen supply suppresses EPO production. The mo-
lecular mechanism of hypoxic activation of EPO gene tran-
scription has been extensively studied, although the
molecule that senses changes of oxygen concentration is

poorly understood (13). An important cis-acting sequence
required for the hypoxic induction of Epo gene was defined
in the 3�-flanking region. This enhancer is a 50-bp element
consisting of three important segments. The highly con-
served sequence near the 5� end of the enhancer is a
hypoxia-inducible factor-1 (HIF-1) binding site. HIF-1 is a
transcription factor consisting of two basic helix-loop-
helix-PAS proteins (HIF-1� and HIF-1b). The middle seg-
ment containing CA repeats in human gene is not well con-
served between human and mouse, but the mutation of
this region abolished the inducible behavior of both the
human and murine enhancers. Thus far the specific pro-
tein that binds to this region has not been demonstrated.
The third element is the 3� segment, which is again highly
conserved and amplifies the hypoxic signal. Binding of
hepatocyte nuclear factor-4 (HNF-4), which belongs a
member of the steroid hormone receptor family, to this ele-
ment appears to increase the hypoxic inducibility.

EPO Production Sites

The kidney is the primary site of EPO production in adults,
whereas the liver is the production site in the fetal stage.
Hypoxia activates expression of the EPO gene in kidney
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Figure 2. Regulation of erythropoiesis by
EPO.

and liver (6,7,12–15). The-EPO producing cells in the kid-
ney have been controversial but recent studies indicate
that EPO is produced by peritubular interstitial fibro-
blasts. The hepatic EPO production is essential for fetal
erythropoiesis, because homozygous mice carrying null
mutations of EPO gene die around embryonic day 13 due
to deficiency in erythropoiesis (16). Although EPO produc-
tion in liver is hypoxia inducible, the failure of renal EPO
production cannot be substituted by the liver, because
uremic patients with severe anemia show low levels of se-
rum EPO. EPO has been believed to act exclusively on
erythroid precursor cells, but several recent findings indi-
cate that EPO acts on neurons in the central nervous sys-
tem (CNS) (17–19). Astrocytes produce brain EPO, and low
oxygen tension stimulates the production of EPO as it does
in liver and kidney. EPO in CNS functions as a neuro-
trophic factor as described in the next section.

EPO Action

Hematopoiesis is governed by several hematopoietic
growth factors. EPO is a glycoprotein that plays a essential
role in the regulation of erythropoiesis by stimulating the
proliferation and differentiation of erythroid precursor
cells (6,7,12–15). All the terminally differentiated blood
cells have been derived from pluripotent stem cells with
self-renewing activity. Hematopoiesis occurs in bone mar-
row, and the spleen is also an active hematopoietic site in
murine. Pluripotent stem cells are committed to differen-
tiate to multipotent stem cells with differentiation activity
to several lineage-specific progenitors that have lost the
self-renewality. Each lineage-specific progenitors differ-
entiate to mature blood cells such as erythrocytes, mono-
cytes, granulocytes, and megakaryocytes. The most prim-
itive erythroid-specific progenitor cells derived from
multipotent stem cells are burst-forming unit-erythroids
(BFU-Es). Although BFU-Es express EPO receptor, their
response to EPO is low, and they require additional cyto-
kines such as interleukin 3 or granulocyte-macrophage–

colony-stimulating factor for their proliferation and differ-
entiation into CFU-Es that show the highest sensitivity to
EPO. Homozygous mice carrying null mutation in EPO re-
ceptor gene die around embryonic day 13, because mature
erythrocytes are not formed, although CFU-Es abundantly
exist (16). Thus, EPO is essential for differentiation and
proliferation of CFU-E. Recently, a novel function in the
CNS has been proposed. Neuronal cell lines such as PC12
and SN6 express EPO receptor, and binding of EPO to
PC12 cells increases the intracellular concentration of
monoamines (20). EPO protects primary cultured hippo-
campal and cerebral cortical neurons from NMDA
receptor-mediated glutamate toxicity (19), which is be-
lieved to be a major cause of neuron death by ischemia.
These findings suggest that EPO plays a neuroprotective
role when brain is exposed to hypoxia or ischemia.

PRODUCTION AND PURIFICATION OF RECOMBINANT
EPO

In some cases, carbohydrates attached to the proteins play
a key role in expression of their biological activities. The
carbohydrates may be required for the in vitro activity as
well as the in vivo activity. Even when the carbohydrates
have nothing to do with the in vitro activity, they may be
very important in vivo; carbohydrates protect glycopro-
teins from heat inactivation and proteolytic degradation,
resulting in an increased lifetime in circulating blood. Eu-
karyotic cells are used for production of recombinant gly-
coproteins. For clinical applications, not only glycosylation
but also the structure of attached carbohydrates are criti-
cal; a glycoprotein whose terminal carbohydrate residues
are recognized by hepatic receptors would be rapidly elim-
inated from the circulation. The kind of carbohydrate
structure may also affect the antigenicity of the recombi-
nant product. When recombinant glycoproteins are pro-
duced in heterologous animal cells, their amino acid se-
quences govern the positions onto which carbohydrate
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chains are attached, but the maturation of the chains may
entirely depend on the host cells. It is important, therefore,
to compare the properties of recombinant glycoproteins
produced in different cell lines with those of naturally oc-
curring ones. The glycoprotein may also be dependent on
the culture conditions.

Isolation and Expression of EPO Gene

Peptides derived from urinary EPO (u-EPO) (21) were se-
quenced to prepare synthetic DNA probes for screening a
human fetal liver genomic library for EPO gene clones. Re-
striction endonuclease mapping and Southern analysis
showed the gene fragments contained in three phage
clones to be identical. One, designated kEPO41, was used
for sequence analysis. The entire amino acid sequence of
EPO was determined. The clone kEPO41 contained a
whole EPO coding region, although half of 3�-untranslated
region was missing. A vector for the expression of EPO in
animal cells was constructed by the procedures dia-
grammed in Figure 3. The EPO expression vector, pZIP-
NeoSV(X) 1-EPO, contained the EPO gene preceded by a
long terminal repeat (LTR) functioning as transcriptional
promoter and followed by DNA sequences derived from the
transposon Tn5 (Neo fragment in Fig. 3) that confers G418
resistance upon mammalian cells. The expression vector
was introduced into two mammalian cells, BHK cells es-
tablished from baby hamster kidney, and w2 cells derived
from NIH/3T3. Both cells were transfected with pZIP-
NeoSV(X) 1-EPO, using calcium phosphate method. EPO-
producing cells were isolated by selection in G418 media
and by two rounds of limiting dilution. The EPO levels in
culture supernatants of EPO-producing cells assayed by
radioimmunoassay (RIA) were 150 U/mL for BHK cells
and 300 U/mL for w 2 cells.

Cell Culture and EPO Production

BHK cells were cultured in Eagle basal medium supple-
mented with 10% calf serum and 10% bacto tryptose phos-
phate broth. The w 2 cells were cultured in Dulbecco’s mod-
ified Eagle’s medium supplemented with 10% calf serum.
Cell cultures for EPO production were started at a cell den-
sity of 2 � 105 cells/mL in plastic culture trays (Cell Fac-
tory, 6,000 cm2, NUNC) containing 2 L of the medium. Af-
ter 4 days of culture, the cells grew to be nearly confluent.
The culture medium was replaced with the low-serum me-
dium (1.5% calf serum) and culture supernatants were
harvested every 3 days.

Purification of Human rEPO

Human urinary EPO directed MAb (21) was effective in
the purification of EPO from human urine and culture su-
pernatants of BHK cells that produced rEPO (22), but pre-
treatment of the EPO with SDS was needed for EPO to
bind with the immobilized MAb. To develop a more rapid
purification procedure, the new MAbs, R2, (see next sec-
tion) were used for rEPO purification (23).

The culture supernatant (100 L) was filtered with suc-
tion and concentrated to 2 L by ultrafiltration on a hollow-
fiber device (Amicon DC-10, Danvers, Mass.) with a nom-

inal molecular cutoff of 10,000. The concentrate was put
on an immunosorbent column (4.4 � 6.6 cm) containing
EPO-directed MAb R2 fixed on Affi-Gel 10 equilibrated
with phosphate buffered saline (PBS). The column was ex-
tensively washed with PBS, 10 mM NaPi, pH 7.4, contain-
ing 0.5 M NaCl and 0.15 M, in this order. EPO was eluted
by 0.2 M acetate. pH 2.5, containing 0.15 M NaCl. After
neutralization of the eluted fraction, the protein was con-
centrated by ultrafiltration with a hollow-fiber device
(Mini-Module NM-3. Asahikasei. Tokyo) and was precipi-
tated with 90% ethanol. The precipitate was dissolved in
a small amount of PBS and put on a Sephadex G-100 col-
umn (2.2 � 94 cm) equilibrated with PBS. The EPO in the
fractions was concentrated and precipitated with 90% eth-
anol. The precipitate was dissolved in 10 mM NaPi, pH
6.8, containing 10 lM CaCl2 and put on a hydroxyapatite
column (100 � 7.8 mm: Bio-Gel HPHT, Bio-Rad) equili-
brated with the same buffer. The adsorbed EPOs were
eluted by increasing concentration of NaPi. The rEPO-B
appeared in the flowthrough of a column equilibrated with
10 mM NaPi, whereas rEPO-w was eluted by 50 mM NaPi.

The large-scale purification of rEPO-B in the superna-
tant of BHK cells was attempted. Purification with the im-
munosorbent column was effective (Table 1); most of the
protein and little EPO activity in the concentrate of culture
supernatants emerged in the flowthrough fractions with-
out being adsorbed, and EPO was eluted sharply at pH 2.5.
About 2,800-fold purification was achieved by this single
step, and 84% of the activity was recovered. Mab R2 was
suitable for purification of EPO with a high yield. Subse-
quent chromatography with Sephadex G-100 and then hy-
droxyapatite yielded purified EPO with 3,260-fold purifi-
cation and 52% recovery of the starting activity. The
purified EPO had the specific activity of 137,000 U/A280 nm,
which was higher than that of the EPO purified with
an earlier preparation of an MAb (21). The final EPO
preparation was pure on SDS-polyacrylamide gel electro-
phoresis and high-pressure liquid chromatography. The
immobilized R2 could be used 30 times without any dete-
rioration.

Figure 4 shows the electrophoretic patterns of rEPOs
and uEPO on SDS-polyacrylamide gels. Purified uEPO
showed two bands (lane 1). The minor one with the lower
molecular weight is the asialylated form of uEPO (21).
Both rEPOs migrated as a single band, but they differed
in electrophoretic mobility (lanes 2 and 3). Recombinant
EPO from w 2 cells migrated slightly faster than uEPO,
and the rEPO-B band was broader than those of rEPO-w
and uEPO. Thirty amino acids in the N-terminal portion
of rEPO-w and rEPO-B were consistent with those of uEPO
and also with those deduced from the cDNA sequence (2,3).
The amino acid sequence in the C-terminal region of both
rEPOs and uEPO determined by the carboxypeptidase
method was identical to that of uEPO, indicating that the
recombinant products had the same primary structure as
uEPO. Therefore, differences between purified rEPOs in
their electrophoretic mobility on SDS-polyacrylamide gel,
therefore, are attributable to the difference in the carbo-
hydrate chains.
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Figure 3. Construction of EPO expression plasmid. The Apal site of the EPO gene in khEPO41 is
a unique site located at 62 bp upstream from the translation initiation codon, and the EcoRI site
is for inserting human DNA fragments into the bacteriophage cloning vector, Charon 4A. The BglII
site of the EPO gene in phEPO1404 is 185 bp downstream from the translation stop codon. The
details in pZIP-NeoSV(X)1 have been described elsewhere (22). LTR � long terminal repeat of
Molony murine leukemia virus; 3�SS � 3� splicing signal; Neor � sequence derived from the trans-
poson Tn5; SV ori � sequence of SV40 origin; pBR ori � sequence of pBR322 origin. Source: Goto
et al. (22).

Table 1. Purification of Recombinant Human EPO from BHK Cells

Procedures
Protein
(A280 nm)

Activity
(U � 10�4)

Specific activity
(U/A280 nm)

Yield
(%)

Purification
(fold)

Concentrated culture supernatant 473,000 1,990 42 100 1
Immunosorbent column 141 1,680 119,000 84 2,830
Sephadex G-100 97 1,310 135,000 66 3,210
Hydroxyapatite 75 1,030 137,000 52 3,260

Source: Goto et al. (23).

Biological Activity of Isolated EPOs

The Second International Reference Preparation for hu-
man EPO obtained from the WHO International Labora-
tory for Biological Standards, National Institute for Medi-
cal Research, London (24), was used as the standard. The
in vivo and in vitro activities of three purified EPOs were

assayed (Table 2). The stimulatory effect of EPO on the
incorporation of 3H-thymidine into DNA of cultured mouse
fetal liver cells was used to assay the in vitro activity, and
the in vivo activity was assayed with the use of starved
rats (4). The stimulatory effect of the EPO preparations
were completely repressed by incubation with antiserum
against EPO, indicating that the mitogenic effect of a con-
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Figure 4. Analysis of human urinary and recombinant EPOs
with SDS-polyacrylamide gel electrophoresis. Lanes 1, 2, and 3
are EPOs from urine, the culture supernatant from BHK, and w2
cells, respectively. Lane 4 shows the molecular standards. Source:
Goto et al. (22).

Table 2. Biological Activities of Human EPO

EPO activity (U/A280)

EPO Treatment In vitro In vivo

u-EPO Untreated 77,000 72,000
Sialidase treated 99,000 0

r-EPO-B Untreated 96,000 72,000
Sialidase treated 109,000 0

r-EPO-w Untreated 153,000 18,000
Sialidase treated 173,000 0

Source: Goto et al. (22).

taminant did not contribute to the in vitro activity. The in
vivo activity of rEPO-B was equivalent to that of uEPO,
and its in vitro activity was slightly higher than that of
uEPO. The in vitro activity of rEPO-w was 1.6-fold that of
uEPO and of rEPO-B, whereas, the in vivo activity was
only 25% that of other EPOs. The in vitro activities of the
three EPO preparations slightly increased after sialidase
treatment, but their in vivo activities were abolished. It
seems to be that the lower the amount of sialic acid, the
higher the in vitro activity. The high activity of the native
rEPO-w as compared with other native EPOs may be due
to the low content of sialic acid, because the asialo EPOs
have an increased affinity to EPO receptor (25,26). How-
ever, the low in vivo activity of rEPO-w is probably due to
the small amount of sialic acid, because the removal of
sialic acid from EPO by sialidase treatment abolished in
vivo activity. Loss of in vivo activity is caused by the re-
moval of asialoglycoproteins from the circulation by the
liver (20). Thus, it is likely that the in vivo lifetime of
rEPO-B is longer than that of rEPO-w.

ISOLATION OF EPO-DIRECTED MONOCLONAL
ANTIBODY AND APPLICATION TO ELISA

We reported an EPO-directed monoclonal antibody (MAb)
that binds to the antigen after it is treated with SDS (21).
It appears that this antibody binds to the epitope exposed
by a conformation change of EPO caused by the SDS. This
antibody worked efficiently in the purification of EPO from
human urine and human recombinant EPO from the su-
pernatant of cultured cells, but treatment of preparations
containing EPO with SDS is time consuming. We have pre-
pared MAbs capable of binding with the native EPO and
thereby to achieve the following purposes: (1) establish-
ment of a more rapid procedure for the purification of EPO
by immobilized MAb; (2) development of a sandwich-type
ELISA, which is easier to handle and more rapid and sen-
sitive than radioimmunoassay (RIA), by use of MAbs that
bind to EPO at different antigenic determinants.

Isolation of EPO-Directed MAb-Producing Hybridomas

Female BALB-c mice 8 weeks old were immunized intra-
peritoneally with 90 lg of pure rEPO emulsified 1:1 in
Freund’s complete adjuvant. After three times of immu-
nization, hybridomas were prepared by procedures de-
scribed previously (21). Hybridoma cells were maintained
in RPMI 1640 supplemented with 10% fetal calf serum.
Two hybridoma clones (R2 and R6) that were stable in
their rapid growth and their production of MAbs to EPO
were isolated. Both antibodies were produced in the ascitic
fluid of BALB/c mice and purified by the ammonium sul-
fate precipitation and diethylaminoethyl (DEAE)-cellulose
column chromatography. The subclass of both antibodies
was IgG1. The apparent dissociation constant, kd was cal-
culated by the binding to 125I-labeled EPO. Both MAbs
bound to EPO with high affinities, with kd � 1–2 nM, re-
spectively. The fully deglycosylated rEPO bound to the
MAbs, indicating that they recognized peptide sequences
of the antigen but not the carbohydrates attached to the
antigen. Moreover, each antibody recognizes a different
epitope.

Enzyme-Linked Immunosorbent Assay

The finding that the antigen site recognized by MAb R2
differed from the sites recognized by R6 prompted us to
develop a sandwich-type ELISA for the measurement of
EPO levels. EPO was sandwiched between R6 fixed in mi-
crotiter wells and the enzyme-linked R2. R2 was linked
covalently with alkarine phosphatase with 0.2% glutaral-
dehyde. The MAb R6 solution (10 lg/mL) was added to the
wells of microtiter plates with 96 flat-bottomed wells and
incubated for 2 h. After washing, 100 lL/well of the sample
solution containing 0.05% Tween 20 was added to the
wells, which were incubated for 2 h to form the fixed R6
and EPO complexes. After washing, 100 lL/well of the al-
kaline phosphatase-linked R2 solution was added and the
wells were incubated for 2 h more to form ternary com-
plexes (fixed R6, EPO, and enzyme-linked R2). The wells
were washed, and then 100 lL of 2 mg/mL p-nitrophenyl
phosphate disodium was added. After incubation for 30
min, the reaction was stopped by the addition of 3 M
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Figure 6. Comparison of RIA and ELISA in human plasma. The
ordinate shows EPO in the plasma samples assayed with ELISA
by two-step reaction, and the abscissa indicates EPO estimated
with RIA by using polyclonal antibody raised in a rabbit. Each
point is the mean of triplicate samples. Source: Goto et al. (23).
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Figure 5. EPO titration by ELISA. � indicates one-step reaction;
� indicates two-step reaction. Each point is the mean of triplicate
samples. Source: Goto et al. (23).

NaOH. The optical density at 405 nm was measured with
a microtiter reader. This procedure is referred to as a two-
step reaction. In the two-step reaction, EPO in samples
was bound to the fixed R6 and then alkaline phosphatase-
linked R2 was added to the wells to form ternary com-
plexes of R6, EPO, and the enzyme-linked R2. In the al-
ternative procedure, the one-step reaction mixtures of
EPO samples and enzyme-linked MAb R2 were added to
the wells coated with MAb R6.

The relationship of the amounts of rEPO and the en-
zyme activity was linear regardless of different procedures
(Fig. 5); use of the one-step reaction shortened the time
needed for completion of the process to 7 h. Once the mi-
crotiter wells in which the first antibody, R6, have been
fixed, results can be obtained within 3 h. To check the re-
producibility of the ELISA, intra-assay and interassay
studies were done. In both studies, the coefficients of vari-
ation were satisfactory (�20%). The assay measured
plasma levels of EPO as low as 2 mU/mL within several
hours.

We have developed RIA for EPO by the use of antisera
against human u-EPO and measured EPO levels in plasma
samples from normal subjects and anemic or polycythemic
patients (27). A sample diluted to about 1 U/mL EPO was
mixed with 10,000 cpm of 125I-rEPO, rabbit anti-rEPO
antiserum. The mixture was incubated at 4 �C overnight
and sheep antirabbit c-globulin (Cappel) was added. The
immunocomplexes were precipitated by centrifugation.
The radioactivity in the precipitate was counted with a c-
counter. The amounts of EPO in the sample were esti-
mated from a standard curve (2 to 128 mU/assay).

From total 38 samples, EPO levels of normal subjects
and patients were measured with ELISA to compare with
RIA. The results are shown in Figure 6 and indicate a high

degree of correlation between these two methods, with a
correlation coefficient of 0.965. The ELISA was comparable
with the RIAs in sensitivity. One can assay EPO for a short
time without using any radioactive compounds. Moreover,
the assay conditions, once established, can be used semi-
permanently, because MAbs with the constant properties
can be supplied continually. The sandwich-type ELISA de-
veloped by the use of MAbs thus had advantages over the
RIAs in practicality. The findings that the MAbs R6 and
R2 bound to EPO with high affinities and recognized dif-
ferent antigenic determinants made it possible to develop
a sensitive and easier-to-handle method for EPO assay.
The sandwich-type ELISA should be useful to assay EPO
levels in human plasma for investigating an etiology of de-
fective erythropoiesis and also to monitor rEPO given to
anemic patients.

FUNCTION OF CARBOHYDRATES ATTACHED TO EPO IN
ERYTHROPOIESIS

The following biological functions can be assigned to car-
bohydrates attached to proteins such as EPO that act in
the endocrine system. First, the carbohydrates of glycopro-
teins are needed for their biosynthesis and secretion, in-
cluding folding of the protein during translation and pro-
tection of the protein from intracellular degradation.
Second, carbohydrates confer stability to the protein so
that it is not eliminated from the circulation during its
travel from the production site to its target cells. Mam-
malian cells, particularly liver cells, express proteins (lec-
tins) that bind to carbohydrates in glycoproteins. Glyco-
sylation of proteins thus can be a signal determining their
lifetime in the circulation. Third, carbohydrates are in-
volved in the expression of biological activity, including the
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Table 3. Biological Activities of Recombinant EPO
Deglycosylated by Glycosidases

EPO
In vitro

activity (%)
Affinity to

EPO-R [I50 (nM)]
In vivo

activity (%)

EPO- 100 1.2 100
EPO-1 252 0.3 0
EPO-2 252 0.3 0
EPO-3 266 0.3 0
EPO-4 81 0.6 0
EPO-5 106 0.3 0

Source: Tsuda et al. (25).
Note: EPO-0-native EPO; EPO-1-sialidase-digested EPO-0; EPO-2-
sialidase/b-galactosidase-digested; EPO-3-sialidase/b-galactosidase/b-N-
acetylhexosaminidase-digested; EPO-4-N-glycanase-digested; EPO-5-fully
deglycosylated (sialidase/endo-�-N-acetylgalactosaminidase/N-glycanase-
digested) (see also Fig. 7). Affinity to EPO receptor (EPO-R) does not rep-
resent a dissociation constant but a relative affinity. The lower the value,
the higher the affinity.
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Figure 7. Enzymatic removal of sugars from recombinant human EPO. Cleavage site of sugars
in EPO by glycosidases are shown. (a and b) Structures of representative complex-type N-linked
sugars (c) O-linked sugar. The lines with arrowheads numbered 1–5 indicate the cleavage sites by
glycosidases: 1-sialidase; 2-b-galactosidase after sialidase digestion; 3-b-galactosidase/b-N-
acetylhexosaminidase after sialidase-digestion; 4-N-glycanase; 5-sialidase/endo-�-N-acetylgalac-
tosaminidase/N-glycanase. Source: Tsuda et al. (25).

steps of the binding of the protein to its target cells and
intracellular signal transduction.

To examine these possible functions of carbohydrates,
the following strategies can be used. First, there are some
mammalian cell lines lacking an enzyme involved in gly-
cosylation. One can use these cells to produce a recombi-
nant glycoprotein and compare with the natural product
or the fully glycosylated recombinant product. Second, one
may produce the protein in procaryotes incapable of at-
taching carbohydrates, and if the product has the biologi-
cal activity, one can get some information of functions of
carbohydrates. Third, one can examine the effects of chem-
ical or enzymatic removal of carbohydrate residues from a
glycoprotein on its biological properties. Discovery of en-
zymes that remove carbohydrate residues from a glycopro-
tein is particularly useful, because the enzymatic treat-
ment is milder by far than the chemical treatment. Fourth,
glycosylation sites can be removed by site-directed muta-
genesis and the biological properties of the glycosylation-
defective mutant glycoproteins are compared with those of
wild type.

Enzymatic Removal of Carbohydrates from EPO

Figure 7 shows representative structures of N-linked and
O-linked oligosaccharides of recombinant human EPO pro-
duced by BHK cells (22,25) and cleavage sites of the en-
zymes that we used for removal of carbohydrate residues.
The native EPO is represented as EPO-0, and deglycosy-
lated forms are as EPO-1�5 in Table 3. Sialidase removes
terminal sialic acids, producing asialo-EPO (EPO-1). b-
Galactosidase cleaves off the exposed Gal residues of N-

linked oligosaccharides in EPO-1 but does not split the
b1r3 linkage between Gal and GalNAc in the O-linked oli-
gosaccharide, giving EPO-2. Double digestion of EPO-1
with b-galactosidase and b-N-acetylhexosaminidase re-
moves all the exposed Gal and GlcNAc residues from N-
linked oligosaccharides, and the core structure is exposed
(EPO-3). N-Glycanase completely eliminates N-linked oli-
gosaccharides from EPO-0, yielding EPO-4. Endo-�-N-
acetylgalactosaminidase removes O-linked oligosaccha-
rides from asialo-EPO. Therefore, successive digestion of
EPO with sialidase, endo-�-N-acetylgalactosaminidase,
and N-glycanase yields the fully deglycosylated EPO,
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Table 4. Biological Properties of N-Glycosylation Site-Defective EPO

Mutant EPO
Mutation points

(Asn r Gln)
In vitro

activity (%)
Affinity to

EPO-R [I50(nM)]
In vivo

activity (%)
Secreted
EPO (%)

NQ0 Wild type 100 0.50 100 100
NQ1 24 180 0.25 129 70
NQ2 38 107 0.28 60 6
NQ3 83 130 0.40 106 78
NQ12 24,38 140 0.15 42 31
NQ13 24,83 170 0.18 63 58
NQ23 38,83 66 0.31 51 41
NQ123 24,38,83 100 0.14 8 10

Source: Yamaguchi et al. (26).
Note: Affinity to EPO receptor (EPO-R) represents a relative value but not a dissociation constant. The lower the value, the higher the affinity.

EPO-5. Completion of the enzyme reactions were con-
firmed by SDS-polyacrylamide gel electrophoresis of the
products.

Effects of these enzymatic removals on the biological
properties are summarized in Table 3. Affinities to EPO
receptors do not represent the true dissociation constants
but the relative values; the lower value, the higher affinity.
Carbohydrates with terminal sialic acids are essential for
expression of the in vivo activity. The carbohydrates are
not important for expression of the in vitro activity. Degly-
cosylation increased the in vitro activity by increasing the
affinity to EPO receptor. The presence of terminal sialic
acids is responsible for an decreased affinity. EPO-4 and 5
have in vitro activity similar to that of the native EPO
(EPO-0), although their affinity to EPO receptor is higher
than EPO-0. They may be partially inactivated during as-
say thorough aggregate formation. The removal of termi-
nal sialic acids from EPO has been shown to destroy its in
vivo activity (21,22,28–31). Desialylated EPO is cleared
from the circulation faster by far than the native EPO
(32,33). In contrast, the in vitro activity of EPO increases
with desialylation (21,29). All these results are consistent
with those in Table 3.

A possible function of carbohydrates in the in vitro ac-
tivity of EPO was controversial. It has been reported that
N-glycanase digestion of EPO produced in Chinese ham-
ster ovary (CHO) cells caused almost complete loss of ac-
tivity (34), which was contradictory to our conclusion that
carbohydrates were not important in expression of the in
vitro activity. However, all the results published later sup-
port our conclusion (26,35–37). We have to be very careful
to assay the activity of EPO that has lost N-linked sugars,
because the deglycosylated EPO is temperature-sensitive
and sticks to experimental vessels (25).

Site-Directed Mutagenesis for Production of Glycosylation-
Defective Mutant EPO

We constructed EPO genes mutated by site-directed mu-
tagenesis so that EPOs lacking N-linked carbohydrates in
every possible combination of the three N-glycosylation
sites were produced (26). Because the codon of Asn (N) at
the N-glycosylation sites is replaced with that of Gln (Q)
in these mutants, we referred to them as NQ0, NQ1, and
so on (Table 4). In this nomenclature, for example, NQ13
means the mutant at positions 24 and 83. NQ0 corresponds

to the wild type and NQ123 is the mutant with no N-
glycosylation sites. Transient production of mutant EPOs
by BHK cells was examined to find roles of sugars in bio-
synthesis of EPO. The mutant EPOs produced by stably
transfected BHK cells were partially purified and their
properties, including the biological activity both in vivo
and in vitro, were investigated. In some mutants, the in
vitro activity was higher than that of wild-type, and the
high activity is probably due to an increased affinity to
EPO receptor. The in vitro activity of EPO with no glyco-
sylation sites was comparable with that of the wild-type
EPO, whereas the in vivo activity severely decreased. The
elimination of all three N-glycosylation sites decreased
EPO production to 10% of that of the wild-type EPO. These
results indicate that N-linked sugars of EPO have two ma-
jor functions: N-glycosylation is important for (1) proper
biosynthesis and/or secretion and (2) expression of the in
vivo activity. N-Linked sugars of EPO affect binding affin-
ity of the ligand to the receptor but do not play a key role
in expression of the in vitro activity. It has been reported
that replacement of Asn to Gln at position 24 or 38 gives
EPOs with the specific activity in vitro of about 20% that
of the wild type (38), which is contradictory to our results
(26). A possible cause has been discussed (26), and the re-
sults in a paper published later (36) are consistent with
our data.

Preventing O-linked glycosylation at position 126 by
site-directed mutagenesis (38) severely reduced the pro-
duction into the culture medium, suggesting that O-linked
sugar is important for proper biosynthesis and/or secre-
tion. But the result from other laboratories showed the
normal production of the mutant (36). The latter was sup-
ported by the result obtained using the mutant cells that
are deficient in an enzyme involved in the carbohydrate
synthesis (39). Involvement of O-linked sugar in expres-
sion of the biological activity is unlikely (25,36,38,39). O-
linked sugar is present only in primate EPOs but not in
rodents (6,7,14).

Others

Interestingly, fractionation of recombinant EPO contain-
ing biantennary and tetraantennary N-linked sugars re-
vealed that EPO containing more extensively branched
chains has greater in vivo activity (40). This suggests a
possible unique role of the N-linked sugar in vivo. Attempt



1122 ERYTHROPOIETIN

to produce EPO in Escherichia coli has been made (36).
They were unable to compare the biological activity of EPO
produced in E. coli with that of EPO produced in mam-
malian cells because of the poor stability of E. coli EPO,
but they confirmed that E. coli EPO had the in vitro activ-
ity. Bacillus brevis cells secrete recombinant human EPO,
which has in vitro activity similar to that of the fully gly-
cosylated EPO (42). These results support our conclusion
that the N-linked sugars in EPO are not required for ex-
pression of the in vitro activity. When human wild-type
EPO was expressed in the polarized Madin-Darby canine
kidney (MDCK) epithelial cells, EPO was preferentially se-
creted from the apical domain (43). This polarized secre-
tion was perturbed by the treatment of the cells with tun-
icamycin, suggesting the involvement of N-linked sugars
in the apical sorting mechanism in MDCK cells. N-Linked
sugar chain at position 38 is critical for the polarized se-
cretion, but the biological significance of this finding re-
mains unknown.
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INTRODUCTION

Escherichia coli is a widely used organism for the produc-
tion of recombinant proteins for both basic research and
therapeutic applications. In spite of the extensive knowl-
edge of the genetics and molecular biology of E. coli, the
robust expression of genes in this prokaryote is not nec-
essarily a routine matter. This may be due to the unique
structural features of the gene sequence, the stability and
translational efficiency of mRNA, the ease of protein fold-
ing, degradation of the protein by host cell proteases, major
differences in codon usage between the foreign gene and
native E. coli, and the potential toxicity of the protein to
the host. Progress in our understanding of many of these
processes is certain to broaden the usefulness of E. coli as
a tool for gene expression. The major drawbacks of E. coli
as an expression system are the lack of a secretion mech-
anism for the efficient release of protein into the culture
medium, and the limited ability to facilitate extensive di-
sulfide bond formation. In addition, although bacteria are
capable of carrying out a variety of posttranslational mod-

ifications, including some types of glycosylation (1), these
are not as complex as those performed by eukaryotic cells.
On the other hand, many eukaryotic proteins retain their
full biological activity in a nonglycosylated form and,
therefore, can be produced in E. coli.

The objectives here are to focus on expression systems
and methodological approaches useful for the high-level
production of proteins in E. coli. Nutrient composition and
fermentation variables are not discussed here, as these
have been reviewed in detail (2). Due to space limitations
many original references are not cited. The reader is re-
ferred to recent reviews for detailed discussion of specific
topics (3–7).

EXPRESSION VECTORS

The construction of an expression plasmid requires several
elements whose configuration must be carefully considered
in order to ensure the highest levels of protein synthesis
(7). The promoter is positioned approximately 10–100 bp
upstream of the ribosome binding site (RBS) and is under
the control of a regulatory gene that may be present on the
vector itself or integrated in the host chromosome. Down-
stream of the promoter is the Shine and Dalgarno (SD)
site, which interacts with the 3� end of 16S rRNA during
translation initiation. The distance between the SD region
and the start codon ranges from 5 to 13 bases, and its se-
quence should eliminate the potential for secondary struc-
ture formation in the mRNA transcript, which can reduce
the efficiency of translation initiation. Both 5� and 3�
regions of the RBS exhibit a bias toward a high adenine
content. The transcription terminator is located down-
stream of the coding sequence and serves both as a signal
to terminate transcription as well as a protective element
comprising stem–loop structures thereby protecting the
mRNA from exonucleolytic degradation. In addition, vec-
tors contain a gene that confers antibiotic resistance on the
host to aid in plasmid selection and propagation. Finally,
the copy number of plasmids is determined by the origin
of replication. Although the use of runaway replicons has
been reported to result in higher yields of plasmid-encoded
protein, in general, higher copy number vectors are not
advantageous (7).

Transcription

Promoters. There are many promoters available for
gene expression in E. coli, including those derived from
Gram-positive bacteria and bacteriophages (Table 1). A
promoter for use in E. coli should have certain character-
istics to render it suitable for high level protein synthesis.
First, it must be strong, resulting in the accumulation of
protein comprising 10–30% or more of the total cellular
protein. Second, it should exhibit a minimum level of basal
transcriptional activity. Large-scale gene expression pref-
erably employs cell growth to high density and minimal
promoter activity, followed by induction or derepression of
the promoter. The tight regulation of a promoter is essen-
tial for the synthesis of proteins that may be detrimental
to the host cell. Furthermore, incompletely repressed ex-
pression systems can cause plasmid instability, a decrease
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Table 1. Promoters Used for the High-Level Expression of Genes in E. coli

Promoter (source) Regulation Induction

lac (E. coli) lacI, lacIQ

lacItsb, lacIQtsb

lacItsc

IPTGa

Thermal
Thermal

lpp (E. coli) IPTG, lactosed

trp (E. coli) Tryptophan depletion, indole acrylic acid
tnaA (E. coli)e Tryptophan, glucose depletion
Mn-SOD (E. coli)f Oxygen, paraquat
phoA (E. coli) phoB (positive)

phoR (negative)
Phosphate depletion

recA (E. coli) lexA Nalidixic acid
araBAD (E. coli) AraC L-Arabinose
proU (E. coli) Osmolarity
cst-1 (E. coli) Glucose depletion
tetA (E. coli) Tetracycline
cadA (E. coli) cadR pH
nar (E. coli) fnr Anaerobic conditions, nitrate ion
nirB (E. coli)g Anaerobic conditions
tac (hybrid) (E. coli) lacI, lacIQ

lacIh
IPTG
Thermal

trc (hybrid) (E. coli) lacI, lacIQ

lacIts, lacIQts
IPTG
Thermal

lpp-lac (hybrid) (E. coli) lacI IPTG
Psyn(synthetic) (E. coli) lacI, lacIQ IPTG
PLtetO-l (E. coli)i Anhydrotetracycline
Plac/ara-1 (E. coli)i IPTG, arabinose
Starvation promoters (E. coli)
PL (bacteriophage k) lacIts857 Thermal
PL-9G-50 (mutant) (k) Reduced temperature (�20 �C)
cspA (E. coli) Reduced temperature (�20 �C)
PR, PL (tandem) (k) lacIts857 Thermal
T7 (T7) cascaded systemj IPTG
T7-lac operator (T7) lacIQ IPTG
kPL, PT7 (tandem) (k, T7) lacIts857, lacIQ Thermal, IPTG
T3-lac operator (T3) lacIQ IPTG
T5-lac operator (T5) lacIQ, lacI IPTG
T4 gene 32 (T4) T4 infection
nprM-lac operator (Bacillus) lacIQ IPTG
vhb (Vitreoscilla) fnr Oxygen, cAMP-CAPk

protein A (Staphylococcus aureus)
Pu (Pseudomonas putida)l xylR m-Toluic acid
Pm (P. putida)l xylS 3-Methylbenzylacohol

Source: Updated from Ref. 7 with permission from the publisher.
Note: Except where indicated, original references may be found in Ref. 7.
aIsopropyl-b-D-thiogalactopyranoside.
blacI gene with single mutation, Gly187Ser.
clacI gene with three mutations, Ala241Thr, Gly265Asp, Ser300Asn.
dThe constitutive lpp promoter (Plpp) was converted into an inducible promoter by insertion of the lacUV5 promoter/operator region downstream of the Plpp.
Expression occurs only in the presence of a lac inducer.
eRef. 8.
fRef. 9.
gRef. 10.
hWild-type lacI gene.
iRef. 11.
jExpression of T7 RNA polymerase is controlled by the lacUV5 promoter, which is regulated by the lac repressor. Production of T7 RNA polymerase causes
transcription of the recombinant gene, which is under the control of the u10 promoter.
kCyclic AMP-catabolite activator protein.
lRef. 12.

in cell growth rate, and loss of recombinant protein pro-
duction (13). A third important characteristic of a promoter
is its inducibility in a simple and cost-effective manner.
The most widely used promoters for large-scale protein
production use thermal induction (kPL) or chemical induc-

ers (tac, trp) (Table 1). IPTG-inducible promoters are
widely used in basic research. However, the use of IPTG
for the large-scale production of human therapeutic pro-
teins is undesirable due to its toxicity and cost. Moreover,
IPTG is detrimental to the physiology of E. coli (14). The
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Table 2. Codon Usage by E. coli

UUU F 21.7 UCU S 9.1 UAU Y 16.2 UGU C 5.1
UUC F 16.7 UCC S 8.9 UAC Y 12.4 UGC C 6.4
UUA L 13.4 UCA S 7.6 UAA * 2.0 UGA * 0.9
UUG L 13.2 UCG S 8.7 UAG * 0.3 UGG W 14.4
CUU L 11.1 CCU P 7.0 CAu H 12.6 CGU R 21.1
CUC L 10.7 CCC P 5.3 CAC H 9.8 CGC R 21.5
CUA L 3.9 CCA P 8.4 CAA Q 14.7 CGA R 3.6
CUG L 51.9 CCG P 22.8 CAG Q 29.0 CGG R 5.5
AUU I 29.8 ACU T 9.4 AAU N 18.0 AGU S 8.8
AUC I 25.1 ACC T 23.1 AAC N 21.8 AGC S 15.7
AUA I 4.9 ACA T 7.5 AAA K 34.4 AGA R 2.5
AUG M 27.4 ACG T 14.0 AAG K 11.2 AGG R 1.5
GUU V 19.0 GCU A 16.1 GAU D 32.1 GGU G 25.3
GUC V 14.9 GCC A 25.2 GAC D 19.5 GGC G 29.2
GUA V 11.2 GCA A 20.4 GAA E 39.9 GGA G 8.3
GUG V 25.8 GCG A 32.8 GAG E 18.4 GGG G 11.0

Source: Taken from GeneBank (http://www.dna.affrc.go.jp/�nakamura/
codon.html).
Note: Codon usage is expressed as frequency per 1,000 codons, based on a
total of 4,143,606 codons.

availability of a mutant lacIts gene that encodes a ther-
mosensitive lac repressor now permits the thermal induc-
tion of these promoters (15,16).

Cold-responsive promoters have been shown to facili-
tate efficient gene expression at reduced temperatures.
The rationale behind the use of cold-responsive promoters
for gene expression is based on the proposition that the
rate of protein folding will be only slightly affected at about
15–20 �C, whereas the rates of transcription and transla-
tion, being biochemical reactions, will be substantially de-
creased. This, in turn, will provide sufficient time for pro-
tein folding, yielding active proteins and avoiding the
formation of inactive protein aggregates (inclusion bodies)
without reducing the final yield of the target protein (17).

Transcription Terminators. Transcription through a pro-
moter may inhibit its function, a phenomenon known as
promoter occlusion (18). This interference can be pre-
vented by the proper placement of a transcription termi-
nator downstream of the coding sequence in order to pre-
vent continued transcription through another promoter.
Efficient transcription terminators serve several impor-
tant functions: they minimize background transcription,
stabilize plasmids, enhance mRNA stability, and can in-
crease substantially the level of protein production (7).

The advantages of tightly regulated promoters have led
to the design of completely repressible expression systems
(19) that are particularly useful for the expression of genes
whose products are detrimental to host growth. Most of
these systems have not yet been used for the high-level
production of proteins on a large scale.

Translation

Translational Initiation. The wide range of efficiencies in
the translation of different mRNAs is predominantly due
to the unique structural features at the 5� end of each
mRNA species. To date no universal sequence for the effi-
cient initiation of translation has been devised. The trans-
lational initiation region of most sequenced E. coli genes
contains the initiation codon AUG (91%). GUG is used by
about 8% of the genes, and UUG (1%) is rarely used as a
start site (20). The spacing between the SD site and the
initiating AUG codon can vary from 5 to 13 nucleotides,
and it influences the efficiency of translational initiation.
The SD sequence UAAGGAGG is optimal for protein pro-
duction (21). The secondary structure at the translation
initiation region of mRNA plays a crucial role in the effi-
ciency of gene expression. It is believed that the occlusion
of the SD region and/or the AUG codon by a stem–loop
structure prevents accessibility to the 30S ribosomal sub-
units and inhibits translation. Several different strategies
have been devised to minimize mRNA secondary structure
and enhance the expression of genes. These include the
enrichment of the RBS with adenine and thymidine resi-
dues, the mutation of specific nucleotides upstream or
downstream of the SD region, and the use of translational
coupling or dicistronic systems (7). The insertion of a single
amino acid residue (preferably arginine or lysine) between
the N-terminal methionine and the protein of interest was
reported to increase expression levels from 0.4% to 22% of

the total cell protein (22). This strategy was effective for
several types of proteins and different promoters. The re-
combinant proteins were converted to their native se-
quences by removal of dipeptides with cathepsin C. The
precise mechanism for the observed increase in protein
yields is unclear.

Translational Termination. The design of expression vec-
tors frequently includes the insertion of all three stop co-
dons in order to prevent possible ribosome “skipping.” In
E. coli there is a preference for the UAA stop codon (Table
2). A statistical analysis of more than 2,000 E. coli genes
revealed local nonrandomness both in the stop codon and
in the nucleotide immediately following the triplet and
concluded that UAAU is the most efficient translational
termination sequence in E. coli (23).

Codon Usage. Genes in both prokaryotes and eukary-
otes show a nonrandom usage of synonymous codons (24).
These observations imply that heterologous genes en-
riched with codons that are rarely used by E. coli (Table 2)
may not be expressed efficiently in E. coli. The minor ar-
ginine tRNAArg(AGG/AGA) has been shown to be a limiting
factor in the bacterial expression of several mammalian
genes because the codons AGA and AGG are infrequently
used in E. coli. Many studies have demonstrated that
the substitution of high-usage for low-usage codons or the
coexpression of the cognate tRNA genes can ameliorate the
detrimental effect of the rare codons on gene expression
levels (25). The location of low-usage codons in the tran-
script may adversely impact translation. Thus, the pro-
duction of b-galactosidase decreased when AGG codons
were inserted before the 10th codon from the initiation co-
don of the lacZ gene (26). Similarly, translational inhibi-
tion of a test mRNA was much stronger when consecutive
low-usage arginine codons were located near the 5� end of
the mRNA (27,28). Moreover, 5� translational blockage was
also observed with a different sequence of consecutive low-
usage leucine codons (CUA), making it unlikely that struc-
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tural effects on the mRNA were responsible (28). In an-
other case tandem AGG triplets caused a substantial
inhibition of gene expression independently of their local-
ization in mRNA, a phenomenon that was attributed to
competition of the tandem AGGAGG codons with the nat-
ural SD sequence (29). In contrast, other workers reported
efficient expression of genes that contained low-usage co-
dons (7).

To date, it has not been possible to formulate precise
“rules” to predict whether the content of low-usage codons
in a specific gene might adversely affect the efficiency of
its expression in E. coli. The experimental results may pos-
sibly be confounded by several variables such as positional
effects, the clustering or interspersion of the rarely used
codons, secondary structure of the message, and other ef-
fects (25). Nevertheless, it is clear that the codon context
of specific genes can have adverse effects on both the quan-
tity and quality of the expressed protein. Usually, this
problem can be rectified by the alteration of the codons in
question, or by the coexpression of the cognate tRNA
genes.

mRNA Stability. mRNA degradation is not effected ran-
domly by nonspecific endonucleolytic cleavage, since there
is no inverse correlation between mRNA length and half-
life (30). Two classes of protective elements are known to
stabilize mRNAs in E. coli. One class consists of sequences
in the 5� untranslated regions (UTRs) of mRNAs, and the
other class includes stem–loop structures from the 3� UTRs
and intercistronic regions. Some of these elements act as
stabilizers when fused to heterologous mRNAs, but only
under restricted conditions (7). In contrast, the 5� UTR of
the E. coli ompA transcript prolongs the half-life of a num-
ber of heterologous mRNAs in E. coli under normal con-
ditions of rapid cell growth (31). Belasco and colleagues
showed that the presence of a stem–loop at or very near
the extreme 5� terminus of the ompA 5� UTR is essential
for its stabilizing effect. Furthermore, the half-life of a nor-
mally labile mRNA was prolonged in E. coli by adding a
hairpin structure at its 5� terminus, and it was proposed
that E. coli mRNAs beginning with a long single-stranded
segment are preferentially targeted by a ribonuclease that
interacts with the 5� terminus before cleaving the mRNA
at internal sites (31). It appears, therefore, that the addi-
tion of the ompA 5� stabilizer to heterologous genes might
enhance gene expression in E. coli. However, it is possible
that mRNAs that contain internal RNA processing sites
may not be protected by the presence of the 5� stabilizer.

The other class of mRNA protective elements consists
of 3� UTR sequences that can form stem–loop structures,
thereby blocking exonucleolytic degradation of the tran-
script from the 3� terminus. Such an element was identi-
fied within the transcription terminator of the crystal pro-
tein gene of Bacillus thuringiensis. Its fusion to the 3�
termini of the penicillinase (penP) gene of B. licheniformis
and the human interleukin 2 cDNA increased the half-life
of the mRNAs and enhanced the production of the corre-
sponding polypeptides in both B. subtilis and E. coli (32).
However, as in the case of some of the 5� stabilizers, this
3� “retroregulator” is unlikely to act as a universal mRNA
stabilizer. For example, the replacement of the 3�-terminal

hairpins of labile mRNAs with those from stable messages
did not enhance the expression of the labile transcripts
(32–34). It has been suggested that gene expression might
be enhanced by the use of host strains that are deficient in
specific ribonucleases, such as RNase II or PNPase. This
too is unlikely to be an effective strategy, because the ab-
sence of RNase II or PNPase, as well as the overproduction
of RNase II, had no effect on the average half-life of E. coli
bulk mRNA (35). Moreover, strains that were deficient in
both RNase II and PNPase were inviable (36).

The deletion of 110 bp in the 3� untranslated region of
a cDNA encoding the human TNF-� was reported to en-
hance the expression level of this cytokine (37). The au-
thors suggested that a UUUAUUA sequence at the 3� end
of the mRNA may have an inhibitory effect on the expres-
sion of TNF-� in E. coli. It is well known that 3� AU-rich
sequences in cytokines, growth factors, and oncoproteins
have an inhibitory effect on translation and may destabi-
lize the mRNA (reviewed in Ref. 38). However, AU-binding
proteins (39) are not known to exist in bacteria (Gary
Brewer, personal communication, 1999). Therefore, the ob-
served increase in TNF-� yield (37) is probably due to some
other mechanism.

CELLULAR COMPARTMENTS

Cytoplasm

Each of the four “compartments” of E. coli, i.e. the cyto-
plasm, periplasm, membranes/cell surface, and the extra-
cellular medium, offers advantages as well as disadvan-
tages for protein production (Table 3). The formation of
inclusion bodies remains a significant barrier to gene ex-
pression in the cytosol. Inclusion bodies do offer several
advantages (Table 3), particularly the production of pro-
teins that are toxic to E. coli. For example, the highly in-
soluble bovine prochymosin has recently been used as a
fusion partner for the production of antimicrobial peptides
as inclusion bodies in E. coli (40). On the other hand, the
advantages of inclusion bodies are counterbalanced by the
arduous task of refolding the aggregated protein, the un-
certainty of whether the refolded protein retained its bio-
logical activity, and the reduction in yield of the refolded
and purified protein. To date the precise physicochemical
parameters that contribute to the formation of inclusion
bodies remain unclear (41). A statistical analysis of the
composition of 81 proteins that do and do not form inclu-
sion bodies in E. coli concluded that charge average and
turn-forming residue fraction are strongly correlated with
inclusion body formation (42). These observations led to
the development of a model to predict the probability of
inclusion body formation solely based on the amino acid
composition of a protein (42). The model was used to pre-
dict accurately the insolubility of the human T-cell receptor
Vb5.3 in E. coli (15), as well as to enhance the solubility of
a protein by adding negatively charged residues (43).

Several experimental approaches have been utilized to
minimize the formation of inclusion bodies and improve
protein folding. These include the growth of bacterial cul-
tures at lower temperatures, selection of different E. coli
strains, substitution of selected amino acid residues, co-
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Table 3. Relative Merits of Different Compartments for
Gene Expression in E. coli

Advantages Disadvantages

Cytoplasm

Inclusion bodies. Facile
isolation of protein in high
purity and concentration,
target protein protected
from proteases, desirable for
production of proteins that,
if active, are lethal to host
cell.

Higher protein yields
Simpler plasmid constructs.

Inclusion bodies. Protein
insolubility, refolding to
regain protein activity,
refolded protein may not
regain its biological activity,
reduction in final protein
yield, increase in cost of
goods.

Reducing environment: does
not facilitate disulfide bond
formation.

N-terminus authenticity.
Proteolysis.
Purification is more complex

(more protein types).

Periplasm

Purification is simpler (fewer
protein types).

Proteolysis is less extensive.
Improved disulfide bond

formation/folding.
N-terminus authenticity.

Signal peptide does not always
facilitate transport.

Inclusion bodies may form.

Membranes/cell surface

Surface display may facilitate
drug screening, biocatalysis
and other applications.
Some progress made in
overexpression of membrane
proteins.

Extracellular

Least level of proteolysis.
Purification is simpler (fewest

protein types).
Improved protein folding.
N-terminus authenticity.

No secretion, usually.
Protein diluted, more difficult

to purify.

production of chaperones, use of E. coli DsbA or thiore-
doxin either as fusion partners or coproduced with the pro-
tein of interest, growth and induction of the cells under
osmotic stress in the presence of sorbitol and glycyl beta-
ine, addition of nonmetabolizable sugars to the growth me-
dium, alteration of the pH of the culture medium, and the
use of strains deficient in thioredoxin reductase (7,43).

The reducing potential of the cytoplasmic redox state
(44) presents still another problem. Bacterial cytoplasmic
proteins contain few cysteine residues and few disulfide
bonds (44). Most proteins that contain stable disulfide
bonds are exported from the cytoplasm (45). Thus, mam-
malian proteins whose complex tertiary structure depends
in part on disulfide bond formation may not be produced
in their correct conformation in the bacterial cytoplasm.
Mutant E. coli strains were isolated that allow the for-
mation of disulfide bonds in the cytoplasm (46). These mu-

tations inactivate the trxB gene that encodes thioredoxin
reductase and contributes to the sulfhydryl reducing
potential of the cytoplasm. Thioredoxin itself was unnec-
essary for disulfide bond formation (46). The authors sug-
gested that the cytoplasm may contain another thiore-
doxin-like protein that can be reduced by thioredoxin
reductase; in the absence of thioredoxin reductase, the ox-
idized form of this protein facilitates formation of disulfide
bonds in the cytoplasm. Other workers have utilized E. coli
strains carrying null mutations in the trxB gene, and ob-
served significant amounts of functional disulfide-contain-
ing protein in the cytoplasm (47).

Proteins produced in the cytoplasm may not possess an
authentic N-terminus. The cytoplasmic expression of a
gene without a leader requires the presence of an initiation
codon, the most common one encoding methionine. Al-
though this amino acid might have no adverse effect on the
protein synthesized, there are specific cases in which the
extraneous methionine residue may have profound conse-
quences (7). Bacterial translation is initiated by N-formyl-
methionine, which is deformylated during synthesis (48)
but not necessarily removed. The N-terminal methionine
might be cleaved off by an endogenous methionine ami-
nopeptidase (MAP) (49), depending on the side-chain
length of the second amino acid residue (50,51). Thus, res-
idues with small side chains such as Gly, Ala, Pro, Ser, Thr,
Val, Cys, and to a lesser degree, Asn, Asp, Leu, and Ile
facilitate the MAP-catalyzed removal of the N-terminal
methionine. Several strategies have been successfully used
to remove the extra methionine residue from recombinant
proteins in vivo, including the coexpression of the E. coli
methionine aminopeptidase gene and the use of exopepti-
dases (7).

Protein degradation in the cytosol and in other com-
partments is another concern, discussed in the section
“Protein Stability”. Finally, cytosolic gene expression ne-
cessitates purification of the target protein from the large
pool of intracellular proteins.

Periplasm

The periplasm offers several advantages for protein tar-
geting. In contrast to the cytosolic compartment, the peri-
plasm contains only 4% of the total cell protein (52). The
target protein is thus effectively concentrated, and its pu-
rification is considerably less onerous. The oxidizing envi-
ronment of the periplasm facilitates the proper folding of
proteins, and the cleaving in vivo of the signal peptide dur-
ing translocation to the periplasm is more likely to yield
the authentic N-terminus of the target protein. Protein
degradation in the periplasm may be less extensive than
in the cytosol, but it is still a significant issue.

The transport of a protein through the inner membrane
to the periplasm normally requires a signal sequence. A
wide variety of signal peptides have been employed suc-
cessfully in E. coli for protein translocation to the peri-
plasm. These include prokaryotic signal sequences, such
as the E. coli PhoA signal, OmpA, OmpT, LamB, OmpF, b-
lactamase, enterotoxins ST-II, LT-A, LT-B, protein A from
Staphylococcus aureus, endoglucanase from B. subtilis,
PelB from Erwinia carotovora, a degenerate PelB signal
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sequence, the murine ribonuclease, and the human growth
hormone signal (7). However, the presence of a signal pep-
tide does not always ensure efficient protein translocation
through the inner membrane. It is clear that besides the
signal peptide, other structural features in proteins are in-
volved in membrane transport. Strategies for the improved
translocation of proteins to the periplasm include the sup-
ply of components involved in protein transport and pro-
cessing, such as overproduction of signal peptidase I, use
of prlF mutant strains, coexpression of the prlA4 and secE
genes, coexpression of the prlF gene, and expression of the
pspA gene (7).

The intracellular accumulation of unprocessed proteins
has often been interpreted as a possible saturation of the
E. coli translocation system (e.g., Ref. 5). For example,
Hsiung et al. (53) observed the intracellular accumulation
of a greater amount of human growth hormone precursor
after IPTG induction, but no increase in the amount of
translocated growth hormone. Similarly, the Chlamydia
trachomatis major outer membrane protein (MOMP) was
successfully targeted to the E. coli surface, but upon pro-
longed induction, the unprocessed higher molecular weight
MOMP accumulated (54). Although this may have been
caused by saturation of the transport mechanisms, the au-
thors point out that other explanations are also possible,
such as differences in the carboxyl terminus of the chla-
mydial leader peptide, or formation of inclusion bodies,
making a large proportion of MOMP unavailable for pro-
cessing and resulting in the accumulation of unprocessed
MOMP (54). Other workers dismiss the possibility of jam-
ming of the protein export machinery, pointing out that
under proper conditions correctly processed and fully ac-
tive proteins can accumulate in the periplasm at a level
20–50% of the total cell protein (6). In agreement with this,
insulin-like growth factor I (IGF-I) was expressed in the
periplasm at up to 30% of the total cell protein (55). More-
over, there was no unprocessed IGF-I detected in the cy-
tosol (John Joly, personal communication, 1998). However,
IGF-I expression was achieved in the presence of the thiol
oxidant proteins DsbA or DsbC, which might have in-
creased protein yields by possibly assisting translocation
of IGF-I. Interestingly, the overexpression of the disulfide
oxidoreductases increased the fraction of aggregated IGF-I
for reasons not understood (55).

The basic protein Skp has been identified as a peri-
plasmic molecular chaperone (56). Overexpression of Skp
was shown to increase the amount of fusion proteins in-
corporated into phage (57). The effect was most notable on
scFv fragments that are aggregation prone, suggesting
that Skp acts by increasing the amount of correctly folded
proteins, which can then get incorporated into the phage
coat. The chaperone composition of the periplasm is not as
well characterized as that of the cytoplasm, and the mech-
anism of action of Skp is unclear (57). Further studies
should demonstrate whether Skp and other periplasmic
molecular chaperones have wide applicability in peri-
plasmic protein expression.

Membranes and Cell Surface

The cell surface of E. coli may facilitate several applica-
tions including vaccine development, biocatalysis, protein–

protein interactions, and drug screening (58). Progress in
the high-level expression of membrane proteins in E. coli
has been reviewed in detail (5). In many cases production
of membrane proteins is limited by toxicity and bacterial
cell death. A procedure has recently been described for the
selection of E. coli strains that facilitate the overproduc-
tion of proteins and their incorporation into the membrane
(59).

Extracellular Medium

The targeting of synthesized proteins for secretion to the
culture medium presents significant advantages (Table 3).
Unfortunately, E. coli normally secretes very few proteins,
and the manipulation of the various transport pathways
to facilitate secretion of foreign proteins remains a formi-
dable task. The methodological approaches to protein se-
cretion in E. coli may be conveniently divided into two cate-
gories: (1) the exploitation of existing pathways for “truly”
secreted proteins (60); and (2) the use of signal sequences,
fusion partners, permeabilizing proteins, nutrients, or
other agents that effect protein secretion as a result of
“leakage” or selective and limited permeability of the outer
membrane. The first approach offers the advantage of spe-
cific secretion of the protein of interest, hence minimum
contamination by nontarget proteins. For example, the he-
molysin gene has been used for construction of secreted
hybrid proteins (60). Secretion, however, is not a particu-
larly efficient process. The second approach relies on the
induction of limited leakage of the outer membrane to ren-
der protein secretion, albeit with modest yields. Examples
are the use of the pelB leader, ompA leader, protein A
leader, the coexpression of bacteriocin release protein
along with the addition of glycine to the culture medium,
and the coexpression of the kil gene for membrane per-
meabilization (7). A mutated bacteriocin release protein
was reported to provide more efficient extracellular pro-
duction of proteins by E. coli (61).

PROTEIN STABILITY

Proteolysis is a selective, highly regulated process that
plays an important role in cellular physiology. E. coli con-
tains at least 40 enzymes that catalyze the hydrolysis of
peptide bonds (62). These enzymes participate in a wide
range of metabolic processes including the removal of N-
or C-terminal amino acid residues, catabolism of dipep-
tides, oligopeptides, and proteins, the selective removal of
abnormal proteins, and the inactivation of regulatory pro-
teins (62,63). Protein damage or alteration may result from
a variety of conditions, such as incomplete polypeptides,
mutations caused by amino acid substitutions, excessive
synthesis of subunits from multimeric complexes, post-
translational damage through oxidation or free radical at-
tack, and genetic engineering. Such abnormal proteins are
efficiently removed by the bacterial proteolytic machine.
E. coli proteases are localized in the cytoplasm, the peri-
plasm, and the inner and outer membranes (Table 4).

Some determinants of protein instability have been elu-
cidated. The “N-end rule” relates the metabolic stability of
a protein to its amino-terminal residue (64). Thus, in E.
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Table 4. Localization of Proteases in E. coli

Cytoplasm Inner membrane Periplasm Outer membrane

La (Lon) SppA (protease IV) Deg P (HtrA, Do) OmpT (protease VII)
ClpP DegS (HhoB) DegQ (HhoA) OmpP
ClpX Protease VI Ptr (Pi, III, pitrilysin) OmpX
ClpA (Ti) LepB (signal peptidase I) Prc (Tsp, Re)
ClpQ LspA (signal peptidase II) Mi
Clp Y SohB
HflB (FtsH, TolZ) Protease V
Protease II
Ci
Fa
In
So

Source: Adapted from Refs. 62 and 63.
Note: The nomenclature for E. coli proteolytic activities is confusing, and some of these proteases are found under multiple names. A few proteins originally
identified as proteases turned out to have other primary activities. In addition to the listed proteases, there are at least 12 peptidases in the cytoplasm.

coli, N-terminal Arg, Lys, Leu, Phe, Tyr, and Trp conferred
2-min half-lives on a test protein, whereas all the other
amino acids, except proline, conferred greater than 10-h
half-lives on the same protein. As already discussed in
“Cellular Compartments, Cytoplasm”, amino acids with
small side chains in the second position of the polypeptide
facilitate the MAP-catalyzed removal of the N-terminal
methionine. Therefore, these studies suggest that Leu in
the second position would probably be exposed by the re-
moval of the methionine residue and destabilize the pro-
tein. The second determinant of protein instability is a spe-
cific internal lysine residue located near the amino
terminus (65). This residue is the acceptor of a multiubi-
quitin chain that facilitates protein degradation by a
ubiquitin-dependent protease in eukaryotes. Another cor-
relation between amino acid content and protein instabil-
ity is presented in the PEST hypothesis, which proposes
that proteins are destabilized by regions enriched in Pro,
Glu, Ser, and Thr, flanked by certain amino acid residues
(66). It was suggested that PEST-rich proteins may be pro-
duced efficiently in E. coli, which apparently lacks the
PEST proteolytic system.

Strategies for minimizing proteolysis of recombinant
proteins in E. coli have been reviewed (7,67,68). These in-
clude protein targeting to the periplasm or the culture me-
dium, use of protease-deficient host strains, growth of the
host cells at low temperature, construction of N- and/or C-
terminal fusion proteins, tandem fusion of multiple copies
of the target gene, coexpression of molecular chaperones,
coexpression of the T4 pin gene, replacement of specific
amino acid residues in order to eliminate protease cleavage
sites, modification of the hydrophobicity of the target pro-
tein, and optimization of fermentation conditions. The use-
fulness of some of these methods may be limited, depend-
ing on the intended use of the recombinant protein. Thus,
for example, the presence of fusion moieties on the target
protein may possibly interfere with functional or struc-
tural properties or therapeutic applications of the product.
The engineering of enzymatic or chemical cleavage sites
for the subsequent removal of the fusion partners involves
many considerations: the accessibility of the cleavage sites
to enzyme digestion, the purity, specificity and cost of the

commercially available enzymes, the authenticity of the N-
or C-termini upon enzymatic digestion, the possible mod-
ification of the target protein upon chemical treatment,
and so forth (e.g., Refs. 69, 70). For the large-scale produc-
tion of fusion proteins, some of these difficulties are am-
plified. Similarly, the fusion of multiple copies of the target
gene to effect multidomain polypeptides requires the sub-
sequent conversion to monomeric protein units by cyano-
gen bromide cleavage. In this case, the target protein must
not contain internal methionine residues and must be able
to withstand harsh reaction conditions. Moreover, a lim-
ited extend of amino acid side-chain modification may oc-
cur, and the toxicity of CNBr presents a significant issue
for large-scale cleavage reactions. Similarly, the “rational”
modification of a protein sequence requires structural in-
formation that may not be available. Molecular chaperones
(see later) have been used successfully to stabilize specific
proteins (68), but this approach to date remains a hit or
miss affair (71).

The cytoplasm of E. coli appears to contain a greater
number of proteases than the periplasm. Therefore, pro-
teins located in the periplasm are less likely to be degraded
(72). However, proteolytic activity in the periplasm is sub-
stantial (62). Secretion into the culture medium would pro-
vide a better alternative in terms of protein stability. Un-
fortunately, the technology for secretion of proteins from
E. coli into the culture medium is still in its infancy. A
major catalyst of protein degradation in bacteria is the in-
duction of heat shock proteins in response to a variety of
stress conditions, such as the thermal induction of gene
expression or the accumulation of abnormal or heterolo-
gous proteins in the cytoplasm (73). Under these conditions
the production of the lon gene product, protease La, and
other proteases, is enhanced. This problem is minimized
by the use of host strains deficient in the rpoH (htpR) locus
(74). The rpoH gene encodes the RNA polymerase r32 sub-
unit, which regulates several proteolytic activities in E.
coli Hosts that carry the rpoH mutation have been dem-
onstrated to increase substantially the production of for-
eign proteins in E. coli (7). A large number of protease-
deficient hosts exists (e.g., Refs. 74, 75), including those
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that are deficient in all known protease loci that affect the
stability of secreted proteins (76).

PROTEIN FOLDING

The efficient posttranslational folding of proteins, the as-
sembly of polypeptides into oligomeric structures, and the
localization of proteins are mediated by specialized pro-
teins termed molecular chaperones. The demonstration
that the production and assembly of prokaryotic ribulose
bisphosphate carboxylase in E. coli requires both groES
and groEL proteins, led to an increasing interest in the use
of molecular chaperones for high-level gene expression in
E. coli. The experimental results from the use of chaper-
ones, however, have been inconsistent, and thus far the
effects of chaperone coproduction on gene expression in E.
coli appear to be protein specific (71, 77). It is also unclear
whether the in vivo levels of different chaperone species
are limiting under conditions of gene overexpression (78).

Contradictory results may be due to several reasons.
Proteins that are drastically destabilized will probably fold
incorrectly, even in the presence of chaperones. Thus, the
truncation of polypeptides, the production of single do-
mains from multisubunit protein complexes, lack of for-
mation of disulfide bonds (which ordinarily contribute to
protein structure), or absence of posttranslational modifi-
cations such as glycosylation may make it impossible to
attain thermodynamic stability. It was shown that calmod-
ulin coexpression was essential to generate active induc-
ible nitric oxide synthase (iNOS) in E. coli, and it was sug-
gested that calmodulin binds to iNOS after translation and
aids in folding and stabilizing the enzyme (79). It is now
clear that different types of chaperones normally act in
concert (80). Therefore, the overproduction of a single
chaperone may be ineffective (81). Another variable to con-
sider is growth temperature. For example, GroES/EL coex-
pression increased the production of b-galactosidase at 30
�C, but not at 37 �C or 42 �C, whereas DnaK and DnaJ were
effective at all temperatures tested (82). Finally, the over-
expression of chaperones can lead to phenotypic changes,
such as cell filamentation, that can be detrimental to cell
viability and protein production (81).

The coexpression of the human (83) or rat (84) protein
disulfide isomerase (PDI) enhanced the yield of correctly
folded protein in the E. coli periplasm. Disulfide bond for-
mation in the E. coli periplasm is facilitated by a group of
proteins that maintain the correct redox potential (85). It
is thought that DsbA, a soluble periplasmic protein, di-
rectly catalyzes disulfide bond formation in proteins,
whereas DsbB, an inner membrane protein, is involved in
the reoxidation of DsbA. Eukaryotic PDI was capable of
complementing the phenotypes of dsbA null mutants
(83,84), but its function was virtually abolished in dsbB
mutants (84). In addition, the ability of PDI to enhance the
yield of target proteins was increased in the presence of
exogenously added glutathione (84). These observations
suggest that PDI depends on the presence of bacterial re-
dox proteins for its reoxidation. The coexpression of rat
PDI has also been reported to enhance the correct folding
of tissue plasminogen activator (84).

Protein misfolding can be attributed to the intracellular
concentration of aggregation-prone intermediates, sug-
gesting that reducing the rate of protein synthesis should
disfavor protein misfolding. Indeed, the use of weaker pro-
moters or conditions of partial induction from stronger pro-
moters can result in higher amounts of soluble protein (82).
The ability of E. coli to secrete a large amount of alkaline
phosphatase into the periplasm was due to a lower syn-
thetic rate of the phoA gene product (86), and a reduction
in promoter strength enhanced the extracellular produc-
tion of exoglucanase by E. coli (87).

FUSION PROTEINS

In recent years there has been a remarkable increase in
the variety of fusion proteins for biological research
(70,88). Table 5 includes most of the published fusion moi-
eties. Other studies have addressed the design and engi-
neering of excision sites for the chemical or enzymatic
cleavage and removal of fusion partners (69,70). This sec-
tion briefly summarizes the use of selected fusion systems
that have a direct impact on high-level production and, in
some cases, secretion of target proteins.

Uhlén and colleagues developed a multifunctional fu-
sion partner based on staphylococcal protein A or synthetic
derivatives thereof. In addition to its utility as an affinity
tag for purification, the protein A moiety acts as a solubi-
lizing partner to improve folding (92), and the presence of
the protein A signal peptide causes the secretion of the
gene product to the culture medium. An alternative fusion
partner is derived from streptococcal protein G (SPG), a
bacterial cell wall protein that has separate binding
regions for albumin within the amino-terminal domains,
and for IgG within the carboxyl-terminal domain. The com-
bination of both protein A and SPG domains formed a tri-
partite fusion protein, thus providing an additional puri-
fication option and further protecting the target protein
from proteolytic degradation (93).

Another fusion partner, thioredoxin, has been shown to
dramatically increase the solubility of fusion proteins pro-
duced in the E. coli cytoplasm, and to prevent the forma-
tion of inclusion bodies (88). Similarly, the thioredoxin
homolog DsbA has been used as a fusion partner to direct
the transport of proteins to the periplasm (94). More re-
cently, a mutant form of DsbA (DsbAmut) was used as a
fusion partner to confer higher solubility to 10 different
eukaryotic proteins expressed in the cytoplasm at 37 �C
(43). The consistent performance of DsbAmut led the au-
thors to conclude that this protein may be used as a generic
fusion partner for enhancing the solubility of a variety of
heterologous eukaryotic proteins. An additional advantage
of DsbAmut may be its ability to exert its solubilizing effect
at 37 �C rather than at the lower growth temperatures
often employed for enhancing solubility of proteins: at re-
duced temperatures the cell growth cycle becomes longer,
with a significant impact on fermentation cycle time and a
reduced protein yield (43).

The fusion of genes to the ubiquitin sequence signifi-
cantly increased the yield of proteins (95). The remarkable
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Table 5. Fusion Partners

Fusion partner Ligand/matrix Purification conditions

Flag� Anti-Flag monoclonal antibodies M1, M2 Low calcium, EDTA, glycine
His6 Ni2�-nitrilotriacetic acid Imidazole
Glutathione-S-transferase Glutathione-Sepharose Reduced glutathione
Staphylococcal protein A IgG-Sepharose Low pH, IgG-affinity ligand
Streptococcal protein G Albumin Low pH, albumin-affinity ligand
Calmodulin Organic or peptide ligands, DEAE-

Sephadex
Low calcium, EGTA

Calmodulin-binding peptidesa Calmodulin Low calcium, EGTA
Thioredoxin ThioBond� resin Ion exchange
Flagellin (E. coli)b

b-Galactosidase TPEGc Sepharose Borate
Ubiquitin
Chloramphenicol acetyltransferase Chloramphenicol-Sepharose Chloramphenicol
S-peptide (RNAse A, residues 1-20) S-protein (RNAse A, residues 21–124) Denaturing or nondenaturing

conditions
Myosin heavy chain Differential solubility in low/high salt
DsbA
Biotin subunit (in vivo biotinylation)
Avidin Biotin Denaturation (urea, heat)
Streptavidin Biotin Denaturation (urea, heat)
Strep-tag Streptavidin 2-Iminobiotin, diaminobiotin
c-myc anti-myc antibody
Dihydrofolate reductase Methotrexate-agarose Folate buffer
CKSd

Polyarginine S-Sepharose NaCl
Polycysteine Thiopropyl-Sepharose Dithiothreitol
Polyphenylalaline Phenyl-Superose Ethylene glycol
lac repressor lac operator Lactose analogue, DNAse, restriction

endonuclease
T4 gp55
Growth hormone, N-terminus
Maltose-binding protein Amylose resin Maltose
Galactose-binding protein Galactose-Sepharose Galactose
Cyclomaltodextrin glucanotransferase �-Cyclodextrin-agarose �-Cyclodextrin
Cellulose-binding domain Cellulose Water
Hemolysin A (E. coli)
k cII protein
TrpE or TrpLE
Protein kinase site(s)
(AlaTrpTrpPro)n Aqueous two-phase extraction
HAIe-epitope
BTag (VP7 protein region of Bluetongue virus) Anti-BTag antibodies
Green fluorescent protein
Prochymosinf

TNFbg

Source: Updated from Ref. 7 with permission from the publisher.
Note: Except where indicated, original references may be found in Ref. 7.
aRef. 89.
bRef. 90.
cp-Amino-phenyl-b-D-thiogalactoside.
dCTP:CMP-3-deoxy-D-manno-octulosonate cytidyltransferase.
eInfluenza virus hemagglutinin; “reverse epitope tagging”: tagging of the chromosomal rather than the plasmid-encoded protein, to avoid the need to remove
the fusion partner.
fHighly insoluble, facilitates formation of inclusion bodies (40).
gMutated tumor necrosis factor gene (91).

increase in protein yield was thought to be due to protec-
tion of the target protein from proteolysis, improved fold-
ing, and efficient mRNA translation. Ubiquitin or the ubiq-
uitin metabolic pathway is absent in prokaryotic
organisms. In order to remove the ubiquitin moiety from
fusion proteins, Baker et al. (96) coexpressed the ubiquitin-

specific protease Ubp2 in E. coli, thus effecting the cotrans-
lational cleavage of ubiquitin from the fusion protein.

SUMMARY

An efficient prokaryotic expression vector contains a
strong and tightly regulated promoter, a Shine–Dalgarno
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site that is positioned approximately 9 bp 5� to the trans-
lation initiation codon and is complementary to the 3� end
of 16S rRNA, and a transcription terminator positioned 3�
to the protein-coding sequence. In addition, the vector re-
quires an origin of replication, a selection marker, and a
gene that facilitates the stringent regulation of promoter
activity. The translational initiation region of a gene must
be free of secondary structures that may occlude the ini-
tiation codon and/or block ribosome binding. UAAU is the
most efficient translation termination sequence in E. coli.

Each of the four “compartments” for targeted protein
production, namely, the cytoplasm, periplasm, mem-
branes/cell surface, and the growth medium, offers advan-
tages and disadvantages for gene expression. The forma-
tion of inclusion bodies can be minimized using a variety
of techniques, but it remains a significant barrier to high-
level protein production in the cytoplasm. The effective-
ness of molecular chaperones has been protein specific so
far.

Codon usage can have adverse effects on the synthesis
and yield of recombinant proteins. Positional effects ap-
pear to play an important role in protein synthesis. Thus,
the presence of rare codons near the 5� end of a transcript
probably affects translational efficiency. This problem may
be rectified by the alteration of the rare codons, and/or the
coexpression of the cognate tRNA genes.

To date there is no generally applicable strategy to pre-
vent the degradation of a wide variety of mRNA species in
E. coli. Although certain 5� and 3� stem–loop structures
have been shown to block mRNA degradation, these seem
to stabilize only specific mRNAs, under restricted condi-
tions. One exception appears to be the 5� UTR of the E. coli
ompA transcript, which prolongs the half-life of a number
of heterologous mRNAs in E. coli.

The wide variety of existing fusion partners have utility
in the production, detection, and purification of recombi-
nant proteins. Specific fusion moieties can increase the
folding, solubility, resistance to proteolysis, and secretion
of recombinant proteins into the growth medium. Protein
misfolding, attributed to the intracellular concentration of
aggregation-prone intermediates, may be minimized by a
combination of experimental approaches: replacement of
amino acid residues that cause aggregation, coexpression
of molecular chaperones and foldases, reduction of the rate
of protein synthesis, the use of solubilizing fusion partners,
and the careful optimization of growth conditions.

Proteolysis in E. coli may be minimized by the use of
protease-deficient host strains, the construction of fusion
proteins, the coexpression of molecular chaperones, the
elimination of protease cleavage sites through genetic en-
gineering, and the optimization of fermentation conditions.
Host strains that are deficient in the rpoH (htpR) locus are
effective, particularly for thermally induced expression
systems.
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INTRODUCTION

Gene expression systems offer a way to produce a heter-
ologous protein encoded by a specific gene of interest
through its introduction into a specific host cell. Heterol-
ogous gene expression of recombinant proteins has many
applications, for example, in the biochemical and structure
and function analysis of complex proteins, promoter anal-
ysis of genes of interest, and development of cell/
membrane-based assays. One of the most crucial applica-
tions of mammalian cell expression systems is the
production of therapeutic proteins such as growth factors
and recombinant monoclonal antibodies (mAbs). Mam-
malian gene expression systems are also being used in
gene-therapy-related experiments for the treatment of hu-
man diseases. Moreover, various expression systems util-
izing mammalian cells can be used to determine functions
for novel genes that are being identified through genomics.
Dozens (if not hundreds) of mammalian cell expression
systems have been described in the literature. The effi-
ciency of expression of heterologous genes in mammalian
cells is determined by the choice of host cells, method of
gene transfer, sites at which the heterologous genes are
integrated into the host genome (in the case of stable ex-
pression), and cis-acting DNA elements (e.g., enhancers)
present in the vector carrying the gene of interest. In ad-
dition, efficiency of transcription, mRNA transport and
stability, efficiency of translation, and secretion of the ex-
pressed protein into the media (for secreted proteins) may
also play a role in the successful expression of recombinant
proteins. Steps such as posttranslational modification, gly-
cosylation, phosphorylation, and proteolytic processing
must also be considered because they can affect the quality
of the protein made in or secreted by recombinant host
cells. This review summarizes various host–vector and ex-
pression systems commonly available for transient and
stable expression of heterologous proteins in mammalian
cells (for review see Refs. 1–5) and aims to illustrate the
use of some of the most common ones.

GENERAL CONSIDERATIONS AND STRATEGIES FOR
OPTIMIZING EXPRESSION

Host Cell Types

Commonly Used Cell Types. Mammalian cells such as
chinese hamster ovary (CHO) cells, myeloma cells, human
embryonic kidney (HEK)293 cells, baby hamster kidney
(BHK) cells, mouse Ltk� cells, and NIH3T3 cells have been
frequently used for stable expression of heterologous
genes. In contrast, cell lines such as Cos and HEK293 (see
later) are routinely used for transient expression of recom-
binant proteins.

CHO-K1 and DHFR� CHO cells DG44 (6) and
DUK-B11 (7) have been extensively used for high-level pro-
tein production (see later) because these cells enable the
amplification of genes of interest via selection with the am-
plifiable marker DHFR (8). A wide variety of proteins have
been expressed in CHO cells, including enzymes, recom-
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binant mAbs, blood coagulation factors, 7TM-receptors,
and other cell surface markers, chemokines, adhesion mol-
ecules, growth factors, and their receptors (see later for
examples).

Myeloma cells such as Sp2/0, YB2/0, NSO, and
P3X63.Ag8.653 have also been commonly employed for
high-level production of mAbs (9–13). Several examples of
this application will be described later in this review.

HEK293 cells, which were derived after transformation
of primary human kidney cells by adenovirus (Ad virus)
early-region-encoded oncoproteins, have been widely used
to stably express many 7TM receptors that can function-
ally couple to G-proteins. It has been shown that the hu-
man cytomegalovirus (hCMV) enhancer/promoter in an ex-
pression plasmid is highly active in these cells because Ad
virus E1A protein expressed in HEK293 cells transacti-
vates the hCMV enhancer/promoter (14). Examples of
7TM receptor expression in these cells are the Drosophila
dopamine D1 receptor (15), the human PTH receptor (16),
the human muscarinic cholinergic receptor Hm1 (17), the
human CGRP type 1 receptor (18), and the rat bradykinin
B2 receptor (19). In addition to these receptors, a number
of chemokine receptors such as the human CC CKR5 re-
ceptor (20), the mouse mCCR2 receptor (21), the mouse
eotaxin receptor (22), the human MCP3 receptor (23), and
the human MCP-1 receptor (24) have been successfully ex-
pressed in HEK293 cells. High-level expression on the cell
surface and functional coupling of most the 7TM receptors
expressed in HEK293 cells have been achieved. HEK293
cells have also been used for expression of various en-
zymes, as exemplified by the bovine constitutive nitric ox-
ide synthase (eNOS) (25), and the human prostacyclin syn-
thase (26). HEK293 cells have been used for heterologous
expression of a wide variety of proteins, for example, in-
terleukin 1 receptor–IgG fusion protein (immunoadhesion)
(27), the human insulin growth factor binding protein 3
(28), platelet integrin �IIbb3 (an integral membrane protein
that mediates adhesion of cells to the extracellular matrix)
(29), and the human tissue factor (a procoagulant factor
that serves as a cofactor for the blood coagulation factor
VII) (30).

Cos cells have been used to transiently express a large
number of heterologous proteins. Cos cells constitutively
express simian virus 40 (SV40) T-antigen and therefore
support replication of expression plasmids containing the
SV40 origin of replication. This results in high copy num-
ber (�40,000 copies cell�1) of the transcribed coding se-
quences (31). Cos cells are primarily used for three rea-
sons: (1) to determine if the expression plasmid produces
the protein of interest, (2) for rapid expression of recom-
binant proteins to perform initial functional studies, and
(3) expression cloning. Hundreds (if not thousands) of pro-
teins have been expressed transiently in Cos cells. For ex-
ample, Patel and Grundy (32) used a Cos cell expression
system to study biogenesis of apolipoprotein B–containing
lipoproteins. Functional expression of 7TM-receptors, for
example, the guniea pig �2A, �2B, and �2C-adrenorecep-
tors (33), and the rabbit bradykinin B1 receptor (34), have
been successfully achieved in Cos cells. Cos cells have been
used commonly to express small amounts of functional en-

zymes, such as the rat liver microsomal glutathione trans-
ferase (35), the human 11b-hydroxylase and aldosterone
synthase (36). Functionally active recombinant mAbs have
also been expressed transiently in Cos cells (for a review
see Ref. 4). It should be remembered however, that the Cos
expression system is a transient expression system, and
therefore, multiple repeat transfection experiments, which
are time-consuming and labor intensive, are needed to pro-
duce milligram quantities of proteins for initial studies.
More importantly, data obtained from a Cos expression
system cannot necessarily be extrapolated to the level of
expression expected from stable expression systems.

Modified Hosts. Some of the host cell lines just de-
scribed have been engineered to produce milligram quan-
tities of recombinant proteins in a rapid manner. In most
cases this has been achieved by expressing (constitutively)
a transcriptional transactivator that stimulates transcrip-
tion from the promoter linked to the gene of interest. Fol-
lowing are descriptions of some of these modified hosts.

CHOE1a. To quickly express a heterologous protein,
Cockett et al. (37) have established a CHO cell line consti-
tutively expressing the Ad virus E1A, which transactivates
the CMV promoter in the expression plasmid. Transfection
of a human procollagenase gene into this cell line produced
a 13-fold higher level in stable expression compared with
that in CHO-K1 cells. This system has been used to ex-
press mAbs (13,38) and single-chain Fvs (39).

CHO/Pit-1. CHO cells were engineered to express the
rat Pit-1 transactivator (a pituitary specific transcription
factor). Stable transfection of a reporter gene (tPA) under
the control of the rat prolactin promoter showed an en-
hancement of expression levels (�20- to 60-fold) compared
with the same promoter in parallel in CHO cells (40).

BHK/VP16. Hippenmeyer and Highkin (41) have estab-
lished a BHK cell line that stably expresses the herpes
simplex (HSV) VP16, a transcriptional transactivator. Us-
ing this cell line, tPA and bGH were expressed at high lev-
els (1–20 lg 106 cells�1 day�1) as compared with that in
the parental BHK cell line (�0.2 lg 106 cells�1 day�1).
Since then, a wide variety of proteins have been stably ex-
pressed in the BHK/VP16 cell line (42).

293/EBNA. HEK293 cell lines have been established af-
ter stably transfecting the Epstein–Barr virus (EBV) nu-
clear antigen 1 (EBNA-1) protein, which is required for the
maintenance of a plasmid carrying the EBV origin of rep-
lication extrachromosomally (43). Such cell lines have been
used for heterologous protein expression. For example, us-
ing a secreted form of human placental alkaline phospha-
tase (SEAP) as a reporter gene, Cachianes et al. (44) ob-
tained 10-fold higher expression in 293 cells expressing
EBNA-1 as compared with that in wild-type 293 cells. A
number of other proteins (e.g., tPA, vascular endothelial
growth factor, hepatocyte growth factor, soluble tumor ne-
crosis factor) have been produced in this cell line at levels
ranging from 0.2 to 10 lg ml�1 (44).

Mammalian Cells Expressing T7 RNA Polymerase Mouse
Ltk� cells, CHO cells, and mouse myeloma Sp2/0 cells ex-
pressing T7 RNA polymerase have been established (45).
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In these cells, T7 RNA polymerase has been modified by
fusion of a nuclear localization signal to the N-terminus of
the polymerase so that it can function in the cell nuclei.
Transfection of a heterologous gene under the control of a
T7 promoter into these modified host cell lines enables
high-level expression of the gene of interest. For example,
using this system the human growth hormone has been
stably expressed at levels of 20–30 lg 106 cells�1 day�1

(45).

Vector Systems

A typical mammalian expression vector contains a cDNA
copy of the gene of interest placed downstream of a pro-
moter sequence to ensure efficient transcription; placed
upstream is a polyA addition signal, which is required for
efficient transcription termination. Enhancer sequences,
which stimulate transcription, are usually placed up-
stream of the linked promoter, whereas a selectable
marker (e.g., ampr gene) and a plasmid origin of replication
are included for propagation of the expression construct in
E. Coli. In some instances, a drug selectable/amplifiable
marker expression cassette (see later) for use in eukaryotic
cells is linked to the heterologous gene expression unit. As
mentioned, for transient expression in Cos cells, the SV40
origin of replication is included in the expression plasmid.
See Figure 1 for examples of mammalian expression vec-
tors.

A wide variety of promoters and enhancers and a com-
bination thereof have been used for heterologous expres-
sion in mammalian cells and are included in vectors that
are commercially available. Among the more popular pro-
moters are those from (1) animal viral genomes such as
SV40, human CMV, Ad virus, Rous sarcoma virus (RSV),
murine leukemia virus (MuLV), HSV, and so forth; and
(2) cellular genes such as b-globin, immunoglobulin, heat
shock, and metallothionein genes (2,3,46,47). SV40 early
and late promoters, hCMV IE promoter, RSV long-
terminal repeat (LTR), and SR� promoter (a composite
promoter consisting of the SV40 early promoter and a part
of the LTR of human T-cell leukemia virus) (48) have all
been successfully utilized in CHO-K1 and DHFR� CHO
cells for expression of a variety of proteins. However, the
choice of promoter is not usually critical when high-level
expression is desired in DHFR� CHO cells where gene am-
plification methodology will be employed (see later). Plas-
mids containing the CMV promoter have been shown to
produce high-level expression in HEK293 cells (49). Most
of the expression vectors used for mAb expression in my-
eloma cells contain both H- and L-chain cDNAs under the
transcription control of IgG promoter, although the hCMV
promoter has been used successfully for mAb expression
in NSO myeloma cells (10). A polyA addition signal (AA/
TTAAA) and downstream sequences that influence tran-
scription termination can be derived from many sources
including the SV40 genome, the bovine growth hormone
gene, and Ig genes.

The expression level of the gene of interest can some-
times be increased several fold through the use of an in-
tronic sequence, for example, b-globin (50) or chimeric
J/Ck intron (51). It is advisable to include the intron at the

5� end of the coding sequence because, in some examples
(52), aberrant processing of transcript was found when the
intron was placed at the 3� end of the cDNA. However, it
should be pointed out that the effect of introns in enhanc-
ing expression levels is not a general phenomenon and in
most cases does not significantly affect expression levels.

Kozak Sequence

In most vertebrate mRNAs examined to date, a sequence
related to GCCACCAUGG, called a Kozak sequence (the
underlined AUG is the initiator methionine), has been
identified at the 5� end, which can promote efficient trans-
lation of a linked open reading frame (ORF) (53). There-
fore, many investigators include an optimal Kozak se-
quence in their expression vector. For example, Ho et al.
(54) studied translation initiation and assembly of rat per-
ipherin, an intermediate filament protein in transfected
cells. A full-length peripherin cDNA (designated as
p61-11), when expressed in an adrenocarcinoma cell line
(SW13 c1.2 vim�) without any detectable cytoplasmic in-
termediate filament, did not yield a functional filamentous
network because of low-level expression of p61-11. When
the first ATG was placed in the context of a better Kozak
consensus sequence, the translational efficiency of p61-11
was increased significantly, and the resulting 57 kDa pro-
tein was able to form a functional filamentous network in
the vim� cells.

Translational Enhancers

Regulatory sequences that stimulate translation, hence
called translational enhancers, have been identified at the
5� end of many eukaryotic viral RNAs and some cellular
mRNAs (55–57). These sequences bind to translation ini-
tiation factors with higher affinity than their cellular coun-
terparts. The Ad virus tripartite leader sequence is such a
translational enhancer and has been used in mammalian
expression vectors. For example, Sheay et al. (58) com-
pared expression of a reporter CAT gene from expression
vectors containing the Ad virus tripartite leader sequence
placed downstream of various promoters such as CMV,
RSV, and MuLV. In transient transfection assays, expres-
sion vectors containing the Ad virus tripartite leader se-
quence gave 5- to 20-fold higher CAT activity when com-
pared with that from vectors without the leader sequence.
A translational enhancer has also been identified in the 5�
UTR of a cellular mRNA (e.g., the the human b-kinesin
mRNA encoding the first exon) (59). High levels of reporter
gene expression have been achieved from transfection of
plasmids carrying the kinesin enhancer sequences when
compared with that obtained without the enhancer. For
example, in Cos transient transfections, the kinesin en-
hancer placed downstream of the HSV tK promoter gave
a four-fold increase in reporter gene (CAT) activity when
compared with that from a plasmid without the enhancer.

A 34-bp-long translational enhancer has been described
in the Xenopus b-globin mRNA. When placed upstream of
a reporter gene, up to 300-fold increases in translational
efficiency have been demonstrated in in vitro systems (60).
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Figure 1. Mammalian expression vectors. pCNHC (a) and pCDLC (b) are used for mAb expres-
sion after subcloning Ig heavy- and light-chain cDNAs separately. (c) Single-vector pRFJT-2rLC/
HC for mAB expression. (d) pCDNX for expression of gene of interest (X) in CHO, Cos, and 293
cells. CMV, cytomegalovirus promoter; BGH, bovine growth hormone polyA addition signal; Bgpro,
mouse b-globin promoter; dhfr, dihydrofolate reductase cDNA; neo, neomycin phosphotransferase
gene; SV, SV40 polyA additional signal; ori, plasmid origin of replication; b-lac, b-lactamase gene;
SV ori, SV40 origin of replication. Orientation of the genes is shown by arrows.

Translational enhancers have also been identified in many
plant viral genomes (55), with the tobacco mosaic virus
(TMV) enhancer receiving the most attention. However,
the use of this and other plant translation enhancers for
improving heterologous mammalian expression systems
has not yet been explored.

Selectable/Amplifiable Markers

A number of dominant selectable markers such as neo-
mycin resistance (Neor), hygromycin resistance (Hygr), E.
Coli. xanthine-guanylyl phosphotransferase (Ecogpt), and
glutamine synthetase (GS) have been used for initial se-
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lection of clones obtained after transfection of the expres-
sion plasmids into appropriate host cells (2,8,61,62). A
mouse DHFR cDNA has been used for both initial selection
of DHFR resistant CHO cells, as well as gene amplification
(8). The selectable/amplifiable marker expression unit (un-
der the control of a weak promoter and polyA addition sig-
nal) can either be linked to the heterologous gene expres-
sion unit or can be on a separate plasmid that is usually
cotransfected into the host cells. With the use of an ex-
pression vector containing a linked DHFR gene, the gene
copy number in the initially selected DHFR� clones can be
amplified by selecting the clones further in the presence of
stepwise increasing concentrations of methotrexate
(MTX), a competitive inhibitor of DHFR.

Glutamine synthetase can be used as a dominant se-
lectable/amplifiable marker when cells are grown in the
presence of methionine sulfoxamine (MSX), an inhibitor of
GS (62) (see later). Other gene amplification markers that
have been used to a lesser extent are encoded by adenosine
deaminase (ADA) and multiple drug resistance (MDR)
genes (8,61).

Transfection Methods

A variety of methods can be used to introduce expression
plasmids into mammalian host cells (2,63,64). These in-
clude CaPO4, DEAE-dextran, electroporation, and lipofec-
tion. Receptor-mediated gene transfer has also been de-
scribed in the literature (65). Interestingly, a single,
standard, optimized method has yet to be described in the
literature for establishing mammalian cells expressing
heterologous gene products. In a typical stable expression
experiment, the plasmid carrying the gene of interest and
a drug selectable/amplifiable marker is transfected into
host cells using any of the gene transfer methods just men-
tioned. The transfected cells are selected in the presence
of a drug until the drug-resistant colonies are obtained
(usually within 2–3 weeks). The resultant colonies are then
screened using a variety of methods to determine which
are producing the desired heterologous gene product. The
detection method is dependent on the nature of the ex-
pressed protein, availability of antibodies, and so forth. For
secreted proteins, conditioned media can easily be
screened by ELISA, western blotting, and so forth. On av-
erage, one-third to one-half of the drug-selected colonies
produce the protein of interest at a detectable level. The
other clones are either expressing the desired gene product
at very low levels or not at all, presumably due to inacti-
vation or rearrangements of the heterologous gene.

Growth Media

Growth media and process development play an important
role in the successful expression of a heterologous gene
product in mammalian cells. Serum-free media has been
developed for large-scale growth of CHO and myeloma
cells. Serum-free or protein-free media offers the following
advantages: (1) they are less expensive compared with
media containing serum; (2) downstream purification of
heterologous gene products becomes easier, especially
for proteins that are secreted into the media; and

(3) contaminating agents present in serum are avoided
(66–69).

Increases in expression levels of heterologous gene
products can normally be achieved through media manip-
ulation and process development. For example, Bebbing-
ton et al. (10) have reported a three- to fourfold increase
in mAb expression in NSO cells amplified with the GS sys-
tem when cells were grown in a defined serum-free me-
dium. When an amino acid feed was applied to these cells,
an additional increase in expression level up to 560 mg L�1

was achieved. Using NSO myeloma cells and the GS sys-
tem, expression level of a number of mAbs in the range of
0.5–2 g L�1 have been reported through medium devel-
opment, nutrient supplementation, and other process de-
velopment considerations (70). Similar results have also
been obtained with mAbs produced in DHFR� CHO cells
(4,70,71).

Glycosylation patterns of recombinant proteins can
vary widely when expressed in different mammalian host
cell types. For example, Parekh et al. (72,73) reported dif-
ferent glycosylation patterns for recombinant human tPA
expressed in four different cell types: CHO cells, murine
epithelial (C127) cells, the Bowes melanoma cells, and hu-
man colon fibroblast (CCD-18Co) cells. Cell culture condi-
tions also determine glycosylation pattern of recombinant
proteins (for review see Ref. 74). Borys et al. (75) found
that culture pH affects expression rate and glycosylation
of recombinant mouse placental lactogen proteins pro-
duced in CHO cells. The optimum expression rate was
found to be in pH range of 7.6 to 8.0. The extent of glyco-
sylation was decreased at low pH (below 6.9) and high pH
(above 8.2). N-linked oligosaccarides were found to be dif-
ferent in composition when recombinant human tissue kal-
likrein was produced by CHO cells grown in serum-free
suspension culture or on microcarrier beads (76).

Regulated Expression

Inducible expression systems have been proven to be valu-
able for elucidating the function of a number of genes in E.
Coli, yeast, and Drosophila. In mammalian cells a tightly
regulated expression system may also offer an advantage
for expression of those proteins that are potentially cyto-
toxic. One way to achieve regulated expression of a het-
erologous gene is through the use of an inducible promoter.
A number of inducible promoters have been described in
the literature, such as IFN-c, hsp70, metallothionein
(Mtn), and MMTV LTR (for review see Refs. 46 and 77).
Following are some popular methods for achieving induc-
ible expression of heterologous genes in mammalian cells.

The Lacswitch System. Bacterial transcription control
systems such as the lac operator/repressor have been
adapted for regulated expression of heterologous genes in
mammalian cells (78). The lac repressor, made from a lacI
expression vector, blocks transcription of a reporter gene
placed downstream of lac operator sequences. Addition of
the inducer IPTG results in derepression of reporter gene
transcription by up to 10- to 60-fold. Labow et al. (79) mod-
ified the lac repressor/operator system by converting the
lac repressor into a transactivator by fusing it to the HSV
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VP16 transactivation domain. In the absence of IPTG, this
lac transactivator stimulates expression from a minimal
promoter containing lac operator sequences up to 1,000-
fold.

The tet System. Gossen and Bujard (80) described a reg-
ulated expression system based on the control elements of
the E. coli tetracycline (Tc) resistance operon. In this sys-
tem (for review see Ref. 81) the tet repressor has been fused
to the HSV VP16 transactivator domain, and the resultant
transactivator, called tTA, stimulates expression from a
hCMV minimal promoter linked to tet operator sequences.
In the presence of Tc (1 lg ml�1), the tTA cannot bind to
the operator sequence, and transcription from the minimal
promoter shuts off, whereas removal of Tc leads to acti-
vation of transcription. In stable HeLa clones expression
of a reporter gene has been shown to be modulated up to
105-fold. Derivatives of Tc, such as anhydrotetracycline
(82) and doxycyclin (83), have also been used to regulate
expression using this system.

An expression vector with the tet-responsive promoter,
tTA expression unit, origin of replication of EBV, EBNA-1
expression unit, and a selectable marker has been de-
scribed for the use in transient and stable expression of
heterologous genes (84). Using this vector, luciferase activ-
ity in transiently transfected cells can be regulated by sev-
eral orders of magnitude by varying both the Tc concentra-
tion and incubation time in the presence of Tc.

The tet-responsive system has been shown to produce
different responses in different cell lines. Howe et al. (85)
used the tet system to regulate (1) expression of dopamine
D3 receptor in stable GH3 cells and (2) GluR6 (a glutamate
receptor subunit) in stable HEK293 cells. In GH3 cells, a
high-level induction of dopamine D3 receptor expression
was obtained in the absence of Tc, whereas only a modest
level induction of GluR6 was seen in HEK293 cells.

Recently, a mutant form of the tet repressor has been
used to create a transactivator after fusion with the HSV
VP16 (83). This transactivator, called rtTA, has reversed
DNA binding activity as compared with that of wild-type
tet repressor or tTA. In the presence doxycycline or anhy-
drotetracycline, more than 1,000-fold induction has been
achieved in stable HeLa clones.

Ecdysone-Inducible System. The Drosophila ecdysone
(Ec) receptor, a member of the steroid hormone receptor
superfamily, can function as a ligand-dependent transcrip-
tion factor in animal cells (86). Functional EcR is a heter-
odimer of EcR and the Drosophila ultraspiracle gene prod-
uct (USP). The activity of the EcR is regulated by certain
ecdysteroids such as ecdysone (Ec) and not by mammalian
hormones such as dexamethasone and estradiol. EcR by
itself is incapable of high-affinity DNA binding and tran-
scriptional activation. In the presence of Ec, physical as-
sociation between EcR and USP is greatly enhanced (87).
Structural analysis shows that steroid hormone receptors
contain a DNA-binding domain, ligand-binding domain,
and transactivation domain. Mammalian retinoic acid re-
ceptor (R-X-R) can replace USP to form a functional het-
erodimer.

Recently, No et al. (88) described an ecdysone-inducible
gene expression system for mammalian cells. Mammalian
cells cotransfected with EcR and USP gave only a threefold
induction upon treatment with a micromolar concentration
of muristerone (MurA), a synthetic analog of Ec. Modifi-
cations of EcR were made such that the N-terminal trans-
activation domain in EcR was replaced by the correspond-
ing domain of the glucocorticoid receptor (GR). This hybrid
receptor gave a 34-fold induction in a transient reporter
gene assay. A more potent heterodimer was made by com-
bining either R-X-R and VpEcR (an N-terminus of EcR was
truncated and fused to the VP16 transactivation domain)
or R-X-R and VgEcR (which recognizes a hybrid Ec/GRE).
Stable lines generated with these regulatory elements and
induced with 100 nM MurA gave 20,000-fold induction of
reporter gene (b-galactosidase) expression.

All three of the inducible systems are commercially
available. For system it is important to determine the level
of leaky expression in the absence of inducer (for the lac
and Ec system) and the presence of Tc (for the tet system).
The optimal concentration of the inducer and the kinetics
of induction need to be determined. More importantly, one
needs to determine if the high-fold induction obtained
through any inducible system correlates with the desired
high-level expression of a recombinant protein.

Dicistronic Vectors

In prokaryotic systems, many mRNAs encode two or more
gene products in polycistronic messages. Expression of the
distal coding sequences are often regulated by the trans-
lation of the upstream coding sequence in these messages.
In contrast, eukaryotic mRNAs are not generally polycis-
tronic. However, translation of polycistronic message in eu-
karyotic systems has now been achieved through the use
of an internal ribosome entry site (IRES). IRESs have been
identified in the single-stranded RNA genome of picorna-
viruses such as encephalomyocarditis (EMC) virus, foot
and mouth disease virus, and polio virus. Ribosomes bind
to a 450- to 600-nt-long secondary structure (IRES) present
in a 600- to 1,200-nt-long 5� UTR followed by an ORF in
the viral genome. Kaufman (89) first reported the use of
an IRES placed in between the gene of interest (a cDNA-
encoding eukaryotic initiation factor 2� [eIF-2�]) and a se-
lectable marker (DHFR). The resultant expression vector
is called a dicistronic vector. When transfected into
DHFR� CHO cells, efficient internal translation initiation
of DHFR yielded increased transfection efficiency. High-
level expression of eIF-2� was observed when the DHFR�

clones were grown in presence of increasing concentration
of MTX.

A number of dicistronic vectors have been described in
the literature for heterologous gene expression (90,91). In
order to increase the expression level of a gene of interest
(5� cistron), vectors have been designed such that the
translation initiation of the selectable marker gene (3� cis-
tron) is reduced. The resultant high-level expression of the
heterologous gene in the marker-selected (drug-selected)
clones can be due to the integration of the expression plas-
mid in a transcriptionally active region of the host genome
(92). For example, Kobayashi et al. (93) constructed a di-



1140 EXPRESSION SYSTEMS, MAMMALIAN CELLS

cistronic vector in which transcription is under the control
of the CMV enhancer/chicken b-actin promoter. The vector
contains an IRES of EMC virus downstream of a reporter
b-galactosidase gene, followed by a neomycin resistance
gene. The translation of neor gene was weakened by plac-
ing spacers of various lengths in between AUG-11 (located
at the 3� end of IRES) and the AUG of neor. The number
of Neor 3T3 clones obtained after transfection of the dicis-
tronic vector with the weakened neor was 4- to 7-fold less
compared with that from a conventional dicistronic vector,
but these clones gave about 10-fold higher levels of b-gal
activity. A similar strategy of weakening the selectable
marker gene expression from a dicistronic vector was de-
scribed by Rees et al. (94). Expression levels of serotonin
receptors in 10 independent stable HEK293 clones varied
from 1.5 to 11.9 pmol mg�1 cellular protein, which was
significantly higher than the reported expression levels (98
fmol mg�1 in HeLa to 4 pmol mg�1 in Lmtk� cells).

Lucas et al. (95) reported a dicistronic intron vector (or
DI vector) in which the mouse DHFR cDNA is placed into
the intron of the pRK vector (96) and is under the tran-
scriptional control of the CMV enhancer/promoter. A cDNA
encoding a gene of interest (e.g., tPA or TPO) was placed
downstream of the intron. When transfected into
DHFR-CHO cells, full-length mRNA produced by DI vec-
tors was translated into DHFR, while spliced mRNA pro-
duced the desired recombinant protein. DI-vector-derived
CHO clones grown for 5 days gave 11-fold more tPA (�1
mg L�1) and 13-fold more TPO than were produced by con-
ventional vector-derived cells. The DI vector system has
also been used to produce antibodies at levels �4–5 mg L�1

10 day�1. The weakening of DHFR expression and/or its
linkage to product expression gave fewer clones, but they
had more productivity.

APPLICATIONS OF MAMMALIAN CELL EXPRESSION
TECHNOLOGY

Specific Examples of CHO Cell Expression

Growth Factors. The following examples describe the
use of DHFR� CHO cells for expression of various growth
factors. The expression vectors were either cotransfected
with a DHFR expression plasmid to select the DHFR�

clones or contained their own DHFR expression cassette.
Expression levels of the growth factors were increased via
amplification in the presence of increasing concentrations
of MTX, as already described.

Madisen et al. (97) achieved high-level expression of
TGF-b2 and a precursor TGF-b2 (414) in CHO cells using
an expression vector similar to that described by Gentry
et al. (98) for TGF-b1. A pSV2 expression vector containing
the genes encoding TGF-b2 (414) and DHFR was utilized
to obtain DHFR� clones. These clones were subsequently
adapted to 0.5, 2.5, 10.0, and 50 lM MTX. Two clones
grown at 10 and 50 lM MTX were analyzed for expression
of recombinant mature TGF-b2 (12 kDa under reducing
conditions). In addition to the mature protein, proteins of
85, 105, and 130 kDa, consisting of both mature and prore-
gion sequences were also produced, as determined by im-

munoblotting. The pro-TGF-b2 was found to be both gly-
cosylated and phosphorylated.

Bourdrel et al. (99) expressed recombinant human
TGF-b1 after subcloning the cDNA into the pDSV�2 ex-
pression vector, a derivative of the pCD vector (100) in
which the SV40 polyA addition signal was replaced by the
polyA addition signal of the �-subunit of bovine follicular
stimulating hormone and a mouse DHFR minigene (down-
stream of the expression cassette). CHO cells were trans-
fected using the CaPO4 method, and a single DHFR� clone
expressing human TGF-b1 at 7 mg L�1 in the conditioned
media was identified.

Ferrara et al. (101) used CHO cells to produce the full-
length vascular endothelial growth factor (VEGF) after
subcloning the cDNA encoding the full-length human
VEGF cDNA into a derivative of the vector pCISh (49),
which carries a DHFR gene. The transcription of VEGF
cDNA and that of the DHFR are both under the control of
the SV40 promoter. The initial selected clones, which re-
leased the highest mitogenic activity, were amplified in the
presence of increasing concentration of MTX, resulting in
clones that were resistant to 1 lM MTX and produced 0.5
lg ml�1 day�1 of VEGF.

The human neurotrophin 3 (NT-3) gene product was pu-
rified and characterized after expression in CHO cells
(102). A construct that contained a chimera encoding the
human nerve growth factor pre-pro region and NT-3 ma-
ture region under the control of MuLV-LTR was trans-
fected into CHO cells. DHFR� clones were serially sub-
cultured in media containing 0.1, 1.0, and 10 lM MTX,
yielding clones expressing as much as 1 mg recombinant
NT-3 L�1. The purified recombinant NT-3 was biologically
active, as shown through the induction of neurite out-
growth in neurons prepared from an 8-day-old chicks.

Burgess et al. (103) used CHO cells to study biosyn-
thetic processing of the rat neu differentiation factors
(NDFs). pDSR�2-derived vectors (104) containing
NDF-b2c and NDF-b4a were transfected using the CaPO4

method, and the selected clones were screened by western
blotting. High-expressing clones for NDF-�2c and
NDF-b4a were identified. Expression of NDF-b4a was
gradually amplified with MTX (70 nM). The precursor of
NDF undergoes typical glycosylation, and a portion of the
molecule is proteolytically cleaved, leading to secretion of
soluble mature NDF. A portion of the newly synthesized
precursors escape processing and are retained on the cell
surface.

Monoclonal Antibodies. In recent years DHFR� CHO
cells have been successfully used to produce a number of
recombinant mAbs at a high level (4,51,71,105–107). For
example, Page and Sydenham (105) used DUK-B11 CHO
cells to obtain expression of the humanized mAb
Campath-1 at levels of 100 lg 106 cells�1 day�1. Using the
same host cells, Fouser et al. (51) reported expression of a
chimeric ganglioside GD2 antibody at 80–110 lg 106

cells�1 day�1. Recently, Reff et al. (106) expressed a chi-
meric antibody against CD20 in DG44 CHO cells at levels
of 30 lg 106 cells�1 day�1, using only one round of gene
amplification with MTX.
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A variety of promoters have been used to obtain ex-
pression of H- and L-chains in these CHO cells, for exam-
ple, the b-actin promoter (105), the human CMV MIE pro-
moter (106), the Ad virus major late promoter (MLP) (108),
the RSV promoter (4), and a murine leukemia virus LTR
(109). A number of vectors for mAb expression are de-
scribed in the literature in which the two Ig chains are
carried by two different plasmids with an independent
selectable/amplifiable marker. For example, Fouser et al.
(51) linked the Ig H-chain with the ADA gene, and the L-
chain with the DHFR gene. Using these vectors, an ex-
pression level of 80–110 lg of mAb 106 cells�1 day�1 was
achieved. Trill et al. (4) have used vectors containing H-
chain linked to a DHFR marker, and an L-chain expression
cassette with the Neor marker and vice versa to obtain
�180 mg of a humanized mAb L�1 7 day�1 in spinner
flasks. The methods used for initial selection and subse-
quent amplification vary from laboratory to laboratory. In
general, high-level mAb expression can be obtained using
the following steps: initial selection and subsequent am-
plification of candidate clones, coselection (e.g., in cases
where both H-chain and L-chain expression vectors carry
DHFR expression unit) and amplification, coamplification
using different amplifiable markers, and initial selection
and amplification in mass culture, followed by dilution
cloning to identify individual high-expressing clones.

Because integration sites may influence the efficiency
of H-chain and L-chain expression and overall mAb ex-
pression, single vectors have been created in which the two
Ig-chain expression units are placed in tandem. These vec-
tors also carry a dominant selectable marker such as Neor

and the DHFR expression cassette (4,105,107,109). Using
the single-vector system and two rounds of amplification,
Newman et al. (107) achieved high-level expression (�200
lg ml�1) of a primatized anti-CD4 mAb. Similar high-level
expression of two different humanized mAbs has recently
been reported by Trill et al. (4).

Enzymes. Recently, Laubach et al. (110) used the GS
system to achieve high-level expression of the human in-
ducible nitric oxide synthase (iNOS) in CHO-K1 cells. The
iNOS expression plasmid, a derivative of pEE14 vector
(Celltech Ltd., U.K.) was transfected into CHO cells using
Lipofectamine� and selected with 25 lM MSX in the pres-
ence of ethylisothiourea (EITU), an inhibitor of iNOS (to
reduce toxicity due to NO production). Further amplifica-
tion of initially selected clones in the presence of 400 lM
MSX gave stable clones with activity � 3 nmole min�1

mg�1. Sodium butyrate treatment of cells increased the
level of expression by another 1.5-fold.

Receptors. A coding sequence for the soluble form of
CD4 (111) was constructed through the introduction of a
translation termination codon at the extracellular bound-
ary of the transmembrane domain, and subcloning the
cDNA downstream of the SV40 early promoter and up-
stream of the bovine growth hormone poly A addition sig-
nal. This expression cassette was linked to a mouse DHFR
expression cassette, and the resultant plasmid was trans-
fected into DHFR� CHO DXB-11 cells. The initially se-
lected DHFR� clones were exposed to increasing concen-

tration of MTX, and the expression level in several clones
was �3pg cell�1 day�1. This specific productivity trans-
lated into an expression level of �40 mg of sCD4 L�1 under
high-density suspension culture conditions.

Newman-Tancredi et al. (112) reported high-level ex-
pression of recombinant 5-HT1A receptors in CHO cells
using a derivative of pSVL (Pharmacia). DHFR-CHO cells
were cotransfected with pSV2dhfr (113) using the CaPO4

method. Out of 35 DHFR� clones tested for expression, 33
had receptor expression at 20–3,000 fmol mg�1, as deter-
mined by 3H-8OH-DPAT binding assays. The highest-
expressing clone (expressing at 2.8 pmol receptor mg pro-
tein�1) was identified, and functional coupling was
demonstrated through the action of a series of 5-hydroxy-
tryptamine agonists that inhibited forskoline-stimulated
adenyl cyclase (AC) activity. The receptor density and re-
ceptor regulation are maintained in suspension grown
cells, but the inhibition of AC by the receptor is lost grad-
ually (probably due to a change in G-protein–AC interac-
tion and not due to a change in receptor–G-protein cou-
pling).

The GS system has also been utilized to express a 7TM
receptor for human thyrotropin (TSH) in CHO cells (114).
Cell lines expressing up to 78,000 receptors, cell�1, which
efficiently couple to AC, have been identified.

Adehesion Molecules. The soluble form of human E-
selectin (sE-selectin) has been expressed at a high level in
DHFR� CHO cells (115). The sE-selectin cDNA was sub-
cloned into the RLDN expression vector (in which expres-
sion of sE-selectin was under the control of RSV promoter)
and transfected into CHO cells. The G418r clones express-
ing sE-selectin were further selected stepwise in media
containing 10 nM and 100 nM MTX. A 100 nM MTXr clone
was identified. In spinner flasks it produced 100 mg L�1

of sE-selectin over a 5-day period.

Chemokines. Liao et al. (116) expressed recombinant
human Mig, a CXC chemokine, after subcloning the Mig
cDNA into the vector pMSXND. Expression of Mig was un-
der the control of the Mtn I promoter. The expression vec-
tor contained the SV40 small t-antigen intron and poly A
addition signal, a DHFR expression cassette under the
control of the SV40 early promoter, and a neor under the
control of the tk promoter. The construct was transfected
into CHO cells (proline�), and the neor clones were sub-
jected to amplification using 0.2 lM MTX. The MTXr clones
were induced with CdSO4, and the conditioned media
screened by SDS-PAGE showed a collection of immuno-
reactive polypeptides (due to protein processing of the high
molecular weight Mig), which were similar to that secreted
from IFN-treated peripheral blood monocytes and THP-1
cells.

Other Examples. Cockett et al. (117) developed the GS
system for high-level expression of heterologous genes in
CHO cells. Transfection of an expression vector containing
a tissue inhibitor of metalloproteinases (TIMP) cDNA (un-
der the transcriptional control of the hCMV promoter) and
a GS mini gene (under the control of the SV40 late pro-
moter) into CHO-K1 cells (followed by selection with 20 lM
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MSX) yielded clones expressing up to 9 lg TIMP 106 cells�1

day�1. Further selection with higher concentration of MSX
(500 lM) produced a clone expressing TIMP at 110 lg 106

cells�1 day�1.
Yonemura et al. (118) have developed a high-level ex-

pression system for blood coagulation factor VIII (consist-
ing of a 90-kDa H-chain and an 80-kDa L-chain). The ex-
pression plasmids contained a chicken b-actin/rabbit
b-globin hybrid promoter (119) and a DHFR transcription
unit under the control of the SV40 early promoter. DHFR�

CHO cells (DG44) were cotransfected with H- and L-chain
expression vectors. After selecting for DHFR� clones (us-
ing nucleoside-free media), cells that tested positive in a
precoagulation assay were cultured in increasing MTX
concentrations (upto 1,000 nM) for gene amplification. A
clone resistant to 1,000 nM MTX was established that pro-
duced 15 IU 106 cells�1 day�1 of factor VIII activity.

Specific Examples of Myeloma Cell Expression

Monoclonal Antibodies. High-level production of mAbs
have been reported by several groups (9–12). For example,
Gillies et al. (9) expressed two chimeric mAbs, Ch14.18 and
ChB72.3, in Sp2/0 cells. H-chain V-region cDNA and a hy-
brid human–mouse L-chain V-region cDNA were fused to
the their respective genomic constant regions. The H-chain
expression unit (under the control of the mouse H-chain
enhancer/metallothionein MT I promoter) was linked to a
DHFR expression cassette. The L-chain expression unit
(under the control of a synthetic murine K-promoter) was
subcloned into the H-chain expression plasmid to generate
a single vector. The expression vector was transfected into
Sp2/0 cells, and the MTXr clones secreting antibody were
adapted to increasing concentration of MTX. Subclones of
5 lM MTXr clones had expression levels of 120–180 lg
ml�1. Shitara et al. (12) constructed a “tandem vector” in
which both H- and L-chain cDNA expression units (both
under the control of Moloney virus LTR), DHFR, and Neor

expression units were linked. Expression from this vector
was compared in three host cells: mouse Sp2/0,
P3X63Ag8U.1, and rat YB2/0 cells. YB2/0 cells gave
higher numbers of G418r clones and higher levels of mAb
expression. Subsequent amplifications with 50–200 nM
MTX yielded several clones secreting 70–100 lg of mAb 106

cells�1 day�1.
The GS system has been widely utilized for antibody

expression in myeloma cells. Bebbington et al. (10) re-
ported high-level expression of a chimeric antibody in NSO
myeloma cells. An expression vector was created after
placing in tandem a GS expression cassette, the H-chain
transcription unit, and the L-chain transcription unit. The
expression of the GS gene was under the control of the
SV40 early promoter, while the expression of both H-chain
and L-chain was under the transcriptional control of
hCMV promoter. Transfection of this expression plasmid
into NSO myeloma cells, followed by selection in glutamine
free medium, gave a pool of clones expressing up to �4 pg
antibody cell�1 day�1. Further selection with 20–100 lM
MSX gave rise to the highest-expressing clone, with a spe-
cific productivity of about 10 pg cell�1 day�1. Southern blot
analysis showed that this cell line had approximately four
copies of the vector per cell.

CONCLUSIONS

As described in this review, a large number of expression
systems are available for heterologous expression of a wide
variety of proteins in mammalian cells. The choice of a par-
ticular host/vector system depends primarily on the de-
sired expression level, nature of expression (transient vs.
stable), intracellular versus extracellular expression, con-
stitutive versus inducibile expression, and so forth. Using
the expression systems described, it is now possible to pro-
duce therapeutic proteins such as mAbs at very high levels
(�1–2 gm L�1). However, the challenge still remains to
produce such therapeutic proteins in an even more eco-
nomical manner. Therefore, alternate expression systems
still need to be developed to (1) achieve even higher levels
of expression and (3) reduce cycle time (the time interval
between construction of an expression vector to production
of the protein of interest in large scale). Further under-
standing of cellular processes such as transcription, trans-
lation, and secretion will be essential to achieve such a
goal.

NOMENCLATURE

AC Adenyl cyclase
ADA adenosine deaminase
BHK Baby hamster kidney
CaPO4 Calcium phosphate
CAT Chloramphenicol acetyl transferase
CdSO4 Cadmium sulfate
CGRP Calcitonin-gene-related peptide
CHO Chinese hamster ovary
DHFR Dihydrofolate reductase
DI Dicistronic intron
EBV Epstein–Barr virus
EcR Ecdysone receptor
EMC Encephalomyocarditis
GH Growth hormone
GR Glucocorticoid receptor
GRE Glucocorticoid response element
hCMV Human cytomegalo virus
HEK Human embryonic kidney
hsp Heat shock protein
HSV Herpes simplex virus
IE Immediate early
IFN Interferon
IgG Immunoglobulin
IPTG Isopropyl b-thiogalactopyranoside
IRES Internal ribosome entry site
L Light
LTR Long terminal repeat
mAB Monoclonal antibody
MCP Monocyte chemotactic protein
MLP Major late promoter
MMTV Mouse mammary tumor virus
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MSX Methionine sulfoxamine
MTN Metallothionein
MTX methotrexate
MuLV Murine leukemia virus
MurA Muristerone
NOS Nitric oxide synthase
8-OH-DPAT-2-(N,N-dipropylamino)-8-hydroxy-1,2,3,4-
tetrahydronapthalate
ORF Open reading frame
PTH Parathyroid hormone
RSV Rous sarcoma virus
SV Simian virus
TGF Transforming growth factor
TIMP Tissue inhibitor of metalloproteinase
TM Transmembrane
tPA Tissue plasminogen activator
TPO Thrombopoietin
UTR Untranslated region
VEGF Vascular endothelial growth factor
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Table 1. Categories and Typical Application of
Fermentation Processes

Category Typical processes

Production of microbial
cells

Baker’s yeast, single cell protein,
lactic acid bacteria

Production of primary
metabolites

Ethanol (both in beer and wine
production and for technical use),
lactic acid, citric acid, acetic acid,
amino acids, vitamins

Production of secondary
metabolites

Antibiotics (penicillins,
cephalosporins, clavulanic acid,
tetracycline), skikonin

Production of microbial
enzymes

Lipases, proteases, amylases, glucose
isomerase

Production of
pharmaceutical
proteins

tPA, human insulin, erythropoietin,
growth hormone, hepatitis B
vaccine, monoclonal antibodies

Production of
polysaccharides

Xanthan gum, dextran

Production of DNA Genes for vaccines or gene therapy
Biotransformations Steroids, L-sorbose (from L-sorbitol)
Production of tissue Bone marrow, skin
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INTRODUCTION

The term fermentation is derived from Latin fermentum to
ferment, and it has been used to describe the metabolism
of sugars by microorganisms since ancient times. Thus,
fermentation of fruits is so old that ancient Greeks attrib-
uted its discovery to one of their gods, Dionysos. Among
the classical fermentation processes are beer brewing,
which has documented from as early as 3000 B.C. in Bab-
ylonia, soya sauce production in Japan and China, and fer-
mented milk beverages in the Balkans and in Central Asia
(1). Before World War II, however, fermentation processes
mainly found their application in the food area, and it was
with the introduction of the penicillin production that
large-scale fermentation was first used in the production
of pharmaceuticals. Today fermentation processes are used
in the production of many different products and these pro-
cesses can be divided into nine categories, according to the
product (Table 1).

Development of fermentation processes can roughly be
divided into four phases (see Fig. 1). First the product is
identified. In the case of a pharmaceutical this may be a
result of random screening for different therapeutic effects
by microbial metabolites (e.g., by high throughput screen-
ing of secondary metabolites from Actinomycetes) or it may
be the result of a targeted identification of a novel product

(e.g., a peptide hormone with known function). Outside the
pharmaceutical sector the product may also be chosen af-
ter a random screening procedure (e.g., screening for a
novel enzyme to be used in detergents) or it may be chosen
in a more rational fashion. With the rapid progress in the
different genomic sequencing programs (the yeast genome
was completely sequenced in 1996 and the genome of sev-
eral bacteria have been completely sequenced), there is
much focus on identification of novel products, and today
topics such as bioinformatics and gene function are front-
line research topics (2).

The next step in the development phase is to choose a
strain. In the past this choice was normally obvious after
the product had been identified; for example, Penicillium
chrysogenum was chosen for penicillin production because
it was the first organism identified to produce penicillin.
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Table 2. Advantages and Disadvantages of Different Hosts for Production of Recombinant

Host Advantages Disadvantages

Bacteria (E. coli) Wide choice of cloning vectors Posttranslational modifications lacking
Gene expression easy to control High endotoxin content
Large yields possible Protein aggregation (inclusion bodies)
Good protein secretion

Yeast (S. cerevisiae) Generally regarded as safe (GRAS) Less cloning vectors available
No pathogens for humans Glycosylation not identical to mammalian glycosylation
Large-scale production established Genetics less understood
Some posttranslational modifications possible

Filamentous fungi Experience with large-scale production High level of heterologous protein expression has not
been achieved

Source of many industrial enzymes Genetics not well characterized
Excellent protein secreters

Mammalian cells Same biological activity as natural protein Cells difficult to grow in bioreactors
Expression vectors available Expensive

Slow growth
Low productivity

Cultured insect cells High level of gene expression possible Not always 100% active proteins
Posttranlational modification possible Mechanisms largely unknown

With the introduction of recombinant DNA (rDNA) tech-
nology, it is now possible to choose almost any host for the
production. Thus, a strain of Escherichia coli has been con-
structed that can produce ethanol at a high yield (3), and
a recombinant strain of P. chrysogenum can now be used
to produce 7-ADCA (a precursor used for synthesis of ceph-
alosporins) directly by fermentation (4). The choice of
strain does, however, often depend much on tradition
within the company, and most of the fermentation indus-
tries have a set of favorite organisms that are used in the
production of many different products. Thus the major
players on the industrial enzyme market (Novo Nordisk,
Genencor, and Gist-brocades) have chosen a few organisms
(typically one to two strains of filamentous fungi and one
to two species of bacteria) as production vehicles for a wide
range of enzymes. With the production of a heterologous
protein, that is, expression of a foreign gene in a given or-
ganism, it is also necessary to consider many other aspects
(e.g., whether the protein is correctly folded and glycosyl-
ated) Table 2 gives an overview of the advantages and dis-
advantages of different cellular systems for the production
of recombinant proteins.

After the strain has been constructed, one of the first
aims is to produce sufficient materials for further research,
and this is typically done in pilot-plant facilities. For a
pharmaceutical compound sufficient material must be pro-
duced for clinical trials. For other products it may be nec-
essary to carry out tests of the product and examine any
possible toxic effects. In parallel to the continuing research
in the application of the product, the production process is
also designed. The final steps in development are product
approval by the proper authorities and construction of the
production facility (which in some cases may be through
retrofitting of an existing plant). After the process has been
developed, there is continuous optimization of the process,
and in some cases better strains are introduced. However,
for pharmaceutical products new strains are, only intro-
duced when there is a significant improvement in the pro-
cess because it is costly to obtain approval from the au-
thorities for redesign of the process.

CRITERIA FOR DESIGN AND OPTIMIZATION

The criteria used for design and optimization of fermen-
tation processes depends on the product. Thus, the criteria
used for a high-volume–low-value-added product are nor-
mally completely different from the criteria used for a low-
volume–high-value-added product. For products belonging
to the first category (which includes most whole cell prod-
ucts, most primary metabolites, many secondary metabo-
lites, most industrial enzymes, and most polysaccharides)
the three most important design parameters are

• Yield of product on the substrate
• Productivity
• Final titer

A high yield of product on the substrate is for these pro-
cesses very important, since this gives a good utilization of
the raw materials, which often accounts for a significant
part of the total costs. Thus, in penicillin production the
costs of glucose alone may account for up to 15% of the total
production costs (5). Productivity is important because it
ensures an efficient utilization of the production capacity
(i.e., the bioreactors). In an increasing market it is espe-
cially important to increase productivity, because this may
prevent new capital investments. Final titer is of impor-
tance for the further treatment of the fermentation me-
dium (e.g., purification of the product). Thus, if the product
is present in a very low concentration at the end of the
fermentation, it may be very expensive to perform purifi-
cation of the product.

In the production of novel pharmaceuticals, which typ-
ically belong to the category of low-volume–high-value-
added products, the three previously mentioned design pa-
rameters are normally not very important. For these
processes quickness to market is generally much more im-
portant, and change of the process after implementation is
often complicated due to the required U.S. Food and Drug
Administration (FDA) approval. In the initial design phase
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Table 3. In Situ Sensors Used for Measuring Culture
Parameters

Culture
parameter Sensor Range Accuracy

Temperature Pt-100 0–150 �C 0.1 �C
Pressure Piezoresistor 0–2 bar 20 mbar
Gas flow Thermal mass

flow meter
0–20 L min�1 20 mL min�1

pH pH electrode 2–12 0.02
pO2 Polarografic

Clark electrode
0–400 mbar 2 mbar

pCO2 Membrane-
covered pH
electrode

0–100 mbar 2 mbar

it is, however, still important to keep these three design
criteria in mind. The requirement for a high final titer is
especially important since the cost for purification (or
downstream processing) often accounts for more than 90%
of the total production costs.

STRAIN CONSTRUCTION AND STRAIN IMPROVEMENT

Today high-performance production strains to be used in
fermentation processes are often constructed using rDNA
technology. However, the concept of metabolic pathway
manipulation is by no means new. Thus, for decades better
strains of Saccharomyces to be used for beer fermentation
have been obtained through classical breeding and cross-
ing of different strains, and in the production of penicillin
productivity has increased by more than 500 times through
repeated rounds of mutation and selection of new strains
of P. chrysogenum. With the introduction of rDNA tech-
nology it has become possible to apply a more rational ap-
proach to strain improvement–namely by the introduction
of targeted genetic changes resulting in strains with a phe-
notype that gives a better process. This rational approach
has been named cellular and metabolic engineering, and
different definitions of the approach have been given (6).
The term metabolic engineering was first introduced by
Bailey (7), who defined it as “improvement of cellular ac-
tivities by manipulation of enzymatic transport and regu-
latory functions of the cell with the use of recombinant
DNA technology.” His definition of metabolic engineering
includes the following:

1. Inserting new pathways in microorganisms with the
aim of producing novel metabolites (e.g., production
of polyketides by Streptomyces [8,9]), with the aim of
degrading toxic compounds (e.g., in bioremediation),
or with the aim of constructing a novel biotransfor-
mation system

2. Production of heterologous peptides, such as produc-
tion of human insulin, erythropoitin, and tPA, or in-
dustrial enzymes, such as lipases and cellulases

3. Improvement of pathway fluxes leading to higher
yields of metabolites (e.g., increasing the flux toward
antibiotics or primary metabolites) or yields of bio-
mass (e.g., increasing the cell mass yield in baker’s
yeast production using industrial media containing
mixed sugars [10])

What characterizes metabolic engineering is the rational
approach to performing genetic changes, and as with all
other fields of engineering it consists of two steps: analysis
and synthesis (11). As a consequence of the difficulties in
performing detailed analysis of cellular metabolism there
has mainly been focus on synthesis in the past, such as
expression of new genes in various host cells, amplification
of endogenous enzymes, and deletion of genes or modula-
tion of enzyme activities. With modern experimental tech-
niques it has, become possible, however, to perform de-
tailed analysis of cellular function through both in vivo and
in vitro measurements, and in the following some of these
techniques are described.

MODERN EXPERIMENTAL TECHNIQUES

Whereas the development in rDNA technology has enabled
the design of novel high-performance strains that are
tailor-made to specific needs, the revolution in computer
technology and in analytical chemistry has allowed a much
more fundamental characterization of cellular function
than previously possible. Thus, flow cytometry allows
quantification of population dynamics, while advances in
microscopy and image analysis have allowed studies of cell
growth and function at the single cell level (12). In studies
of fermentation processes it is important to study the func-
tion of whole cultures, and here the development of high-
performance bioreactors has been an important contribu-
tion. When microbial or cell cultures are grown in these
bioreactors, it is ensured that all the cells experience the
same conditions, and it is therefore possible to perform
quantitative physiological studies, such as study of growth
and production kinetics, study of gene expression under
well-controlled conditions, quantification of metabolic
fluxes, and study of the control of flux through the different
cellular pathways.

High-Performance Bioreactors

High-performance bioreactors are characterized as being
practically ideal bioreactors with a very low mixing time
and a very high gas–liquid mass transfer (13,14). In these
bioreactors the cells are subjected to an unchanging envi-
ronment when they are circulated throughout the liquid
medium, and the response to imposed variations in the
environment is therefore a consequence of the cellular be-
havior only. High-performance bioreactors are equipped
with a large number of in situ sensors, and to control op-
erating variables a flexible direct digital control (DDC) is
used, rather than classical single-purpose controllers. This
allows precise control of many operating variables, includ-
ing temperature, pH, dilution rate, and dissolved oxygen
concentration, which therefore can be taken to be culture
parameters (Table 3) (15). Many commercially available
laboratory bioreactors (volumes less than 10 L) normally
fulfill the requirements for being high-performance bio-
reactors. Several bioreactor companies offer systems with
flexible DDCs that enable precise control of the culture
variables, and when these bioreactors are designed with



1150 FERMENTATION MONITORING, DESIGN AND OPTIMIZATION

2
3
4

567
8
9
10 1

26

35
4

1

Amplifier
Power and

multiplexing

Multi-
position

valve

Reactor
coil

(dummy
reader)

Detector

Injection
valve

Sample collection

Multi-
position

valve

Air

Gas blending unit

AutomaticManual
Sampling

Balances

Acid BaseSubstrate

Control and data
acquisition

Gas analyzers

On-line FIA/SIA

Waste

N2

O2

Enzyme
reactor

Holding
coil

Load cell

Figure 2. Typical high-performance bioreactor system.

the proper stirrer and sparger it is possible to ensure a very
low mixing time (less than 1 s) and a high gas–liquid mass
transfer (k1a values above 0.1 s�1). In addition to sensors
for the culture parameters, modern high-performance bio-
reactors are normally equipped with in situ sensors and
on-line analyzers that allow frequent monitoring of key
culture variables. Figure 2 illustrates a typical high-
performance bioreactor system. The bioreactor is equipped
with on-line flow injection analyzers for monitoring of im-
portant culture variables, exhaust gas analysis, and an au-
tomatic sampling system. Hereby the most important cul-
ture variables can be measured at a high frequency (30–
1,000 h�1), whereas other culture parameters can be
measured in the automatically withdrawn samples at a
lower frequency (1–3 h�1). The bioreactor system can be
operated as a constant mass, continuous culture with mea-
surement of the feed flow. It is therefore possible to vary
the dilution rate (with a precision of 0.005 h�1), and
through proper design of the feed medium it is possible to
operate the bioreactor such that there is a single limiting
substrate component, such as glucose or ammonia. Finally,
the bioreactor is equipped with gas blending, which allows
variations in the composition of the inlet gas to the bio-
reactor, so the influence of, for example, the oxygen con-
centration on the growth and production kinetics can be
studied at the same specific growth rate (16).

With advanced computer control of culture parameters
it is possible to perform very reproducible experiment,
which is of paramount importance for a fundamental un-
derstanding of the underlying cellular reactions. This is
illustrated in Figure 3, where the carbon dioxide evolution
rate is shown for two different batch cultivations of the
filamentous fungi P. chrysogenum. With remarkable repro-
ducibility the CER signal can obviously be used to map the
different phases of the batch fermentation, which were car-
ried out with sucrose as the carbon source. In the first
phase sucrose is hydrolyzed to glucose and fructose and
glucose is metabolized. When glucose is exhausted after 45
h there is a distinct shift in the metabolism, and when
fructose is exhausted after 60 h there is another shift in
the metabolism (i.e., the CER decreases rapidly). Even
when both sugars are exhausted there is still some cellular
activity due to metabolism of gluconic acid, which was
formed in the initial phase during growth on glucose (17).

In situ Sensors. An in situ sensor can be inserted directly
into the bioreactor and can be sterilized in place. Table 3
gives the characteristics of in situ sensors used to monitor
culture parameters in a typical high-performance bioreac-
tor. Most of these sensors are extremely reliable and are
used routinely not only in research laboratories but also in
industrial plants.
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Figure 3. On-line measurement of the carbon dioxide evolution
rate (CER) during two consecutive batch cultivations of P. chry-
sogenum. The batch cultures were inoculated with spores at time
zero. Source: From Ref. 5.

Table 4. Advantages and Disadvantages of Different
Measurement Principles for In Situ Biomass Sensors

Principle Advantages Disadvantages

Optical density Wide linear range Some interference
Culture

fluorescence
High sensitivity Much interference

Measurement of
cellular activity

Signal interpretation
difficult

Capacitance Wide measurement
range

Interferance from
aeration and
agitation

Measurement of
cellular activity

Signal interpretation
difficult

Ultrasonic Wide linear range Interference from
aeration and
agitation

Self-cleaning Temperature sensitive

For monitoring of culture variables there are, however,
only a few commercially available in situ sensors available,
and besides a few sensors based on enzymatic analysis of
medium components (e.g., for glucose analysis [18]), these
sensors measure biomass using different measurement
principles (see Table 4) (19). There are several commer-
cially available sensors for in situ monitoring of the optical
density, which is linearly correlated with the biomass con-
centration. These sensors have a wide linear range, but
there is interference from gas bubbles and solids in the
medium. In some sensors special designs are used to re-
duce this interference such as by passing the sample into
an internal measurement chamber (19). Sensors measur-
ing the culture fluorescence (normally the NAD(P)H-
related fluorescence) were first introduced as biomass sen-
sors, but despite high sensitivity and correlation of the
culture fluorescence with the total cellular activity, the sig-
nal from these sensors is difficult to interpret, and there is
generally a poor correlation with the biomass concentra-
tion (17,20). Measurement of dielectric properties (or ca-
pacitance) is one of the later contributions to measurement
of biomass, and it has the advantage of a wide measure-

ment range. However, the signal depends on the cellular
activity, which although it is an interesting variable, may
not necessarily correlate with the biomass concentration.
Even though none of the commercially available in situ
biomass sensors stands out as the best biomass sensor, sev-
eral of the sensors are very useful additions to the sensors
normally applied in high-performance bioreactors.

On-Line Analyzers. With the lack of reliable in situ sen-
sors for measurement of important culture variables, in-
cluding glucose and other medium components, on-line
analysis is frequently used. Here a sample is automatically
withdrawn and analyzed. For this purpose flow injection
analysis (FIA) is well suited due to its high speed, good
precision, and good reliability (21). The major drawback of
FIA is that it is a single component analysis, and even
though a novel technique termed sequential injection anal-
ysis (SIA) offers the possibility to measure several compo-
nents using the same hardware (22), other analytical sys-
tems such as mass spectrometry (MS), high-performance
liquid chromatography (HPLC), and gas chromatography
(GC) may sometimes be preferred. These analytical sys-
tems offer the ability to measure many components in a
single run, but, in general, it is difficult to match the high
measurement frequency and reliability of FIA.

A prerequisite for on-line monitoring is automatic sam-
pling, and the sampling system normally serves as the
sterile barrier between the bioreactor and the analytical
system. Automatic sampling can be performed either by
withdrawing a sample directly or by using a membrane
module. In direct sample withdrawal, a nonfiltered sample
is pumped directly from the bioreactor through a syringe
or catheter. Direct sample withdrawal is a very simple so-
lution that allows for on-line measurement of the biomass
concentration using FIA (23) and measurement of intra-
cellular components (24). However, a construction with a
syringe is not sufficiently robust to be used in an industrial
environment. For sampling via a membrane module there
are several commercially available designs (25), which can
be divided into two groups:

1. Membrane modules placed in a recycle loop connected
to the bioreactor. The advantage of these modules is
that it is possible to change the membrane while the
process is running. However, the continuous pump-
ing of the medium through the membrane loop may
have a significant effect on the cellular behavior (es-
pecially for shear-sensitive organisms).

2. In situ membrane modules, which are inserted into
the bioreactor and sterilized in place. The advantage
of these modules is that the modules do not influence
the bioreactor operation and the withdrawn sample
is a good representation of the medium in the bio-
reactor. However, to ensure mechanical breakage of
the membrane it is necessary to apply rather thick
membranes, which influences the response time (26).

With a reliable membrane module for automatic sampling
it is possible to perform routine on-line monitoring of im-
portant medium components, and if FIA is used it is es-
pecially possible to obtain high frequency measurements,
which allows precise quantification of the fluxes in and out
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of the cells (e.g., the substrate uptake rates and the prod-
uct formation rates). These fluxes form the basis for quan-
titative physiological research, as discussed later, and
high-performance bioreactors equipped with on-line ana-
lyzers for the most important culture variables are there-
fore indispensable tools in such research.

Measurement of Intracellular Variables. For quantitative
physiological studies, the measurement of intracellular
variables is extremely important. These variables should
ideally be performed in vivo, while cellular function is
maintained, but presently there are no techniques that al-
low for precise in vivo measurements of intracellular vari-
ables; therefore they are taken in vitro. To ensure that the
in vitro measurements are good representatives of the in
vivo conditions, it is critical to have techniques that allow
for rapid sampling and quenching of the cellular activity.
For the measurement of intracellular metabolites and co-
factors, such as glycolytic intermediates, ATP, and NADH,
which have a turnover time of a few seconds, it is extremely
important to have an almost instantaneous quenching of
the cellular metabolism. Using a specially designed sam-
pling module and rapid cooling of the sample in precooled
test tubes containing small glass beads, Theobald et al.
(27) were able to measure the intracellular level of many
metabolites of the EMP pathway and the cofactors ATP,
ADP, and AMP in S. cerevisiae. Furthermore, using a
freeze–quench method, where the sample is mixed with a
reagent and then quenched by pumping it into a reservoir
of liquid methanol at �40 �C, de Koning and van Dam
studied the uptake kinetics of glucose by S. cerevisiae at
the scale of 5 ms to 1 s (28). Using these sampling tech-
niques, together with HPLC and enzymatic assays, it is
possible to obtain a fundamental understanding of the me-
tabolite levels inside the cells at different growth condi-
tions, which, together with knowledge of the metabolic
fluxes (discussed later), will give the ultimate physiological
characterization.

Quantification of Morphology. For filamentous micro-
organisms there is in many cases a relation between mor-
phology and product formation. In the past, detailed stud-
ies of the growth mechanisms of these organisms have
been hampered by the lack of good experimental tech-
niques. However with the rapid development in image
analysis it has become possible to study the growth of these
organisms in much detail (29). Yet, because of the many
different processes that influence morphology, it is impor-
tant to combine experimental work and mathematical
modeling to extract information about the underlying
mechanisms. When the morphology is measured for a
given number of hyphal elements in a sample taken from
a fermentation with filamentous microorganisms, there
will be a certain distribution of properties, governed by the
underlying mechanisms for growth and hyphal breakage
(30). It is difficult to extract information about the different
mechanisms from these measurements directly. However,
using small growth chambers, where the developing mor-
phology can be monitored on-line, it is possible to obtain
fundamental information about the growth mechanisms
(12). When this information is combined with computer

simulations of hyphal element populations, it is possible to
obtain some insight into the mechanisms behind hyphal
breakage during submerged fermentations (31).

Quantitative Physiological Studies

Despite many years of extensive analysis of glycolysis, all
the details in regulation of glycolytic flux have not been
elucidated. Even in S. cerevisiae, where studies of a large
number of mutants in the glycolysis have resulted in a me-
ticulous mapping of regulation patterns, all the control
structures have probably not been revealed. Thus, it was
only a few years ago that fructose-2,6-bisphosphate was
discovered not only as an important regulator of phos-
phofructokinase but of other enzymes as well. Further
physiological studies are therefore extremely important to
identify yet-unknown regulatory patterns and regulatory
compounds. With the recent advances in genome charac-
terization it is now possible to rapidly construct many dif-
ferent mutants by introduction of gene disruptions or over-
expression of key enzymes, and this is a good basis for
further studies. However, it is important to combine ge-
netic work with quantitative physiological studies in which
gene regulation is studied under well-controlled growth
conditions, and metabolic fluxes and their control are
quantified.

Study of Gene Regulation at Well-Controlled Growth Con-
ditions. To illustrate how gene regulation can be studied
in submerged fermentations carried out in high-
performance bioreactors, two examples are considered.
The first example is regulation of the strong TAKA (or �-
amlyase) promoter of Aspergillus oryzae, which is often
used as expression promoter for production of industrial
enzymes by filamentous fungi. In the past there has been
much speculation on the regulation of this promoter, but
most studies were based on shake-flask experiments, in
which it is difficult to distinguish between repression and
induction. However, through the use of continuous cultures
it can clearly be demonstrated that there is both glucose
repression and maltose induction (32,33). Thus, by adding
a glucose pulse to a steady-state chemostat operated at a
low dilution rate, when the glucose concentration is very
low (about 5 mg L�1; i.e., derepressed conditions), it was
found that there is an immediate decrease in the �-
amylase synthesis (Fig. 4). This clearly indicates that there
is glucose repression. Furthermore, by shifting from a
glucose-based medium to a maltose-based medium when
the cells were grown under derepressed conditions (i.e., at
a low glucose concentration) it was possible to show that
there is maltose induction (33). Besides allowing qualita-
tive conclusions to be drawn, measurements of the glucose
concentration at the milligram per liter level even allowed
quantification of the degree of glucose repression (32).
These findings are consistent with mapping of the TAKA
promoter, which indicates the presence of several creA
binding sites (creAp is a regulatory protein associated with
glucose repression in filamentous fungi) and a binding site
for a protein that is induced by starch (or maltose) (34). In
a classical approach to analyze the promoter further, one
would construct promoter fragments and identify the func-
tion of the individual binding sites. In this analysis shake-
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Figure 4. Glucose repression of the TAKA promoter in A. oryzae.
At time zero a glucose pulse (resulting in a concentration of 600
mg L�1) is added to a steady-state chemostat where the glucose
concentration is low (i.e., derepressed conditions). Right after the
glucose pulse is added the production of �-amylase decreases in-
stantaneously to the level observed at high glucose concentra-
tions. The �-amylase concentration (given as units per milliliter)
therefore decreases due to washout from the bioreactor. When the
glucose pulse is exhausted (indicated by the arrow) there is de-
repression and �-amylase production increases. Source: From
Ref. 32.

Table 5. Invertase Activity in Different Haploid
Laboratory Strains of Saccharomyces cerevisiae during
Growth on Glucosea

Strain Genetic construct
Invertase activity

[U (g DW)�1]

X2180-1A Wild-type 61
TA8 Antisense, plasmid 55
TA25 Antisense, chromosomal 55
T301 Disruption 263

Note: The antisense fragments were inserted either in a high-copy plasmid
or integrated into the chromosome.
Source: From Ref. 10.

flask cultures may be useful in drawing qualitative con-
clusions (i.e., whether glucose repression has been
eliminated). However, to draw quantitative conclusions
these experiments should be followed by another set of con-
tinuous fermentation experiments.

The other example is on glucose control in the yeast
S. cerevisiae. In the production and application of
baker’s yeast, glucose repression is a serious problem. An
often-used carbon source is molasses, which consists of glu-
cose, fructose, sucrose, and raffinose (the trisaccharide
galactose–glucose–fructose), and in the uptake and metab-
olism of the different sugars glucose repression results in
lag phases. Furthermore, in the application of baker’s
yeast in break making, maltose is the typical carbon source
and glucose repression of maltose uptake and metabolism
results in a reduction in the gassing power. One approach
to alleviate glucose repression is to delete the genes coding
for key regulatory proteins, for example, MIG1, a general
repressor that influences the transcription of a number of
genes, including the SUC, the GAL, and the MAL genes.
Analysis of the effect of deletion of MIG1 can only be done
properly using well-controlled fermentation experiments,
and the effect of MIG1 deletion on sucrose and maltose
utilization has been studied using batch cultures (10,35).
Two different approaches were applied to silence MIG1:
(1) gene disruption and (2) introduction of high copy num-
ber plasmids with antisense fragments of MIG1. Use of
antisense is especially interesting in silencing genes in pol-
yploid industrial yeast strains, but even though the anti-
sense fragments were expressed, there was no change in
the degree of glucose repression (10) (Table 5). However,

with gene disruption of MIG1 a significantly higher activ-
ity of invertase is obtained during glucose consumption
(Table 5), resulting in an almost parallel uptake of glucose
and sucrose (10), as seen in Figure 5. Disruption of MIG1
was also found to partly alleviate glucose repression on
maltose uptake and metabolism in laboratory strains;
there was an almost parallel uptake of glucose and mal-
tose, whereas there was no effect of MIG1 disruption on
maltose uptake in a polyploid industrial strain (35). This
was explained to be a consequence of strong catabolite in-
activation of the maltose permease in the industrial strain
(35). Based on the physiological characterization of the re-
combinant strains it was concluded that silencing of MIG1
may alleviate glucose repression, but other effects includ-
ing catabolite inactivation, also have an important influ-
ence. Only through careful physiological characterizations
was it possible to identify the different effects.

Quantification of Metabolic Fluxes. In connection with
optimization of metabolite production, where the aim is to
direct as much carbon as possible from the substrate into
the metabolic product to ensure a high yield, it is of prime
importance to quantify how the carbon fluxes are distrib-
uted through the various cellular pathways. A very pow-
erful technique for calculation of the fluxes through vari-
ous pathways is the so-called metabolic flux analysis,
where the intracellular fluxes are calculated using a stoi-
chiometric model for all the major intracellular reactions
and applying mass balances around the intracellular me-
tabolites. A set of measured fluxes as input in the calcu-
lations is used, and these fluxes typically are the uptake
rates of substrates and secretion rates of metabolites (36–
38). If one performs experiments with 13C-enriched carbon
sources and measures the fractional enrichment of 13C in
intracellular metabolites, it is possible to apply an addi-
tional set of constraints in the model, and a better esti-
mation of the intracellular fluxes may be obtained (39).
Finally, if one applies information about the isotopomer
distributions for the intracellular metabolites much more
information is supplied, and it may even be possible to
quantify the net fluxes through reactions that are practi-
cally reversible (40).

Besides quantification of the various pathway fluxes,
and therefore determination of the carbon flows inside the
cell, metabolic flux analysis is useful for the following:

• Identification of possible rigid branch points (or
nodes) in the cellular pathways. Through comparison
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Figure 5. Alleviation of glucose repression by disruption of MIG1 in S. cerevisiae. Results are
shown for two batch fermentations carried out on a glucose–sucrose mixture: (a) with a wild-type
haploid strain and (b) with the same strain where MIG1 has been disrupted. Obviously disruption
of MIG1 results in metabolism of sucrose at a higher glucose concentration as compared with the
wild-type strain (i.e., the sucrose concentration begins to decrease right at the start of the fermen-
tation). �, sucrose concentration (mM); �, biomass concentration (OD); �, glucose concentration
(mM); �, fructose concentration (mM). Source: From Ref. 10.

of the distribution of fluxes at different operating con-
ditions and in different mutants it is possible to iden-
tify whether a pathway node is rigid or flexible (41).
Thus through metabolic flux analysis of various mu-
tants of C. glutamicum, Vallino and Stephanopoulos
(42,43) concluded that in lysine production the
glucose-6-phosphate node is flexible and the pyruvate
node is weakly rigid.

• Identification of the existence of different pathways.
Formulation of the reaction stoichiometry, which is
the basis for metabolic flux analysis, requires de-
tailed information of the biochemistry. However, for
many microorganisms certain details in the pathway
stoichiometries are unknown, and it may not be
known whether a given pathway is active. Further-
more, in many cells there are several isoenzymes
whose functions are not known in complete details.
By calculating the metabolic fluxes with a different
set of cellular pathways it may be possible to identify
which pathway is most likely to exist or to obtain in-
dications of the functions of different isoenzymes
and/or pathways. Thus, in analysis of anaerobic
growth of S. cerevisiae, we found that alcohol dehy-
drogenase III, a mitochondrial enzyme whose physi-
ological function has not been identified, plays an im-
portant role in maintaining the redox level inside the
mitochondria (38). However, this type of analysis
should always be followed by enzyme assays in which
the presence of enzyme activity in cell extracts is
tested.

• Calculation of nonmeasured extracellular fluxes. Nor-
mally the number of fluxes that can be measured is
larger than what is needed for calculation of the in-
tracellular fluxes. In this case it is possible to calcu-

late some of the extracellular fluxes, such as the rate
of production of various by-products, by use of the
stoichiometric model and the measured fluxes.

• Examination of the influence of alternative pathways
on the distribution of fluxes. In connection with opti-
mization of metabolite production it may be possible
to identify one or several constraints for increasing
the yield of a metabolite on the substrate or the flux
leading to the desired metabolite. In these cases it is
possible to envision various scenarios, such as ex-
amining whether insertion of a new pathway or an
isoenzyme (or perhaps deletion of an isoenzyme) can
have a positive effect on removing this constraint,
leading to an increased flux toward the desired me-
tabolite. In a study of penicillin production we cal-
culated that the yield of penicillin on glucose is likely
to be higher if cysteine, one of the precursors for pen-
icillin production, is synthesized by direct sulfhydry-
lation rather than by the transsulfuration pathway
claimed to exist in P. chrysogenum (37).

• Calculation of maximum theoretical yields. Based on
a stoichiometric model it is normally possible to cal-
culate the maximum theoretical yield of a given me-
tabolite if a given set of constraints is specified. This
value is of interest because it specifies an upper limit
for the yield in the process. This has been illustrated
both for lysine production by C. glutamicum (36) and
for penicillin production by P. chrysogenum (37). In
these calculations it is necessary to introduce a con-
straint, for example, that reactions do not run in ther-
modynamically unfavorable directions.

Control of Metabolic Fluxes. One of the most important
aspects of quantitative physiology is control of flux. As dis-
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Table 6. Overview of Methods for Determination of Flux Control Coefficients

Method Procedure Advantages and disadvantages

Direct

Genetic manipulations Alternate the expressed enzyme activity through
genetic manipulation, such as by inserting
inducible promoters

Robust method that gives direct answers, but is very
laborious

Enzyme titration Vary the enzyme activity through titration with
purified enzymes

Simple and straightforward procedure, but it can only
be applied for pathway segments that are completely
decoupled from the rest of the cell

Inhibitor titration Vary the enzyme activity through titration with
specific inhibitors

Simple and easy to apply, but requires the existence of
specific inhibitors

Indirect

Double modulation Measure the metabolite levels at different
environmental conditions and determine the
elasticity coefficients by calculation of
differentials

Elegant approach, but it requires two independent
changes in the metabolite levels, which are difficult
to obtain due to the high degree of coupling between
intracellular reactions

Single modulation Similar to double modulation, but it is based on
knowledge of one of the elasticity coefficients

More robust than double modulation, but it requires
knowledge of one elasticity coefficient

Top down approach Based on grouping of reactions and then using
double modulation, for example

Very useful, but do not directly give all the FCCs of
the system

Kinetic models Direct calculation of the elasticity coefficients from
a kinetic model

Robust, but relies on the availability of a reliable
kinetic model for the individual enzymes in the
pathway

cussed, the concept of metabolic flux analysis is useful for
studies of interactions between different pathways and for
quantification of flux distributions around branch points,
but it does not allow for evaluation of how the fluxes are
controlled (i.e., how the rates of synthesis and conversion
of metabolites are kept in close balance over a very wide
range of external conditions without catastrophic rises or
falls in the metabolite concentrations). The discoveries in
the 1950s of feedback inhibition, cooperativity, covalent
modification of enzymes, and control of enzyme synthesis
introduced a number of molecular effects that may play a
role in control of fluxes. With these many different mech-
anisms it is not surprising that disputes often arises over
how the flux through a given pathway is controlled. Since
the many reports on enzyme regulation typically are ver-
bal and qualitative (e.g., phosphofructokinase is the major
flux-controlling enzyme of glycolysis in muscle), it is diffi-
cult to discriminate between different findings, and in
many cases different findings may seem conflicting. Fur-
thermore, one often finds terms such as rate-limiting steps
and bottleneck enzyme when control of flux is discussed.
Thus, the early findings that it is the first enzyme in a
pathway or the first enzyme after a branch that is under
some type of control (e.g., by feedback inhibition) often re-
sults in statements such as “the first step in a pathway is
the rate-limiting step.”

The concept of metabolic control analysis (MCA) tells us
that these kinds of qualitative statements have no mean-
ing, since flux control is distributed over all the steps in a
pathway, but that some steps may exert a higher degree of
flux control than others. The concept of MCA was devel-
oped from the landmark papers of Kacser and Burns (44)
and Heinrich and Rapoport (45). Its basis is a set of param-
eters, called elasticity coefficients and control coefficients,

that quantify the control within a reaction network. The
elasticity coefficients are given by

X �mj ii� � (1)xj m �Xi j

and they express the sensitivity of the rates of the enzyme-
catalyzed reactions (mi) toward the metabolite concentra-
tions (Xj). The most often used control coefficients are the
flux control coefficients (FCCs), which are given by

m �Ji iJjC � (2)i J �mj i

The FCCs express the fractional change in the steady-state
flux through the pathway (Jj) that results from an infini-
tesimal change in the activity of the enzymes (or reaction
rates). The FCCs and the elasticity coefficients are related
to each other via the summation theorem, which states
that the sum of all the FCCs is 1, and the connectivity
theorem, which states that the sum of the product of the
elasticity coefficients and the FCCs is zero.

Three different groups of experimental methods are
available for determination of the FCCs:

• Direct methods, where the control coefficients are de-
termined directly

• Indirect methods, where the elasticity coefficients are
determined and the control coefficients are calculated
from the theorems of MCA

• Transient metabolite measurements, where the me-
tabolite concentrations are measured during a tran-
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sient and this information is used to determine the
control coefficients (46)

Table 6 gives an overview of the different direct and indi-
rect methods.

Whereas the elasticity coefficients are properties of the
individual enzymes, the FCCs are properties of the system.
The FCCs are therefore not fixed but change with the en-
vironmental conditions. This has been illustrated in anal-
ysis of the penicillin biosynthetic pathway (47,48). Based
on a kinetic model for the enzymes in this pathway, the
FCCs were calculated at different stages of fed-batch fer-
mentation, and a drastic shift in the flux control was found.
During the first part of the cultivation the flux control was
mainly at the first step in the pathway, the formation of
the tripeptide LLD-ACV by ACV synthetase (ACVS). Later
in the cultivation flux control shifted to the second step in
the pathway, the conversion of LLD-ACV to isopenicillin N
by isopenicillin N synthetase (IPNS). This shift in flux con-
trol is due to intracellular accumulation of LLD-ACV,
which is an inhibitor of ACVS. Obviously, it makes no sense
to talk about a rate-limiting step or a bottleneck enzyme
in this process. Besides the shift in flux control, it is inter-
esting to note that most of the flux control is by the first
two steps in the pathway (48). Furthermore, through anal-
ysis of the kinetic model it was found that the value of the
FCCs depends on the dissolved oxygen concentration,
which is a substrate in the IPNS catalyzed reaction (48).
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INTRODUCTION

Scope

The scope of this article is limited to design of agitated
vessels used for aerobic, single-cell (bacteria and yeast),
and filamentous (bacteria and fungi) fermentations. It
presents general design principles, combining basic con-
cepts with practical matters including regulatory compli-
ance, safety, maintenance, cleanability, ease of use, and
cost, all of which are strongly interrelated. It focuses pri-
marily on fermenters used to produce human and animal
health products or their precursors, but the general ap-
proaches discussed are applicable to other types of prod-
ucts (e.g., industrial enzymes, food products); the primary
differences are emphasized.

Included in the presentation are fermenter vessels; ag-
itation; aeration; heat transfer; sterilization; cleaning; and
piping systems. Control and data acquisition are discussed
only to the extent that they influence the items already
noted.

It is assumed that the reader is familiar with the basics
of fermentation, general fermenter construction, and no-
menclature. Those not having such background are ad-
vised to consult basic references (1–3).

Design Philosophy

Our basic philosophy comprises the following simple prin-
ciples:

1. Each design case has unique requirements and calls
for individualized application of the basic design con-
cepts and practices discussed herein. The one-size-
fits-all approach usually results in sleeves that drape
into your food, arm holes that cut off circulation,
pant legs that are made to trip over, or some com-
bination of these features and others. The magic
number approach—all problems have simple solu-
tions based on codified numbers such as fixed geo-
metric ratios (4)—leads to the same place.

2. Successful design requires a systems approach. A
fermenter is a system that is part of a process sys-
tem, and the process is part of a plant system. All
these systems interact with each other, with real
people, with control systems, and with other systems
related to regulatory compliance, safety, documen-
tation (including protocols, SOPs, etc.), change con-
trol, maintenance, and so forth. Failure to take these
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interactions into account during fermenter design
usually results in considerable pain, not only for
those guilty of the omission, but also for innocents
who were never asked for planning and/or design in-
put, but who must live with the result. Note that
appropriate documentation, protocols, SOPs, change
control, and so on should be considered important
elements of design and operation of any plant, li-
censed or not.

3. Compromise is always necessary. Nothing in any
project is 100% right, and nothing has to be. He or
she who looks for 100% of anything will hold up a
project needlessly and will generate a lot of animus.
(The words actually used in such cases cannot be
used here.)

4. The time to be thinking about all of these points is
prior to and during design, not when you’re standing
on the plant floor trying to validate a continuous
mixer that has only one port and no instrumenta-
tion.

We discuss next the bases for safety and regulatory con-
siderations, primarily to sensitize readers to these issues
early on. They are all too often overlooked during early
stages of design, when the focus is on satisfying process
requirements (e.g., oxygen transfer). Unfortunately, this
frequently leads to important constraints being ignored
and hence to designs that require expensive and often cum-
bersome “fixes.”

SAFETY AND REGULATORY COMPLIANCE

All fermenter designs are influenced by safety and regu-
latory factors, the extent depends on (1) the nature of the
product and its intended use, (2) the process, and (3) the
nature and location of the facility. For example, even fer-
mentation products not regulated by the U.S. Food and
Drug Administration (FDA) must adhere to safety require-
ments, which in some cases are very strict. Furthermore,
no professional design can escape the effects of a long list
of code requirements, for example, the ASME pressure ves-
sel code (5). By the same token, not all products that are
FDA regulated are equally affected by safety, regulatory,
and code requirements. We must consider each case on the
basis of its own unique requirements.

Our objective in the rest of this section is to introduce
some of the requirements and to provide some rational ba-
ses for their implementation, details of which are dis-
cussed later. Much of the discussion is directly applicable
to fermenters used for production of human or animal
health products or for their precursors, but also applies to
other cases to varying extents.

Containment: Worker and Community Biosafety

A fermenter must be an integral part of a system designed
to insure safety at three levels: product, worker, and com-
munity. Many of the methods used to protect the product

also serve to protect the plant personnel and the commu-
nity (e.g., use of closed systems and HEPA filters); however,
there are potential points of conflict (6). For example, some
containment practices that call for completely welded hard
piping to a contained drain line for any condensate that
could be exposed to culture fluid could expose the product
to drain line contaminants. One resolution of this problem
is to use steam locks in all such lines. All such conflicts
encountered to date have been resolved, but not always
easily or relatively inexpensively.

Insurance of product safety is tied primarily to compli-
ance with FDA (or similar organizations) regulations. This
will be considered in the subsection “Product Safety.” Here
we deal with worker and community safety.

Protection must be provided against potential ill effects
of fermentation products (e.g., cytotoxins, allergens), or-
ganisms (e.g., pathogens, whether recombinant or not), fer-
mentation byproducts (e.g., pharmacologically active pre-
cursors of the active product), or some combination. The
practice of providing such protection is called containment,
which is defined as insuring that deleterious fermentation
components can’t be transported to any area inside or out-
side the plant before they have been rendered harmless.
To accomplish this, containment must be exercised at sev-
eral levels (7). We consider in this article only direct or
“primary” containment of fermenters; however, one should
not lose sight of the fact that the other levels must be con-
sidered during fermenter design, if for no other reason
than to ensure that the fermenter design and operation
will be consistent with the overall containment strategy.

Containment levels have been defined by the National
Institutes of Health (NIH) (8), based on the potential dan-
ger of organisms. These levels, in increasing order of po-
tential danger are GILSP, BL1-LS, BL2-LS, BL3-LS, and
BL4-LS. (BL4-LS must be handled on a case-by-case basis
in consultation with the Centers for Disease Control and
others. It is, thank goodness, well beyond our scope.) There
are other classifications that have been developed in the
United Kingdom (9), the European Union (10), and else-
where, but these do not differ markedly from the U.S.
scheme. It is important to know that (1) all of these guide-
lines address what must be accomplished but not how they
should be accomplished, and (2) there is not complete
agreement on what is actually required to implement the
guidelines. In addition, the guidelines do not address con-
tainment of products. Although many of the considerations
for product containment are the same or very similar to
those for organism containment, there are some very im-
portant differences. Here, we confine our attention to or-
ganisms; the interested reader should consult the Refs.
11–14 for more specific information concerning hazardous
products. One also should consult U.S. Environmental Pro-
tection Agency (EPA) regulations applicable to microor-
ganisms and their products.

Most existing processes use organisms that require ei-
ther GILSP or BL1-LS containment; nevertheless, many
plants are built to satisfy requirements for BL2-LS (actu-
ally, somewhere between BL2-LS and BL3-LS). The rea-
sons for this include satisfying FDA requirements (e.g.,
safety of the product) and the fact that the additional cost
is not large and is relatively cheap insurance. There also
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is the oft-stated reason that such a route insures greater
flexibility for future operation (15). One might add to this
the fact that the rules are not well established and that
requirements could change substantially between the time
of design and the time production begins. It also is worth
noting that there is growing interest in using organisms
that do, in fact, require BL2-LS and even BL3-LS contain-
ment, which will probably focus greater attention on fur-
ther development of acceptable implementation practices
as well as changes in the guidelines. Note that equipment
requirements and cost for BL2-LS and BL3-LS are cur-
rently about the same (this probably will change); BL3-LS
facilities requirements and cost are very much greater
than for BL2-LS.

Finally, it is important to note that containment is noth-
ing new. Highly pathogenic organisms have long been used
to produce therapeutics and biological warfare compo-
nents; hence, there is a considerable body of experience
dealing with the subject (11,16). There also is considerable
guidance to be had from the nuclear industry; neverthe-
less, the natures, sizes, and large number of new commer-
cial processes, along with new methods, materials, and so
on, will force heightened awareness, scrutinity, review, and
modernization or change.

Physical Safety

Most physical safety issues are addressed by U.S. Occu-
pational Safety and Health Administration (OSHA) re-
quirements (17) and by various national codes such as the
ASME Pressure Vessel Code (5) and the National Electri-
cal Code. There also are many local construction codes that
must be satisfied. Among these are various earthquake-
resistant construction codes that are also applicable to con-
tainment considerations. And then there are the require-
ments of the final arbitors: the insurance companies.

Product Safety

We focus here on FDA requirements, but the reader is
urged to keep in mind that he or she also must consider
those of other regulatory agencies and be aware of the un-
settling facts that it is not always clear which agency has
jurisdiction, and there often are conflicting requirements.

The primary purpose of FDA regulations is to insure
product safety, purity, and efficacy. The legal bases for the
regulations and their enforcement can be found in the Code
of Federal Regulations (CFR) (18) and a number of other
FDA documents such as Points to Consider (19,20), In-
spection Guides (21,22), and Guides to Industry (23,24). In-
dustrial implementation of all the regulations, along with
ongoing improvements, is referred to as current good
manufacturing practices (cGMP).

There is an endless stream of writings in professional
journals, short courses, and such concerning the regula-
tions and cGMP practice. Unfortunately, there is a great
deal that is not covered clearly in writing, and there is a
constant proliferation of new and/or revised guidelines fol-
lowed closely by lots of (frequently conflicting) interpreta-
tions and opinions. In addition there has been a problem
of nonuniform application. For example, regulatory scru-
tiny has been far stricter for fermenters used to pro-

duce active molecules directly than for those used to pro-
duce precursors; there has been considerable variation
from product to product within a given class; and manu-
facture of human drugs has been regulated much more rig-
idly than manufacture of animal drugs. While understand-
able to some extent, such nonuniformity has caused
considerable confusion. These gaps are beginning to be
closed, and this may have considerable influence on the
design of fermenters—particularly those used to produce
precursors and animal drugs.

In simplest terms, cGMP requires that the combination
of fermentation process equipment and operating protocols
must consistently yield product that meets acceptable
specifications and is capable of being converted/purified
consistently to final product, meeting approved product
specifications. From this general sense of intent it can be
argued that failure to have control over the fermentation
puts the final product at risk. Few would argue with this
general concept; however, there is considerable debate as
to interpretation and extent.

Requirements that flow from the need to have control
are based on relatively simple ideas:

1. If an organism is subject to environmental, medium,
or other conditions outside the range in which it is
known to yield product meeting acceptable specifi-
cations and capable of being converted/purified con-
sistently to final product meeting approved product
specifications, then we have no guarantee that it
does not produce other products with which the re-
covery system can not cope and that can escape de-
tection by the analytical methods in place.

2. If a fermenter becomes contaminated with other mi-
crobes, said microbes could produce toxins that could
be carried undetected to the final product. It is pos-
sible that this could occur without altering the be-
havior of the process organism. It also is possible
that products of the contaminant could cause the
process organism to make toxins that could go un-
detected into the final product. Given these possibil-
ities, plus the fact that it is not possible to prove that
the contaminant will always be the same, evidence
of contamination is evidence for lack of control.

3. If a fermenter is not cleaned properly, deleterious mi-
crobial or nonmicrobial products could remain to con-
taminate the next batch in such a way that impuri-
ties could be carried undetected to the final product.
Similar statements can be made about other contam-
inants introduced via other routes as a result of poor
cleaning practices.

Again, it is unlikely that many would argue with these
points, but again there is considerable debate as to inter-
pretation and extent.

Requirements 1–3 can be translated to specific re-
quirements for, among other things, controllability and re-
liability of fermentation conditions, sterilization, and asep-
tic and cleaning operations. Controllability requires that
the fermenter and its subsystems be designed and con-
structed in ways that make possible control of environ-
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mental variables within the operational ranges required.
This obviously means that mechanical design must be in
harmony with control system design.

Sterilization/aseptic operation translates to (1) destroy-
ing any microbial contaminants that may be present in any
part of the equipment that might contact process fluids and
(2) insuring that no microbes (other than the production
organism) can enter after the equipment has been steril-
ized. The latter embodies the concept of the “sterile bar-
rier.” To these ends, the following apply:

• The fermenter and all its ports and direct attach-
ments must be sterilizable.

• All piping that will contact process fluids (including
additives) and/or provide paths into the system (e.g.,
the air exhaust line) must be sterilizable initially.
Some (e.g., sampling lines, addition lines) must also
be sterilizable at any time during a fermentation.

• Inlet gases (e.g., air, oxygen) and all additives (e.g.,
medium components, acid, base, antifoam) must be
sterilized before they contact any sterile process pip-
ing.

• All penetrations (e.g., drive shaft, probe ports) must
be sterilizable.

The preferred sterilization method is automatic steriliza-
tion-in-place (SIP) with steam. This is discussed at length
later.

Clean operation requires, among other things, the fol-
lowing:

• The system must be designed such that any surface
that can contact a process stream can be cleaned con-
sistently to a level that insures that the product will
be free of soils resulting from a fermentation.

• Nothing in the system that comes in contact with pro-
cess fluid can introduce unacceptable and unidenti-
fiable materials.

Note (for example) that 21 CFR 211(Part D) (guidelines for
design of equipment for licensed facilities) does not have
any specific requirements for fermenter sterilization or
cleaning; however, the preceding discussion coupled with
the intended use and cGMP concepts makes it difficult to
to argue the point. But again, there remain the questions
of rational interpretation and extent of application.

Riding along with cGMP is the practice of validation.
This is an extensive, expensive, and controversial area for
which and about which reams of reams have written. Fol-
lowing is the formal definition of validation:

Establishing documented evidence that provides a high degree
of assurance that a specific process will consistently produce a
product meeting its predetermined specifications and quality
attributes. (25)

What this means is that not only does the equipment
have to be designed, installed, and operated so as to run
consistently within well-defined ranges of process vari-
ables to consistently yield product that meets acceptable

specifications and is capable of being converted/purified
consistently to final product, meeting approved product
specifications, but that there must be adequate documen-
tation to prove this before product can be sold. In addition,
one must demonstrate that this goal can be achieved under
so called worst-case conditions; there is often considerable
debate as to what this really means (26). It is beyond our
scope to consider validation in detail. Suffice it to say that
it can translate to checking and testing every component
of the equipment and documenting not only its proper
function but also its history. The brave of heart are referred
to the bulging literature on the subject; Refs. 27–30 pro-
vide a start.

All of this means we must take great care to consider
all the details, such as materials, corrosion issues, ma-
chining methods, vendors, welds, and types of steam and
water, keeping in mind that all must be considered as part
of a system that must interface “seamlessly” with the sys-
tems of cGMP and validation. Failure to consider this be-
fore and during design is almost always very costly. Design
should be done so as to facilitate validation, and subse-
quently, routine cGMP operation, maintenance, and so
forth. “Simple” things such as judicious placement of ac-
cess valves and piping isolation can go a very long way to
ensuring minimum pain and maximum operability. Hav-
ing said all this, we reiterate that not all fermenters are
subject to all these requirements, and even those that are,
are subject to them in varying degrees (at least in practice).

DESIGN BASIS AND OTHER GENERAL CONSIDERATIONS

A design basis for fermentation equipment should derive
from a facility/process design basis. The latter should in-
clude (among other items) the general nature of the facility
(e.g., research and development vs. production, single
product vs. multiuse); product(s) specifications; regulatory,
containment, and other requirements; level of automatic
operation; general processing scheme (e.g., batch); nature
of individual process steps; productivity, concentrations,
and so forth; cleaning requirements; special considerations
(e.g., earthquake-proof construction); critical valving and
instrumentation; staffing requirements and constraints;
architectural and general floor plan constraints; and util-
ities. Most of these will have some influence on fermenter
design—some in more subtle ways than others.

It is difficult to overstate the importance of the initial
definition that will derive from the design basis. Obviously,
a rational design basis for a fermenter must also be based
on fermentation characteristics as well as operating cycle
and productivity required (which should derive from the
overall process design basis). From these will flow the sizes
and number of vessels, and definitions of oxygen transfer,
heat transfer, power, and bulk mixing requirements. The
design must satisfy these but must also satisfy require-
ments for regulatory compliance, safety, cleaning, facile
operation, and maintenance. All of these factors are highly
interactive (e.g., design for oxygen transfer affects design
for cleaning); hence, responsible design will almost always
require several iterations to ensure the greatest probabil-
ity of success and to minimize lost time caused by instal-
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lation, operation, and various problems. The iterative na-
ture of the design (and, unfortunately, construction)
process makes most important the existence of a well-
crafted, well-implemented, and well-documented change
control process. Finally, as with any engineering project,
failure to have a solid basis of design, a complete scope,
accurate process flow diagrams and piping and instrumen-
tation diagrams (P&IDs), and accurate process timing will
almost certainly result in added cost, lost time, and worse.

PROCESS REQUIREMENTS: BASICS

One of the first steps in fermenter design is translation of
process demands to oxygen transfer, heat transfer, bulk
mixing, and power requirements—the so-called transport
processes (TPs). Sound translation is not straightforward
because the TPs interact not only with each other, but also
with vessel geometry and other design factors. The nature
of each TP and the relationships among them vary with
the process requirements. They also vary significantly
with the basic nature of the organism and the culture
broth. The major factors here are the rheological nature of
the broth and the sensitivity of the organism to fluid me-
chanical forces. In some cases, sensitivity of the organism
to temperature and other environmental factors, such as
pH, impose tighter constraints (e.g., wall temperature con-
trol, uniformity of mixing).

Single-cell organisms (most bacteria and yeasts) tend to
tolerate fluid forces very well (there are a few exceptions)
and tend to have low-viscosity, Newtonian broths. Mycelial
organisms (fungi and some mycelial bacteria such as strep-
tomycetes) tend to be more prone to damage by fluid me-
chanical forces than are single-cell organisms and tend to
have high-viscosity, non-Newtonian broths. Detailed dis-
cussion of all these factors is beyond the scope of this ar-
ticle; however, we now discuss a few points concerning
rheological behavior, and point to fluid effects wherever
appropriate in the remainder of the article.

Broth Rheology and Its Effects on Transport Processes

Newtonian viscosity depends only on composition and tem-
perature; the nature of the fluid motion does not affect it.
Non-Newtonian viscosity does depend on the nature of the
fluid motion. This dependency is usually expressed in
terms of fluid shear rate (a measure of how rapidly fluid
velocity changes from one point to another point close by).

There are several types of non-Newtonian behavior
(e.g., pseudopalstic, Bingham) that can be described quan-
titatively by a host of mathematical models. One model
used frequently to describe non-Newtonian fermentation
broths (31–33) is the so-called power law:

(n�1)g � Kc (1)

where g is viscosity, c is shear rate, and n and K are con-
stants. Such relationships can be useful if one has rheolog-
ical data for the subject broth and if the design correlations
used incorporate rheological properties in a meaningful
and accurate way. It is seldom that either of these condi-
tions is satisfied, and almost never that both are satisfied.

Also, there is a considerable amount of misleading and/or
inaccurate information in the literature concerning broth
rheology, its measurement, and its use; the reader is cau-
tioned to tread carefully in this area (4,34). If accurate
viscosity information is available, it can be a valuable qual-
itative and sometimes semiquantitative guide, if inter-
preted and used properly.

Mass transfer (oxygen), heat transfer, and bulk fluid
motion all depend strongly on rheological characteristics.
Generally, all are poorer in non-Newtonian than in New-
tonian broths; indeed, the rheological characteristics of
mycelial broths can and do impose severe constraints. Two
of many examples are the following:

1. Heat and oxygen transfer rates tend to be anywhere
from 50 to 5% of what they would be for typical (e.g.,
Escherichia coli) bacterial fermentations.

2. Bulk mixing quality (homogeneity) is much poorer
than in typical Newtonian broths; therefore, accu-
rate monitoring and control are much more difficult.

Difficulties associated with viscous, non-Newtonian
rheology also extend to other areas such as cleaning.

Oxygen Transfer/Aeration

Please note that in this and subsequent sections we in-
clude design and operating rules of thumb based on our
experience and the experiences of others. They are in-
tended to be helpful guides, not edicts.

Requirements. Oxygen transfer rate (OTR) require-
ments are usually dictated by conditions during the most
active part of the growth phase (other phases require oxy-
gen, but supply rate usually is not as high). The require-
ment is calculated from

�1OTR � (Y ) (lX) (2)x /o max

where l is the specific growth rate (h�1), X is the cell mass
concentration (g/L dw), and Yx /o is the cell yield coefficient
on oxygen (g cells dw/g O2). Note that the maximum
growth rate and maximum cell mass are not always
reached simultaneously.

Satisfying the Oxygen Material Balance: Gas Flow and Lin-
ear Velocity. The very first thing we must do in satisfying
an OTR requirement is to insure that we have a closed
oxygen material balance. For most practical operating con-
ditions, the rate of change of oxygen inventory in a fer-
menter is very small compared to oxygen flows in the inlet
and outlet and to the OTR. It also can be demonstrated
easily that the total molar flow rate of gas does not change
enough to cause any loss of sleep. Given these practical
realities, the oxygen material balance is

OTR � (1,000 � 60)F(y � y )/V (3)in out L

where, F is the gas flow rate (mol/min), y is the mole frac-
tion of oxygen in the gas, and VL is the liquid volume (L).
Note that the usual units for OTR are millimoles per liter
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per hour and that the factors of 1,000 and 60 in equation
3 are conversion factors needed to keep unit consistency.

The material balance also can be expressed as

F � OTR � V /(1,000 � 60 ey ) (4)L in

where e is the oxygen transfer efficiency and yin is the ox-
ygen mole fraction in the inlet gas. Equation 4 is a more
useful form because we know that under practical condi-
tions e will be between 0.15 and 0.35 for typical Newtonian
broths, and between 0.05 and 0.15 for typical non-
Newtonian broths.

As a general rule, heroic efforts will be required to get
OTRs over 300 mmol/(L h) in large fermenters (�5,000 L).
Even if the effort is expended and it is successful, it will
usually create heat transfer problems (see later) that will
require even greater effort to overcome. Our advice is to
consider other options very seriously.

The material balance provides information about the
gas volumetric flow rate, which often is expressed as the
standard flow, mstd, in units of standard liters per minute
(SLPM):

m � 22.4F (5)std

This is useful because most flow meters are calibrated in
terms of standard flow; however, actual flow is more useful
for fermenter design purposes. One problem encountered
in calculating the actual flow is that it increases from the
bottom to the top of the broth because of pressure change.
As a practical matter, however, it is usually adequate to
use the average pressure in the tank:

m � m � (1/P )(T /298) (6)act std avg f

where mact is the gas flow at average pressure (L/min), Pavg

is the average pressure (atm, abs), and Tf is the fermen-
tation temperature (K). One might want to revisit this for
very tall vessels.

The standard gas flow rate also is expressed in standard
gas volumes per liquid volume per minute (VVM).

Among the important information that can be obtained
from mact is the gas linear velocity, VS (cm/min):

2V � 4 � 1000 m /(p � D ) (7)S act t

where Dt is the inside diameter of the fermenter. VS affects
mass transfer, deliverable power via the impellers, foam-
ing, gas holdup, and aerosol formation. As a rule of thumb,
VS should be held below 200 cm/min to avoid problems
associated with excessive gas holdup, foaming, and aerosol
formation. These effects are discussed later.

Mass Transfer. The rate at which oxygen can be trans-
ferred is dictated by three factors: the driving force, the
resistance to transfer, and the contact area between the
gas and liquid phases. This is usually expressed as

OTR � K a(DP) (8)g LM

where Kg is the mass transfer coefficient ([mmole M]/[L h

atm]), and a is the interfacial area per unit volume
(M2/M3). (DP)LM is the log mean pressure driving force, de-
fined as

(DP) � (P � P )/LN[(P � P*)/(P � P*)]LM O,in O,out O,in O O,out O

(9)

where PO,in is the partial pressure of oxygen in the gas inlet
(atm, abs), PO,out is the partial pressure of oxygen in the
gas outlet (atm, abs), and is the partial pressure of oxy-P*O
gen that would be in equilibrium with the dissolved oxygen
concentration in the existing liquid (atm, abs). Note that
use of the log mean driving force assumes that the liquid
is mixed perfectly (homogeneous liquid phase) and that the
gas moves in plug flow through the fermenter. These as-
sumptions are acceptable for most low-viscosity Newto-
nian broths, but they can be quite poor for high-viscosity,
non-Newtonian broths. Unfortunately, no useful alterna-
tives have yet been proposed; therefore, extra caution
should be exercised in interpreting calculated results for
non-Newtonian broths.

Other mass transfer coefficients are used for driving
forces other than (DP)LM. The most common among these
is kla (min�1), which is used in conjunction with a dissolved
oxygen concentration driving force. The reader is cau-
tioned that Kga and kla are sometimes confused with each
other—even in the literature.

A given OTR requirement can be satisfied by various
combinations of driving force and mass transfer coefficient.
It is important to note, however, the following:

• Factors that influence driving force also can influence
Kga.

• Each combination will have different effects on the
ultimate design of the vessel, piping system, and sup-
port systems, as well as on operational factors related
to regulatory compliance cleaning, maintenance, and
so on. Such effects are discussed as we proceed.

Driving force is affected by total pressure, gas inlet oxy-
gen mole fraction, total gas flow rate, and the dissolved
oxygen concentration. Total pressure and oxygen mole
fraction affect the oxygen partial pressure directly. The ef-
fect of total gas flow is a bit more subtle. For a given oxygen
transfer rate, increasing the total gas (fixed inlet condi-
tions, pressure, etc.) increases the mole fraction of the out-
let gas flow, thereby increasing the average mole fraction
of oxygen in the gas; hence, the average driving force is
increased. This can be seen quantitatively via an oxygen
material balance which gives

P � P � OTR � P/(1,000F) (10)O,out O,in

where P is the total absolute pressure (atm) and F is the
total molar flow (mmol/h) of gas.

The characteristics of Kg and a are complex and not
completely understood. Our first clue to this is that Kga is
expressed as a product in terms of empirical correlations
(we don’t understand enough about them to get reliable
quantitative guidance from first principles). Typical cor-
relations have the form



FERMENTER DESIGN 1163

u jK a � d � (P /V ) (V ) (11)g g L S

where Pg is the power delivered to aerated broth (HP), VL

is the unaerated liquid volume (L), and d, u, and j are usu-
ally advertised as constants. There also a several varia-
tions on this form. A discussion of all the fine points of such
correlations is beyond our scope; however, the the reader
should take note of the fact that published correlations
usually cannot be relied upon to provide accurate predic-
tions. They should be used as qualitative or semiquanti-
tative guides only. Reasons for this caveat include the fol-
lowing:

• They are usually applicable only under conditions at
or near the ones used to develop them. Unfortunately,
most are developed at scales and under conditions
that are not realistic for production.

• They can have pronounced dependence on fermenter
geometry.

• They do not scale up well, or at all. The “constants”
in equation 11 and its relatives usually aren’t con-
stant.

These caveats should be made more emphatically for vis-
cous non-Newtonian broths than for Newtonian broths be-
cause non-Newtonian rheological characteristics can have
profound effects on Kga (as well as the other transport
properties). Most Kga correlations do not account for broth
rheology. Those that do, usually do so inadequately or in
ways valid only for a particular broth. It also is important
to note that the broth rheology can vary dramatically dur-
ing a fermentation and that the rheological characteristics
can be affected by the fermentation conditions, ranging
from the nature of the inoculum to the history of the agi-
tation speed.

As noted earlier, we can get some qualitative guidance
from the form of equation 11. We’ll do that, but please keep
in mind that the relationships are highly nonlinear, the
factors that influence Kga are dependent on each other in
practical operation, and it is not always possible to control
variables at the levels you would like. For example, equa-
tion 11 predicts that increasing power input per unit liquid
volume will increase Kga. This usually turns out to be true
in practice if the power can actually be delivered to the
fluid and delivered in a manner that will contribute to Kga.
Such might not be true in any given case.

The fact that a drive’s power rating is 100 hp doesn’t
mean that 100 hp can be delivered to the broth. Delivera-
bility depends on, among other things, geometry (vessel
and agitator), rheology, agitator speed, and gas linear ve-
locity (see later). The effects of all are complex and inter-
active; the interrelations are more complex for non-
Newtonian broths than for Newtonian broths. The manner
in which power is delivered depends largely on impeller
type and broth rheology. For example, oxygen transfer
rates to highly viscous, non-Newtonian mycelial broths
have been shown to be larger for A-315 (hydrofoil) impel-
lers than for Rushton (disk turbine) impellers delivering
the same power (35). There appears to be no meaningful
difference for Newtonian broths.

The bottom line is that one should try to obtain exper-
imentally determined correlations for the subject organism
and broth at meaningful scales. Failing that (which usu-
ally is the case because of time and resource constraints),
one should try to use correlations developed for systems as
similar as possible to the one at hand. Considerable art is
involved here.

The reader can find more about Kga in the literature
(35–38).

Power

Power delivered to the broth is used for micromixing and
gas dispersion, which are related to mass transfer, and ma-
cromixing, which provides overall homogeneity (discussed
later). Agitated vessel power is delivered via two mecha-
nisms: direct mechanical power from the impellers and gas
expansion. The bulk (�90%) of the power comes from the
impellers as long as the fluid motion is under their control,
a condition that prevails so long as the impellers are not
flooded. There are reasonably reliable correlations avail-
able to determine flooding conditions for Newtonian broths
(39); however, flooding usually is not a problem under typ-
ical conditions used in most Newtonian broth fermen-
tation. Flooding is more likely in highly viscous, pseudo-
plastic broths typical of mycelial and polysaccharide
fermentations because the viscosity near the impeller is
much lower than in the rest of the broth. As a result (as-
suming air is introduced under the impeller), air tends to
channel toward the impeller, thereby enshrouding it and
decreasing the deliverable power (4). This can dramati-
cally decrease overall mass transfer (and heat transfer)
rates and quality of bulk mixing quality (see later). Reli-
able flooding correlations for non-Newtonian broths have
not been published, but some companies have accumulated
a considerable amount of data for the fermentations they
practice.

Calculation of power input relies on empirical correla-
tions. As with Kga, many correlations have been published
(see for example Refs. 40–42), but they are not particularly
reliable for many of the same reasons given for the unre-
liability of Kga correlations; therefore, we give the same
advice here as we did for Kga.

Among the more popular approaches used is the one
that relies on the aeration number, NA (dimensionless), de-
fined as

3N � m/ND (12)A i

where m is the gas volumetric flow rate (m3/min), N is the
agitation speed (min�1), and Di is the impeller diameter
(m). Published correlations give the ratio of gassed power
to ungassed power as empirical functions of NA:

P /P � Func(N ) (13)g ug A

where Pug is the power delivered to the same broth agitated
under the same conditions but unaerated.

Each such correlation pertains to a specific impeller
type, a single fermenter geometry, and a fairly narrow
range of operating conditions. In some such correlations
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Figure 1. Power ratio as a function of aeration number for a
Rushton turbine.

(40), a unique function is presented for each impeller type
(Fig. 1). In others the relationship is shown not to be
unique (43). In most cases, the correlations are for a single
aerated impeller. The situation is more confusing for non-
Newtonian broths.

Obviously, to use equation 13 one must be able to cal-
culate the ungassed power. This can be done via other em-
pirical correlations that give ungassed power in terms of
the dimensionless power number (NP), defined as

3 5N � P � g /N � D � q (14)P ug c i

where gc is Newton’s law conversion factor, and q is the
ungassed broth density (lb/ft3). There are published cor-
relations that give NP as a function of Reynolds number
for a wide range of single impellers (44). Each is specific to
a particular vessel geometry, liquid height, and so forth.
Interestingly enough, there are fairly reliable correlations
for Newtonian and non-Newtonian fluids so long as the
constraints of the correlations are observed.

It is important to note that some impellers that have
high power numbers under unaerated conditions can “un-
load” considerably under aerated conditions. For example,
it is fairly typical for a Rushton turbine to deliver, under
aerated conditions, only 40% of the power it can deliver
when unaerated. On the other hand, the SCABA 6SRGT
(45), which is a curved-blade disc turbine, does not tend to
unload at all. Some hydrofoils also exhibit very little un-
loading. This is an important consideration when one is
trying to rank impellers in terms of how much power they
can deliver for oxygen transfer purposes. (Often the rank-
ing tends to be done qualitatively or “semiquantitatively.”)

Multiimpeller Systems. Most fermenters are equipped
with more than one impeller. The reasons for this are to
improve bulk mixing (see later) and power distribution and
to avoid the need for very large impellers and/or very high
agitator speeds. Impeller size is limited practically not only
by vessel internals but also by the following:

• Torque transmitted to the drive shaft. The larger the
torque, the stronger and thicker the shaft must be.

This also translates to higher torque and more ex-
pensive gear boxes.

• The size of the vessel manway. This is particularly
important if the impellers must be single piece for
better cleaning/sterilization characteristics.

Agitator speed is limited by the natural frequency of the
agitation system (4). This is because severe and potentially
dangerous vibrations will occur if the rotational speed of
the agitator approaches the natural frequency. We recom-
mend that the maximum shaft speed not exceed 70% of the
natural frequency.

Having said all this, we are left with the problem of
doing the power calculations. This usually involves an it-
erative calculation in which the parameters are (assuming
we have selected impeller types) number of impellers, im-
peller diameter(s), and shaft speed. (There are other con-
siderations we discuss later.) To do this we use the power
correlations already noted. But these usually apply only to
single impellers. In most cases, they apply to the lowest
impeller, which is the one under which inlet air is intro-
duced. Several approaches have been suggested. The sim-
plest is to treat all the impellers as though each is the only
one present. Among other things, this assumes that the
impellers do not interact with each other. There is empir-
ical evidence (46pp.264–266) that Rushton turbines will
not interact substantively in Newtonian broths if they are
spaced at least an impeller diameter apart. Obviously, the
assumption of noninteraction is not meaningful for impel-
lers that produce significant axial flow (see later).

Another approach used frequently, but not recom-
mended by the authors, is to use the correlations for the
lowest impeller but to use them for the upper impellers:

�1P /P � (1 � HU) (15)g ug

where HU is the gas holdup. You guessed it: there are em-
pirical correlations for HU. One example for Newtonian
broths is (47)

0.14 0.75HU � 1.8(P /V ) V (16)g L S

The usual caveats apply.
Typical values for gas holdup range from about 0.1 to

0.3; therefore, equation 15 predicts about 10–20% unload-
ing for the upper impellers. Aeration number correlations
predict around 50–60% unloading. Given the uncertainty
in all this, and assuming that no other (reliable) informa-
tion is available, we suggest the more conservative ap-
proach of applying the aeration number correlation to each
impeller independently.

The added cost for the larger drive will not be a major
factor for vessels up to about 5,000 L; this is fairly cheap
insurance. One should do pilot agitation studies at a mean-
ingful scale for much larger vessels.

Organism Sensitivity to Fluid Mechanical Forces. Finally,
an additional constraint must be imposed if the organism
is sensitive to fluid mechanical forces. This is seldom true
of unicellular organisms. There are, however, some myce-
lial organisms that are sensitive. The extent of sensitivity
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and the nature of the forces that cause damage should be
determined experimentally. One also should keep in mind
that the character of fluid forces changes significantly with
scale. For example, some turbulent forces that are negli-
gible at small scale can be large and potentially destructive
at large scale. Reliable guidance in this area is almost non-
existent. There is, however, a rough rule of thumb that
states that damage will occur if impeller tip speed exceeds
1,500 ft/min. Bear in mind that this rule was developed
almost 50 years ago and was based on information for or-
ganisms used at that time in vessels that had working vol-
umes in the 30,000 to 50,000-gal range. It is clear that
many factors (including broth rheology) will affect the po-
tential for damage. Unfortunately, most of the information
is seldom available when needed. In such cases, the “any
port in a storm” approach to design usually becomes op-
erable. Fortunately, we seldom encounter a circumstance
in which the rule of thumb must be violated.

Bulk Mixing

Good bulk mixing is needed to insure homogeneity, which
is required for reliable data acquisition and control. There
are several important factors that affect mixing quality.

Broth rheology. This is the primary factor affecting our
ability to provide good mixing quality, but we seldom have
any control over it. We simply must recognize that we will
have to go to greater and greater lengths as the broth be-
comes more viscous and non-Newtonian. Also, one must
bear in mind that the nonlinear behavior of most non-
Newtonian fluids often results in nonobvious responses to
various actions. For example, increasing agitator speed in
a highly non-Newtonian, pseudoplastic broth often leads
to a decrease in power input and a decrease in bulk mixing
quality.

Type(s) of impeller(s). Impeller types fall into three basic
categories: radial flow (e.g., Rushton turbine), axial flow
(e.g., marine propellor), and mixed axial and radial flow
(e.g., Lightnin’ A-315). Radial flow impellers tend to deliver
the high power required to enhance micromixing and mass
transfer but do not promote top-to-bottom mixing; there-
fore, they are not the best choice for promoting homoge-
neity. Multiple radial flow impellers often are used in an
attempt to compensate for poor bulk mixing. This can work
fairly well for low-viscosity Newtonian broths when the ra-
tio of liquid height to tank diameter does not exceed 1.7–
2, but it is a very poor solution when the broth is very
viscous and highly non-Newtonian. Anyone who has ob-
served classical streptomycete or xanthan gum fermenta-
tions can attest to this fact. Pure axial flow impellers do
not deliver much power but do tend to promote good top-
to-bottom mixing and hence contribute significantly to
bulk homogeneity. They do not, however, contribute much
to mass transfer. Some mixed flow types appear to provide
a good balance between bulk mixing and mass transfer
requirements, particularly for non-Newtonian broths. We
recommend that they be considered seriously for such
cases. We also have had considerable success with combi-
nation systems, for example, those with turbines as the
lower impellers and a hydrofoil on top. This appears to
work well for Newtonian and non-Newtonian broths.

Impeller size(s). In most cases, large-diameter impellers
distribute power better and promote bulk mixing better
than do small-diameter impellers. As a rough rule of
thumb, based on considerable empirical evidence, we rec-
ommend Di/Dt ratios of between 0.4 and 0.5 unless some
other constraint (e.g., torque) is violated. Exceptions to this
are some cases in which an axial flow impeller is the top
impeller. In such cases, the ratio should not exceed 0.35 to
avoid the risk of vortexing. This is particularly true for low-
viscosity Newtonian broths.

Vessel geometry. We suggest that the ratio of the aerated
liquid height to the tank diameter be kept below 2.0 to
minimize bulk mixing problems. This must be reconciled
with impeller diameter and impeller spacing requirements
(see later) and with architectural, shipping, and other con-
straints.

Impeller spacing. As noted earlier, there is a body of
empirical evidence (48) that supports the spacing of Rush-
ton turbines 1–1.5 impeller diameters apart in Newtonian
broths. This spacing appears to provide a balance between
preventing impellers from interfering with their neighbors
and at the same time avoiding dead zones between them.
The same sources of empirical data support placing the
lowest impeller one impeller diameter from the bottom of
the vessel (assuming a standard dished head) and placing
the uppermost impeller one impeller diameter below the
liquid surface. We have found these rules to work reason-
ably well for Newtonian broths and a few non-Newtonian
broths, and for radial flow impellers other than Rushtons.
Please note that these conclusions are based on limited
observations. Finally, keep in mind that one cannot avoid
interaction among impellers when at least one of them is
an axial flow type or has a significant axial flow component,
and that spacing effects in highly non-Newtonian broths
are not well understood.

Baffling. Baffles are placed in vessels to minimize fluid
swirling and vortex formation (see Ref. 48 for flow pattern
diagrams). The usual approach is to use four baffles on 90�
centers, each baffle having a width equal to 0.1 of the Dt.
Baffling tends to increase transmittable power and to im-
prove mixing (except for the dead spots, which tend to form
behind the baffles). Elimination of significant vortexing is
important for safety as well as for improved bulk mixing.
A vortex can reach down to the impeller in an unbaffled
vessel. When this happens, a sizable portion of the impeller
becomes air enshrouded, thereby decreasing resistance on
the impeller. This tends to drive up the impeller speed, at
least briefly (or the speed may be increased intentionally
in an attempt to increase the power input). Unfortunately,
vortices are unstable and can collapse shortly after for-
mation, resulting in very large and potentially cata-
strophic stresses (impulse) on the impeller, particularly if
the impeller speed is increased significantly while it is en-
shrouded.

Gas flow. Gas flow has a complex effect on bulk mixing.
The flow alone does tends to promote bulk mixing (as in
bubble tanks), but it also tends to decrease the effect of the
impellers, particularly at high values of gas linear velocity.
Fortunately, this is not a major problem in most cases, but
it can be for very large fermenters and for highly viscous
non-Newtonian broths.
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Gas Holdup, Foaming, and Aerosol

There are several problems that can interfere seriously
with a fermentation. Gas holdup (discussed earlier) de-
creases the effective volume of a fermenter. Foaming and
aerosol formation can constrain operation, cause major
cleaning and asepsis problems, and in the extreme cause
termination of a fermentation. All three are dependent on
broth characteristics, power input, and gas flow rate.
There is some information in the literature, but these
points have not been given the attention that even begins
to reflect their importance. In general, all one can say is
that all three become bigger problems for a given fermen-
tation as gas flow and power input increase. Beyond that,
each case is a new adventure. More will be said about the
practical aspects later.

Heat Transfer

Heat Loads. Heat transfer is required during fermen-
tation to maintain constant temperature conditions, and
at other times (i.e., sterilization, induction) to increase or
decrease broth temperature. In most cases, cooling is re-
quired during most of an active, aerobic fermentation. A
good approximation to the total heat load, Qtot, during such
fermentations in which the primary carbon source is glu-
cose or a similar carbohydrate is (49)

Q � Q � Qtot metab mech

Q � 0.48(OTR)V /Y � 2545P (17)tot L x/o g

where Qmetab is the heat generated by metabolism (Btu/h),
Qmech is the heat generated by power input (Btu/h), and
Yx/o is the yield of cells on oxygen (g dry wt cells per g
oxygen consumed). Heat transfer can be more of a limiting
factor in aerobic fermentations than is oxygen transfer—
particularly in large fermenters. The major heat transfer
demand is usually during the maximum growth period
(i.e., when lX is greatest). It is always wise, however, to
check other loads. For example, rapid cooldown after an
induction phase could put enormous demands on the cool-
ing system. Cooling a 10,000-L (wv) fermenter from 38 �C
(104 �F) to 10 �C (50 �F) in 30 min would require an average
heat transfer rate of approximately 2.4 � 106 Btu/h. The
same heat transfer rate would support an oxygen transfer
rate of approximately 495 mmol/L(h), which is very high
by almost anyone’s standards. Similarly, one should check
other potentially high loads such as cooldown after steril-
ization (see later). In any case, careful thought and solid,
empirical facts (e.g., product thermal degradation rates)
should form the basis of any specification that will require
extraordinary transfer rates.

Heat Transfer Rate. The rate at which heat can be trans-
ferred is dependent on (1) the driving force for heat trans-
fer, (2) the area across which transfer must occur and,
(3) the resistance to heat transfer:

Q � (1/resistance) � (area) � (driving force) (18)

The driving force for agitated vessels is usually taken to
be the log mean temperature difference, DTLM, defined as

DT � (T � T )/LN[(T � T )/(T � T )] (19)LM c,o c,i f c,i f c,o

where Tc,o is the coolant outlet temperature (�F), Tc,i is the
coolant inlet temperature (�F), and Tf is the fermentation
temperature (�F). Note that use of equation 19 assumes
that the broth is homogeneous and can be characterized
by a single temperature.

The transfer area, AJA, is the actual contact area (not
necessarily the same as the available area) between the
broth and the heat exchange surface, which is usually a
jacket and/or an internal coil. The actual area can be found
if the height of aerated liquid in the tank is known, along
with the geometry of the jacket and any internal exchange
area (e.g., a coil). The aerated liquid height measured
along the centerline of the vessel, hLA (ft), is

2h � [(1 � HU)V � V ]/(0.785D ) � IDD (20)LA LU D t

where VLU is the unaerated liquid volume (ft3), VD is the
lower dish volume (ft3), IDD is the inside depth of lower
dish (ft), and Dt is the tank inside diameter (ft).

The resistance to heat transfer is a little more compli-
cated. It is composed of five resistances in series and is
expressed as

1/U � 1/h � 1/h � 1/h � 1/h � t/k (21)i o fi fo

where U is the overall heat transfer coefficient (Btu/[h �F
ft2]), hi is the broth film heat transfer coefficient (Btu/[h �F
ft2]), ho is the jacket fluid heat transfer coefficient (Btu/[h
�F ft2]), hfi is the broth fouling factor (Btu/[h �F ft2]), hfo is
the jacket fluid fouling factor (Btu/[h �F ft2]), t is the fer-
menter wall thickness (ft), and k is the fermenter wall ther-
mal conductivity (Btu/[h �F ft]). The resistance of the tank
wall can be predicted accurately because both k and wall
thickness are known accurately. It should be noted that the
k for stainless steel is very low (about 10 Btu/[�F h ft]).
This means that the tank wall should be kept as thin as
possible to minimize its contribution to heat transfer re-
sistance (see later).

Correlations for ho can be found in the literature (46pp.
282–283) but are seldom as reliable as those available from
vendors for the specific jackets they fabricate.

The problem in predicting U is in predicting reliable
values of hi, hfi, and hfo Published correlations (50) for hi

values for aerated, Newtonian fermentation broths have
been published but are not very reliable. Correlations for
non-Newtonian broths have also been published (51), but
as was the case for mass transfer coefficients, hi is strongly
dependent on broth rheological characteristics. Unfortu-
nately, existing correlations do not do a very good job of
accounting adequately for broth rheology, a problem ex-
acerbated by the fact that good rheological information is
seldom available. Finally, the fouling factors are essen-
tially impossible to predict. The best one can do is is keep
fouling to a minimum by means of good cleaning practices
and proper filtration of coolants. Effects of individual re-
sistances on U are illustrated in Figure 2.

The following rough guides (based on many years of ex-
perience) are offered because the authors are unable to of-
fer any collection of reliable prediction tools:
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Figure 2. Effects of metal thickness and fouling resistances on
the overall heat transfer coefficient.

1. U values for simple, low viscosity Newtonian broths
usually range from about 120 to 150 Btu/(h �F ft2)
for new, clean stainless steel tanks.

2. U for viscous, non-Newtonian broths ranges from
about 30 to 60 Btu/(h �F ft2)

It also should be noted that U’s for heating usually are a
bit higher than U’s for cooling.

The heat transfer rate can now be expressed as

Q � UADT (22)LM

Similar equations can be developed for heat transfer via
an internal coil. The only difference is that the heat trans-
fer coefficients for coils are usually a bit higher than those
for jackets. That having been said, we will try everything
possible to discourage you from using internal coils. The
reasons relate primarily to mechanical and cleaning con-
siderations and are discussed later.

In applying the preceding, we suggest that the reader
consider the following suggestions:

• Avoid the use of internal cooling surfaces (e.g., coils).
They make cleaning difficult to impossible, are po-
tential sources of contamination (leaking of coolant),
put a lot of mechanical strain on the vessel, and can
cause deterioration of bulk mixing (particularly for
viscous non-Newtonian broths).

• Avoid subfreezing coolant. Sooner or later, subfreez-
ing coolant will cause severe valve freeze-up and
worse.

• Try to keep coolant flow rates low enough to avoid
pipe diameters greater than 3 in.; cost increases con-
siderably and availability of fittings and so forth de-
creases as size increases.

Finally, there are some cases in which high wall tem-
peratures have been cited as causing problems with
temperature-sensitive organisms. The wall temperature,
Tw, depends on the temperatures of the broth and of the
jacket fluid, as well as on the relative values of the heat

transfer resistances. A simple energy balance across the
heat transfer path yields

T � (T � bT )/(1 � b) (23)w f j

where

b � k/h /(t � k/h ) (24)i o

Note that this does not account for locally high wall tem-
peratures that would be caused by steam applied to steam
locks during fermentation.

Sterilization

Introduction. Sterilization and aseptic operation taken
together (as they must be) have a much greater influence
on fermenter design and operation than does any other
requirement.

In theory (1) sterilization destroys or removes all for-
eign organisms in all process equipment (including piping,
seals, etc.) that might come into contact with the process
fluid, and (2) aseptic operation insures that no contami-
nating organisms enter the fermenter after sterilization.
These ideals are not attainable in practice because (among
other reasons) (1) there is a finite probability that a very
low concentration of contaminating organisms will not be
captured in a sample used to test for contamination, and
(2) there is a finite probability of false positives due to sam-
ple contamination and so forth. It also is important to note
that there is a continuing debate concerning the definitions
of pure culture and sterility (6,51).

The driving forces for sterilization and aseptic operation
range from minimizing product losses to insuring strict
compliance with regulatory requirements. Among the
many specific problems that contamination can cause are
the following:

• Production of a toxin that can’t be removed by the
purification system

• Production of an enzyme that degrades the product
• Decreased product yield due to use of substrate by

contaminants
• Production of toxins that inhibit the producer strain
• Production of compounds (e.g., polysaccharides) that

interfere with the operation of recovery and purifi-
cation equipment

Which specific problems will exist and where in the spec-
trum a particular case will lie depend primarily on the
product, its economic value, whether it is regulated, and
how it will be used. Given all these variables and the fact
that absolute sterility is an unachievable abstraction, the
extents to which one should go should be considered on a
case-by-case basis. As a practical matter, sterilization has
to be interpreted as “effective sterilization,” meaning that
the design and procedures (including sampling and detec-
tion) are suitable for the specific case. For example, ster-
ilization of fermenters used to produce parenterals should
be held to a much higher standard than sterilization of
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fermenters used to produce amylases for starch hydrolysis.
Unfortunately, there remains a lot of room for disagree-
ment among well-intentioned people (see also the section
“Product Safety”).

Quantification of Sterilization. Mechanical details and
other practical considerations of sterilization and aseptic
operation are discussed in the subsection “Sterile Piping
Systems.”

Several methods have been developed to quantify ster-
ilization. The simplest is based on the empirical observa-
tion that the death kinetics of many vegetative organisms
and spores can be described by a simple first-order expres-
sion

dN/dt � �kN (25)

where N is the number of viable organisms (or spores) at
any time, t, and k is the thermal death constant. k is a
function of most environmental variables but is most
strongly affected by temperature. This dependence is very
often expressible as an Arrhenius relationship

k � A exp(�E /RT) (26)A

where A is the preexponential factor (min�1), EA is the
thermal death activation energy (cal/mol), T is the abso-
lute temperature (K), and R is the gas constant. The effect
of temperature on k is pronounced for most organisms be-
cause their EA’s are so high (e.g., 65,000 cal/mol for Bacil-
lus stearothermophilus spores).

Among other methods of quantifying sterilization con-
cepts are the following:

• Probability-based theories (52). These are conceptu-
ally different from the first-order model, but give es-
sentially the same results for the levels of kill that
must be achieved practically.

• Methods based on the “decimal reduction factor,” D.
These are used widely (53). It is important to note,
however, that the nature of temperature dependence
has no rational, physical basis and differs consider-
ably from an Arrhenius relationship: it is based pri-
marily on an empirical observation for relatively
small temperature ranges.

We use the first-order model for the rest of the discussion.

Medium Sterilization. The primary design basis for ster-
ilization systems and procedures is usually the level of ste-
rility that must be achieved. This is most frequently ex-
pressed in terms of the probability of sterilization failure
(i.e., the probability that a single organism will survive).
In most instances probabilities of 10�3 to 10�4 are quite
adequate. This means 1 failure in 1,000 or 10,000 sterili-
zation operations, respectively. It also is important to note
that the probability of failure is numerically very close to
the value of N in the first-order model.

The reader should also take note of the fact that in some
quarters, sterilization criteria are stated in terms of “logs

of kill.” That is to say, a fixed number of logs (e.g., 12) is
taken to be adequate. This is meaningless in that it does
not take into account the initial contaminant loading.

Now we consider prediction of requirements for batch
sterilizing a fermentation medium as part of the fermenter
design process to ensure that we’ll have adequate heating
and cooling capacity. It should also be done as part of the
process design to ensure adequate timing. Batch sterili-
zation involves heating the medium in the fermenter to
sterilization temperature (Tster), holding the medium tem-
perature constant at Tster for an adequate time, and then
cooling the medium down to fermentation temperature
(see the section “Mechanical Design” for additional de-
tails). The medium is kept in the fermenter throughout.

It is assumed in what follows that (1) heating and cool-
ing are via the jacket only, and (2) the energy and conden-
sate contributed by the small amount of steam that flows
into the vessel as a result of sterilizing piping, air filters,
and so on is negligible for energy balance purposes.

The rate of kill at any instant during the sterilization
process is

dN/dt � �kN � �A exp(�E /RT)N (27)A

therefore,

N/N � A exp(�E /RT)dt (28)o A�
where No is the number of contaminating organisms ini-
tially present. The integration of equation 26 must be per-
formed over heating, hold, and cooling phases of steriliza-
tion. This is done by numerical integration of equation 28,
coupled with the equations that describe broth tempera-
ture as a function of time.

For heating

T � T � (T � T ) exp(�U A t/M C )f ST ST F,O JA F P,m* * *
(29)

where Tf is the medium temperature (�F), TST is the steam
temperature (�F), TF,O is the initial medium temperature
(�F), AJA is the active jacket area (ft2), t is the time since
beginning of heating (h), MF is the medium mass (lb), and
CP,m is the medium heat capacity (Btu/[lb �F]).

For cooling

T � T � (T � T ) exp(t (W C /(M C ))f C,i ster C,i J P,c F P,m

• (exp(UA /(W C )) � 1) (30)JA J P,c

where TC,i is the inlet coolant temperature (�F), Tster is the
sterilization temperature (�F), t is the time from beginning
of cooling (h), WJ is the coolant flow (lb/h), and CP,c is the
coolant heat capacity (Btu/[lb �F]). Equations 29 and 30
can be derived via energy balances.

One chooses times and temperatures such that the de-
sired kill, N/No, is achieved. Unfortunately, one usually
does not know the level of contamination or the nature of
the contaminants. Indeed, it is very unlikely that contam-
ination will remain constant from one fermentation to the
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Figure 3. Temperature profile and kill ratio for a batch sterili-
zation.

next. The usual practice, therefore, is to design for what is
thought to be the “worst case.” This usually gives results
that are quite satisfactory for design specifications. A “typ-
ical” worst case is a loading of 5 � 106 spores/mL of the
organism B. stearothermophilus. Such spores are highly
resistant and have the added advantage of being used
widely to validate sterilization operations (see later). It is
important to note that the purpose of the calculations is to
provide a rational basis for obtaining reasonable design
information and ensuring a high probability that the de-
sired level of sterilization can be achieved over the whole
range of anticipated operating conditions.

Figure 3 illustrates the results of such calculations for
the following case:

Medium volume � 15,000 L
Initial spore load � 5 � 106/mL
Initial medium temperature � 70 �F
Steam temperature � 300 �F
Coolant temperature � 35 �F
Coolant flow rate � 100 gpm
Fermentation temperature � 86 �F
Active jacket area � 225 ft2

U � 150 BTU/(�F h ft2)
A � 2.1 � 1036/min
EA � 65,000 cal/mol
N (probability of failure) � 0.0001

As seen in this example, heating and cooling phases usu-
ally contribute only a small fraction of the total steriliza-
tion kill, but they do affect turnaround time significantly.
Long heating and cooling times can also have other effects:

• Cause damage to the fermentation medium to the ex-
tent that the fermentation can be compromised. The
seriousness of this depends on some combination of
economics and regulatory compliance.

• Cause medium changes that have negative effects on
recovery and purification without causing fermenta-
tion problems. This includes the possibility of intro-
ducing foreign materials that may pass undetected
into the final product.

The example also shows that cooling time is consider-
ably longer than heating time. This results primarily from
the lower temperature-driving forces during cooling. The
problem is exacerbated considerably when the heat trans-
fer coefficient is very low as is the case for viscous non-
Newtonian broths. Another method used for batch sterili-
zation is direct steam injection: live steam is injected
directly into the medium as the main source of thermal
energy. This decreases heating time as well as the overall
steam requirement. It also increases the medium volume
by about 20% (as a result of steam condensation), which
can cause some problems, including the following:

• Increased cooling time.
• Medium dilution. This will be a significant problem

if the initial medium cannot be made concentrated
enough to account for the dilution. Some reasons in-
clude low solubility of medium components, in-
creased viscosity, and increased reaction rates among
medium components at elevated temperatures.

• Introduction of impurities. This depends primarily on
the quality of the injected steam. In some cases plant
steam is acceptable if boiler cleaning agents do not
cause problems. At the other extreme is the require-
ment to use clean steam (WFI quality). It should be
noted with regard to this point that some steam will
be injected directly even when jacket heating is used
as the main energy source; therefore, one will always
be in the position of having to evaluate the effects of
contaminants carried by the steam.

For cases in which sterilization times are too long or
medium alterations cause too many problems, one might
consider continuous sterilization. The interested reader is
directed to the literature for additional information (54pp.
159–176).

Piping System Sterilization. Heating and cooling times
are not usually significant issues for sterilizing piping;
however, there can be some serious heat transfer problems
related to piping length, diameter, and orientation. Some
of these are discussed in the subsection “Vessel Design.”
The reader is also referred to literature reports of some
practical experiments and theoretical analyses (55,56).

Air Sterilization. Theoretical aspects of air sterilization
are not discussed here. Suffice it to say that modern filters,
if sized, installed, and maintained properly, will provide
very reliable results. We’ll discuss some of these practical
aspects in the section “Mechanical Design.” See Refs. 54pp.
176–183 and 57 for additional information.

Cleaning

Scrupulous cleaning is necessary to decrease nonbiologi-
cal contamination and prevent cross-contamination of
batches. Experience also has shown that reliable sterili-
zation is difficult or impossible to achieve in the absence
of rigorous cleaning.

As noted earlier, fermenter cleaning is not mentioned
specifically in 21 CFR, but the basis is provided in section
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211.67, which requires equipment be cleaned as per a de-
fined plan and by trained people. Furthermore, the FDA
has made clear the importance it attaches to cleaning not
only in various agency publications (58), but also in more
stringent enforcement. This is particularly true in multi-
product facilities (a key issue for most modern biotech
plants). This agency initiative and the desire to generally
improve operation have caused the industry to develop
more reliable cleaning systems and protocols and to move
to fully automated cleaning-in-place (CIP) systems, which
provide greater assurance of successful validation and
long-term compliance.

Developing and designing reliable fermenter cleaning
systems is not as straightforward as it might appear, and
considerable controversy continues. Among the reasons for
this is that while much is known about the basic science
of cleaning in general, very little is known about the basic
science of cleaning fermenters and little has been pub-
lished. The approach taken is based primarily on experi-
ence derived from the dairy, food, and beverage industries.
Such information is useful but is not directly applicable in
general to pharmaceutical and biotech processes where
soils are different and the cleaning requirements are far
more stringent. What meager information there is con-
cerning pharmaceutical and biotech soils has been ob-
tained from experiments done on single soil components
and/or studies done under conditions not truly represen-
tative of the process conditions (59,60). There have been
no significant attempts to develop systematic analyses
based on experiments done with complex mixtures typical
of real fermentation soils under conditions found in real
processes. As a result there are no reliable general meth-
ods, tools, or correlations on which to base the development
of cleaning agents, protocols and CIP system design; de-
cisions tend to be made based on arbitrary criteria (e.g.,
coupon bake on studies). In keeping with our general de-
sign philosophy, we think it important that such arbitrar-
iness be avoided and that cleaning protocols be developed
along with the fermentation. It is clear that this will help
to ensure not only proper design but will also minimize
cleaning validation studies and any questions concerning
the presence of contaminants and/or cleaning residues in
the commercial product that could not have been present
in clinical trial material.

The selection of fermenter cleaning agents and proto-
cols should be based not only on the specific soil but also
on the materials of construction, surface finishes, and so
on. In addition, one should consider the issues of (1) com-
patibility of each material with the cleaning agents and
protocols, and (2) potential materials interaction during
cleaning. These are decisions that usually are made during
the design phase, but really should be defined much ear-
lier. These issues are discussed in the subsection “Agita-
tion Systems.”

Fermenter cleaning validation is beyond the scope of
this article; however, the design must be done so as to min-
imize validation problems and ensure maximum ease in
ongoing compliance. The design team must therefore be
aware of the procedures that will be used for validation
and recognize that this is an issue that has not yet been
resolved in the general community.

Putting It Together: Preliminary Design Calculations

We now begin to see some of the interactions that can arise
among the transport processes, and between them and the
operating variables. This is a necessary step in developing
sound designs, and a precursor to preliminary design cal-
culations. As an example, consider a case in which we are
trying to find ways to increase the OTR above some base
value. One approach would be to increase the gas flow rate
(m) keeping other variables constant:

The overall driving force tends to increase (equation 10).
Vs increases (equation 7).
Increased Vs tends to increase Kga (equation 11).
Increased m also increases NA (equation 12).
Increased NA tends to decrease power input (Fig. 1).
Decreased power input tends to decrease Kga (equation
11).

As another example, consider increasing the vessel
pressure while keeping other variables constant:

The overall driving force tends to increase (equation 10).
The actual gas volumetric flow rate (m) tends to decrease
(assuming constant molar flow rate) (equation 6).
Vs tends to decrease (equation 7).
The decrease in Vs tends to decrease Kga (equation 11).
The decrease in m also tends to decrease NA (equation
12).
This tends to increase power input (Fig. 1).
Increased power input tends to increase Kga (equation
11).

Such complex interrelationships develop regardless of
what steps are taken to increase OTR. The nature of these
will change depending on the approach taken and the sys-
tem being considered. There will also be additional pluses
and minuses related to factors such as cost, safety, clean-
ing, and regulatory compliance. For example, using pure
oxygen to increase the driving force carries with it very
distinct cost and safety problems. Many of these more prac-
tical implications are be discussed in the section “Mechan-
ical Design.”

Now let’s carry the second approach a little further. We
do this because increasing pressure is usually the easiest
and seemingly least expensive way to increase OTR. The
decrease in Vs caused by the increased pressure has the
positive effects of decreasing foaming, aerosol formation,
and gas holdup. But it has the negative effect of requiring
thicker tank walls, thereby increasing heat transfer resis-
tance in the face of an increased heat load due to increased
metabolic activity. This will become a significant problem
when the pressure desired is greater than that required
for vessel sterilization. The larger the tank diameter, the
greater the possible problem. It should also be noted that
thicker walls can make it more difficult to get a good sur-
face finish and therefore increases the possibility of clean-
ing problems. In addition, the higher the pressure and
thicker the walls, the shorter the list of qualified vendors.
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This type of reasoning process is applicable to any of the
many permutations possible. We extend it after we con-
sider some additional basic concepts, mechanical design
practices, and a few more important practical constraints.

We now consider two examples of preliminary design
calculations, the objectives of which are to, first, define ves-
sel geometry to ensure that it will not violate architectural
constraints and be able to satisfy general rules of thumb
for good bulk mixing, impeller spacing, and so forth. Some
of this will require checking calculations done later (see
later) and may require some iteration.

The second objective is to establish ranges of air flow,
pressure, oxygen enrichment, and power that will accom-
plish the following:

• Satisfy the design basis maximum OTR requirement.
• Keep VS low enough to avoid foaming, holdup, and

aerosol problems. We have found a limit of 200 cm/
min to be a safe guide; however, there are cases (New-
tonian broths) in which considerably higher values
up to 300–350 cm/min tolerable and others (very vis-
cous, highly non-Newtonian broths) in which it is not
wise to go beyond 75–100 cm/min.

• Not violate compressor and other component con-
straints.

• Not require heroic efforts (e.g., extremes in pressure,
power, etc.).

Please note that we are trying to establish reasonably
broad ranges for each of the variables within which we can
satisfy the requirements with a reasonable degree of com-
fort (based on experience). This is important because the
correlations usually available have questionable accuracy,
and it allows some breathing room for process improve-
ments and so forth.

The third objective is to define impeller type(s), sizes,
and speed that will do the following:

• Provide the power required
• Provide good bulk mixing
• Satisfy impeller spacing rules of thumb
• Not violate constraints related to the sensitivity of

the organism
• Make possible single-piece impeller construction and

so forth (see the section “Mechanical Design” for con-
sideration of mechanical constraints)

• Not violate any other constraints specified

The fourth objective is to define heat exchange area and
coolant flow and temperature that achieve the following:

• Satisfy peak heat transfer requirements
• Not violate coolant temperature and flow constraints

and such
• Avoid internal heat exchange area
• Not require subfreezing coolant or flow that will re-

quire very large pipe diameters

(Note: One should check to make sure that other heat loads
[e.g., cooling after fermentation] are not greater than the
load during maximum growth activity. We assume that to
be the case here.)

The fifth objective is to use the results of the calcula-
tions not only to define mechanical details (see the section
“Mechanical Design”), but also as a basis for recommen-
dations for rational changes in design basis.

Please note that experimentally derived correlations for
the subject cases are used in the examples (this is a design
gift as rare as hen’s teeth). All were obtained at 500-L
scale, and we are just within our comfort range concerning
their scalability to 15,000 L (design scale). The reader is
cautioned, however, that there is no basis to believe that
the correlations would be applicable to other cases, nor
would we recommend extrapolation to much larger scales.
It also is worth noting that there are some good examples
in the literature that might be applicable to the problems
at hand or to others; however, one must exercise consid-
erable caution if the conditions specified in the reference
differ significantly from those for the case being analyzed.
Unfortunately, it is often not possible to determine if sig-
nificant differences exist.

Case 1.

Product Intracellular protein
Organism E. coli
Final broth volume 15,000 L
Maximum OTR 234 mmol/(L h)
Dissolved oxygen requirement 10% relative to atmospheric

conditions
Broth rheological type Newtonian
Maximum broth viscosity 5 cp
Regulation CBER
Containment BL2-LS
Maximum coolant flow 250 gpm
Minimum fluid temperature 35 �F
Internal coils No
Compressor max press/max

flow 50 psig/25,000 SLPM
Minimum heat transfer

coefficient 150 Btu/(h �F ft2)
Ceiling height 336 in.
Floor space 1000 ft2, unobstructed

The following experimental correlations are applicable:

0.6 0.2K a � 108(P /V ) Vg g L S

2 3P /P � 1.0 � 18.56N � 215.64N � 1082.66Ng ug A A A
4� 1859.68NA

0.4 0.5HU � 0.0133(P /V ) (60V / ) � 0.0333g L S

These were developed under the following conditions for
single Rushton turbines:

0.8 � Pg/VL � 2.9 hp/100 gal
100 � VS � 200 cm/min
0 � NA � 0.1
0.33 � Di/Dt � 0.45



1172 FERMENTER DESIGN

Table 2. Citation System Calculation Results (Single Cell)

Shaft speed (rpm) 114 141 88 141
Turb imp dia (in) 40.00 40.00 40.00 40.00
Turb Di /Dt ratio 0.42 0.42 0.42 0.42
Ungassed hp (turb) 123.1 233.0 56.6 233.0
Na, aeration numb 0.071 0.057 0.051 0.062
Pg/Po ratio 0.43 0.46 0.48 0.45
Gassed hp 53 106 42 104

Table 1. Oxygen Transfer Calculation Results (Single Cell)

Pressure (PSIG) 35 20 20 2
O2 trans eff. (%) 21 30 28 28
O2 (MOL % in) 21 21 40 40
Gas flow (in, SLPM) 29,762 20,833 11,719 11,719
VVM 1.98 1.39 0.78 0.78
Average Vs (cm/min) 186 183 103 200
hp/100 gal 1.3 2.7 1.0 2.6
Theor. Pg 52.8 105.6 41.1 103.8

Vessel geometry calculations are the same for both cases.
We start by assuming a vessel diameter and wall thick-
ness. (Note that the thickness will probably be changed a
bit later to satisfy code requirements. This will not have a
significant effect on height and volume calculations to fol-
low.) In this case we assume a 96-in. outside diameter and
a 0.25-in. wall thickness. By straightforward geometry and
using tabulated values of volumes and inside depth of dish
(IDD) for standard ASME heads, we get the following:

Liquid height 134.2 in.
(Liquid height)/tank diameter 1.41
Total tank height 192.5 in.
Total volume 21.1 L
Percent fill (unaerated) 71.1%

This satisfies rules of thumb concerning liquid height-to-
diameter ratio and fill percent. If we add about 72 in. for
legs and 30 in. for opening the manway, we get a total
height requirement of 294.5 in. We should be able to satisfy
the maximum height limit.

The results of oxygen transfer calculations for several
operating conditions are given in Table 1. From these re-
sults we conclude that the following will satisfy the OTR
required and give us a reasonable amount of “breathing
room.”

Gassed power 100 hp (includes transmission
efficiency)

Maximum operating pressure 40 psig
Maximum air flow 10,000 SLPM

We do not recommend oxygen enrichment at this point, but
we do suggest that the “holes be punched” to facilitate fu-
ture installation of an oxygen system. The agitation sys-
tem calculations are based on the assumption of using two
40-in. diameter Rushton turbines. The results are given in
Table 2. A maximum speed of 150 rpm should be adequate.
Note also that the impellers can be spaced to satisfy the
rules of thumb for bulk mixing rules discussed previously.

Although this should give satisfactory results for such a
low viscosity broth, we recommend consideration of a
slightly larger turbine as the lower impeller and a hydro-
foil (e.g., A-315) as the top impeller.

The results of the heat transfer calculations are given
in Table 3. A minimum coolant temperature of 35 �F was
used in all cases. The results show that the heat loads can
be handled, but the conditions are uncomfortably tight. For
example, in no case will increasing the coolant flow to the
maximum make up for a 10% decrease of the heat transfer
coefficient. The potential consequences of inadequate heat
transfer in this case should be considered seriously before
final design commitments are made. Alternatives (e.g.,
lower coolant temperature) should be explored.

Case 2.

Product Antibiotic
Organism Streptomyces sp.
Final broth volume 15,000 L
Maximum OTR 50 mmol/(L h)
Dissolved oxygen requirement 10% relative to atmospheric

conditions
Broth rheological type Non-Newtonian

(pseudoplastic)
Maximum broth viscosity 1,000–1,500 cp
Regulation CDER
Containment BL1-LS
Max coolant flow 250 gpm
Min fluid temperature 35 �F
Internal coils No
Compressor max press/max

flow
50 psig/25,000 SLPM

Min heat transfer coefficient 40 btu/(h �F ft2)
Ceiling height 336 in.
Floor space 1000 ft2, unobstructed

The following empirical equations are applicable:

0.5 0.4K a � 8.0(P /V ) Vg g L S

2 3P /P � 1.0 � 26.99N � 417.37N � 2789.43Ng ug A A A
4� 6643.30NA
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Table 3. Heat Transfer Calculation Results (Single Cell)

Heat load (MMBtu/h) 1.808 1.943 1.779 1.938
Hold-up 0.199 0.271 0.123 0.282
Jacket area (ft2) 297 317 276 320
UJKT (BTU/ft2 h �F) 150 150 150 150
Coolant temp in (�F) 35 35 35 35
Coolant flow (GPM) 190 210 235 200

Table 4. Oxygen Transfer Calculation Results (Mycelial)

Pressure (PSIG) 35 25 20 10
Oxygen transfer eff (%) 6 6 6 6
O2 mol % in 21 21 40 40
Gas flow IN (SLPM) 22,222 22,222 11,667 11,667
VVM 1.48 1.48 0.78 0.78
Average Vs (cm/min) 154 172 102 140
hp/100 gal required 1.7 2.0 1.0 1.6
Theoretical Pg 60.9 79.9 41.7 61.8

0.3 0.52HU � 0.012(P /V ) (60V /100) � 0.029g L S

These were developed under the following conditions for
single Rushton turbines:

1.0 � Pg/VL � 2.3 hp/100 gal
60 � VS � 130 cm/min
0 � NA � 0.1
0.36 � Di/Dt � 0.42

The results of oxygen transfer calculations for several op-
erating conditions are given in Table 4. From these results
we conclude that the following will satisfy the OTR re-
quired.

Gassed power 100 hp (includes transmission
efficiency)

Maximum operating pressure 40 psig
Maximum air flow 25,000 SLPM

Oxygen enrichment should be considered in this case de-
spite the fact that the calculations show that it is not nec-
essary. The reason is that the gas flow rate, and hence VS,
is quite high without enrichment. This results primarily
from the very low oxygen transfer efficiency typical of very
viscous non-Newtonian broths. Although it is true that we
haven’t broken the rule of thumb for holdup, foaming, and
aerosol we should take note of the fact that high air flows
in pseudoplastic broths can exacerbate impeller unloading
and cause flooding more readily than for non-Newtonian
broths. It also is generally true that our correlations be-
come less reliable as conditions become more extreme and
further removed from the conditions under which they
were developed. Note in particular that our correlations
were not developed for the high values of VS found in the
calculations. It also is clear that we should specify higher
pressures than shown in the results in Table 4. Additional
calculations show that 40–45 psig would bring the VS into
a comfortable range. We suggest, therefore, the following:

Gassed power 100 hp (includes transmission
efficiency)

Maximum operating pressure 45 psig
Maximum air flow 25,000 SLPM
Oxygen enrichment 40% oxygen in inlet stream

The agitation system calculations are based on the as-
sumption of using two 40-in.-diameter Rushton turbines.
The results are given in Table 5. A maximum speed of 140
rpm appears to be adequate. Note also that the impellers
can be spaced to satisfy the bulk mixing rules of thumb
discussed previously.

That’s very nice, but we have significant reservations
about the results. An alternative should be given serious
consideration because of the rheological nature of the
broth, the profound effect this can have on mixing, and
the issues of scalability for such broths. At the very least,
the lower turbine should be replaced by one having a Di /
Dt approaching 0.5, and the upper turbine should be re-
placed by a hydrofoil. The reader should understand that
this is based on experience only: we have no solid correla-
tions for this case. The best route to take would be to do a
few pilot mixing studies in as large a vessel as possible
with the real broth.

The results of the heat transfer calculations are given
in Table 6. The minimum coolant temperature of 35 �F was
used in all cases. The results show that the heat loads can
be handled. It also appears that we are well below the max-
imum available coolant flow. This may be comforting, but
the reader should realize that there is not a lot of breathing
room for process improvement. In particular, an increase
in OTR up to 60–65 mmol/(L h) would put us over the top
even if there were no deterioration in heat transfer coeffi-
cient. Again, one should give this serious consideration be-
fore committing to a final design.

We trust that the discussion and examples in this sec-
tion have helped the reader to understand not only the
many interactions that must be considered, but also the
nature of preliminary design calculations and their limi-
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Table 5. Agitation System Calculation Results (Mycelial)

Shaft speed (rpm) 124 137 107 124
Ungassed hp 159 214 102 159
Aeration number 0.049 0.055 0.042 0.049
Gassed hp 61 80 42 62

Table 6. Heat Transfer Calculation Results (Mycelial)

Heat load (MMBtu/h) 0.533 0.560 0.463 0.515
Gas hold-up 0.202 0.230 0.124 0.182
Jacket area (ft2) 298 306 276 292
UJKT [(Btu/ft2 h �F)] 40 40 40 40
Coolant temp in (�F) 35 35 35 35
Coolant flow (GPM) 190 210 235 200

tations. The results obtained here must now be translated
into a mechanical design that must also take into consid-
eration the items to be discussed in the next section.

MECHANICAL DESIGN

Mechanical Design Basis

Much of the mechanical design follows from the results of
calculations discussed in the previous section 4; however,
these must be tempered by other considerations that
should be included in the process and/or facility design ba-
sis. Some of these (e.g., regulatory compliance, contain-
ment) have already been discussed and are revisited in
greater detail in this section. Other items that should be
included and will affect fermenter design include the fol-
lowing:

• Extent of automation, nature of plant wide control
system, etc. Such items affect not only the instrumen-
tation (beyond our scope) and similar factors, but also
valving, piping, vessel ports, and so forth. Among
some of the major issues here are identification of
critical (as defined by cGMP requirements) valves
and other components. It must be kept in mind that
failure to identify critical instrumentation and con-
trol components frequently leads to very complex
valving systems in which the failure of a single switch
can bring everything to a grinding halt. Unfortu-
nately, there are too many people who do not think
this through (as a system) before final design begins.
Much of this results from the human tendency to ra-
tionalize and/or push “problems” downstream, the
kind of thinking that results in the thought “Why
worry? We’ll get it whether or not we need it.” Such
thinking is in no one’s best interest (buyer or seller).

• Staff requirements and the anticipated nature of the
operating staff. This can influence the complexity and
physical layout of (among other things) the piping
system(s).

• Plant location. This will have some affect on overall
design and component selection if for no other than
service issues.

• Available utilities. This can influence such things as
the designs of the cooling and aeration systems.

• Architectural constraints. These can have profound
effects on the ways in which process requirements
will be satisfied. Floor space and ceiling height con-
straints often require that a fermenter be designed
in such a way that it violates some or most or even
all of the rules of thumb mentioned in the previous
section. This is not good but is better than building a
vessel that does not fit into the plant.

• Transportation constraints. The fermenter has to be
moved from the fabricator’s shop to the plant—at a
cost not greater than the total project budget. This
may require some thumb bending or breaking. In ex-
treme cases it may be better to fabricate the fermen-
ter on site; however, this can carry large penalties,
particularly in licensed facilities.

• Maintenance. Many design decisions can have major
effects on the ease of maintenance. It is also often
true that some of the design features that ease main-
tenance are more costly than those that do not. In
most cases, the savings in capital expenditure will
not come near paying for losses that will result later
because of maintenance problems. This is particu-
larly true in licensed facilities where regulators view
good, facile maintenance as an integral, indispensible
part of cGMP operation.

• Definition of standards. Standards for welds, fin-
ishes, and so on should be standardized for all parts
of the equipment that will contact process fluid. It
does not, for example, make sense to call for a high-
quality vessel finish (e.g., 320 grit, EP) and at the
same time accept unpolished tubing and valves in in-
oculation and medium addition lines.

Finally, there are a few recurring themes that are en-
countered in fermenter design:

• Building-in “versatility.” The types of versatility de-
sired range from wanting a fermenter that can op-
erate well over a very wide range of conditions but
with a narrow range of organisms, to wanting a con-
vertible bioreactor that can handle microbes, mam-
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malian cells, and maybe (someday) transgenic ani-
mals. Most people understand the value of versatility,
but many do not understand the attendant problems
and costs. As a general rule, converting laboratory
glassware directly into large, stainless steel equiva-
lents usually costs more than any rational person
should be willing to pay. Also as a general rule, ver-
satility should decrease as a process goes from the
lab to the production floor. Versatility in the labora-
tory is almost a requirement because change is in the
nature of laboratory work. Versatility on the plant
floor, however, leads to more procedures, more paper
work, more testing, and more confusion, particularly
when equipment modifications are required to
achieve the versatility; change is not in the basic na-
ture of most plant work. Equipment capital savings
can justify the added costs of all the preceding for
many cases in which the equipment is designed to
handle multiple, similar fermentations on a cam-
paign basis and without significant equipment mod-
ification. This statement becomes less true as the
fermentations become less similar, as more modifi-
cations are necessary, and as regulatory scrutiny in-
creases. Bottom line: analyze very carefully any in-
clination to want versatility built into plant
equipment (or even pilot equipment, in some cases).

• Retrofitting existing equipment. The usual thinking
is that capital and time savings can be had by refur-
bishing “old faithful.” Just how true this is depends
not only on the condition of the existing equipment
but also on the intended application(s) of the reborn
version. Comments similar to the ones made for ver-
satility apply here. The chances of success decrease
as one goes from a lab to licensed production facility.
There are ample, expensive corpses to prove this
point.

Vessel Design

Please note that Figures 4 and 5 are simplified vessel and
piping diagrams intended to assist the reader in the dis-
cussions to follow.

Materials of Construction. The major choices that must
be made are (1) the type of metal to be used for the vessel
and nozzles, and (2) the type of elastomer to be used for
static seals (see later for rotating seals). The selections
should be based on compatibility with the organism, com-
patibility with the product, corrosion resistance, cleana-
bility (also related to finish), welding characteristics, and
cost and durability. All of these should be determined dur-
ing process development but seldom are. In almost all
cases, the metal selected will be some grade of stainless
steel (usually SS304, SS304L, SS316, or SS316L). The
choice is usually associated with the nature and value of
the product, although some of the other factors noted ear-
lier may be considered. SS304 is usually good enough for
lower-value, unlicensed products, whereas SS316L is the
material of choice for high-value, licensed products. L-
grade is selected when better corrosion resistance and good

multipass welding characteristics are required; it adds
about 15% to the cost of the vessel.

It is important in making metal selection to keep in
mind that clean steam, purified water, and WFI are all
highly corrosive. The reader should note that there is con-
siderable controversy concerning metal selection and is di-
rected to Refs. 61–63 for additional information and opin-
ion.

Static seal (O-rings and gaskets) materials are usually
limited to silicone, EPDM, Viton, or Teflon. Silicone and
EPDM are the materials of choice for headplates and else-
where, respectively. (The reader should be alert to the fact
that there are several grades of both, not all of which are
FDA approved.) Teflon has much better temperature resis-
tance than either silicone or EPDM, but it doesn’t stretch,
and it cold flows. Viton hardens on use.

Finally, one should be aware of that some O-ring/
gasket-forming processes can leave very small quantities
of metals in the seals. These may not be enough to cause
fermentation or product problems per se, but they can be
the cause of considerable corrosion.

Finish. In most instances, the need for a high-quality
finish is closely related to the need for high-quality clean-
ing: there is little question that CIP systems function bet-
ter when surfaces are smoother. Smoothness is expressed
on several scales, two of the more common being grit num-
ber and surface RA. Grit number is related directly to the
abrasive used to achieve the finish (mechanical); surface
RA is the actual surface roughness as measured by means
of a profilometer and expressed in microns:

Grit RA (lm)
120 3.2
220 0.8
320 0.4

The two most common ways of achieving smoothness are
mechanical polishing and electropolishing. Mechanical
polishing is done by means of a series of continually de-
creasing abrasive particle sizes (grits). Electropolishing is
achieved by electrochemical removal of metal from high
points on the surface. One is usually best advised to elec-
tropolish only after getting a good mechanical polish (240-
grit minimum). It has long been held that the very good
finishes required for vessels where cleaning is critical could
be achieved only by electropolishing a 320-grit mechanical
finish (although 240-grit EP is the most common practice).
There is some evidence in the literature (62,63) to support
this, but it is not overwhelmingly convincing. It also is im-
portant to note that recent advances in mechanical finishes
have produced surfaces that easily rival the appearance of
any electropolished surface (Lee Industries, personal com-
munication, 1996).

It should be (but is not always) evident that cost in-
creases with surface smoothness. It is also important to
note that just because a surface is almost perfectly smooth
does not guarantee that it will be easy to clean. Cleana-
bility will also depend on the nature of the interaction be-
tween foulants and the surface material. The only way to
know for sure is to try your broth on various surfaces and
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Figure 4. Fermenter vessel sche-
matic and terminology.
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then make a specification based on rational evaluation of
the experimental information. Surface material and finish,
cleaning agents, and cleaning protocols must be considered
together—preferably before design.

Passivation must also be considered. This is a treat-
ment that restores oxides that protect stainless steel from
corrosion but can be removed during vessel fabrication
(primarily welding). The process is rather simple, but the
surface chemistry is not and is not completely understood
(64,65); hence, there is controversy as to which method is
best and whether it is really as necessary for fermenters
as it is for high-purity water systems where rouge forma-
tion is a serious problem (66). Two methods are in common
use: (1) treatment with sodium hydroxide, citric acid, and
nitric acid; and (2) treatment with chelating agents. The
second is much milder and does not generate the noxious
waste of the first. Both appear to be equally effective;
hence, the chelating method is becoming more popular.

Nozzles. Ports for additions and probes must be de-
signed to be sterilizable and cleanable. Among other
things, this means they must have reliable seals and be
free draining. The major debate here usually focuses on

the choice between Ingold ports and those designed for
sanitary clamp connection (Fig. 6). There have been ste-
rility problems with Ingolds, most of which have been
traced to the ports being out of round as a result of distor-
tions caused by welding. Such distortion causes obvious
problems with the O-ring seals. This problem can be cor-
rected quite easily by making the nozzle thick enough to
avoid distortion. Our experience has been that such a cor-
rection yields nozzles that are just as reliable and more
easily cleaned than are sanitary fittings when both are
mounted at the usual 15�.

Side View Ports. The first word that comes to mind is
“don’t.” Side view ports let the bugs see out more than they
let you see in. The little that’s gained by being able to see
less than 1% of the total action does not seem to justify the
expense, the jacket coving, and the cleaning and sterility
problems caused by these little gems. If you must have one,
we suggest the circular Metaglas� type (Fig. 7) attached
to the vessel with sanitary clamps; the glass is bonded di-
rectly to the metal, which avoids the sealing problems en-
countered with other types. It does, however, have the dis-
advantage of having a smaller viewing area than does a
standard, circular view port, and it is more expensive. We
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Figure 5. Simplified fermenter piping diagram.

recommend avoiding long rectangular view ports, which
are very difficult to keep clean and free draining, and types
in which the glass has to be sealed with gaskets and/or O-
rings on both sides (Fig. 8). Keep in mind that tolerances
for glass are measured in fractions of an inch, not thou-
sandths. That, coupled with the fact that the gaskets will
compress means that the probability of repeatedly achiev-
ing a good seal and good cleaning is lower than your odds
of winning more than once at Atlantic City.

Baffles. Baffles are usually required in high-power sys-
tems to prevent swirling and vortexing, thereby increasing
the power that can be delivered to the fluid. The usual
practice is to use four baffles on 90� centers welded directly
to the wall. Each baffle should have a width equal to 10%
of the tank diameter and should have long slots cut out of
the edge facing the wall so as to prevent solids build up
and to make cleaning easier. Removable baffles are used

in some cases; however, we discourage this practice, par-
ticularly in cases where cleaning is a critical issue, simply
because unsealed joints resulting from baffle removal
make cleaning more difficult.

Jackets. Several types (67) of jacket are used on fer-
menters; the choice of type is usually not critical for heat
transfer purposes and is best left to the vessel fabricater.
In some cases, however, a jacket type (e.g., half pipe) may
be chosen to increase the vessel pressure rating. The fol-
lowing have proven to be useful practices:

• The jacket should extend from the probe ring (about
2 in. above the bottom tangent line) to the top tangent
line and should be zoned. This allows additional ac-
tive surface area to come in contact with the broth as
the volume increase due to additions and to increas-
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ing gas holdup, minimizing cooling-loop pressure
drop, and minimizing medium bake-on.

• Connections to the jacket should be via sanitary
clamps or flanges, not by screwed fittings. This min-
imizes possible damage to jacket welds when cooling
lines are connected or disconnected.

• Coolant should be filtered to avoid solids buildup
and/or jacket fouling.

• Bottom jackets should be considered only for vessels
larger than 5,000 L. The additional area will be about

10% of the straight side jacket area (allowing for bot-
tom drain, etc. and will add about 5% to the cost of
the vessel). In cases where there is an internal coil,
bottom jacketing isn’t necessary or desirable.

• Jacket coving to accommodate view ports, decreases
jacket area and effectiveness and increases cost con-
siderably. It should be avoided.

Internal Cooling Surfaces. Coils are the most common
internal cooling surfaces, although there are other types
(68). They can easily double the available heat transfer
area and tend to be more effective than jackets; however,
they can have big disadvantages:

• They make cleaning very difficult.
• They can cause additional bulk mixing problems,

particularly for very viscous non-Newtonian broths.
• They will eventually leak nonsterile coolant into the

broth.
• They can add up to 25% to the cost of the vessel.

We recommend that every other alternative (including
slight decreases in growth rate and/or cell mass) be con-
sidered before yielding to the temptation to use coils. Keep
in mind that, once installed, they will be there for the life
of the vessel. If you absolutely, positively must use a coil,
there are several points to remember:

• Mount it in a way that will insure minimum stress
during heat-up and cooldown.

• Weld cladding over the butt welds used to join the
coil pipe sections.

• Leak test (69) after construction and build in design
features that will simplify leak testing on a regular
basis thereafter.

• Space coil turns at least 3 in. apart. Anything closer
will insure major cleaning problems.

Spargers. There has been a lot of discussion concerning
the pros and cons of ring and single-orifice spargers, and
the details of design of each. We have seen both work well
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Figure 9. Sterilization of subsurface ports.

and have not found any evidence for the validity of claims
concerning the importance of hole size (for example) for
oxygen transfer per se. The primary focus should be on gas
distribution (which will depend on other aspects of the ag-
itation system) and on aseptic operation. We usually favor
single-orifice spargers.

There also have been advocates of porous (frits) sparg-
ers. The rationale presented has focused primarily on the
small bubble size such spargers produce. There is some
basis for these claims in cases where little mechanical en-
ergy is available for bubble breakup (e.g., in mammalian
cell systems). There might also be some value in cases for
which bubble coalescence is not a problem (far and few
between in practical systems). They can be extremely dif-
ficult to clean, particularly for mycelial organisms. We usu-
ally suggest they not be used except in very special cases,
as just noted.

Finally, it is important that the sparger be made and
mounted in such a way that it can be removed easily for
cleaning.

Piping and valving

Design and construction details of the piping system de-
pend on process, sterility, cleaning, and containment re-
quirements, taken together.

Service Lines for Non-Process-Contacting Fluids. All lines
providing fluids that cannot contact process fluid surfaces
(e.g., coolant lines, plant steam lines for heating only) fall
into this category. Satisfactory service is provided by either
copper or stainless steel piping along with a rational com-
bination of welded and compression fittings. Durability,
servicability, cost, and corrosion resistance are major con-
siderations. Ball valves are satisfactory on lines not turned
on and off frequently (diaphragm valves tend to withstand
a greater number of on–off cycles prior to failure).

Sterile Piping Systems. Before we discuss design of ster-
ile piping systems, we reiterate the importance of a sys-
tems approach to integrating vessel and piping design. In-
dependent design almost always results in a lot of
aggravation, as well as higher cost and lost time.

A sterile piping system can usually be divided into five
major subsystems: process, steam/condensate, air, har-
vest, and seal lubrication. Each has specific requirements
dependent on its unique functions as well as the specific
demands of the process. None of these systems is com-
pletely independent of the others, and all share common
components. All also interact with the CIP piping system,
which is discussed later.

Details of each of these subsystems follow a simplified
description of sterilization procedures (Fig. 5). The reader
is advised that the procedure is one of several commonly
practiced; there are, for example, different opinions as to
when live steam to the air inlet line should be turned on.

Phase 1. After the vessel is filled with set medium,
steam flow is started through the jacket. The agitator is
run at low speed, and particulate free steam lubricates the
shaft seal. The exhaust line is open for venting to the at-
mosphere. All other valves are closed. During this time not

only are the vessel and the set medium being heated, but
air is being purged from the medium. If the air is not
purged, the vessel pressure during sterilization can be-
come dangerously high, and there will not be a reliable
correlation between pressure and temperature. Phase 1
continues until the medium temperature reaches 100 �C.

Phase 2. Steam continues to flow through the jacket.
The air exhaust line is closed; the only path out is via
steam traps. Steam is now admitted through the air inlet
line to sterilize the inlet filter; steam leaving the vessel
through the air exhaust line sterilizes the exhaust line pip-
ing and the exhaust filter. Steam flow is started through
subsurface ports via steam lock assemblies (Fig. 9). (See
later for further discussion of steam locks.) Ports above the
liquid surface are sterilized by steam escaping through
them from the vessel and then to condensate lines. Steam
flow also is started through the bottom drain valve. All
steam flows continue until the cooldown begins. Phase 2
continues until the medium temperature reaches 121 �C.

Phase 3. Steam flow to the jacket is throttled to hold
sterilization temperature constant until cooldown begins.

Phase 4. Cooldown. This is not discussed here.
General Principles. There are several general principles

that should be applied to all sterile piping:

• Make all piping system components free draining.
This requires special attention to the details of pipe
pitches, valve orientations, and so forth

• Design all components and the piping layout so as to
eliminate nooks and crannies where contamination
(biological and nonbiological) can hide so as to escape
cleaning and/or sterilization. Frequently overlooked
problems include such things as deadlegs and ridges
formed by welding operations.

• Make steam and condensate piping at least 3/8 in.
diameter to insure proper steam flow and condensate
draining.
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Figure 10. Bottom drain valve.
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• Make all piping lengths as short as possible without
interfering with good fabrication practices (GFP), op-
erability, and maintenance.

• Use check valves only when no other solution is pos-
sible (e.g., in overpressurized lines).

• Do not use sight glasses in condensate drain lines
except in the seal lubricant drain line.

• Pay careful attention to piping orientation to avoid
the possibility of air traps and inadequate heating
(55,56).

• Make sure that bottom drain valves are flush-
mounted diaphragm valves capable of being steamed
in the closed position (Fig. 10). They must be free
draining.

• Avoid dip tubes unless there is no other way (there
almost always is).

Finally, the design should take into consideration the
methods that will be used for validation of sterilization
operations. These will vary considerably with the product
and the organism. At one extreme is virtually no valida-
tion; at the other extreme is temperature mapping of the
vessel and all the trap lines, as well as the use of spore
strips and/or spore ampules in the vessel and in the trap
lines. In some cases, tee sections have been included in
drain lines for insertion of spore strips.

Welds. Orbital welding of the piping system produces
the most reliable results with regard to aseptic operation
and cleanability; it is essentially a requirement for many
classes of regulated products, particularly those regulated
by Center for Biologics Evaluation and Research (CBER).
It also is the most expensive to build and to maintain.
There are, however, many processes for which an economic
combination of welded and compression fittings is accept-
able. These can be operated quite satisfactorily if proper
attention is paid to cleaning, sterilization, and mainte-
nance protocols. The fact is that such systems have been
used for many years to manufacture regulated products
safely and efficaciously.

Valves. Diaphragm valves have become essentially re-
quired for most classes of regulated fermentation products.
There is little argument that their design provides the
greatest reliability for clean, aseptic operation. They have
the added advantage of integral sterile access ports, which
permit very short piping runs, particularly in valve clus-
ters. Historically, diaphragm valves have been more ex-
pensive than have ball valves, but this has changed re-
cently, particularly for some materials (e.g., SS316L). It
therefore makes sense to use diaphragms for most appli-
cations. The primary exceptions are steam lines or other
applications in which diaphragm life is a problem; in those
cases one should consider ball valves or plug valves, as
appropriate.

Another important consideration is the extent to which
one uses valve actuators and position indicators. Obvi-
ously, this will depend in large measure on the nature of
the control systems employed. In any event, one should
consider very seriously the problems (e.g., space and ori-
entation constraints, reliability) associated with valve “ex-
tras” while control system decisions are being made.

Steamlock Assemblies. The primary purpose of steam-
locks (also known as block and bleed) is to allow steriliza-
tion of ports and process piping at any time during a fer-
mentation in such a way that connections can be made and
broken without risk of breaching the sterile barrier and/or
the containment barrier. A basic steamlock assembly is il-
lustrated in Figure 11. In this case, vessel T1 contains
presterilized nutrient that must be added at some time
during the fermentation. T1 is connected to the fermenter
by means of sanitary clamps (other means are possible).
Steam flow is then started (open V1, V3, and V5) so as to
sterilize the connecting hose and all the valving not pre-
viously sterilized. Condensate goes to drain (sanitary, if
necessary) via V3 and V5. The steam and condensate
valves are closed after sterilization is complete; process
valves V2 and V4 can be opened anytime thereafter to
make the sterile transfer. Note that the diaphragm valve
sterile access ports make it much easier to sterilize the
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Figure 11. Steam lock assemblies for
transfering sterile medium.

steam side of the valves than is possible with other valve
types. Variations on this theme are better suited to cases
involving long transfer lines or having other special re-
quirements.

Air Inlet and Outlet. Figure 12 is a simplified diagram
of a “typical” air inlet/outlet system. The major problems
for this system are related mainly to the filters. Chief
among these (other than outright failure) is wetting of both
filters caused by condensate during sterilization, and wet-
ting and clogging of the exhaust filter by condensate and/
or aerosol during fermentation. These problems are not all
easy to resolve and should be dealt with most seriously
during design. Wetting and/or clogging of the inlet filter by
condensate and/or compressor oil during fermentation also
can be a problem but is usually the result of not using
proper quality air, having no or improper prefilters in the
air inlet line, and/or poor maintenance (e.g., of the com-
pressor). All of these are easily remedied.

The extent of condensate problems during sterilization
can be remedied best by ensuring that whatever conden-
sate does form can drain freely. This can be complicated by
the fact that it is undesirable to have the sterile side of the
filter connected directly to the drain line. Another ap-
proach is to steam heat the filter housing such that con-
densation cannot occur. This is effective but has the dis-
advantages of adding cost and decreasing filter life.

Other factors that can affect condensate problems are
the positioning and orientation of the housing. There are
differing opinions concerning these; one is best advised to
consider the advice the filter and the fermenter vendors for
specific cases.

Plugging of the exhaust filter by condensate and aero-
sols during fermentation require special consideration. Air
leaving the fermenter will be essentially saturated with
water vapor at fermentation temperature. The exhaust
line, filter, and so on usually are colder than the fermenter;
therefore, condensation is inevitable. The amount of con-
densation will depend on temperature differences, air flow
rate, and the nature of the surfaces of the components in

the exhaust line (the maximum potential is easily calcu-
lable). Approaches that have been used to deal with these
problems include (70):

• Condensers

• Heat exchangers; used before the exhaust filter to
avoid condensation from the fermenter off gases and
after the pressure control valve to prevent reflux from
the exterior exhaust line

• Steam-heated filter housings

• Heated exhaust lines

• Coalescers

• All of the above

None of these is completely successful, and each has its
proponents and detractors. Suffice it to say that each case
should be considered on its own merits (e.g., fermentation
temperature, duration, and air flow) and that combina-
tions of the approaches should not be ignored.

The condensate problem is exacerbated by the aerosol
problem. Aerosols will form in any aerobic fermentation
and will carry liquid along with dissolved solids and par-
ticulates (including organisms) to the exhaust line. The
only questions are how much and what problems they will
cause. Among the problems are deposition of dissolved and
particulate solids, not only on the filter, but also on heated
surfaces or condenser surfaces. Among the problems dep-
osition causes is reduction in heat exchange effectiveness,
which reduces the capabilities of the previously mentioned
devices to eliminate condensation. In severe cases, exhaust
line blockage can lead to other problems related to pres-
sure buildup and/or higher linear velocities in the exhaust
line. The problem should be dealt with on a case-by-case
basis during process development and fermenter design.

Provisions should be made for in situ integrity testing
of sterile filters. This can be done by means of any of sev-
eral commercial electronic testing devices that are based
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Figure 12. Simplified piping dia-
gram illustrating air inlet and outlet
systems.
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on liquid intrusion, diffusion, or some other well-
established method for testing membrane filter integrity
(71–73). One example of the piping necessary to perform
the test on an exhaust filter is shown in Figure 13.

Finally, two pressure control valves are required in the
case of constant pressure sterilization (continuous flow of
steam into the vessel and out to atmosphere). The reason
is that the steam flow will be very much lower than the air
flow during fermentation; hence, the valve Cv required to
maintain steam pressure accurately will be far too small
to control air pressure accurately.

Sampling Systems. One example of a simple aseptic sam-
pling system is illustrated in Figure 14. The sample vial,
vent filter, and valve V1 are sterilized as a unit in an au-
toclave. The unit then is connected to the fermenter piping
via a sanitary clamp. After the connection is made, steam
is introduced via V3 and passes across the nonsterile sides
of V2 and V1 and then to trap via V4. Once the valves and
line are sterile, the steam and condensate valves are
closed. Samples may be taken any time after the sampling
system cools. Samples are taken via V1 and V2. Lines and

valves are resterilized before the sanitary connection is
broken.

The valves selected for this system will depend on the
class of service required. We suggest that vessel sampling
valve V3 be a flush-mounted diaphragm valve (e.g.,
Asepco�, NovaSeptic�) designed in such a way as to min-
imize dead volume and piping lengths; it is an excellent
choice for service requiring very high levels of asepsis and
cleanability. Less expensive valves can be used for less-
demanding service, but we think that the initial extra cost
will more than pay for itself. Diaphragm valves are sug-
gested for V1, V3, and V4 in cases of demanding cGMP or
containment requirements. This is not required for all
classes of service; indeed, it is usually satisfactory to use
plug valves for steam and condensate lines even in many
demanding circumstances. It should be noted, however,
that you may encounter a perception problem if you use
them for applications deemed to be sensitive.

There are several other designs that have been used
successfully. A few have been designed specifically for sys-
tems requiring BL3-LS containment or higher. These are
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Figure 14. Aseptic sampling system.

discussed later. Finally, please note that addition system
design and operation are very similar to those for sample
systems and are not discussed here.

Agitation Systems

Agitation can be done by direct mechanical coupling of the
shaft to the drive or by magnetic coupling. The latter has
been recommended for cases where high levels of contain-
ment are required (74). There also is the perception that
magnetic drives are more suitable for maintaining more
stringent levels of asepsis and cleanliness than is possible
with direct drive. Neither claim has any substantive basis;
indeed, there is good reason to believe that existing mag-
netic drives may present greater cleaning difficulties be-
cause of the manner in which the driven magnet must be
mounted at the bottom of the vessel. In addition, power
transfer by magnetic drive is quite low.

Direct drive is the predominant current choice at almost
any scale of operation. The major mechanical decisions
that must be made in this case (other than power) have
been discussed at length elsewhere (4,75). The major ar-
guments for bottom drive are ease of maintenance, shorter
shafts, less support structure, and lower overall height.
The arguments against bottom (and for top drive) focus
primarily on the potential of catastrophic spills resulting
from bottom seal failure, seal grinding as a result of broth
particulates working into a bottom seal, and greater clean-
ing difficulties. If the seals are designed and maintained
properly, none of these is a problem. We have seldom seen
any real difference in aseptic operability between top and
bottom drives, and we are reasonably certain that the or-
ganisms don’t care. The choice probably will continue to be
driven primarily by personal preference.

There are very few cases in which double mechanical
seals are not (or should not) be used in fermenters. The
major debate focuses on seal orientation and the details of
individual seal designs. There are basically two orienta-
tions used: inline (Fig. 15) and back-to-back (Fig. 16). The
details are discussed in Refs. 4 and 75. We recommend in-
line design because we have found it to operate more
cleanly and require a simpler sterilizing/lubricant system
(4,75).

Seal lubrication is usually provided by means of sterile
steam condensate. It is extremely important that this con-
densate be free of particulates: their presence guarantees
rapid seal failure, contaminated fermentations, and a hy-
peractive maintenance program. It is also important to
note that during sterilization live steam flows through the
seal housing. There are some who insist on keeping the
steam flowing throughout the fermentation. (Obviously,
they have no faith in the seals.) The one thing this will
guarantee is much more rapid wearing of the seals (per-
haps supporting the lack of faith in the seals).

One must also decide on the means for controlling lu-
bricant flow rate. Most use a valve for this purpose. We
suggest an orifice sized to deliver the proper flow. This
avoids the cost and maintenance of a valve and insures
fiddle-proof operation. It does, however, require the use of
particulate-free condensate, but then so does proper opera-
tion of the seals. We also recommend including a sight
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Figure 15. In-line double mechan-
ical fermenter shaft seal.
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glass in the lubricant drain line as well as a seal leak de-
tector (Fig. 17). Other more complex detection systems
might be considered for specific circumstances (e.g., severe
containment requirements).

Finally, preventing shaft vibration is another important
factor in agitation system design. Shaft vibration is a
safety hazard. It will also cause premature seal failure and
other costly mechanical damage. Details have been pre-
sented elsewhere (4).

Cleaning Systems

As noted earlier, specific requirements for cleaning depend
on several factors including the nature of the fermenta-
tion broth. There is a major difference between most mi-
crobial broths and most mycelial broths. Single-cell micro-
bial broths, with the exception of those containing a lot of
undissolved particulates and high viscosity components
(e.g., xanthan broths), tend to be free draining and readily
amenable to cleaning based primarily on the physicochem-
ical action of the cleaning agents. Many fungi and mycelial
bacteria, on the other hand, tend to cling to fermenter in-
ternals and may require mechanical action (e.g., high-ve-
locity jets) in addition to cleaning agents.

The following guidelines are applicable for most sys-
tems. These principles must be applied in light of the ac-
tual cleaning agents and protocols to be used:

• Eliminate internals and nooks and crannies to the
greatest extent possible in the vessel and throughout
the piping system. This practice is consistent with
design for aseptic operation.

• Drill and position sprayballs to insure complete cov-
erage of all surfaces inside the vessel. This usually
requires an empirical approach. Coverage can be
tested by means of the riboflavin test. The reader is
cautioned, however, that complete coverage is a nec-
essary but not sufficient condition for cleaning. Also,
please note the following:
• Spray balls designed for sanitary operation are

self-draining and self-cleaning. They can be ster-
ilized in situ. There is, however, considerable de-
bate concerning whether they should be removed
prior to fermentation.

• High-velocity, rotating devices that may be nec-
essary when large clumps of sticky residue must
be removed (e.g., as with a fungus) are not de-
signed to be inherently self-cleaning, self-
draining, or sterilizable. They should not be
mounted permanently.

• Eliminate deadlegs in piping and deadspaces in
valves, fittings, and other system components. This
is also consistent with design for aseptic operation.

• Specify the same materials and finishes for process
and CIP piping as are specified for the fermenter. Ob-
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Figure 16. Back-to-back double me-
chanical fermenter shaft seal.

viously, these must be compatible with the cleansers
and conditions used.

• Avoid threaded joints. A completely welded system is
best, but compression fittings can be satisfactory
when cost is a major consideration, particularly for
nonregulated products.

• Make CIP piping as simple as possible. For example,
make dual use of process and other piping as much
as possible.

• Avoid complex, expensive transfer panels wherever
possible. Use swing elbows wherever practical.

• Design and construct the system to facilitate valida-
tion and on-going testing for removal of contami-
nants, including the cleaning agents. This design
should provide for swabbing, obtaining rinse sam-
ples, or whatever else the cleaning protocol requires.

A portion of one approach to integral CIP piping is illus-
trated in Figure 18.

There are many cases for which a portable CIP system
is preferable to an integral system. For such cases, the fer-
menter and the portable unit should be designed to allow
simple mechanical attachment of the necessary hoses be-
tween the two units and with utilities, and a straightfor-
ward means for interfacing the instrumentation, logging
data, and controlling the systems of the two units.

Finally, we note that classical CIP systems rely on con-
tinuous cleanser flow and the maintenance of a shallow
puddle in the bottom of the fermenter. To achieve this they
rely on special pumping devices such as eductors (74).
Aside from the design, control, and other operating prob-
lems this causes, it has been observed in some facilities
that the stable pool leads to the formation of “cleaning
rings” at the bottom of the fermenter. These rings may not
be real problems (additional evidence is still required), but
they do cause perception problems. We suggest the use of
a pulsed-flow system to overcome not only the need for spe-
cial pumping devices but also the “cleaning ring” problem.
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Figure 17. Piping diagram illustrating lubricant flow sight glass
and seal leak detector.

Such pulsed systems have been found to accomplish both
objectives in practice.

Additional details concerning fluid velocity, vortex elim-
ination, and many other aspects of CIP system design and
operation are described elsewhere (59).

Containment

Our scope is limited to containment of fermenters; how-
ever, we reiterate here the importance of making certain
that the equipment, the facility, and the operating proto-
cols be considered simultaneously to ensure compatibility
with regard to containment (just as in the cases of sterility
and cleaning). As noted earlier, most new facilities for reg-
ulated products are being built to satisfy BL2-LS facility
requirements and (in most cases) BL3-LS fermenter con-
tainment requirements. With few exceptions (about which
there is no agreement) there is no difference with regard
to the equipment containment requirements at the two
levels—at present.

The guidelines require that BL2-LS/BL3-LS fermenters
be designed and constructed to prevent organism release
(primary containment) from the vessel and from any of the
subsystems noted earlier; hence, they must be built as
closed systems. (Note that it also is possible to enclose a
fermenter in a biosafety “cabinet,” but this is not usually
practical or necessary.) Some areas that have been subject
to greater scrutiny than has been required for cGMP com-
pliance are as follows. In evaluating the discussion, the
reader should bear in mind that there is not much infor-

mation readily available concerning containment reliabil-
ity data. Some progress is being made via the Industrial
Biosafety Project in the United Kingdom.

• Static seals. It has been suggested that double static
seals (e.g., in headplates) be used for BL2-LS and
that double static seals with a steam trace between
the seals be used for BL3-LS (76). There has been
little to demonstrate that these are either needed or
desirable. Indeed, there have been substantive ar-
guments made against using such devices (76). There
is as yet no consensus.

• Rotating seals. Arguments have been made in favor
of using magnetic drives at anything higher than
BL2-LS. This was discussed earlier. There are many
who argue that only top drive be considered for
BL2-LS and above. Their reasons have mainly to do
with avoiding the possibility of large spills in the
event of catastrophic seal failure. Such a circum-
stance is possible but highly unlikely. Leak detectors
(which would normally be installed for cGMP re-
quirements) would almost certainly indicate a leak
long before there was the remotest possibility of cat-
astrophic failure. One also should consider that a
leak in top drive seal might be more difficult to detect
and could lead to release of a more insidious nature.
Again there is no consensus. Finally, it has been sug-
gested that a low-pressure sensor or flow sensor be
used to detect lubricant flow failure. This could help
to avoid seal failure (77).

• Sampling systems. One system recommended (78) for
contained sampling is illustrated in Figure 19. Note
that it is similar to the system in Figure 14 recom-
mended for cGMP compliance. It is a bit more com-
plicated and may provide some incremental benefit;
however, this might be outweighed by the greater
likelihood of operator error. There have also been
more complex systems suggested that involve more
intricate valving and/or biosafety cabinets. It is ap-
parent that this is an area that needs considerably
more development work.

• Air exhaust system. It has been suggested that two
in-series sterile filters or a sterile filter followed by
an incinerator be used at BL2-LS and higher. All
other aspects are covered by the earlier discussion of
exhaust lines.

• Pressure relief. This is an area of some controversy
because of the need to satisfy physical and biological
safety requirements simultaneously. It has been sug-
gested by many that relief venting be done via a large
kill tank protected by a HEPA filter; however, this
could be in conflict with physical safety codes that
require there be no devices in the relief path (79). We
do not have anything approaching universal agree-
ment here; however, it does seem fairly apparent that
limiting the supply pressure would help to minimize
the risk. There does appear to be agreement on the
use of rupture disks rather than pressure relief
valves; this is consistent with accepted practice for
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Figure 18. Simplified CIP piping diagram.

cGMP compliance. Rupture disks are cleaner and are
not prone to sticking.

Finally, HAZOP evaluations for fermenter containment
have been recommended. Such analyses would evaluate
potential hazards that might be caused by a wide range of
incidents (e.g., fire) not limited to normal operation.

CONCLUSION

Our intent has been to present a balanced view of stirred-
tank fermenter design and construction for microbial and
and mycelial organisms. There are, however, several im-
portant aspects that space and scope considerations pre-
vent us from considering in the depth they warrant. In
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Figure 19. Contained sampling system.
Source: Adapted from Van Houten (78).

Steam

Trap (to contained drain)

Trap (to contained drain)

particular, we would like to have included more informa-
tion related to overall process considerations, instrumen-
tation, and control; however, we believe that these are ad-
dressed elsewhere in this volume. We trust that we have
conveyed the sense that fermenter design is very much an
art and that we have convinced you to consider each case
separately.
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INTRODUCTION

Among the most capable and attractive means of micro-
particulate (greater than 0.1 l) separation used in bio-
pharmaceutical processing today is the use of highly po-
rous powdered media in dynamic systems. Powdered
media, often called filter aids (Fig. 1), provide versatility,
high solids-loading capacity, high product recovery, low
cost, and ease of scale-up in any filtration process. More-
over, recent technical advances have stimulated a much
greater breadth of applications that use this media filtra-
tion in biopharmaceutical processes, with a concomitant
exponential increase in product innovation.

PROCESS CLARIFICATION

The first unit operation in downstream processing is clar-
ification. It involves the removal of cells, cell debris, or pre-
cipitated components from a fermentation broth or process
supernatant. Four types of solid–liquid separations are
common to the industry: (1) The removal of whole cells in
fermentation broths where the product is expressed into
the supernatant; (2) The removal of cell debris from pro-
cess broths after cell disruption and extraction to release
the product of interest; (3) The removal of precipitated con-
taminants (usually proteins) from a process fluid, for ex-
ample, in the removal of misfolded forms of recombinant
proteins; and (4) The selective precipitation of the target
protein and the capture of this precipitate from the process
supernatant.

Most processes use either centrifugation or filtration for
solid–liquid separations. Centrifugation, although widely
accepted, has some disadvantages in biopharmaceutical
applications. The challenge in many applications is to re-
move both cellular and subcellular debris without applying
excessive shear forces on the solids. Centrifuges depend on
differences in density and on the centrifugal force applied
for solid–liquid separation. However, centrifugation be-
comes less practical when the product and waste possess
similar densities. In addition, centrifuges can be difficult
to maintain, clean, and sterilize. Finally, it is important to
avoid the generation of aerosols when dealing with bio-
logical fluids, and this is often difficult to avoid when using
centrifuges for this unit operation.

Depth filters containing diatomite, perlite, and cellulose
are suited to low solids applications, because these prod-
ucts tend to blind quickly when subjected to moderate to
high levels of solids. Their capacity can be increased by the
addition of filter aid (as body feed) into the unfiltered broth,
thus extending the lifetime of the pad.

The use of powdered media offers many advantages in
biopharmaceutical applications. These systems are much
more flexible and dynamic because powdered media addi-
tion can be adjusted based on changes in incoming solids
level. In addition, they are extremely efficient at removing
suspended solids and are particularly effective at clarify-
ing supernatants heavily contaminated with colloids and
small particles. The media can be used in all four appli-
cations described above, including the selective precipita-
tion of the target protein and the capture of this precipitate
from the process supernatant. Once captured on the filter
media, the protein or product of interest can be redissolved
by adjusting the pH or salt concentration in the wash buf-
fer and recirculating this solution through the filter media
bed. After resolubilization, the product can be eluted from
the media with approximately two bed volumes of buffer.

Capital costs for powdered-media-based systems are
relatively low when compared with centrifugation or other
filtration systems. Because the media are disposable, me-
dia cleaning and lifetime studies do not need to be per-
formed, hence the cost of validating the filtration process
is substantially reduced. In addition, the ability to post-
wash the filter cake helps to maximize product recovery, a
process that is extremely expensive or impractical with
centrifuges. Finally, with improvements in both powder
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Figure 1. Size and shape of diatoms commonly found in diatomaceous earth deposits.

containment and filter equipment design, complete con-
tainment is now easily achieved both in the media prepa-
ration area and in GMP suites.

The combination of these improvements in powder con-
tainment, filter design, and powdered media technology
position filter aids as a very cost-effective and economical
approach to clarification.

POROUS MEDIA IN DYNAMIC PROCESS FILTRATIONS

Diatomite, perlite, and cellulose are the most widely used
porous media in dynamic process filtrations, with a high
percentage of applications using diatomite.

Diatomite

Diatomite is often used in combination with cellulose; how-
ever, diatomite is often the key ingredient of static or fixed-

bed filters such as filter sheets and filter pads. Diatomite
products are especially characterized by an inherently in-
tricate and highly porous structure composed primarily of
silica. These products are obtained from diatomaceous
earth, a sediment greatly enriched in biogenic silica in the
form of siliceous frustules of diatoms, a diverse array of
microscopic, single-celled golden-brown algae of the class
Bacillariophyceae. Surprisingly, these frustules are suffi-
ciently durable to retain much of their ultrastructure
nearly intact through long periods of geologic time when
preserved in conditions that maintain chemical equilib-
rium.

Perlite

Perlite is a naturally occurring volcanic glass that ther-
mally expands upon processing. After milling, porous, com-
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Figure 2. Scanning electron micrograph of perlite.

plicated structures result (Fig. 2) that are also useful in
dynamic process filtrations of biopharmaceuticals. Be-
cause its structure is not as intricate as that of diatomite,
perlite is better suited to the separation of coarse micro-
particulates from liquids having high solids loading. Like
diatomite, perlite is also useful as a functional filtration
component of filter sheets and filter pads.

Cellulose

Cellulose, like perlite, possesses a less intricate structure
than diatomite. As a result, the use of cellulose is generally

limited to coarse filtrations or in specialized applications
where a fibrous precoat on the septum is required.

The rest of this chapter will focus attention on the use
of diatomite in solid–liquid separations.

FUNDAMENTAL PRINCIPLES OF DIATOMITE FILTRATION

A discussion on solid–liquid separations can cover a wide
range of techniques and applications, but each method is
often defined by the relative size of solids being removed
or collected from a given process stream. This chapter will
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Figure 3. Addition of body feed to a filtration process extends the
filtration cycle length.

focus on microparticulate filtration, where the solids are
typically greater than 0.1 l. The key objective is to remove
unwanted solids from a process stream, so that the refined
solution (filtrate) is adequately clarified and qualifies for
further downstream processing.

Solids Composition

In general, solids can either be rigid or compressible in
nature. Solids that form rigid cakes have some degree of
inherent permeability, dictated by particle size distribu-
tion and packing arrangement, but most solids in biophar-
maceutical applications are typically compressible. These
often gelatinous, highly compressible solids retain a degree
of permeability if low flow rates and low differential pres-
sures are used for filtration. Unfortunately, these charac-
teristics are contrary to typical processing requirements
where this unit operation needs to be completed quickly
and economically.

Dynamic Filtration

The problem in static fixed-bed filtration is that unwanted
solids have very limited permeability when they collect or
accumulate onto the filter septum (pad, paper, or fabric or
metallic or plastic woven wire screen). If these solids build
up on a septum, then eventually these solids will lack suf-
ficient permeability for fluid drainage and filtration ter-
minates. This behavior highlights a mistake frequently ap-
plied in filtration practice; often, higher differential
pressure does not guarantee faster filtration rates pre-
cisely because these solids collapse to form an impermea-
ble cake.

Introduction of a filter medium changes the composition
of the accumulated cake, and therefore its filtration be-
havior. Powdered media (filter aids) are essential to this
technology because they provide two functions: (1) as a pre-
coat applied before the start of a filtration cycle and (2) as
body feed added to the unfiltered feed throughout the fil-
tration cycle. The precoat layer protects the filter septum,
preventing penetration and blinding by the unwanted sol-
ids. This layer also facilitates septum cleaning and pro-
vides for a high-quality filtrate from the beginning of the
filtration cycle.

The addition of powdered media (as body feed) to the
process feed increases permeability in the accumulating
filter cake, restricts solids movement, provides channels
for filtrate recovery, and extends cycle length (Fig. 3). The
extended permeability afforded by these media slows the
rise in differential pressure for constant flow processes and
retards the drop in flow for constant pressure operations.
At the conclusion of a filtration cycle, product recovery can
be maximized by rinsing or purging the accumulated cake
in place. It is extremely important to maximize the body
feed in a process. By adding too little, the solids quickly
blind the filter cake and the filtration is terminated. Add-
ing too much is not only wasteful but leads to a rapid in-
crease in filter-cake thickness, with a corresponding in-
crease in resistance to flow and a subsequent reduction in
cycle length (1).

Filtration Theory Overview

The following section is not intended to be a comprehensive
treatment of filtration theory, but rather an overview to
describe how the permeability of an accumulated filter
cake (solids and filter aid) ultimately affects filtration per-
formance (rate). A thorough discussion of filtration me-
chanics can be found in numerous reviews (2–4).

Any discussion on porous media filtration can start with
a simplified form of the Darcy equation (equation 1), which
is used to describe laminar (nonturbulent) fluid flow
through a homogeneous, porous medium.

Q � Dx � l
k � (1)

A � DP

The relative permeability (k) is measured in darcy units,
and it is described in terms of the instantaneous volumet-
ric flow rate (Q) and viscosity (l) of the fluid, the thickness
(Dx) and cross-sectional area (A) of the porous medium (ac-
cumulating filter cake), and the pressure drop or differ-
ential pressure (DP) associated with flow. The flow rate (Q)
can also be represented by the differential change in vol-
ume over time (dV/dt). A value of 1 darcy corresponds to
the permeability through a filter media 1-cm thick that
allows 1 cm3 of fluid with a viscosity of 1 cP to pass through
an area of 1 cm2 in 1 s under a pressure differential of 1
atm (i.e., 101.325 kPa). Although fluid viscosity varies with
temperature and shear forces, values for it and the other
variables can be obtained from tables and experimental
observations. Consequently, the permeability (k) is an em-
pirical value (constant) used to characterize the filter cake
composition and not a property that can be readily altered
by changing the process flow rate or differential pressure.
In practice, permeability may appear to be influenced by
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flow rate or pressure, but those responses are strictly con-
sequences of composition, and they are often inconsistent
with the behavior described by equation 1. The type and
relative usage rate of filter aid coupled with the nature and
concentration of solids define composition, which in turn
controls permeability and filtration performance.

The constancy of k explains why (1) the differential
pressure increases as filter cake accumulates (Dx) for con-
stant flow (Q0) processes (equation 2)

Q � l Dx0k � (constant) � (2)
A DP

and (2) flow decreases as cake accumulates for constant
pressure (DP0) processes (equation 3)

l
k � (constant) � Q � Dx (3)

A � DP0

Permeability measurements are not essential in the ap-
plication of dynamic filtration technology. In fact, once the
unfiltered feed is introduced to the filter, the overall per-
meability (as measured in darcies) of the filter cake can be
reduced by orders of magnitude. Ultimately, the manipu-
lation of permeability (k), through filter aid selection and
usage, describes the optimization of this solid–liquid sep-
aration process.

As an example, initial (laboratory scale) testing devel-
ops enough information to determine the permeability
(kapp) in a constant pressure application. In fact, a key lab-
oratory test is to determine the elapsed time (ts) it takes
to produce the maximum cake thickness (Dxf ; limited by
the physical capacity of the filtration equipment, typically
3 cm) at optimum filter aid usage and terminal pressure
(DPf ). Hence, the Darcy equation can be put to better use
for process scale-up (equation 4):

Q � Dx � l Q � Dx � l0 lab f 0 plant f[k ] � � (4)app A � DP A � DPlab f plant f

Notice that differential pressure (DPf ) and filter cake
thickness (Dxf ) need not be affected by the scale of opera-
tions. Differences in allowable cake thickness (Dxf ) must
be accommodated by adjusting filtration area (Aplant) re-
quirements. A physical capacity test also determines the
total volume of process feed that can be filtered on the
given area. In the simplest case of equal cake thickness,
scale-up becomes a matter of sizing filter area to accom-
modate production rate (equation 5).

Q Q0 lab 0 plant
� (5)

A Alab plant

GRADE SELECTION AND OPTIMIZATION

An optimized filtration process maximizes throughput and
product recovery and minimizes pressure drop while main-
taining the desired filtrate clarity, all in a reasonable time.
There are five main parameters one needs to consider

when selecting an appropriate grade of powder media for
a given process.

Product Stability

Careful attention should be paid to soluble metals when
selecting a grade. High concentrations of soluble metals in
reagents can lead to contamination of biopharmaceutical
products, for example, aluminum contamination of albu-
min (5–7). Also, high concentrations of soluble metals are
known to oxidize proteins and enzymes and can activate
proteases in fermentation broths (8–10). Therefore, the use
of high-purity reagents for filtration will help reduce or
eliminate product contamination and degradation issues
further downstream.

The industry demand for high purity and high perfor-
mance reagents has led to the development of a new gen-
eration of powdered media. These products, sold under the
trade name Celpure� (Advanced Minerals Corporation,
Calif.) offer greater filtration capacity with a correspond-
ing reduction in powdered media consumption and reduc-
tion in disposal costs (Fig. 4).

Filtration processes with Celpure grades typically use
less media because of a combination of the higher solids
loading capacity and improved flow properties of the me-
dia. This results in a reduction in overall processing times
compared with conventional grades of diatomaceous earth,
such as the widely used Celite� grades (Fig. 5). Finally, the
products are extremely pure and have very low levels of
extractable metals such as aluminum and iron (Table 1)
and correspondingly low electrical conductivities.

Filtrate Clarity

Most processes have a clarity specification that needs to be
met or exceeded. Achieving stringent clarity specifications
can extend the life of downstream filters and protect chro-
matography columns. The filtrate clarity achieved is dic-
tated by the grade selected and the nature of the turbidity
removed. Once the grade is chosen, its level of usage (body
feed addition) combined with the available differential
pressure to induce flow will control the volume of unfiltered
feed that can be processed by a given filtration area.

Product Throughput

Product throughput and filtrate clarity are tightly linked
when it comes to grade selection. The goal is to select a
grade that achieves the desired clarity and maximizes
throughput. By selecting a grade that is too fine, the clarity
specification can be exceeded, but the throughput rate may
be extremely low with correspondingly high differential
pressures.

Operating Pressure

Actual operating pressure can be limited by shear sensi-
tivity of the product or feedstream by equipment con-
straints or by overall plant design. Many processes have
mechanical pressure limits of approximately 30 to 45 psi
or 2 to 3 bar.
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(a) (b)

Figure 4. Scanning electron micrograph of the surface of an individual diatom from a conventional
Celite grade (a) and a Celpure grade (b).

Product Recovery

This can be sometimes overlooked in initial filtration stud-
ies. At the conclusion of any filtration cycle, the accumu-
lated solids should be washed with a product-compatible
buffer to maximize product recovery. Upon completion of
the filtration cycle (including rinse), it is important to con-
firm that the product of interest does not interact with the
filtration media. Product recovery issues can often be im-
proved by selecting a more permeable grade of filter aid.
As you increase the porosity of a filter aid, the available
surface area decreases and any nonspecific interaction de-
creases. All these factors are tightly linked; therefore, we
recommend a systematic approach to grade selection and
optimization.

SYSTEMATIC METHODS DEVELOPMENT APPROACH TO
GRADE SELECTION

As stated above, the overall goal is to achieve optimum
clarity and maximum throughput for a process while min-
imizing pressure and product losses. The following is a sys-
tematic approach to grade selection. Figure 6 shows a typ-
ical experimental setup for laboratory-scale constant rate

filtration experiments. To perform constant pressure filtra-
tions, a pressurized vessel is required to deliver unfiltered
feed to the filtration housing.

Determine the Percent of Solids in Your Feedstream

Any information on distribution and size of feed solids is
useful in grade selection. If this information is not avail-
able, a recommended procedure is outlined below.

Determine percent solids by weight in your fermenta-
tion broth. Filter a small aliquot onto a preweighed filter
disk, dry in an oven, and reweigh to determine percent
solids in unfiltered feed.

1. Use a Whatman 934-AH filter paper as a septum
with the filtration housing. This is an open-pore sep-
tum and enables you to precoat without having to
custom make a wire screen.

2. Resuspend 1.5 g of media in 100 to 150 mL of buffer
(similar in pH to your sample solution; 1.5 g of most
grades gives a precoat of approximately 2 mm on 20
cm2 of surface area). Start with the coarsest grade,
Celpure� 3000 or Celite� 545 AW. By starting with
the coarsest grade, you will always achieve maxi-
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Figure 5. Equal weight comparison of Celpure and Celite grades
in the clarification of a fermentation broth with 0.5:1.0 body-feed-
to-solids ratio. Runs were terminated at minimum (equal) flow for
reasonable production.

Table 1. Typical Celpure� Properties (Applicable to All
Grades)

Property Value

Soluble aluminum (mg Al/kg)
Extraction in fermentation broth, pH 4.5. �3

Soluble iron (mg Fe/kg)
Extraction in fermentation broth, pH 4.5 �3

Conductivity in H2O (lS-cm) �12.5

Figure 6. Experimental setup for constant rate exper-
iments.
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mum throughput and optimal clarity for a given pro-
cess.

3. Recirculate the solution until filtrate is clear (typi-
cally 2 to 3 mins). The recommended flux rate is 40
L/m2/min. On a 20-cm2 surface area, this is equiva-
lent to 80 mL/min.

4. Once the precoat has been formed, reduce the vol-
ume of buffer in the chamber until 2 to 3 mm above
surface of precoat.

5. Add media to the unfiltered feed solution. As a start-
ing point match the percent of solids in your feed
with powdered media addition (2% solids by weight,
add 2% by weight of powdered media). Add product/
media solution to filter chamber at a flux rate of 1 to
5 L/m2/min. On a 20-cm2 surface area, this is equiv-
alent to 2 to 10 mL/min.

6. Measure initial flow rate and monitor both flow rate
and pressure throughout the coarse of the filtration.
Allow the pressure to rise to 30 psi or 2 bar (or max-
imum system pressure), and maintain this pressure
for the duration of the filtration by reducing flow or
until flow rate reaches 20% of initial flow.

7. At the end of the filtration cycle, wash the filter bed
with two bed volumes of compatible wash buffer.
This will maximize the product recovery for a pro-
cess. Finally, measure the total volume processed,
the time of filtration, filtrate clarity, and the bed
height in the filter housing. Save a sample for prod-
uct recovery analysis.

If clarity is not acceptable, then repeat steps 1 to 7 with
a less permeable grade of filter aid. Powdered media are
rated based on their Darcy permeability. Celpure 3000 and
Celite 545 AW are considered the coarsest grades and Cel-
pure 65 and Celite Filter-Cel� the finest.

For constant pressure filtrations, follow above proce-
dure through step 4. Then switch to a pressurized vessel
containing unfiltered broth mixed with appropriate grade
of powdered media. Ramp the pressure up to the desired
output and monitor decay in flow rate. Repeat experiments
with different grades as outlined above.

Body Feed Optimization

Once grade selection is completed, the next step is to
optimize the body feed addition. The level of body feed ad-
dition controls the permeability and volume of accumulat-
ing cake. Higher pressure does not mean greater through-
put, especially when body feed usage coupled with the
handling characteristics of the solids dictate filter cake
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Figure 7. Body feed optimization study for a biological broth with
body-feed-to-solids ratios.

compressibility. The dilatant nature of diatomite resists
cake compression and thereby retains permeability. Feed
properties (pH, viscosity, etc.) also affect filtration perfor-
mance; therefore, these factors must be considered in pro-
cess development and optimization studies.

Past work with biological solutions at high solids levels
(greater than 5% by weight) suggests that constant flux
(filtration) rates above 10 L/m2/min exhibited steep rises
in differential pressure because of compression and sub-
sequent loss of cake permeability. Modest flux rates (5.0 L/
m2/min) extended filtration cycles, often producing better
economy. Although dilution using a compatible solution
can reduce shear and also make filtration easier, the goal
to expedite processing implies that it will be used only after
others options have failed.

As described earlier, an excellent starting point is to
match the percent solids in the process stream on a weight
basis with percent media also on a weight basis. If this
ratio of 1:1 is not sufficient, i.e., the filtration terminates
quickly because of a rapid rise in pressure and subsequent
blinding of filter cake with solids, then consider increasing
your body feed addition. Repeat the above steps using body
feed additions of 1.5:1 or 2:1.

If a body feed addition of 1:1 allows you to process your
batch with little or no rise in differential pressure, then
you can optimize the body feed by reducing the ratio of
powdered media to solids. Reduce the body feed until an
acceptable throughput rate is achieved (Fig 7). This ap-
proach will allow you to size an appropriate filter and min-
imize the size of filter needed to process a given batch.

Process Scale-Up and Filter Selection

Candle elements, pressure filters, and filter presses are all
used in biopharmaceutical applications. Your choice of fil-
ter will depend on a number of factors, including plant de-

sign, equipment compatibility with existing systems,
clean-in-place and steam-in-place considerations, scale of
operation, and overall capital costs. All these factors need
to be considered in selecting an appropriate filter. Once the
filter design has been selected, the data generated in the
methods development stage can be used to predict filter
size. A smaller filter can be considered if the cycle time is
short, and multiple cycles (including time for cleaning and
setup) can be performed, in a typical 8 hour shift, to clarify
the batch.

SUMMARY

The use of advanced filtration media in dynamic filtration
systems is a flexible, efficient, and attractive means for the
solid–liquid separation of microparticulates from various
process streams. Powdered media provide versatility, high
solids-loading capacity, high product recovery, low cost,
and ease of scale-up in any filtration process. These sys-
tems are cost effective and extremely flexible and efficient
at removing suspended solids and clarifying supernatants
rich in colloids and small particles. Newer products such
as Celpure� demonstrate improvements in purity and per-
formance and further address the needs of the biophar-
maceutical industry.

In addition to the advances that have been made in
powdered media, improved systems for media handling
and containment are now available from vendors that
readily meet the needs of the industry. Finally, a wide va-
riety of economical filter housings of various designs, in-
cluding candle elements, pressure filters, and filter
presses, are manufactured to biopharmaceutical specifi-
cations.
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INTRODUCTION

In the bioprocessing industry there exist a number of ap-
plications for air (or gas) filtration (1–3). The type of filter
used for the application will depend on the specific removal
requirements. The filtration required can be to the 0.2-l
(sterilizing) level or to a courser filtration level for partic-
ulate removal. Some air applications for which sterile fil-
tration can be a requirement are fermenter inlet air, fer-
menter vent gas, vents on water-for-injection tanks, and
vacuum break filters during lyophilization. Courser filtra-
tion can 90be used for particulate removal. In many cases,
the course filter acts as a prefilter to the sterilizing grade
filter. Other applications use coalescers as prefilters for the
removal of liquid droplets, such as oil or water.

TYPES OF AIR FILTERS

Packed towers were the first air filters used by the industry
for air sterilization. Packed towers consist of beds or pads

of a fibrous material, such as paper, cotton wool, glass wool,
or mineral slag wool. Membrane filters typically are con-
structed of a porous, hydrophobic membrane material,
such as PVDF (polyvinylidienefluoride) or PTFE (polytet-
rafluoroethylene).

When filters are used to produce sterile air, the filters
can be referred to as sterilizing grade, 0.2-l filters. Micro-
bial retention tests can be used to verify that the filters
produce sterile air. The standard test organism is Brevun-
dimonas (Pseudomonas) diminuta (ATCC 19146).

The removal efficiency of filtration media used in
packed towers or membrane filters can be dependent on
the following mechanisms:

1. Direct interception by the fibers
2. Inertial impaction
3. Brownian motion or diffusional interception
4. Electrostatic attraction between the fibers and par-

ticles

Brownian motion (also referred to as diffusional inter-
ception) applies to small particles at low face velocities.
When air molecules are in a state of random motion, small
particles suspended in the particles can be struck by mov-
ing air molecules and displaced. The movement of particles
resulting from molecular collisions is known as Brownian
motion. This phenomenon can increase the probability of
capture of the particle by the fibers in a packed tower or
by the diffusional interception in a membrane.

The filtration mechanism for direct interception is a
sieving action that mechanically retains the particles. The
filter material acts as a screen that stops particles that are
larger than the pores. Direct interception is independent
of face velocity and mostly involves particles with large
diameters.

Inertial impaction refers to the deviation of a particle
from its streamline during flow because of inertia. This
deviation can result in the retention of the particle by the
fibers in the packed tower or by the membrane in a mem-
brane cartridge filter. As the face velocity increases, the
probability of inertial impaction increases.

An electrostatic attraction can exist between the fibrous
material in the depth filter, or the membrane material, and
the particles in the air stream. This attraction can enhance
the ability of the filter to remove particles.

A general description of packed towers as well as mem-
brane filters used for air filtration is provided in the next
section.

Packed Towers

Description of Packed Towers. Packed towers for air fil-
tration are comprised of beds of fibrous material (1). The
diameter of the fibrous material is between 0.5 and 15 l,
and the space between the fibers can be many times this
range, depending on how the tower is packed.

Figure 1 illustrates the basic design of a packed tower
air filter (5). The filter consists of a steel structure filled
with loose fibrous packing. The air inlet is on the bottom
and the outlet is on the top of the filter. The packing is
supported by a grid or perforated plate. For proper opera-
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Figure 1. Packed air tower design.
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tion, it is necessary to ensure that the appropriate packing
density for the application is obtained. If the tower has
been packed properly, there will not be movement of the
fibers during use. Fiber movement during use can lead to
channeling of air, which will lead to an inefficient packed
tower, because only a portion of the bed will be acting as a
filter. Fiber repositioning can also lead to the dislodging of
trapped microorganisms.

Once the filter has been packed with the appropriate
fibrous material, a support grid or plate is fitted to the top
of the bed to ensure that the bed remains compressed. Af-
ter the first steam sterilization of a packed tower air filter,
the packing will tend to settle further. Additional fibers can
be added to the bed after the first steam sterilization to
maintain the correct packing density.

Bonded fiber mats have been developed to use in place
of loose fibers. Resins are used to bond the fibers, and the
mats must be tested to determine if they are compatible
with steam sterilization. When mats are used, it is neces-
sary to have a good seal between the mat and the tower
wall, so that channeling does not occur. Fiber pads often
contain mineral wool with an average fiber diameter of 4
to 5 l.

Thin sheets of small diameter fibers are another option
for packed towers. The sheets are placed on top of each
other with a mesh or grid in between each sheet for sup-
port. The edges of the sheets are sealed between flanges.

Sterilization of Packed Tower Air Filters. Before using a
packed tower for the sterilization of fermenter inlet air, the
filter itself must be sterilized. There are two techniques
that can be used: steam sterilization and dry heat sterili-
zation (6).

Passing steam at a pressure of 15 psig through a packed
tower for 2 h is typically adequate for sterilization. Actual
conditions required for a specific installation may vary. The
presence of air in the packed tower during the sterilization

can prevent complete sterilization of the packing. A drain
at the bottom of the packed tower is used to purge the
steam and to drain any residual condensate in the filter. It
is necessary to remove condensate from the bed because
wetted fibers are less efficient for microorganism removal
and may also decrease the retention efficiency of the
packed tower well below its design value, especially if
channeling through the wetted media occurs.

Some fiber material as well as material used to bond
fibers can be degraded by steam sterilization. An alterna-
tive to steam sterilization is dry heat sterilization, which
will avoid the possibility of steam degradation and fiber
wetting. This can be accomplished by using a heating de-
vice at the inlet of the tower and passing air at a tempera-
ture of 160 to 200 �C through the bed for 2 h. During dry
heat sterilization, the filter is isolated from the rest of the
process. Fiber material can be stable up to 800 �C, thus
there is no chance of damage to the bed from this sterili-
zation technique.

Operating Considerations for Air Sterilization by a Packed
Tower. The microorganism retention efficiency of packed
towers is dependent on the inlet velocity of the air. The
relationship between air velocity and filtration efficiency
has been determined experimentally in a number of stud-
ies (7). In the example shown in Figure 2 (7), the particle
retention efficiency may change by a factor of 10 as a result
of a relatively small change in the inlet air velocity. The
results also show that the most difficult particles to remove
are in the size range of small microorganisms. Therefore,
it is quite possible to encounter air flow conditions in a
packed tower that can reduce the statistical probability for
the complete retention of all microorganisms.

The hydrophilic nature of the fibrous material used in
packed towers (e.g., glass wool) can contribute to a reduc-
tion of the microorganism removal efficiency of the packed
tower. Water vapor can enter the system with the air dis-
charge of the compressor. The air and water vapor mixture
is initially at an elevated temperature. As the gas stream
is cooled, water droplets may condense and wet the hydro-
philic glass fibers. The wetted fibers are less efficient for
microorganism removal and may decrease the retention
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efficiency of the packed tower well below its design value,
if channeling through the wetted media occurs. Also, or-
ganic components present in the compressor exhaust can
provide a nutrient source for the retained microorganisms
and increase the possibility of bacterial growth and even-
tual penetration through the depth filter medium. Al-
though a number of approaches have been tried to over-
come the wetting problem, such as heat tracing to
maintain an elevated temperature, these are expensive to
operate and have not consistently resolved the problem.
The pressure differential across the tower may also in-
crease significantly with wetting.

Although it is obvious that operating deviations such as
these do reduce the reliability of a packed tower for air
sterilization, there is no quantitative procedure to deter-
mine if the filtration efficiency is adequate to ensure a ster-
ile inlet air condition. The lack of such a quantitative pro-
cedure adds an element of uncertainty that affects both the
operation and maintenance decisions. Skilled operators
are necessary to monitor the packed tower to ensure that
it is packed and operating efficiently. The actual source of
contamination of a production batch is often difficult to
identify, and the air filtration system is always suspect
during a contamination outbreak. Without a technique for
testing the efficiency of a packed tower, it is difficult to
ascertain whether the packed tower is the cause of the con-
tamination outbreak.

Design of Fibrous Air Filters. In order to model a fibrous
air filter, several assumptions must be made. It is assumed
that (1) Once a particle is trapped by a fiber, it then will
remain trapped; (2) At a particular depth across the filter,
the particle concentration does not vary; and (3) The re-
moval efficiency at a given depth is equivalent across the
filter.

The following equation describes how the concentration
of particles varies with the depth position in the filter (6):

dN
� �Kx (1)

dt

where N is the particle concentration, x is the depth, and
K is a constant.

Solving the equation between a depth of 0 and x and a
particle concentration of N0 particles entering the filter
and particle concentration of N particles leaving the filter
yields:

N
ln � �Kx (2)� �N0

The relationship between depth and the logarithm of the
ratio of particles removed to particles incident is known as
the log–penetration relationship (6). This relationship has
been used in sizing depth filters.

The constant K in equation 2 will vary with the type of
packing and is dependent on linear velocity through the
packed bed. If the relationship between the constant K and
linear velocity through the bed is known, equation 2 can
be used to size a packed bed for a given log reduction of
particles.

Another consideration for the design of a packed bed is
the pressure drop across the bed. Typically, the DP is linear
with the linear air velocity for a given depth (6). The pres-
sure drop across the packed tower can be dependent on the
type of medium, the packing density, the air density, and
the linear air velocity through the filter. As an example of
an equation for the pressure drop across the packed bed is
given in Richards (6):

22qv �xC
DP � (3)

pDf

where DP is the pressure drop, v is the linear air velocity,
� is the ratio of filter density over fiber density, x is the
filter bed depth, C is the drag coefficient, Df is the fiber
diameter, and q is the air density. The relationship in equa-
tion 3 indicates that the pressure drop is proportional to
the square of the linear air velocity. At relatively low linear
air velocities (2 to 3 ft/s), the relationship is linear.

Membrane Filter Cartridges

Membrane filter cartridges are available as either prefilter
(particulate contaminant rating) or sterilizing filter (bac-
terial contaminant rating) configurations (1–3). Prefilters
in air service can be used for particulate removal or aerosol
removal. Prefilters are positioned upstream of the final
(sterilizing) filters to protect the final filter from premature
plugging, thereby prolonging the life of the final filter. The
following are brief descriptions of the membrane filters
(sterilizing and prefilter types) that can be used for air fil-
tration.

Sterilizing Grade Membrane Filters for Air Service. Mem-
brane filters used for fermenter and bioreactor sterile inlet
air and exhaust gas vents, sterile pressure gas, sterile ni-
trogen blankets, storage tank sterile vents, formulation
tank sterile vents, and sterile air for aseptic packaging
usually contain a membrane made of hydrophobic mate-
rials such as PVDF or PTFE.

Hydrophobic membrane filters are desired in these
sterile gas filtration applications because hydrophobic fil-
ters do not spontaneously wet with water. When a hydro-
philic filter is wetted with water, it will not pass air until
the water-wet bubble point of the filter is exceeded, and
this water-wet bubble point can be greater than 50 psi. The
inherent hydrophobicity of membrane filters used for fer-
menter air sterilization allows these filters to be able to
remove bacteria completely from inlet air, even when ex-
posed to moisture (8). The filter cartridge is expected to
remove bacteria and bacteriophage from air streams with
100% efficiency.

The hydrophobic membrane filter material is pleated
together with a layer of material (for example, nonwoven
polypropylene) on the upstream and downstream side of
the membrane. These layers provide mechanical support
to the membrane and proper drainage of the fluid. The
pleated membrane pack is formed into a cylinder. The lon-
gitudinal side seal of the pleated membrane filter pack
should be an integral, homogeneous melt seal without any
additional or extraneous materials, glues, or resins.
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Figure 3. Membrane filter.

A rigid, perforated inner core is present to provide sup-
port against operating pressure. An outer cage placed on
the upstream side of the membrane filter pack is provided
for additional support and protection during handling. The
cage provides retention of structural integrity against ac-
cidental reverse pressure (usually up to about 50 psi). Poly-
propylene and PTFE are examples of materials that can
be used for the cage, core, and support material in a mem-
brane filter.

End caps are attached by melt sealing to imbed the me-
dium in the plastic. All hardware should be specified as
produced from virgin materials.

Membrane filters are available in a variety of shapes
and sizes. The most typical configuration for pharmaceu-
tical air applications are 10-in. elements. These elements
can be flame welded together end to end to form multi-
length configurations (typically up to 40 in.). Multiple ele-
ments can be used in a filter housing, as required. A mem-
brane filter is illustrated in Figure 3.

Membrane filter elements may be integrity tested to en-
sure that the air is sterile. The integrity tests have been
correlated with bacteria removal efficiency by direct mi-
crobial challenge testing.

Sterilization of Membrane Filters. Hydrophobic mem-
brane process filter cartridges can be subjected to multiple
sterilization cycles and must be designed to be repeatedly
steam sterilized in either direction of flow or repeatedly
autoclaved. The vendor should provide information on fil-
ter cartridge sterilization procedures and operating data
on process limitations (time and temperature). These fil-
ters are typically capable of withstanding multiple in situ

steam sterilizations (for example, at least 165 cumulative
hours at up to 142 �C). If needed, the membrane filter can
be autoclaved and aseptically installed into the process ap-
plication.

Hydrophobic membrane filters can be in situ steam
sterilized in 30 min of exposure time (or longer if the pro-
cess requires a longer time) at a temperature of 125 �C.
Because the filters are hydrophobic, no additional drying
time is required. It is necessary for membrane filters as
well as for packed towers to drain the entrained conden-
sate on the inlet side of the filter. A membrane filter hous-
ing can be isolated under pressure at the end of an aeration
period and therefore does not require sterilization for each
cycle.

Prefilters. For some applications, it is necessary to use
a prefilter to remove particulate material or liquid aero-
sols. It is often desirable to use a prefilter to protect the
sterilizing grade filter. Typically, the use of a prefilter will
reduce the overall filtration economics.

Particulate Removal. Membrane filters composed of ma-
terials such as polypropylene or cellulose can effectively be
used to remove particulate material from an air stream.
The filter micron ratings range from the order of 1 to the
order of 100 l. The appropriate filter can be selected for
the particulate contaminant removal. The following are de-
scriptions of examples of membrane filters that can be used
as prefilters in pharmaceutical air filtration, including po-
rous stainless steel filters, cellulose pleated filters, and
polypropylene pleated filters.

1. Porous stainless steel filters cartridges. Porous stain-
less steel medium is made by sintering small parti-
cles of stainless steel or other high alloy powder to-
gether to form a porous metal medium. Porous
stainless steel can be formed as a flat sheet or, when
used in filter elements, as a seamless cylinder. This
special manufacturing process produces a high dirt-
capacity medium that is temperature and corrosion
resistant. The recommended alloy is type 316LB,
which has a higher silicon content than type 316L
and provides a stronger, more ductile product with
better flow properties. Elements have absolute rat-
ings of 0.4 to 11 l in gas service applications. Porous
stainless steel filter cartridges are chemically or me-
chanically cleanable, offering economy of reuse. Po-
rous stainless steel filters are used for steam filtra-
tion and for air sparging.

2. Cellulose pleated filter cartridges. Pleated cellulose
filter cartridges (8 l rating) are applicable as prefil-
ters for inlet air for fermentors and bioreactors.
These filter cartridges can be constructed of pure cel-
lulose medium, without resin binders. The cellulose
membrane can be pleated into a high area cylinder
and has a longitudinal side seal with an appropriate
polypropylene (approved for food contact usage by
the FDA). Cellulose media cartridges are assembled
with hardware components consisting of a perfo-
rated inner support core, an outer support cage, and
end caps melt sealed to imbed the medium in the
plastic. All hardware components should be of pure
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polypropylene, without filler or reinforcement, to en-
sure a minimum of soluble extractables.

3. Polypropylene pleated filter cartridges. Polypropyl-
ene pleated depth filters (8-l rating) are applicable
as prefilters for prefiltration of exhaust gases. These
process filter cartridges are constructed using non-
migrating continuous strands of nonwoven polypro-
pylene filaments. The medium should have a con-
stant pore size section (downstream) for absolute
rated filtration and a continuously graded upstream
section for effective prefiltration. The thin sheet of
polypropylene media is pleated and formed into a
cylinder with a longitudinal side seal of melt seal
polypropylene. The cylinder is then melt sealed to
injection molded polypropylene end caps to ensure
no fluid bypass. Polypropylene hardware compo-
nents consisting of an inner support core and an ex-
ternal protective outer cage are incorporated.

Liquid Aerosol Removal. A coalescer can be used for the
removal of liquid aerosols containing water or oil droplets.
This is desirable as a prefiltration for a sterilizing air filter,
because the liquid aerosol could prevent the flow of air
through the sterilizing grade filter.

Coalesers operate efficiently if they are able to separate
the liquid and the gas in the liquid aerosol. The three basic
steps that are required are (1) aerosol capture (2) unload-
ing or draining of the liquid, and (3) separation of the liquid
and gas.

Figure 4 is an illustration of a liquid–gas coalescer. The
coalescer has a gravity separator, which allows for the re-
moval of large liquid aerosols (typically �300 lm). The
coalescer flow direction is in to out to prevent reentrain-
ment. The liquid is captured through the coalescence of
fine aerosols (0.1 to 300 lm) to large droplets (1 to 2 mm).
The coalescence of the droplets is illustrated in Fig-
ure 5. The large droplets flow downward from a drainage
layer. The separation is completed when the liquid is

drained from the system. The air leaves the system from
the top of the assembly.

Filter Housings. Cartridge filters used for air filtration
are placed in sanitary, air or gas service filter housings.
Cartridge filter housings usually consists of a head and a
bowl. The filter is attached to the head, and the bowl is
clamped to the head to provide a complete enclosure of the
filter.

The size of the housing should be adequate for the flow
and differential pressure requirements. Filter housings for
bioprocessing applications are typically constructed of
stainless steel (e.g., 304, 316, 316L, etc.) or carbon steel,
with 316-series stainless steel internal hardware and car-
tridge seating surfaces. Housings typically have quick-
release mechanisms such as V-band clamps or fast-action
swing bolts to facilitate filter change-outs.

Design operating pressure of all filter housings should
be specified as minimum psig and rated for full vacuum
service. Design maximum operating temperature of the
housing should also be specified. The housings or pressure
vessels that are within the scope of the ASME Boiler and
Pressure Vessel Code, Section VIII, Division 1, should be
designed and U stamped per the code. TIG weld construc-
tion should be used in sanitary-style housings to minimize
weld porosity and ensure high-quality, clean joints, with
all internal welds ground smooth and flush. All weld pro-
cedures and welders should be qualified to ASME/BPVC
Section IX.

Housings should be capable of in situ steam steriliza-
tion in accordance with the manufacturer’s recommended
procedures, and housing or system design should provide
for condensate drainage. Gasket material and O-ring elas-
tomers must also be capable of withstanding repeated
steam sterilization cycles, along with being compatible
with process fluids.

Industrial style housings (used for prefilters) provide
cartridge mounting on a tie rod and sealing to the tie rod
assembly by use of a seal nut at the top of the assembly.
Tube sheet adapters should be seal welded to the tube
sheet to prevent fluid bypass. Filter cartridges are thereby
sealed in the housing independent of any cover assembly,
ensuring positive sealing and no fluid bypass. Filter car-
tridges should be seated on the tube sheet adaptor assem-
blies above the tube sheet to ensure complete drainage of
nonfiltered fluid before cartridge replacement. This pre-
vents potential contamination of downstream surfaces
during change-out of filter elements.

QUALIFICATION TESTS FOR MEMBRANE FILTERS USED
FOR AIR FILTRATION

Sterilizing Grade Membrane Filters

Organism Retention Tests. Microorganism retention
tests can be conducted to verify that membrane filters pro-
duce sterile air (1,2). Liquid challenge tests with Brevun-
dimonas (Pseudomonas) diminuta (ATCC 19146), measur-
ing 0.3 � 0.6 to 0.8 lm, is a standard challenge test for
the validation of sterilizing grade filters (0.2 lm) in the
pharmaceutical industry. Aerosol challenge tests with P.
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diminuta should approximate extreme air flow conditions.
Aerosol challenges with T1 bacteriophage (0.05 � 0.1 lm),
for example, can provide a test of a filter’s retention effi-
ciency of extremely small organisms, so small that the bac-
teriophage in a liquid suspension will penetrate a 0.2-lm
sterilizing grade filter.

The retention efficiency of a given filter is less when a
liquid challenge is used instead of an aerosol challenge.
Thus, a liquid challenge test is a more stringent test of a
filter’s retention capability. A liquid challenge test can also
provide retention information for process conditions such
as extreme moisture after sterilization or air entrained
with water drops. An example of the technique used to per-
form a liquid bacterial challenge on sterilizing grade mem-
brane cartridges was published by Pall Corporation (9).

The liquid test involves challenging a test filter with a
known quantity of P. diminuta, no less than 1 � 107 or-
ganisms per 2 square centimeter of filter area. The chal-
lenge sample is passed through the filter suspended in
sterile water at a defined flow rate and time. All of the
effluent from the test filter is passed through an analysis
membrane. After the challenge is completed, the system is
flushed for 5 to 10 minutes with sterile water. The analysis
membranes are removed and placed on Mueller Hinton
Agar at 32 �C for 48 h. After incubation, the plate is ex-
amined for the presence or absence of microbial colonies.
Figure 6 illustrates a liquid bacterial challenge test stand.

The aerosol challenge test system can consist of a neb-
ulizer loaded with the challenge microorganism suspen-
sion, a separate line for dry air makeup, and split-stream
impingers to sample the aerosol challenge with and with-
out the test filter. A schematic of a test stand that can be
used for the aerosol challenge procedure described is given
in Figure 7. Detailed descriptions of the aerosol test pro-
tocols for P. diminuta and T1 bacteriophage Ref. 9.

During the aerosol challenge, an aerosol is generated
with a nebulizer. The aerosol is introduced into the test
filter at a given flow rate. The filter effluent is collected in
dual liquid impingers. Controls are performed simulta-

neously via a split stream by using a two-channel timer to
direct air flow, on an alternating basis, from the test side
filter impingers to the unfiltered control side impingers for
recovery.

The impingers contain sterile buffer and after the chal-
lenge is completed, the buffer can be analyzed for the test
organism. If P. diminuta is the test organism, then the buf-
fer is analyzed by putting the buffer solutions through an
analysis membrane and placing the membrane on Mueller
Hinton Agar for 48 h before titering. If T1 bacteriophage is
the test organism, then samples of the buffer are diluted
with nutrient broth and mixed with liquid nutrient agar
(1.5% agar concentration; 48 �C) and Escherichia coli in the
log phase of growth. After vortex mixing all three compo-
nents, the mix is poured over nutrient agar plates and in-
cubated for 3 to 5 h at 37 �C, so that the plaques can be
counted.

Integrity Tests for Membrane Filter Cartridges. During the
sterilization of fermenter air, it is necessary to achieve the
highest possible assurance of filter integrity and removal
efficiency. The installation of integrity-testable filters and
the performance of routine integrity testing by the user are
essential to demonstrate that the system is performing to
specification. Tests that qualify the retention characteris-
tics of a membrane filter can be defined as destructive or
nondestructive tests.

Destructive tests are performed using an appropriate
contaminant to meet a specific claim for retention of the
contaminant. The test procedure must be sensitive enough
to detect the passage of contaminants of interest. For ster-
ilizing grade 0.2-lm membrane filters, the industry stan-
dard test organism (i.e., contaminant) is P. diminuta
(ATCC 19146). The organism and minimum challenge
level (107 CFU/cm2 filter area) are specified in the ASTM
standard F383,-83 (10) and referenced in the FDA guide-
line on sterile drug process produced by aseptic processing
(11).



1204 FILTRATION, AIR

Water in

Pressure
regulator

0.1 µm
bacteria
removal

filter

Bacteria
injection

port

Vent Vent

Vent

Bacteria reservoir

Flow meter
with needle
control valve

Test filter

Drain

Analysis
membrane

holder

Figure 6. Liquid bacterial challenge test stand.

Timer/valve
switching

device

Impinger
#AG (14 LPM)

Impinger
#AG (14 LPM)

2-Way
vacuum

valve
air pilot

Vacuum gauges
0–30 in. mercury

Vacuum

Emflon II
air filter

Pall #SANTIG23
modified filter housing

2 Pall #BB-50 filters

Exhaust

Capsuhelic pressure gauge
0–100 in. W.C. Pressure

gauge
0–60 psig

Air

Pressure
regulator
1–60 psig

Ball
valveEmflon II

air filterGlass
nebulizer

Devibiss #40

Pressure vessel
2 gallons: 316 SSMixing

chamber

Flow
meter

Needle
valveEmflon II

air filter

Pressure
regulator

1–60 psig

Air

Pressure
gauge

0–60 psig

Figure 7. Aerosol challenge test stand.



FILTRATION, AIR 1205

Because most filter users would not want to perform a
destructive test in a process environment and because the
filter is not useable after the destructive test, nondestruc-
tive tests related to the retention results of the destructive
test are used instead. From the relationship developed be-
tween a nondestructive and a destructive test, membrane
filter performance can be safely and conveniently verified
in the production environment. The relationship between
a nondestructive integrity test and the assurance of bac-
terial retention constitutes a filter validation study and is
extremely important for microbial retentive filters used in
critical fluid processes.

There are four nondestructive integrity tests that can
be used for sterilizing grade hydrophobic membrane filters
used for air filtration: (1) bubble point test, (2) forward flow
test, (3) pressure hold test, and (4) water intrusion test.
These tests are described in FILTRATION, CARTRIDGE.

For a nondestructive test to be useful, the results of the
test must be able to predict the ability of the filter to re-
move bacterial. The manufacturing quality control of the
membrane filters tested to obtain this prediction of bacte-
rial removal for the filters must be used to establish quality
control procedures that are consistently maintained in the
manufacturing of the filter. The combination of the non-
destructive integrity test, the correlated bacterial chal-
lenge, and manufacturing quality control allows mem-
brane filters to be used reliably for sterile filtration.

Tests for Prefilters

Many filter manufacturers use a nominal micron rating for
removal efficiency. A nominal rating is an arbitrary micron
rating assigned by the filter manufacturer. Such ratings
are subject to a lack of reproducibility.

An alternative method for rating filters is the Oklahoma
State University (OSU) F-2 Test. This rating method (ISO
4572, ANSI B93.31) has received wide acceptance for use
on lubricating and hydraulic fluids. Pall Corporation, for
example, uses this method for oils extensively and has
adapted it for use in water with contaminants ranging
from 0.5 to 25 lm.

The test is based on continuous on-line particle counts
of different particle sizes, both in the influent and the ef-
fluent. The b ratio at a specific particle size is defined as
bx: the number of particles of a given size (X) and larger in
the influent, divided by the number of particles of the same
size (X) and larger in the effluent, where X is the particle
size in microns. The percent removal efficiency can be cal-
culated from the b-value. The percent removal efficiency is
[(bx �1)/bx)] 100 (12).

As an example, Pall prefilters are given a micron rating
that corresponds to a 100% removal efficiency or the value
in microns at which the OSU F-2 Test gives a b-value of
more than 5000.

AIR FILTRATION APPLICATIONS

Fermentation and downstream processing are two major
operation categories in bioprocessing. During both fer-
mentation and downstream processing, sterilizing-grade

0.2-lm hydrophobic membrane filters can be required for
processing air (or gas) streams.

Sterilizing-grade 0.2-lm hydrophobic membrane filters
are used during fermentation for the sterilization of fer-
mentation inlet air and for the filtration of fermentation
exhaust gas. During downstream processing, sterilizing
grade filters can be found in use as sterile tank vents. In
a final purification, membrane filters can be used for
vacuum breaking in processes such as lyophilization.

As discussed above, hydrophobic membrane filters are
desired in sterile gas filtration applications because hydro-
phobic filters do not spontaneously wet with water.

Sterile air filtration applications discussed in this sec-
tion include fermenter inlet air, exhaust gas (vent), high
temperature air filtration, and lyophilizer vacuum break
filtration. Special attention will be given to the specific re-
quirements for a sterilizing filter when used for these ap-
plications. After the discussion of the applications is a gen-
eral discussion of recommendations for sterilizing-grade
filter usage.

Fermentation

During a fermentation process a specific cell (yeast, bac-
teria, or mammalian) is grown to provide a desired product
(1–3). Products can include cells, antibiotics, amino acids,
or recombinant proteins. There can be a variety of sizes for
the fermenter, ranging from very small (100 L or less) cell
culture reactor to very large scale antibiotic production
(100,000 L). In these applications, there is often the need
to maintain sterility in both liquid and gas (air or nitrogen)
feeds to support growth of the desired cells.

Air filtration applications for fermentation are illus-
trated in Figure 8. Those applications specific to fermen-
tation are described here, and filtration of utilities used in
fermentation such as steam, air, and water are discussed
in the “Utilities” section.

Prefiltration of Fermentation Air. Compressors are often
used to generate air flow for the manufacturing facility.
There are two types of compressors, oil free and oil lubri-
cated. In older facilities where oil-lubricated air compres-
sors are commonly used, prefiltration of inlet air is neces-
sary for removal of oil droplets. A coalescing filter can
provide greater than 99.9% removal of oil and water drop-
lets in the 0.01- to 0.5-lm range and larger. This also acts
as an excellent prefilter for the hydrophobic membrane
pleated filters that are commonly used for sterilizing the
inlet air to the fermenter. The typical gas flow rate per
10-in. filter module is 200 to 400 standard cubic feet per
minute (SCFM).

For oil-free compressors, a prefilter acts to remove dirt
in the air system, extending the service life of the final
filter. For use with fermentation air, a cellulose pleated
filter with an absolute rating of 8.0 lm is normally
the filter of choice. Alternately, polypropylene (2.5-lm
rated) pleated filters also serve as excellent prefilters for
this application. The typical gas flow rate per 10� filter
module is 75 SCFM.

Sterile Air Filtration for Pilot and Production Fermenters
and Feed Tanks. One of the largest applications for sterile
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air filtration is the sterile air used for an aerobic fermenter
during a typical production cycle. Typically, 1 vol of air per
volume of broth per minute is used. Thus, for a 100,000 L
fermenter on line for 48 h a total of 1.01 � 109 cubic feet
of air requires sterilization.

The contaminants present in compressed air can in-
clude dust, lubricating oil, hydrocarbons, water, rust, and
microorganisms including molds, bacteria, and viruses.
Microorganisms in air are often associated with carrier
particles, such as dust. Water and oil can be present as
bulk liquid, vapor, or an aerosol. The air distribution sys-
tem can give rise to contaminants such as rust and water.
The concentration and size distribution of particles in com-
pressed air are variable. The size range is generally be-
tween 0.001 and 30 l, with a concentration between 10�2

to 10�4 g/m3 (4,6).
Bacteria and bacteriophage, when present in air feeds,

can enter fermentation tanks or bioreactors and contami-
nate the product. Bacteriophage or other viruses can de-
stroy the producing cells and reduce yields.

The process requirements to supply this sterile air can
be quite restrictive. The air sterilization process must
(1) process a large volume of compressed air, (2) provide a

high degree of reliability, and (3) operate economically.
Several methods have been considered for the sterilization
of fermenter inlet air. These include filtration, heat, irra-
diation, washing with sterilizing chemicals, and electro-
static precipitation. Washing and electrostatic precipita-
tion are not effective for the removal of microorganisms.
Heat and irradiation are not economical. Filtration is the
only technique that meets all the requirements for steril-
izing fermenter inlet air.

Packed towers, an early filtration approach, were used
widely in the industry. Since the early 1980s, filtration
technology has advanced (13), and there has been an on-
going trend since the early 1980s to replace depth filters
with hydrophobic membrane cartridge filters (e.g.,
Hoffman-La Roche [14] and E. R. Squibb and Sons [8]).

The recommended filters for sterilization of air feeds to
fermenters and bioreactors are the hydrophobic membrane
pleated filters. The hydrophobic (water repelling) nature
of these membranes can provide for bacteria and bacterio-
phage removal with 100% efficiency under moist or dry
operating conditions. This is an important benefit over fi-
berglass towers and cartridges. Filters for sterile air feeds
should have a 0.2-lm absolute bacterial rating in liquids
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and a 0.01-lm particulate rating in air service. The typical
gas flow rate per 10-in. filter module is 75 to 100 SCFM.

For some fermentations, the requirement may be for the
filtration of fermenter air at an elevated temperature. If
an application involves hot air and a longer service life is
desired, then a filter that can withstand the elevated tem-
perature is required. High Temperature Emflon� filters
manufactured by Pall Corporation can be used in contin-
uous service at a temperature up to 120 �C. These filters
have a 0.2-lm microbial rating in liquid service and a par-
ticulate removal rating of 0.01-lm in gas service. The filter
membrane is made of inherently hydrophobic PTFE, and
the cage, core, and end caps are specifically designed for
high temperature applications.

Sparging. Sparging acts to disperse air evenly in the
fermenter or bioreactor containing the growth media and
product. The product of choice for this application is a po-
rous stainless steel sparging element, which can provide
an exceptionally uniform and fine aeration gas dispersion.
These elements are fabricated with one face of porous
metal and one face of solid metal. If both surfaces of the
sparging elements were porous, bubbles from the under
surface may coalesce with bubbles from the top surface.

Porous stainless steel sparging elements should be po-
sitioned horizontally in the fermentation tank, with the
porous stainless steel facing upward. Fine grades of porous
stainless steel (e.g., 3.0 lm absolute liquid rated) are ideal
even for sheer-sensitive mammalian cell cultures because
of their high gas transfer and low shear aeration capability.
Elements are typically available in standard and custom
designs.

Exhaust Air–Off Gas Filtration. The purpose of a vent fil-
ter on a sterile fermentation tank is twofold: to prevent
contamination of the tank and to provide containment of
the material inside the tank. Prevention of contamination
in the tank is desirable for processes that involve long fer-
mentation cycles or require a sensitive fermentation me-
dium (e.g., tissue culture medium). Genetic engineering
techniques as well as fermentation of pathogenic organ-
isms (such as organisms used for the manufacture of vac-
cines) have made it necessary to protect the environment
and prevent the escape of microorganisms from the fer-
mentation tank. The exhaust filtration system for a recom-
binant or mammalian cell fermenter or bioreactor must
yield sterile air to the environment and provide a sterile
barrier to prevent ingression of contaminants. Addition-
ally, it must be in situ steam sterilizable and typically has
a clean differential pressure less than 1 psid.

The removal efficiencies for simple depth filters (as de-
scribed earlier) are typically poor under wet or variable
flow conditions. Therefore, membrane filters are recom-
mended for vent filtration applications.

The fermenter or bioreactor exhaust gas line can be con-
taminated with microorganisms or cells, growth medium
components expelled from the fermenter or bioreactor as
droplets or as solid particles, and aerosol condensate drop-
lets formed during cooling of the gas in the exhaust system.
These aerosol droplets, when present, can potentially block
the final filter and must be removed before reaching the

final filter. Mechanical separation devices, such as cy-
clones, condensers, and demisters, may not achieve effec-
tive aerosol removal below 5 lm (15). Removal efficiencies
and pressure drops also vary significantly with flow rate
in such equipment. Recent studies have shown that aero-
sols in exhaust lines are predominantly in the very fine 1-
to 5-lm range (16).

The contaminants present will depend on the fermen-
tation conditions, the growth medium, and the design of
the exhaust gas system. The basic requirements for a vent
filter are ability to provide sterility, a low pressure drop,
and in situ steam sterilizable.

The recommended exhaust filtration system design en-
tails two stages using a polypropylene pleated depth-filter
cartridge as a prefilter to a 0.2-lm absolute rated hydro-
phobic membrane pleated filter cartridge. The purpose of
the prefilter (typically 1.2-lm absolute rated) is to remove
aerosolized particles and liquid droplets containing cells or
growth media from the fermentation off-gas or exhaust air.
This serves to extend the service life of the final sterilizing
filter. If the medium contains only fully dissolved compo-
nents, such as with a sterile filtered cell culture medium,
and if the fermentation is run at low temperatures
(�30 �C) and low aeration rate (1 to 1.5 volume of air per
volume of media per minute [VVM]), the prefilter may be
optional. The typical gas flow rate per 10-in. filter module
is 40 SCFM.

Like the final sterilizing filter, the pleated polypropyl-
ene prefilter should be multiple steam sterilizable. As ad-
ditional benefit of the prefilter is to retard foam-outs from
reaching the final sterilizing filter.

Sterilizing-grade 0.2-lm absolute rated hydrophobic
membrane pleated final filters, with PVDF or PTFE mem-
branes, can prevent organisms from entering or leaving
the controlled reaction zone, even in the presence of water
droplets and saturated gas (8,17). Steam sterilizability and
integrity test values correlated to microbial retention stud-
ies under worst-case liquid challenge conditions provide
the highest degree of assurance performance. Redundant
systems using a second 0.2-lm rated sterilizing filter in
series are recommended for high-risk recombinant organ-
isms.

Condensate control is usually the most critical consid-
eration for this application. In cases in which there is con-
densate accumulation and if the fermenter is operated
with overpressure in the fermenter head, the amount of
condensate accumulation can be reduced if a pressure con-
trol valve is placed at the fermenter exit, upstream of the
exhaust gas filter. An alternative technique for the preven-
tion of condensate accumulation is to use a heating section
in the exhaust gas pipe upstream of the filter installation.
This can be also be accomplished by specifying steam jack-
eting on exhaust filter housings. In this case, the exhaust
gas temperature at the terminal filter must lie above the
temperature of the exhaust gas at the fermenter exit. The
heater must be properly sized based on the process param-
eters.

Downstream Processing

Starting with the cells and conditioned broth medium from
the fermenter or bioreactor, the objective of downstream
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processing can be to produce a highly purified, biologically
active protein product, free of contaminants such as en-
dotoxins, bacteria, particles or other biologically active
molecules. This phase of bioprocessing typically comprises
a series of unit operations including cell and cell debris
separation, fluid clarification and polishing, concentration
and purification, and membrane filtration sterilization of
the purified product.

Cartridge filters are used in many stages of downstream
processing, which involves filtration of both the harvest
fluid and product intermediates as well as filtration of air
and gases required throughout the process. Air filtration
applications include vacuum break filters for lyophilizers,
sterile nitrogen blankets, tank vents, and sterile air for
container cleaning.

Absolute rated cartridge filters eliminate contaminants
and impurities from air, nitrogen, and other gases used in
downstream processing to prevent contamination of prod-
uct and further protect concentration and purification
equipment. Vent filtration ensures containment and free-
dom from product contamination during fluid transfer
operations and protects processing equipment during ster-
ilization cycles.

In fermentation, cartridge filters are used to maintain
the sterility of the makeup water, feeds, additives, media
in holding tanks, and in fermenter or bioreactor exhaust.
Cartridge filters are typically used in downstream pro-
cessing for the filtration of air, gases, and venting appli-
cations when it is necessary to vent tanks during fluid
transfers; pressurize tanks using inert gases such as ni-
trogen and argon; protect vacuum lines, sterile vent hold-
ing tanks, and lyophilizers; and for gas purging, blanket-
ing, drying, and when sterilizing equipment by in situ
steaming or autoclaving.

The recommended filters for nonsterile particulate re-
moval applications are polypropylene pleated filters. Hy-
drophobic membrane pleated filters such as PVDF or
PTFE are recommended for aseptic processing. The abso-
lute removal rating for the latter filters should be 0.2 lm
determined under liquid flow conditions. The typical gas
flow rate per 10-in. filter module is 75 to 100 SCFM.

In downstream processing applications, Cell and cell de-
bris separation and clarification processes can be broken
into a primary separation, secondary separation, and a cell
concentrate section. During some primary separations, a
cyclone can be used for particulate removal; a sterilizing
air filter can be used as a vent on the cyclone. A variety of
holding and receiving tanks can be used during the sepa-
ration and clarification process; these tanks can be fitted
with sterile vent filters.

During secondary separation, a nitrogen blanket may
be needed; the nitrogen gas can be sterile filtered with a
hydrophobic filter. Downstream processing can also in-
volve the concentration and purification of clarified harvest
fluid. Applications for air filtration include sterilizing-
grade vent filters for solvent or buffer tanks and for holding
or buffer tanks needed for ultrafiltration and chromatog-
raphy.

The final pharmaceutical product will often need to be
packaged. During filling processes, a sterile nitrogen blan-
ket and thus a sterilizing grade hydrophobic filter may be

needed. The final product is can be placed into a container;
sterile air or nitrogen may be needed for container clean-
ing. A vent filter can be required on holding tanks. The
typical gas flow rate per 10-in. filter module for tank vent
applications is 75 to 100 SCFM.

Several specific applications for final processing are ad-
dressed in the next section.

Vacuum Break Filters. Sterilizing grade filters are used
in freeze dryer installations to filter the gases used to
maintain the chamber pressure and to break vacuum dur-
ing operation and in sterilizers for vacuum break purposes.

Blow-Fill-Seal Equipment. Blow-fill-seal equipment can
be used for the aseptic filling of pharmaceutical products.
The container is formed and sealed aseptically. Air filtra-
tion is required to ensure sterility in this unit operation. A
typical arrangement is illustrated in Figure 9.

For buffer-tank air hydrophobic membrane filters are
used to supply sterile air to a buffer tank on the blow-fill-
seal machine. This blanket air is used to drive the sterile
solution through a pneumatically controlled dosing sys-
tem. The air used in the buffer tank is referred to as the
gas cushion or buffer tank air.

Hydrophobic membrane filters provide sterile air used
to form the hot moldable plastic tube (parison). The air
used to form the parison is known as the parison support
air. The parison is subsequently blow molded into the
shape of a ampule strip or a bottle. Typical requirements
for the filters used include that the filters be steam ster-
ilizable, integrity testable, and the proper size to prevent
restriction of gas flow. Hydrophobic membranes are used
to prevent wetting out and to maintain high flow rates
even in moist conditions.

Utilities

There are a number of peripheral unit operations required
during a sterile process. The air filtration applications for
these applications are described in this section.

Water-for-Injection Tank Vent. Sterilizing grade mem-
brane filters can be used in vent applications in which the
fluid in the tank is at an elevated temperature. One such
application is the vent used to prevent contamination in a
water-for-injection tank. The water is at 80 �C or higher.
When a sterilizing-grade air filter is used for this type of
vent service, a steam-jacketed housing is typically used. It
is only necessary to maintain the temperature of the filter
cartridge at a temperature slightly above the dew point of
the vapor. The steam introduced into the jacket should be
at ambient pressure. Continuous operation of the jacket at
a significantly higher steam pressure and temperature can
reduce the service life of the filter caused by accelerated
aging of the hardware by oxidation.

Steam Filtration. Process equipment and final filters are
frequently sterilized by direct steam flow in situ, during
the normal line sterilizing cycle. This eliminates the need
for making aseptic connections and risking recontamina-
tion. Filtered steam is required for this sterilizing-in-place



FILTRATION, AIR 1209

Product line/
steam line

Sterilizing-grade
hydrophilic

membrane filter

Sterilizing-grade
hydrophilic

membrane filter
Sterilizing-grade

hydrophilic
membrane filter

Sterilizing-grade
hydrophilic

membrane filter

Air in

Air in

Steam

Parison

Buffer
tank

Figure 9. Air filtration applications in a Blow-Fill-Seal operation.

of filters, piping, vessels, and filling equipment. Steam is
also required for general equipment cleaning and steriliz-
ing. The steam often contains significant amounts of pipe
scale and other corrosion products. This particulate ma-
terial should be removed in the interest of overall cleanli-
ness and to avoid burdening the prefilters and final filters.

Particulate contamination in process steam is effi-
ciently retained by porous stainless-steel filters with an
absolute gas rating of 1.2 lm. Porous stainless-steel filter
assemblies are typically sized at steam flow rates of 30 to
40 ACFM per square foot of filter medium.

GENERAL CONSIDERATIONS FOR OPERATION

Integrity Test Considerations and Guidelines

Field experience with the integrity testing of sterilizing
grade filters shows that various combinations of integrity
test procedures are in use and that different testing sched-
ules, both pre- and post-use, are followed. Perhaps the best
approach is to perform the test or combination of tests that
provides the highest degree of accuracy commensurate
with the economics and the practicalities of the process.

Since the requirements for the use and testing of sterile
gas filters can depend on location and application, several
different types of filter tests can be used. Filter users typ-
ically use the forward flow or pressure decay tests, which
require the use of a low surface-tension solvent, such as
60:40 isopropyl alcohol/water or 25:75 t-butyl alcohol/
water. This is a well-proved, widely accepted approach di-
rectly correlatable to bacterial challenge (9).

Air filters are typically integrity tested when they are
installed and retested periodically based on service condi-

tions and operating requirements (e.g., once a month).
Change-out schedules based on filter life studies have also
been used in conjunction with integrity testing. Because
filters in these applications are often sterilized in situ and
can be damaged during in situ steam sterilization by re-
verse pressurization if the sterilization procedure is not
properly controlled, filter life study data or a periodic in-
tegrity test regimen can be used only if the filter sterili-
zation procedure is validated and in control.

In certain cases (such as in facilities in which the use of
a nonflammable fluid is required, or when disposal of or-
ganic solvents is a concern), some filter users in aseptic
processes have recently considered the use of water-based
tests for hydrophobic filters.

There are a number of integrity tests possible for a hy-
drophobic air filter. The selection of the appropriate test
and the appropriate test schedule depends on the specific
application.

After an integrity test has been completed, it is typically
desirable to remove the wetting fluid from the filter. This
can be accomplished by blowing clean, dry (�40 �C dew
point) air or nitrogen through the filter. It is necessary to
qualify this procedure, because every system is different.

Filter Service Life

Filter cartridge change-out is usually based on actual ex-
perience, with a safety factor. Filters should be inspected
on a monthly basis for oxidation. This should be supple-
mented by monitoring the pressure drop across the filters
during operation to determine if the filters are plugging
and routine integrity testing to confirm filter integrity dur-
ing the service life of the filter. Alternatively, filter life stud-
ies, with an appropriate safety factor, could also be used to
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set a change-out schedule. Actual conditions for each ap-
plication should be used during filter life studies.

For elevated temperature applications, conditions lead-
ing to oxidation need to be considered. Aging of the mem-
brane filters by oxidation depends on the status of the sys-
tem. Oxidation does not occur when the cartridge is being
steamed, because there should be no air present in a prop-
erly operating steam-in-place system. If a cartridge is ex-
posed to air at an elevated temperature, oxidation of the
material in the filter, such as polypropylene hardware, will
be accelerated. Oxidation will also occur when the filter is
in a stagnant situation, that is, it has no air flow going
through it. The flow of air through a filter can moderate
the temperature environment, whereas under stagnant
conditions the temperature of the filter will rise to the tem-
perature of the housing. Stagnant conditions can exist
when the tank is not being used or when the tank is empty.
To prolong service life, the steam jacket should be turned
off when there is no air flow through the filter for extended
periods of time, when operating conditions permit.

Steam Sterilization Guidelines for Sterilizing Grade
Membrane Filters

Membrane filters can be sterilized by chemical sterilants
(such as ethylene oxide, hydrogen peroxide in vapor form,
propylene oxide, formaldehyde, and glutaraldehyde), ra-
diant energy sterilization (such as c-irradiation) or steam
sterilization. The most common method of sterilization is
steam sterilization.

Steam sterilization of a membrane filter can be accom-
plished either by an autoclave or by in situ steam sterili-
zation. In situ steam sterilization can be effectively accom-
plished by a variety of different process arrangements.
Steam sterilization is often the most critical portion of the
process, and it is important that the procedures followed
lead to sterilization of the system and do not impart any
damage to the membrane filters. Some general procedural
recommendations are included for prevention of either for-
ward or reverse pressurization damage.

Reverse pressurization conditions can be prevented by
using a noncondensing gas, such as air or nitrogen, at the
end of a steam cycle. If this step is not followed, and the
steam valve is shut off without the introduction of air or
nitrogen, the filter housing will act like an isolated system.
As such, the temperature will be different on the upstream
(outside of the housing) and downstream sides of the filter.
Due to the temperature difference, steam will condense at
different rates on the upstream and downstream sides of
the membrane. This can lead to pressure differences of 5
to 15 psi in the reverse direction. Even if this reverse pres-
sure condition exists for a short period of time, the filter
can suffer permanent damage.

Condensation during the steam cycle can lead to long
cycle times and filter damage by excessive forward pres-
surization. If during steam sterilization the filter mem-
brane is wet with condensate and in order to overcome the
resistance of the wetted membrane the differential pres-
sure in the forward direction is greater than required max-
imum (typically 5 psi), then the filter can be damaged by
excessive forward pressurization. In this case, the filter

will appear crushed. Precautions should be taken to min-
imize condensate accumulation. Drains for condensate re-
moval should be strategically placed and should be cracked
during the steam cycle.

CONCLUSION

This chapter has provided information on a variety of air
filtration applications: fermenter inlet air, fermenter vent
gas, vents on water-for-injection tanks, and vacuum break
filters during lyophilization. In addition to a description of
the air filtration applications, guidelines were provided on
the usage of the filters in these applications.
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INTRODUCTION

Bioprocess technology operations have included mem-
brane cartridge filtration for more than 20 years. Cartridge
filters have been used for the removal of submicron parti-
cles, such as bacteria, and for the removal of particulate

material, usually greater than 1 l. Many applications in-
volve the removal of bacteria in sterile filtration applica-
tions; particulate removal cartridge filters can be used as
prefilters to protect the sterilizing grade filters. Some ex-
amples of applications for liquid filtration include fermen-
tation media, deionized water, sera, and sanitizing chem-
icals. The purpose of this article is to provide information
on operational considerations for cartridge filters and to
explain the usage of cartridge filters in bioprocessing.
(1–3)

DESCRIPTION OF MEMBRANE CARTRIDGE FILTRATION

Cartridge filters used in bioprocessing applications are
used for the removal of bacteria (sterilizing grade filtra-
tion) or for the removal of particulate material (prefiltra-
tion). The mechanisms at work during filtration are pro-
vided, as well as, a general description of sterilizing grade
filters and prefilters. Prefilters are often used upstream of
the final (sterilizing) filters to protect the final filter from
premature plugging, thereby prolonging the life of the final
filter.

Filtration Mechanisms

There are four mechanisms that can govern the particle
removal efficiency of membrane filters: (1) direct intercep-
tion, (2) inertial impaction, (3) Brownian motion or diffu-
sional interception, and (4) electrostatic attraction be-
tween the membrane and particles (4).

Direct interception involves a sieving action that me-
chanically retains the particles on the filter surface. The
filter acts as a screen that stops particles that are larger
than the pores (openings) in the membrane. Direct inter-
ception is independent of face velocity and mostly involves
particles with relatively large diameters.

Inertial impaction refers to the deviation of a particle
from its streamline during flow because of inertia, result-
ing in the retention of the particle by the membrane. As
the face velocity increases, the probability of inertial im-
paction increases.

Brownian motion or diffusional interception applies to
small particles at low face velocities in a gas stream. When
air molecules are in a state of random motion, small par-
ticles suspended in the air can be struck by moving air
molecules and displaced. The movement of particles re-
sulting from molecular collisions is known as Brownian
motion. This phenomena can increase the probability of
capture of particles by diffusional interception within the
membrane.

An electrostatic attraction can exist or be induced be-
tween the membrane material and particles in the fluid
stream. This attraction can enhance the removal of parti-
cles and their retention by the filter membrane.

The pores (open area) in most membrane filter materi-
als are typically not straight through the membrane. In
membrane filters, the membrane can be considered to be
constructed of multiple screens that provide a tortuous
path for the fluid through the membrane.

In bioprocessing applications, there are many processes
that require bacterial removal (sterile filtration). The fil-
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Figure 1. Membrane filter structure. Courtesy of Pall Corpora-
tion (20).

ters used to provide bacterial removal are generally 0.2-l
sterilizing grade filters. (The tests used to ensure that the
filters do remove the bacteria are described below)

Removal of bacteria by a 0.2-l sterilizing grade filter is
not only by a sieving action on the surface, but also by size-
exclusion entrapment in the membrane structure. As
shown in Figure 1, a membrane filter structure is sponge-
like. The ability of such a membrane to remove bacterial
contaminants is related to its thickness as well as to the
size of its pores. For example, it has been demonstrated
that whereas a single 150-l thick layer of 0.8-l cellulose
ester membrane can provide only a titer reduction of 70
for Brevundimonas (Pseudomonas) diminuta, 10 layers
can provide a titer reduction of 2.4 � 108 (5).

Because membrane filters are constructed of porous ma-
terials, they will have a certain amount of open area. The
open area allows for fluid flow through the membrane; this
area, expressed as a percent, is known as the porosity of
the membrane.

Sterilizing Grade Membrane Filters

Construction. Membrane filters used for sterile liquid
filtration are typically constructed of polymeric micropo-
rous hydrophilic materials, such as nylon, cellulose ace-
tate, modified polyvinylidenefluoride (PVDF), or other
polymers. Most liquids that require sterile filtration are
water based, and hydrophilic membranes will spontane-
ously become wet with the fluid. Absolute rated hydro-
philic membrane filter cartridges have been used for sterile

filtration of parenterals, diagnostic reagents, purified wa-
ter and water-for-injection, dry gases, organic solvents,
buffers, and biological fluids such as serum, plasma, tissue
culture media, nondilute protein solutions, and fermenta-
tion harvest fluids (1–3).

Membrane filters used for the sterile filtration of gas
streams, such as nitrogen blankets, storage tank sterile
vents, formulation tank sterile vents, sterile air for aseptic
packaging, sterile filtration of fermenter air, or vent gases,
typically contain a membrane made of hydrophobic mate-
rials such as PVDF or PTFE (polytetrafluoroethylene). Hy-
drophobic membrane filters are desired in these sterile gas
filtration applications because hydrophobic filters do not
spontaneously wet with water. When a hydrophilic filter is
wetted with water, it will not pass air until the water-wet
bubble point of the filter is exceeded. This water-wet bub-
ble point can be greater than 50 psi (see FILTRATION, AIR).

Membrane materials can be modified to optimize their
performance for certain types of applications. Positive-
charged hydrophilic membranes contain cationic (positive
charged) functional groups that impart a positive f-
potential when immersed in an aqueous solution and pro-
vide enhanced retention of particles smaller than the ab-
solute rating. Most particles have a negative charge, and
the positive charge provides a mechanism, in addition to
the tortuous path of the membrane, by which the particles
are retained. Applications involving charged membrane fil-
ters are discussed in the Refs. 6, 7, and 8.

Membrane surfaces can also be modified to expose hy-
droxyl groups, which tend to prevent the retention of pro-
teins. This is a benefit for dilute protein solutions (typically
less than 1 mg/mL), in which the protein is the desired
product. Such fluids include serum-free tissue culture me-
dia and protein additives, protein-based therapeutics and
diagnostics, dilute protein containing diluents and buffers,
recombinant proteins, hormones and growth factors, pro-
tein chromatography feeds and eluates, vaccines, and
other dilute biologicals. Filtration applications involving
low protein-binding membrane filters are described in
Refs. 9 and 10.

The membranes used for sterile filtration bioprocessing
applications are usually pleated and formed into a cylin-
der. Figure 2 illustrates the pleated cartridge construction.

The filter membrane is typically cast onto a support ma-
terial (e.g., nonwoven polyester or polypropylene sub-
strate) that provides high tensile strength while retaining
flexibility. Layers of the membrane are corrugated, or
pleated, along with upstream and downstream layers of
courser material (e.g., nonwoven polyester or polypropyl-
ene). These layers provide support and drainage for the
membrane. The sides of the corrugated membrane pack
are sealed, often by a heat seal.

The corrugated filter membrane pack is fitted around
the core. The purpose of the rigid, inner core is to provide
support for the filter element against pressure in the for-
ward direction. An external cage is provided for additional
support and protection during handling. The flow path for
the cartridge filter is from the outside (cage) to the inside
(core). The material used for the core, cage, and support
layers will depend on the intended application for the filter.
Polypropylene, polyester, and PTFE are examples of ma-
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Figure 2. Pleated cartridge configuration. Cour-
tesy of Pall Corporation (29).

Figure 3. Cartridge filter construction. Courtesy of Pall Corpo-
ration (30).

terials that can be used for the cage, core, and support
material in a membrane filter. The membrane pack ends
are sealed, usually by heat, with end caps. The end caps
are constructed of the same types of materials as the core
and cage. The final step in the construction of a membrane
filter is to attach the proper end closure and O-ring adaptor
by an appropriate welding technique.

The end closure is used for placement of the filter in a
filter housing. A finned or flat blind end cap on one end is
generally attached on one end and an open outlet at the
other end. Sealing into the housing is accomplished with a
double O-ring seal at the open end to ensure no fluid by-
pass. Filter elements can have locking tabs at the double
O-ring adaptor base for bayonet locking of the element to
ensure positive sealing in the housing base.

Most single filter elements are 10 inches in length. For
the construction of a multiple length cartridge (20, 30, or
40 inches), the sections are attached by welding 10-in. sub-
assemblies end to end. Figure 3 shows the construction
types.

Requirements. For sterile filtration processes, the bio-
logical safety of the membrane filter or filter cartridge
should be demonstrated by the performance of the USP
�88� Class VI (121 �C) Plastics Test for Biological Reactivity
(11). Another typical qualification used to select filter ma-
terials of construction is a listing for food contact in CFR
Title 21 Part 177 (12).

For sterile aseptic processes, a typical requirement is
sterilization by passage through a 0.2-lm sterilizing grade
membrane filter, as defined by ASTM Standard
F838-83 (13).
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A membrane filter as well as all system components can
contribute extractables to the process stream. Many filter
manufacturers document the extractables level of a par-
ticular filter in an appropriate solvent as a nonvolatile res-
idue (NVR). These extractables are typically composed of
the oligimers or additives of the plastic materials present
in the filter element. It is important to note that the
amount of extractables from a filter element as well as any
extractable from the rest of the process system can be re-
duced by flushing the system before filtration.

Many filter manufacturers address the issue of effluent
quality requirements by the performance of appropriate
tests on filter samples from manufacturing lots. These in-
clude tests for

• Cleanliness: Per current USP limits under Particu-
late Matter in Injections �788� and conformance with
requirements for a non-fiber-releasing filter per Title
21 of the U.S. CFR Title 21, Part 211.72 and Part
210.3(b)(6) (14)

• Oxidizable substances: Per current USP require-
ments under Purified Water after flushing (15)

• pH: Per current USP requirements under Purified
Water after flushing (15)

• Pyrogens: Per current USP requirements under Bac-
terial Endotoxins Test as determined using the lim-
ulus ameobocyte lysate (LAL) reagent with an ali-
quot from a soak solution (16)

Prefiltration

Cartridge filters used for prefiltration can be either pleated
or nonpleated (depth) filters. Standard design depth filter
cartridges are open cylinders of thick filter material (dou-
ble open-ended). Prefiltration filter cartridges are typically
available in 2-1/2 or 2-3/4-in. o.d., in multiple lengths of
10 in. up to 40 in. long.

Prefiltration encompasses a wide variety of fluid types
and removal requirements. The following is a discussion of
some important characteristic of prefilter construction and
a sampling of some of the types available.

The particles or fibers in the prefilter membrane should
not become dislodged, slough off, shed, or in some other
way contaminate the filtrate (media migration). The filter
medium should also not unload or release contaminants
retained by the filter medium into the effluent as the dif-
ferential pressure across the membrane increases. Data
that indicate filtration efficiency as a function of increasing
differential pressure should be available from the vendor
to support the claim of nonunloading.

Polypropylene Depth Type Filter Cartridges. Polypropyl-
ene depth filters are made using nonmigrating continuous
filaments of polypropylene filament medium without resin
binders. Absolute rated polypropylene depth filter car-
tridges are applicable as prefilters for serum, vaccines, di-
agnostics, tissue culture products, deionized water, con-
tainer washing, and final product. These filters are used
in fermentation for liquid feeds, makeup water, solvents,
and antifoam. In downstream processing, they are used for
cell and cell debris removal, buffers, cleaning agents, and

sanitizing solutions. Positive charged versions of these fil-
ters are possible and have the added ability to remove or-
ganisms and particles such as bacterial endotoxins (pyro-
gens) that are much smaller than the absolute pore size
rating.

The membrane for these depth filtration cartridges has
an inner (downstream) section in which the pore diameter
is constant (this section provides absolute rated filtration)
and an outer section in which the pore diameter varies
continuously from that of the absolute rated section to as
much as 90 lm or more. Pore size variation of the filter
cartridge is achieved by varying the fiber diameter while
maintaining constant void volume throughout the me-
dium. The constant void volume provides increased dirt
capacity and a low clean pressure drop of the filter car-
tridge.

Polypropylene Pleated Filter Cartridges. Polypropylene
pleated filters are applicable as prefilters for makeup and
rinse water, for serum for culture media, and in down-
stream processing for cell debris removal and prefiltration
of solvents and buffers. These process filter cartridges can
be constructed of the same type of membrane material as
depth filters.

The thin sheet of polypropylene media is pleated and
formed into a cylinder with a longitudinal side seal of melt
seal polypropylene. The cylinder is then melt sealed to in-
jection molded polypropylene end caps to ensure no fluid
bypass. Polypropylene hardware components consisting of
an inner support core and an external protective outer cage
are incorporated. The process filter cartridge with polypro-
pylene hardware should be rated to withstand differential
pressure of 80 psi up to 50 �C (122 �F) and 60 psi up to 80
�C (176 �F).

Resin-Free Cellulose Pleated Filter Cartridges. Resin-free
pleated cellulose filter cartridges are applicable as prefil-
ters for makeup and rinse water, reverse osmosis mem-
branes, deionized water, and inlet air for fermenters and
bioreactors. These filter cartridges are constructed of pure
cellulose medium without resin binders, which is pleated
into a high area cylinder. The longitudinal side seal of the
process filter cartridge should be a polypropylene (ap-
proved for food contact usage).

Cellulose media cartridges are assembled with hard-
ware components consisting of a perforated inner support
core, an outer support cage, and end caps melt sealed to
imbed the medium in the plastic. All hardware components
should be of pure polypropylene, without filler or reinforce-
ment, to ensure a high quality filtrate with a minimum of
soluble extractables. The process filter cartridge with poly-
propylene hardware should be rated to withstand differ-
ential pressure of 80 psi up to 50 �C (122 �F) and 60 psi up
to 80 �C (176 �F).

Resin-Impregnated Fiberglass Pleated Filter Cartridges.
Resin-impregnated fiberglass filters are applicable as pre-
filters for deionized water, solvents, serums, diagnostic re-
agents, and cell debris removal from harvest fluids. The
resin impregnation makes available a choice of filters with
either a positive or negative f-potential when used in aque-
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Figure 4. Housing configurations. Courtesy of Pall Corporation
(31,32).

ous service. Filter cartridges with negative f-potential are
constructed of glass fiber that has a natural negative f po-
tential and reinforced with a resin binder that is also nat-
urally negative when immersed in water. Positive f poten-
tial filter cartridges are constructed using a resin binder
that coats the glass fibers and imparts a positive f poten-
tial to the medium.

The filter cartridges are available with hardware com-
ponents consisting of end caps and an internal perforated
support core made of either polypropylene or stainless
steel and in an external polypropylene outer cage or pro-
tective net. Stainless-steel end caps are attached to the
filter by an inert synthetic resin. Polypropylene end caps
are melt sealed to imbed the medium in the plastic. Filter
cartridges with polypropylene hardware should be rated to
withstand differential pressures of 80 psi up to 50 �C (122
�F) and 60 psi up to 80 �C (176 �F). With stainless-steel
hardware, the filter can be rated to 75 psi up to 135 �C
(275 �F).

Filter Assemblies Used in Processes

During filtration, the membrane filter cartridges are
placed in housings that provide a means of fluid contact
with the filter cartridge. The housings are typically com-
posed of 304, 316, and 316L stainless steel; plastic hous-
ings are also available. The housing design is typically
composed of a head and a bowl. The head is the portion of
the housing in which the filter is attached. The bowl is
clamped to the head. A housing is illustrated in Figure 4.

Membrane filters can also be obtained in complete as-
semblies. These disposable assemblies consist of a mem-
brane filter cartridge welded into a plastic filter housing.
Disposable assembles or capsule filters are typically used
in small-scale applications (e.g., 100-L batches or less, de-
pending on the fluid) and are particularly useful in appli-
cations in which operator contact with the fluid is not de-
sirable, because the entire assembly can be removed from
the system and discarded without operator contact with
the product-wet cartridge. Figure 5 shows disposable as-
semblies.

MEMBRANE FILTER RATINGS AND TESTS

Many filter manufacturers use a nominal micron (lm) rat-
ing for particle removal efficiency. This is defined by the
American National Standards Institute (ANSI) as an “ar-
bitrary micrometer value indicated by the filter manufac-
turer. Due to lack of reproducibility this rating is depre-
cated.” Further, nominal rating standards are arbitrary
and a comparison of nominally rated filters is imprecise.
In addition, nominal ratings can be misleading because the
filter can allow passage of particles larger than the rating
indicates.

In order to establish a more meaningful filter rating, a
test is performed on the filter using an appropriate con-
taminant to meet a specific claim for retention of the con-
taminant. The test procedure must be sensitive enough to
detect the passage of contaminants of interest. The testing
should be performed under carefully controlled conditions
using industry-accepted reference standards. These refer-

ence standards include silica suspensions, latex beads, or
microorganisms.

Particulate Removal Filters

The removal ratings for particulate removal filters (typi-
cally used as prefilters in sterile filtration processes) can
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Figure 5. Disposable cartridge assembly. Courtesy of Pall Cor-
poration (29).

be established using the Oklahoma State University
(OSU) F-2 Test. This rating method (ISO 4572, ANSI
B93.31) has received wide acceptance for use on lubricat-
ing and hydraulic fluids. The technique has been used for
oils extensively and has been adapted for use in water with
contaminants ranging from 0.5 to 25 lm.

The test is based on continuous on-line particle counts
of different particle sizes, both in the influent and the ef-
fluent stream. The b-ratio at a specific particle size is de-
fined as bx: the number of particles of a given size (X) and
larger in the influent, divided by the number of particles
of the same size (X) and larger in the effluent, where X is
the particle size in micrometers. The percent removal ef-
ficiency can be calculated from the b-value. The percent
removal efficiency is [(bx � 1)/bx] 100 (17).

Sterilizing-Grade Membrane Filter Ratings and Integrity
Tests

Sterilizing-grade hydrophilic membrane filters require
testing using a liquid bacterial suspension challenge that
is sensitive enough to detect the passage of any microor-
ganisms, for the establishment of the micron rating of the
filter. A sterilizing-grade filter is defined by the FDA’s
Guideline on Sterile Drug Products by Aseptic Processing
(18) as one that will produce sterile effluent when chal-
lenged with the test organism Brevundimons (Pseudo-
monas) diminuta (ATCC 19146) to the level of greater than
107 CFU/cm2 filter area. Such microorganism retention
tests are conducted with P. diminuta (ATCC 19146), mea-
suring 0.3 � 0.6 to 0.8 lm, to verify that membrane filters
produce sterile fluid filtrates. This is a standard test for
the validation of sterilizing-grade filters (0.2-lm pore size
rating) in the bioprocessing industry.

In practical terms, there is a limit to how many bacteria
a filter element can be challenged with before it becomes
plugged. When a filter has been challenged at the level of
5 � 109 CFU/cm2 it becomes effectively clogged. This chal-
lenge level corresponds to about 2 � 1013 CFU for a 5-ft2

membrane filter (17).
The liquid test involves challenging a test filter with a

known quantity of P. diminuta, no less than 1 � 107 or-
ganisms per cm2 of filter area. The challenge sample is
suspended, for example, in sterile water and then filtered
at a defined flow rate and time through a test filter, fol-
lowed by an analysis membrane. After the challenge is
complete, the system is flushed for 5 to 10 min with sterile
water. The analysis membranes are removed and placed
on Mueller Hinton agar and incubated at 32 �C for 48 h.
After incubation, the plate is examined for the presence or

absence of microbial colonies. Figure 6 illustrates a liquid
bacterial challenge test stand.

For some applications (e.g., mycoplasma control or re-
moval) a membrane with a more stringent rating (0.1 lm)
is required. These applications typically involve sera and
tissue culture media. One organism that has been used
extensively in validating 0.1-lm rated filters is Achole-
plasma laidlawii (19).

A liquid bacterial challenge is a destructive test; the
filter cannot be used after the challenge. Therefore, a cor-
relation is made to a nondestructive test. It is the corre-
lation, not the nondestructive test alone, that provides as-
surance that the filter performs as required. During the
production of a sterile product, the filter should be tested
before and after the filtration to ensure that the filter
meets the specification, is properly installed and intact,
and confirms the filter rating.

The three major tests used to determine the integrity
of a membrane filter are the bubble point, forward flow,
and pressure-hold integrity tests. These tests are based on
the flow of a gas (air or nitrogen gas) through a liquid wet-
ted membrane under applied gas pressure. A fourth test,
the water intrusion test, is sometimes used to determine
the integrity of hydrophobic membrane filters.

For a nondestructive test to be useful, the results of the
test must be able to predict the ability of the filter to re-
move bacteria. Such a test should also be easy to perform
and highly reproducible. The manufacturing quality con-
trol of the membrane filters tested to obtain this prediction
must be used to establish quality control specifications
that are consistently maintained in filter manufacturing.
It is the combination of the nondestructive integrity test,
the correlated bacteria challenge test, and manufacturing
quality control that allows membrane filters to be reliably
used for sterile filtration of bioprocessing products.

Forward Flow, Pressure Hold, and Bubble Point Tests. The
industry-accepted, nondestructive tests used to verify ster-
ilizing grade filter integrity are the forward flow, pressure
hold, and the bubble point tests (20). These tests are per-
formed by applying a preset air (or nitrogen gas) pressure
to a filter wet with an appropriate fluid. For hydrophilic
filters (filters that wet readily with water) the wetting fluid
is typically water or a water-based fluid; for hydrophobic
membrane filters (filters that do not spontaneously wet
with water and are used in air service) 60/40 isopropyl
alcohol/water is a typical wetting fluid.

The wetting fluid fills the voids in the membrane. For
this to be occur uniformly, the wetting must be complete.
The result of the wetting can be considered as a layer of
water supported by the membrane. When gas pressure is
applied to one side of the membrane, the test gas will dis-
solve into the liquid layer to an extent determined by the
solubility and pressure of the gas (as described by Henry’s
law [21]). Downstream of the membrane, the pressure is
lower, and the gas in the liquid is driven out of solution.
The result is a net flow of gas through the membrane. The
forward flow, pressure hold, and the bubble point tests all
involve the observation or measurement of a gas flow
through a wetted membrane. The measured flow is a com-
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Figure 6. Liquid bacterial challenge. Adapted from “Engineering Considerations in Sterile Filtra-
tion Processes” by Holly Haughney in Sterile Pharmaceutical Products: Process Engineering Ap-
plications, edited by Kenneth E. Avis. Copyright � 1995 by Interpharm Press, Inc. All rights re-
served. Adapted by permission.

G
as

 f
lo

w
D

if
fe

re
nt

ia
l p

re
ss

ur
e

Differential pressure

Forward
flow test
pressure

Bulk flow
region

Bubble point may
be observed in

this region

KL

Diffusive
flow region

Figure 7. Diffusive flow spectrum. Courtesy of Pall Corporation
(20).

bination of the diffusion of the gas through the liquid layer
and bulk gas flow through any open passageways.

The rate of diffusive flow is a function of the test pres-
sure, the diffusivity of the gas in the liquid, the solubility
of the gas in the liquid, the membrane void volume, and
the membrane thickness. This diffusive flow is described
by Fick’s first law (13), which is presented below in an in-
tegrated form:

DHDPq
N � (1)

L

where N is the permeation rate, D is the diffusivity of the
gas in the liquid, H is the solubility coefficient of the gas,
L is the thickness of the liquid in the membrane, DP is the
differential pressure, and q is the void volume.

As the applied upstream gas pressure is increased, the
diffusive flow increases proportionally. At some point, the
pressure becomes great enough to expel the fluid from a
passageway and establish a path for bulk flow of gas. As a
result, the gas flow through the wetted filter begins to in-
crease in a nonlinear manner due to the initiation of bulk
gas flow through these open paths. The pressure at which
this occurs can be modeled by a modified capillary rise
equation:

4c cosh
P � F (2)

D

where P is the pressure (dynes/cm2), c is the surface ten-
sion (dynes/cm), h is the contact or wetting angle, D is the
diameter (cm), and F is the shape factor (to account for the
structure of the membrane). As the pressure is further in-
creased, more passages are opened and the proportion of

the total gas flow due to the bulk air flow increases. If the
pore size distribution is narrow, then the possible passages
through the membrane will provide similar resistance to
flow.

For a wetted high-area pleated membrane filter, a plot
of differential gas flow pressure versus gas flow will show
a gradual transition from diffusive to bulk flow. An alter-
nate plot of differential pressure versus gas flow or differ-
ential pressure will reveal a rapid transition from diffusive
flow to bulk flow, as seen in Figure 7. This graph is referred
to as a diffusive flow spectrum or a KL (knee location)
curve. The KL pressure represents the transition from the
diffusive flow region to the bulk gas flow region.

The bubble point test is a test designed to determine
the pressure at which a continuous stream of bubbles is
initially seen downstream of a wetted filter under gas pres-
sure. There are several ways of performing this test. The
first of these is the visual bubble point test. Generally, the
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visual bubble point test is not used except on small area
disks where the whole membrane surface may be exam-
ined. To perform a visual bubble point test, gas pressure is
applied to one side of a wetted membrane, with a layer of
the wetting fluid maintained on the other side. The gas
pressure is slowly increased. The rate of increase will affect
the measured bubble point value. At some point, the pres-
sure becomes high enough to displace the liquid from one
or more passageways. This establishes the beginning of
bulk flow of air through the membrane, and a thin stream
of bubbles can be observed on the downstream side of the
membrane. The pressure at which this stream of bubbles
is observed is referred to as the first bubble point.

A manual bubble point is measured with a filter in-
stalled in a housing, with tubing running from the housing
outlet to a beaker of water as shown in Figure 8. The ge-
ometry and position of the filter housing, and the diameter
and length of the tubing will affect the measured bubble
point value. In this case, the bubble point is considered to
be the pressure at which a steady stream of bubbles is seen
coming from the tubing; however, the determination of a
steady stream is often subjective.

The manual bubble point (Fig. 9) will generally occur at
a higher pressure than the first bubble point determined
by a visual examination of the filter surface, because
greater flow is necessary to obtain a clear stream of bub-

bles from the volume of the tubing. When determining the
manual bubble point on a high area cartridge, the diffusion
of air through the wetted filter at pressures below the bub-
ble point can be significant. The complications resulting
from the length and diameter of the tubing, the housing,
and operator interpretation render bubble points deter-
mined in this manner not easily reproducible or compa-
rable to bubble points determined by other techniques.

The forward flow test and the related pressure hold test
were first introduced by Pall Corporation in 1973 (22). Dur-
ing these tests (Fig. 10), a wetted membrane is subjected
to a predetermined gas pressure on the upstream side of
the membrane. The gas will diffuse through the wetted
membrane at a measurable rate. During the forward flow
test, the diffusion of the gas and flow through any open
pores is measured at the specified test pressure.

The pressure hold test (Fig. 11) is a modification of the
forward flow test. The upstream side of filter housing is
pressurized at the test pressure and then the filter is iso-
lated from the pressure source. The diffusion of gas
through the wetted membrane and flow through any open
pore is measured as a decay in pressure over a specified
period of time.

The pressure chosen as the test pressure for the forward
flow or pressure hold test must be close enough to the KL

to allow differentiation between different grades of mem-
brane and high enough to present a measurable flow. It is
also necessary that the test pressure chosen be such so that
the background diffusive flow does not interfere with the
sensitive detection of defects in the filter. The exact pres-
sure chosen for the forward flow test must be below the KL.
The test pressure is set by filter manufacturers and should
be used during tests performed to establish the correlation
with bacterial retention.

Integrity tests can be performed with automated equip-
ment. Automated filter integrity test instruments (e.g.,
TruFlow�, Integritest�, Palltronic�, and Sartocheck�) have
been developed to provide accurate and reproducible filter
integrity test values. The instruments traditionally were
designed to perform a pressure hold test. The forward flow
value can be calculated from the pressure hold value.
Newer equipment designs use direct upstream air flow
measurements.

The tests are controlled and monitored by a built-in mi-
croprocessor, and the equipment often can be used with a
programmable logic controller (PLC) for full system auto-
mation. An example of an automated integrity test appli-
cation is provided in Ref. 23.

Automated devices cannot perform a true bubble point
test. Instead, a modified bubble point test is performed,
which essentially consists of a series of pressure hold tests.
In the automated bubble point test, upstream air pressure
is increased in steps. Between each pressure increase, the
instrument isolates the upstream volume and monitors the
pressure decay upstream of the filter. As the pressure de-
cay exceeds a certain value, the software uses a specific
algorithm for calculating the bubble point from relative
values of this series pressure decays. The instrument uses
a series of pressure hold tests as the basis for the calcu-
lation of the bubble point rather than measuring the bub-
ble point directly. Figure 12 illustrates how pressure hold



FILTRATION, CARTRIDGE 1219

Wetted cartridge
installed in housing Displaced

volume
observed

Inverted burette
containing water

Pneumatic
trough

Pressure
gauge

Pressure
regulator

Air or
N2 gas
supply

Figure 10. Forward-flow test. Adapted from “Engineering Considerations in Sterile Filtration
Processes” by Holly Haughney in Sterile Pharmaceutical Products: Process Engineering Applica-
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tests can be used to determine a bubble point. The actual
algorithms used in the automated test devices may differ
between automated filter integrity test instrument man-
ufacturers.

Water Intrusion Test for Hydrophobic Filters. The water
intrusion test can be used to test hydrophobic membrane
filters (24–27). To perform a forward flow, pressure hold,
or bubble point test on a hydrophobic filter, the membrane
must be wet with an alcohol solution (e.g., 60/40 IPA/
water). For an in situ integrity test, the wetting agent has
to be added to the system to perform the test and then
removed to restore air flow through the filter. The potential
flammability of the alcohol is a consideration, and for some
applications it can be necessary to validate the complete
removal of the solvent to avoid contamination of the prod-
uct. For these reasons, integrity testing of hydrophobic fil-
ters in situ has not been widely used, and off-line testing
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has been more common. The increasing industry demand
and growing regulatory requirement for in situ testing of
sterilizing-grade air filters has led to the development of
water-based tests.

If the upstream side of a dry hydrophobic filter assem-
bly is filled with water and pressurized, the hydrophobic
nature of the porous membrane will prevent the bulk flow
of water through the filter until the intrusion pressure is
reached. At pressure below the intrusion pressure, a small
but measurable flow of water through the membrane oc-
curs.

The presence of larger pores in the filter will be detected
by an increased flow due to bulk water flow through these
pores (Fig. 13). This principle is the basis of the water in-
trusion test.

At the start of the test, the upstream side of the filter
assembly is filled with water and a predetermined gas
pressure is supplied. This causes a fall in the water level
within the filter housing because of factors such as pleat
compression and the passage of trapped air through the
membrane. It is important that the changes in the up-
stream volume caused by these effects have stabilized so
that the very small flows of water through the membrane
can be accurately measured. A typical test arrangement is
illustrated in Figure 14.

Adequate stabilization time (e.g., 10 mins) is also re-
quired to ensure thermal equilibrium. Water flow can be
measured by determining the upstream flow of gas re-
quired to keep the pressure constant. The use of a direct
flow measurement integrity test instrument can be used
for water intrusion test measurements. After the test is
over, the water can be drained and in many cases the filter
is ready for use. Where dry air or gas is required, a drying
procedure can be used.

FILTRATION SYSTEM DESIGN AND OPERATIONAL
CONSIDERATIONS

Filter Selection

As detailed earlier, there are a number of different types
of cartridge filter types for a wide variety of applications
(1–3). In order to properly design a filtration system, all
the requirements for the system and fluid must be consid-

ered. As a starting point, the removal efficiency must be
defined. Other considerations can include process tem-
perature, flow rate, pressure drop restrictions, integrity
test regimen, and sterilization.

All cartridge filter materials (membrane, cage, core,
support material and housing) should be compatible with
the process fluid over the temperature and pressure range
indicated for a given process application. In general, most
bioprocessing fluids are water based and are compatible
with most membrane materials, such as polyamides (ny-
lon), PVDF, polysulfone, and cellulose acetate.

For many filtration processes, it is desirable to have a
staged filtration system. A staged system will have one or
more prefilters of higher micron rating protecting the final
filter. The final filter in the stage is the filter that provides
the desired effluent quality. The prefilters are typically
courser filters that remove larger contaminants in the fluid
and reduce the loading of the final filter. For a sterile fil-
tration process, the final filter is typically a 0.2-lm mem-
brane filter. In a staged system, the life of the final filter
is enhanced by the use of the prefilters. This will usually
reduce the cost of the system, because the cost of the final
filter is generally greater than the cost of the prefilters.

The size of the filtration system will depend upon the
volume of the fluid being filtered and the ease with which
the fluid is filtered or its filterability. For production ap-
plications, the membrane filters are typically provided as
10-in. segments or filter elements. These segments can be
welded together to form 20, 30, and 40-in. filter elements.
The diameter of the cartridge is approximately 3 in. Filter
housings can hold a single cartridge (10- to 40-in. ele-
ments) or multiple filter cartridges. For applications that
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involve relatively small volumes (for example 10 L), dis-
posable filter assemblies (capsule filters) with smaller
membrane areas are available. If prefiltration is required,
then the prefilters will also be a part of the filter train. For
many applications, there is a one-to-one correspondence of
prefilters to final filters. Optimization for a particular pro-
cess may indicate that fewer, or more, prefilters are
needed.

In some production environments, it is desirable to have
a dual filtration system (filters arranged in parallel) to al-
low for a changeover from one system to the other. While
one system is being used, the other system can be prepared
for use (e.g., it can be cleaned and tested and the filters
can be changed out). The decision to use a dual filtration
system requires a balancing of the ease of operation with
the additional space required for the additional system.
For some sterile applications, redundant final 0.2-lm fil-
ters (filters in series) are used to provide additional assur-
ance of sterility. If one of the filters fails, because of pro-
cessing conditions, then the other filter is in place as a
backup. If the backup filter is integral, then the fluid has
been sterile filtered. The decision point is whether further
assurance of maintaining sterility throughout the entire
filtration processing time can justify a redundant system.

Flow Rate and Pressure Considerations

All components of a system will cause a resistance to flow,
which results in a pressure drop (DP). Pressure drops, or
pressure losses in a system, can be caused by piping, con-
nections, valves, and filling heads and by the filter and its
assembly. The pressure drop through a clean filter assem-
bly is due to the sum of component pressure drops, includ-
ing the filter housing, the filter hardware, and the filter
membrane. The filter membrane will cause a resistance to
flow, or a pressure drop, in a filtration system. As the fil-
tration progresses and the filter membrane becomes
plugged with the particulate contaminants in the fluid, an
increasing pressure drop will occur. The pressure drop will
be different, depending on the fluid hydrodynamics (e.g.,
viscosity) and the filter membrane material characteristics
(such as porosity).

An adequate pressure source is needed to overcome the
pressure drop across the system, including the filter as-
sembly and to allow for the maintenance of a constant flow
rate. If the initial clean pressure drop across a filtration
system is close to the maximum available pressure, the
flow rate will not be maintained because as the filter plugs
the pressure drop will increase and there will not be
enough pressure to overcome the increased pressure drop
throughout the filtration. This will cause a decrease in
flow. If possible, where constant flow is required, pumping
capacity should be increased. An alternative remedy would
be to increase the membrane filtration area so that the
initial pressure drop is reduced.

Ultimately, the filter will become plugged with contam-
inants. This will depend on the amount of the contaminant
in the fluid that is being filtered. For most pharmaceutical
sterile filtration applications the load (percent solids) is
typically low. Filters upstream of the sterile filter are more
likely to become plugged in a properly designed filter train.

As plugging occurs, the differential pressure will increase.
System design should include a change-out schedule so
that the differential pressure constraints for the filtration
system are not exceeded. For example, in a batch system,
the filter change-out should occur after the batch filtration
has been completed. If multiple in-line stages of filtration
are needed, then the differential pressure for each stage
must be added, and the sum must be less than the maxi-
mum differential pressure allowed for the filtration pro-
cess to allow for increased pressure caused by membrane
fouling.

At no time during a process should the pressure drop
exceed the recommendations for pressure drop (usually
specified for a temperature range of the individual filter
unit). At elevated temperatures the recommended pres-
sure drop is typically lower than the recommended
pressure drop for ambient conditions. A combination of el-
evated temperature and a high pressure drop can lead to
structural filter damage. Structural damage to the filter is
possible under these conditions because at elevated tem-
peratures the polymeric components of the filter can be-
come softer and are more likely to be deformed if the pres-
sure drop is too high. For example, under extreme
conditions, the core of the filter as well as the cage can be
crushed.

Required flow rate, maximum pressure drop, and avail-
able pressure for the filtration system must be considered
when the system is designed. Flow rate is typically re-
ported as either gallons per minute (GPM) or liters per
minute (LPM). The flow rate achievable through a filtra-
tion system is directly related to the applied pressure and
inversely related to the resistance to flow. Thus, if the ap-
plied pressure is increased, the flow rate will increase. If
the resistance to flow is increased, such as by membrane
plugging, then the flow rate will decrease. It is important
to note that an initial higher pressure (and flow rate) can
lead to premature membrane plugging with many prod-
ucts.

The nature of microporous membrane filters is that they
will tend to plug rapidly if they are subjected to a relatively
high flow rate (directly related to a high applied pressure)
during the start-up of a filtration. For fluids with a signifi-
cant particle loading, under conditions of initial high flow
rate, the microporous membrane can become rapidly
plugged, or fouled, and the pressure drop will increase and
the throughput, or filter life, will be reduced. This is es-
pecially true for products that may contain gels, such as
biological products. Filter life, or throughput, can be in-
creased if the initial flow rate is reduced. If the initial flow
rate is decreased, the pressure drop will increase at a
slower rate and the throughput will be increased. Another
approach is to increase filter surface area for the given flow
rate. Additionally, the pressure drop across a filter assem-
bly can be reduced by increasing the filtration area. In-
creasing filtration area can often be an economical ap-
proach because the increase in throughput is often greater
than linear for an increase in filtration area. Figure 15
illustrates the concept of a lower flow rate and differential
pressure providing a higher throughput (total volume fil-
tered).



1222 FILTRATION, CARTRIDGE

D
if

fe
re

nt
ia

l p
re

ss
ur

e

Throughput (total volume)

Flow rate 2

Flow rate 1

Maximum differential pressure

Figure 15. Comparison of a filtration performed with different
flow rates. Adapted from “Engineering Considerations in Sterile
Filtration Processes” by Holly Haughney in Sterile Pharmaceuti-
cal Products: Process Engineering Applications, edited by Kenneth
E. Avis. Copyright � 1995 by Interpharm Press, Inc. All rights
reserved. Adapted by permission.

Volume Batch
volume

Limiting
∆P

∆P

Figure 16. Example of an ideal filtration system. Adapted from
“Engineering Considerations in Sterile Filtration Processes” by
Holly Haughney in Sterile Pharmaceutical Products: Process En-
gineering Applications, edited by Kenneth E. Avis. Copyright �
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Fluids with higher viscosities will be more resistant to
flow and the pressure drop across the filter will be greater.
For fluids with high viscosities, a greater applied pressure
will be required to maintain the process flow rate. The
smaller the pore size rating of a filter, for a fluid of a given
viscosity, the greater the resistance to flow.

Scale-up

Although a particle size distribution evaluation can often
provide useful information about the contaminant mate-
rial in a process stream, the filtration system usually can-
not be selected without an actual scaled-down filterability
test. Actual testing is required because the particle size
distribution fails to provide information on the quantita-
tive particle load, its effect on membrane life, and how the
membrane filters will perform with the process fluid under
process conditions. In addition, other factors such as gels
and high molecular weight biopolymers present in some
products will also affect filter life and can only be evaluated
by actual test.

The scaled-down, or filterability, test will require a rela-
tively small representative sample of the process fluid (typ-
ically 2 to 4 L). Membrane filter disks with a 47-mm di-
ameter are typically used. If a process stream is subject to
variable composition, then the worst case fluid should be
defined and tested. Only membrane materials that are
compatible with the fluid are tested during the filterability
test, and test conditions (e.g., temperature and flow rate)
should match the process conditions as nearly as feasible.
Several filtration schemes, including staged filtration
schemes, are usually evaluated to optimize the filtration.
The filterability tests can be performed at either a constant
pressure or a constant flow rate. The use of constant pres-
sure or constant flow rate must be considered because the
system size, system life, process time, and throughput can
depend on these process parameters. The flow rate can be
scaled linearly based on filtration area. Optimization pa-
rameters must be defined and can include effluent quality,

time (or throughput) to reach terminal (maximum allow-
able) differential pressure at a given flow rate, or flow rate
for a given applied pressure.

System scaling can be based on the following ratios for
the final filter in the system, where it is necessary to solve
for full scale system area:

Full scale system area Full scale system flow rate
�

Scaled down system area Scaled down system flow rate

Full scale system area Full scale system throughput
�

Scaled down system area Scaled down system throughput

Throughput (total fluid filtration volume required), flow rate,
and process time requirements must be met by the filtration
system.

If the system involves prefiltration stages, the prefilter
area will usually be equivalent to the final filter area; how-
ever, the size of each stage in a multistage system will de-
pend on the overall requirements for practical and econom-
ical filtration of the product. Further optimization is
possible by performing a filterability test with the prefil-
ters alone. The issues associated with the sizing of a filter
system with pre- and final filters are described next.

Figure 16 illustrates the behavior of a typical optimized
(ideal) filtration system. The differential pressure (DP) is
plotted as a function of volume filtered. The limiting or
maximum differential pressure and the total batch volume
are indicated on the graph. Ideally, the batch volume
(throughput requirement) is reached before the limiting
DP is reached. This allows a safety factor in the filtration
and permits complete processing of the batch without
change-out of the filter.

Figure 17 shows the effect of limiting DP versus volume
for a filtration system in which the prefilter is too coarse
and is not able to remove a sufficient number of particles
in the fluid (the particles go through the prefilter instead
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Figure 17. Example of a filtration system with the prefilter too
course. Adapted from “Engineering Considerations in Sterile Fil-
tration Processes” by Holly Haughney in Sterile Pharmaceutical
Products: Process Engineering Applications, edited by Kenneth E.
Avis. Copyright � 1995 by Interpharm Press, Inc. All rights re-
served. Adapted by permission.
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Figure 18. Example of a filtration system with the prefilter too
small. Adapted from “Engineering Considerations in Sterile Fil-
tration Processes” by Holly Haughney in Sterile Pharmaceutical
Products: Process Engineering Applications, edited by Kenneth E.
Avis. Copyright � 1995 by Interpharm Press, Inc. All rights re-
served. Adapted by permission.
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Figure 19. Example of a filtration with optimal prefiltration.
Adapted from “Engineering Considerations in Sterile Filtration
Processes” by Holly Haughney in Sterile Pharmaceutical Prod-
ucts: Process Engineering Applications, edited by Kenneth E. Avis.
Copyright � 1995 by Interpharm Press, Inc. All rights reserved.
Adapted by permission.

of being retained by the prefilter). The prefilter is unable
to adequately protect the final filter. Representative curves
are provided for the prefilter, the final filter, and for the
combined system. The combined system curve is a sum of
the differential pressures for the final filter and the prefil-
ter. The combined system reaches the limiting differential
pressure (plugging) before the complete batch is filtered.
Thus, a finer prefilter or additional final filter surface area
would be required for this batch volume to be filtered at
differential pressure less than the limiting differential
pressure.

Figure 18 illustrates what occurs in a system in which
the prefilter area is too small, but performs its protective
function. In this case, the final filter did not reach the lim-
iting DP, but the prefilter did. Additional prefilter area
would allow the filtration to be optimized. Figure 19 con-
tains representative curves for an optimally staged filtra-
tion system. In the optimized system, the combined system
is able to completely process the batch at a differential
pressure lower that the limiting (plugging) differential
pressure. The differential pressures across the final filter
are slightly higher that the differential pressure of the pre-
filter. This is the desired situation for a system that re-
quires prefiltration.

Depending on the knowledge of the filtration process for
a particular fluid, it may be desirable to perform a side-
stream or a pilot-scale test under process conditions before
installing the system at full scale. Further optimization of
the system may be possible based on the results of the side-
stream test. A side-stream test is recommended when the
scaled-down test was limited in its ability to match the
process conditions for any stage of the filter system.

System Design

Once the filters have been specified, the system compo-
nents must be considered. A filtration system will typically

contain the following filters, filter housings, gaskets or O-
rings, pressure gauges, thermocouples, pipe or tubing, con-
nections for the piping, and a pump (or gas pressure
source). Some pharmaceutical systems may require an in-
ert gas for product stability as well as pressure. The sys-
tem components must be compatible with the process fluid,
the full-scale process fluid temperature, the process pres-
sure, and the sterilization method.

Most sterile filtration applications require a sanitary
design. In a sanitary design the components (e.g., sanitary
valves) and materials of construction are selected for their
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ability to prevent the buildup of contaminants in the sys-
tem. For a sanitary process, 316L stainless steel is typi-
cally used for portions of the system that will have product
contact, provided it is compatible with the process fluid.
Internal surfaces should be finished to an appropriate mi-
croinch Rs specification (e.g., a minimum of 20 to 25 lin.);
external surfaces should be mechanically polished to a
high quality sanitary finish. Both internal and external
surfaces should be electropolished for a smooth adhesion
and corrosion resistant surface.

System welds should be constructed in such a way that
the weld porosity is minimized and the joints are of high
quality and are clean. Any internal welds that have prod-
uct contact should be ground smooth and flush to reduce
the potential for the buildup of material from the process
stream. Proper weld procedures need to be followed.

Only sanitary fittings should be used in the system to
ensure sterilizibility of the seals and cleanliness. Any ports
in the system, such as those required for vents, drains,
pressure gauges, and thermocouples, should have a sani-
tary stem or sanitary valve design. Absolutely no threaded
connections should be used in the portions of a sanitary
system where there is a potential for contact with the pro-
cess fluid. Threaded connections can lead to system con-
tamination because of a potential buildup of contaminants.

There are a number of considerations for the filter hous-
ing. Housings are essentially pressure vessels, and as
such, may be subject to the appropriate ASME boiler and
pressure code. A housing should be rated for the appropri-
ate pressure and temperature with a safety margin for the
process. A full vacuum rating may also need to be consid-
ered, especially for housings used in vent service or lyoph-
ilizers. The design of the housing as well as the physical
placement of the housing in the production facility, must
facilitate filter change-out. The size of the housing must
meet the requirements for the flow rate and differential
pressure process specifications. Inlet and outlet ports
should not lead to excessive pressure losses.

The system and housing design should not contain any
portions through which there is no flow (dead legs). All
product contact areas need to be accessible for cleaning
purposes. Drains should be designed and positioned to
minimize holdup, or retention, of the process fluid in the
system.

The filter assembly should be optimized for use in a san-
itary system, especially where aseptic processing is re-
quired. For example, the filter should have an O-ring seal-
ing mechanism in the filter housing instead of a gasket
sealing mechanism. For some small batch applications,
disposable filter assemblies (in effect filter plus plastic
housing) can be used. These assemblies should have proper
sanitary fittings.

For most sterile filtration systems a appropriate pump
(e.g., a positive displacement pump or a centrifugal pump)
is used to provide pumping capacity. The components of
the pump head should be of a sanitary design and com-
patible with the process fluid.

Pressure gauges should be installed upstream and
downstream of each filter assembly in the system so that
the differential pressure across the filter can be monitored.
The ability to monitor DP can be used to indicate filter life

and that filter change-out is required. For some applica-
tions it is desirable to have temperature probes or ther-
mocouples installed in the system. During an in situ steam
sterilization of a system, the ability to monitor the tem-
perature is needed to ensure that the temperature condi-
tions for steam sterilization are met. For a process that
requires a temperature other than ambient, the tempera-
ture of the fluid should be monitored. Temperature mea-
surement should be performed immediately downstream
of the filter installation to ensure that the filter installation
is at the correct temperature.

Throughout the system, sample ports may be required
to allow for sample collection during a process. It is impor-
tant to ensure that the collection of a sample does not cause
contamination in the system. This can be attained by using
sample ports that are fitted with septa. For systems that
are not hard piped (plumbed with permanent connections),
the ability to make sterile (or aseptic) connections must be
available.

Sterilization

In sterile filtration processes, the downstream side of the
filter must be sterilized and must remain sterile during the
process. The sterilization process must be properly vali-
dated to ensure that the sterile condition is met for a given
system. Filters can be sterilized by a number of techniques,
including in situ steam sterilization, autoclave steriliza-
tion, irradiation, and chemical treatment (hydrogen per-
oxide vapors or ethylene oxide). For any method, it is im-
portant to ensure that the sterilization is adequate for the
system and that the technique does not damage the filter.
The Parenteral Drug Association (PDA) published a tech-
nical monograph on the validation of steam sterilization
cycles (28). The majority of sterile processes employ in situ
steam sterilization or autoclave sterilization and will be
the subject of this discussion.

Methods that involve steam are validated through the
use of thermocouples or biological indicators to ensure that
the system has been properly sterilized. The maximum
steam temperature for most sterilizing grade filter car-
tridges is 140 �C; the maximum conditions for temperature
and pressure should be obtained from the filter manufac-
turer. Typically, the steam pressure is held at a minimum
of 15 psi at 121 �C for a minimum of 30 min. Although
steam temperatures up to 140 �C can be used, the service
life of the filter may be shortened, especially where mul-
tiple uses require repeat sterilization.

A decision must be made on the appropriate steriliza-
tion technique for the process. Larger systems tend to be
in situ steam sterilized, while small volume systems tend
to use autoclave sterilization. A system that utilizes in situ
steam sterilization can be automated, which is becoming a
common practice for a new system.

Integrity Testing Design and Operation Considerations

The issues that must be considered for integrity testing of
a filtration assembly include the technique (forward flow,
pressure hold, bubble point, or water intrusion for hydro-
phobic filters), the wetting fluid (water or product wet), and
the test time (after installation, after sterilization, after
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filtration) and the test location (in situ or off line). Once a
plan for integrity testing is established, the system must
be designed so that the integrity test regimen can be prop-
erly carried out.

Field experience with the integrity testing of sterilizing
grade filters shows that various combinations of integrity
test procedures are in use and that different testing sched-
ules, both pre- and postuse, are followed. In some sterile
processes, redundant filters are used for convenience in in-
tegrity testing or for increasing assurance of sterility. For
others, filter usage is based on filter life studies. A common
approach is to perform the test or combination of tests that
meet regulatory guidelines and that provide the highest
degree of accuracy commensurate with the economics and
the practicalities of the process.

The highest degree of confidence in the maintenance of
filter integrity can be attained by routinely integrity test-
ing the filter system, either by the forward-flow or
pressure-hold integrity test, before sterilization, after ster-
ilization, and after filter use.

Pre- and poststerilization integrity tests are recom-
mended, because both tests can provide information about
the process conditions. However, if only one preuse integ-
rity test is to be performed, then an integrity test after
sterilization will provide more useful information, because
improper sterilization procedures can lead to filter dam-
age. Regardless of any preuse testing performed, a postuse
test is always recommended. The assurance of bacterial
retention during the filtration of critical fluids, such as par-
enterals, biological liquids, and media for fermentations,
is extremely important and, at the very least, filters are
integrity tested after use.

It is often desirable for a filter user to perform a
product–wet integrity test after the filter has been used to
filter the product. Product–wet testing allows the filter
user to perform the integrity test under actual process con-
ditions and does not require a flush step to remove the
product from the filter membrane. Flushing out the prod-
uct and testing with water can lead to a false failure if
there is incomplete removal of the product that may have
a lower surface tension than water and thus reduce the
bubble point to below the test pressure required for a wa-
ter-wet integrity test.

Appropriate integrity test parameters for specific ap-
plications should be obtained from the filter manufacturer
in writing because the filter manufacturer can provide the
appropriate test parameters for a fluid and can ensure
the proper relationship to the claims for the specific filter.
The filter user should confirm performance of the tests be-
fore incorporating the test parameters into their standard
operating procedures. If any anomalies are noted during
confirmation, then these must be resolved.

Integrity test parameters can be provided with either
air or nitrogen (or other inert gas) pressurization. Carbon
dioxide cannot be used as a test gas, because the diffusive
flow through the filter will be extremely high and the gas
is reactive. Pure oxygen is typically not acceptable as a test
gas, because it is a strong oxidizer. Process conditions, in-
cluding temperature and gas used for pressurization, must
be considered for the issuance of integrity test values.
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INTRODUCTION

Cytometry is a technique for measuring physical or chem-
ical characteristics of single cells (or other biological par-
ticles). Such measurements are usually performed with
the aid of a microscope, but there are severe limitations
both in the number of cells that can be investigated micro-
scopically and in the number of features that can be ob-
served simultaneously.

In flow cytometry (which avoids these limitations), the
cells pass the measuring volume in a fluid stream, pref-
erably in a single file, and in a short time. The first flow
cytometers, developed in the 1940s, were based on the
Coulter principle, that is, the detection of changes in the
electrical conductivity or impedance of a small saline-filled
orifice as cells pass through.

The history involved leads most people to think of flow
cytometers as instruments that measure optical signals
from cells. These optical signals result from light being
scattered by the cells (differentially, according to cell type
and status) and the fluorescent light emitted by different
cell compartments when excited by light of a certain spec-
tral range. The cellular parameters detected can be char-
acterized as intrinsic or extrinsic, depending on whether
their measurement requires use of reagents or probes.

A cytometer consists of five main components:

1. Illumination optics. Usually consisting of an arc
lamp (high-pressure mercury) or a laser (argon ion)
combined with crossed cylindrical lenses to focus the
light.

2. Flow cell. A device for focusing the cells in a linear
file by hydrodynamics. The core stream with the cells
travels in a laminar flow to the illumination point
with the aid of a sheath stream of clean water. The
main types are stream-in-air systems and variations
thereof passing through a (flat-sided) quartz cuvette.

3. Collection optics. Usually consisting of a combination
of optical filters for spectral separation, generally set
perpendicular to the illuminating beam and in four
spectral ranges (green, 510–540 nm; yellow, 560–580
nm; orange, 605–635 nm; and red, 650 nm and
above).

4. Detector electronics. These consist of photodiodes or
photomultiplier tubes (PMTs). The particles of inter-
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est in biotechnology, which are frequently very small,
(e.g., bacteria), emit only a small number of photons,
typically about 1,000 in passage through the detec-
tion chamber. Therefore, an appropriate combina-
tion of high-power illumination optics and sensitive
detectors is necessary for the application of flow cy-
tometry in biotechnology.

5. Data analysis. The first flow cytometers displayed
and stored the data in multichannel pulse height an-
alyzers. Now the data are stored as standard list
mode files in PCs, ready for statistical analysis and
sophisticated visualization.

The result of a flow cytometric investigation is a fre-
quency distribution, that is, a histogram. In the channels
of this histogram, cells are counted according to the light
intensity detected, which corresponds to the relative size
or quantity of a specific cellular compartment or compo-
nent, such as the DNA content. Measuring rates up to
10,000 cells s�1 are possible, although about 100 cells s�1

is more usual.
Flow cytometry is not recommended for measuring the

absolute content or concentration of cell compartments.
However, it is the best method for classifying cell types
with different physiological properties and for selecting
and quantifying subpopulations in a cell ensemble.

If subpopulations of (vital) cells are to be chemically an-
alyzed or cultivated further, the information provided by
flow cytometric measurement can be used for selecting ap-
propriate subpopulations by an electrical or mechanical
sorting process. Depending on the type of flow cell and the
type of illumination involved, three basic constructions are
used:

• Stream-in-air
• Contained flow chamber
• Dark-field illumination

The devices range from large constructions for research
purposes to small and inexpensive laptop machines on the
way to an online approach. The development of new flow
cytometric methods is often accomplished using special
modular constructions (“cyto mutt” comp. [1]).

A further development is the slit-scanning procedure,
which allows the shape of the signal generated by the cell
passing through the illumination beam to be used for gath-
ering additional information. In this way, morphological
features and the distribution of cellular compartments can
be recorded.

Special demands have led to appropriate modifications.
The distribution of aquatic microorganisms can be moni-
tored in the size range of 0.1 to 2000 lm by such a device,
for instance (2).

Flow cytometers are best used to answer questions con-
cerning the dynamics of subpopulations in a cell popula-
tion, for example, cells in a mammalian tissue that have a
higher DNA content than that of G1-phase cells. Thus, in
medicine, flow cytometry was first applied in oncology,
where it was quickly (and frequently) used in cancer di-
agnosis. These results generated a solid basis for mathe-

matical modeling of cell-cycle regulation in eukaryotic or-
ganisms.

Using immunofluorescence and multiparameter analy-
sis, flow cytometry became a successful, and standard,
method in laboratory hematology and clinical immunology
in the 1980s. Several commercial devices are now avail-
able, constructed specifically for medical purposes. An ex-
cellent and comprehensive documentation of the method
of flow cytometry is given by Shapiro (1).

The use of flow cytometry in biotechnology, and espe-
cially in bacteriology was for a long time not as successful
as it was in medicine. After early, inspiring investigations
by Bailey et al. (3), Slater et al. (4), and Hutter and Eipel
(5) further development seems to have been delayed. There
are probably three major reasons for this:

• The high cost of the method
• The small size of the cells investigated (an Esche-

richia coli cell has only 10�3 to 10�4 times the size
or DNA content, and consequently the potential fluo-
rescence energy gain, of a mammalian cell)

• The belief of most biotechnologists that analysis of
physiological state distributions do not have an im-
portant role to play in understanding the dynamics
of bioprocesses or for running them safely and eco-
nomically

The first two handicaps have now been overcome because
powerful and inexpensive microcomputers have consider-
ably reduced the cost of the technique. Flow cytometry has
also benefited from new methods of data analysis and min-
ing, such as neural network analysis, which allow a com-
prehensive evaluation of the rich and complex information
gained by flow cytometry (6). Furthermore, new staining
methods combined with improved illumination, detection,
and amplification have made flow cytometric analysis
highly reliable, even for bacteria and microplankton as
small as 1 lm in diameter.

Nevertheless, the key to more widespread use of flow
cytometry in biotechnology is more general acknowledg-
ment of the importance of a segregated model concept. To-
ward this end, Fredrickson et al. (7) proved that the sta-
tistics, the distribution of cell populations, and the
dynamics of bioprocesses are inseparably connected. More-
over, Munch et al. (8) demonstrated, with a sophisticated
approach to flow cytometry, that knowledge concerning the
distribution of states in the cell cycle is essential for deeper
understanding of the growth dynamics of yeast and the
metabolism of a biomass.

BACTERIAL CELLS

Bacteria exist as dynamic and diverse populations in na-
ture. Even the cellular heterogeneity within a pure bac-
terial culture is far greater than previously assumed. To
understand bacterial ecology in nature and in biopro-
cesses, new techniques are required for answering ques-
tions that could not be solved by traditional methods alone.
Now more than ever, flow cytometry has been recognized
as a valuable asset for microbiologists and is perceived to
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be an important and indispensable tool for investigations
on the microenvironmental level.

Bacterial flow cytometry enables visualization of cell
states and allows the analyst to follow growth, death, rep-
lication, cell division, metabolism, and surface phenomena,
greatly enhancing the ability to understand and control
cell physiology. A great assortment of fluorescent stains is
commercially available; their numbers have rapidly in-
creased recently. It is not possible to give an overview of
their application in this article, but Lloyd (9) provides a
fine introduction to this topic. Summaries are given in
Refs. 10 and 11, too.

Generally, however, it should be realized that these
techniques need to be handled more carefully for use with
bacteria than with eukaryotes to avoid unclear results
from artifacts arising either from sampling or from ana-
lytical errors.

Growth and the Cell Cycle

All survival strategies should be programmed, above all,
to safeguard the genome for the future. Results obtained
by flow cytometry allow conclusions to be drawn and tested
about how the physiological state of cells is connected with
survival strategies under changing environmental condi-
tions. Consequently, the most obvious targets for bacterial
staining are the nucleic acids. Steen and Boye (12) and
Skarstad et al. (13) presented a model for calculating the
relative rates of DNA synthesis per cell from studies based
on E. coli strains. By means of this model and flow cyto-
metric evaluation of the DNA distribution, the generation
time (s) and the initiation and termination of the replica-
tion and postreplication periods (C and D, respectively) can
be estimated. Features of replication (e.g., the number of
initiation origins) seem to be dependent both on the ge-
netically determined disposition of the bacterial strain an-
alyzed and the growth conditions leading to the initial cell
mass. In unperturbed bacterial cultures with high growth
rates, several replication forks may be initiated in each
cell, if the growth conditions are optimal. Then, after treat-
ment with antibiotics, E. coli cells will contain two, four,
or eight fully replicated chromosomes. In contrast, bacteria
growing slowly, at doubling rates of less than 1 per hour,
exhibit an increase in the prereplication period as well as
in the C and D periods. This effect can be amplified by
further decreasing the growth rate using chemostat cul-
tures under limited growth conditions (12,13).

Besides the considerations just mentioned, it must be
stressed that during limited, and even unrestricted,
growth, the behavior of individual cells differs. As pointed
out by Åkerlund et al. (14), each cell goes through different
discontinuous processes in its life (e.g., the cell cycle). They
are therefore different both in size and metabolic activity.
This is generally true, except in steady-state conditions, to
some extent, where only the distribution of the cells and
the cell size are time invariant).

Considering these results, it is clear that key events in
cell physiology, including initiation of replication and cell
division, are tightly bound to the microenvironmental con-
ditions in the surroundings of the bacterial cell. Obtaining
information about the replication behavior of biotechno-

logically useful bacterial strains is, therefore, a crucial pre-
requisite for controlling industrial bioprocesses.

This knowledge could also be used for investigations
into the population dynamics of marine bacteria. Because
of fluctuating climatic influences, these organisms must
constantly adapt to changing conditions and move between
states of growth and starvation. In such cases, major al-
terations in the level of other cellular components, such as
lipids and proteins, may be observed in addition to changes
in the nucleic acid contents.

Bioprocessing

Progress in bioprocess engineering depends ultimately on
the level of understanding and control of the physiological
state of the bacterial population being exploited. Process
efficiency is strongly sensitive to changes in the cell state.
Characterization of these states via fluorescence monitor-
ing, evaluation of the data obtained, and subsequent regu-
lation of the process regime by controlling the surrounding
natural or artificial conditions is one of the most ambitious
tasks in the near future for biotechnology. Flow cytometry
appears ideally suited for determination of such parame-
ters as cell concentration and size as well as for visualizing
intracellular performance in industrial processes pro-
moted by bacteria. Using this technique, the state of the
cellular system can be precisely monitored, allowing opti-
mization of process efficiency in production or degradation
of the target substances (15).

Although bioprocess control on the cellular level is not
being widely practiced as yet, some processes are now be-
ing adjusted by flow cytometry. One main limitation seems
to be the high content of particulate constituents in most
industrial media, because discriminating between micro-
organisms and noise signals from media is not a trivial
undertaking.

Microorganisms respond to an unbalanced supply of nu-
trients or deviations from optimum physical factors by in-
creasing the synthesis of intermediates. This phenomenon
is called overflow metabolism. The metabolites overpro-
duced can be excreted or accumulated intracellularly. Flow
cytometric methods have been established for detecting in-
tracellular accumulation of polyhydroxybutyrate (PHB), a
typical overflow metabolite in many bacterial strains (16).
PHB serves as an energy and carbon reserve and has re-
ceived attention as a thermoplastic and biologically de-
gradable polymer. Furthermore, researchers are searching
for novel bacterial strains that may accumulate novel
types of polyhydroxyacid (PHA) possessing better physical
and mechanical qualities. Some bacterial yield up to 90%
of their dry weight in this material. The inclusion bodies
so formed alter both the size of cells and their light-
scattering behavior. The effect of different cultivation con-
ditions on PHB formation has been investigated in Ral-
stonia eutropha and recombinant E. coli transformed with
PHA-synthesis genes. In these cases, cell-sorting technol-
ogies can be used to isolate highly efficient strains at a high
speed. Flow cytometry can also be used to quantify hetero-
geneity of PHB production and accumulation, as found in
Methylobacterium rhodesianum cultures. These investi-
gations are based on the idea that growth and product for-
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mation (overflow metabolism) are coupled to specific cell
states, which are an expression of maturation of individ-
uals and are connected to stages in the proliferation cycle.
It has been found that under growth-limiting conditions,
the cells first go though the DNA replication program,
thereby safeguarding the genetic information by doubling
the chromosome content. Doing this, the organisms main-
tain the chance of restarting multiplication as a forward
strategy of survival if better conditions arise. Cells only lay
down PHB as an energy reserve in this kind of situation
(17).

Introduction of foreign genes into bacterial cells enables
synthesis of desirable products such as proteins, lipids,
and a wide variety of other biologically active compounds.
Normally, the expression of these genes alters the normal
pattern of interaction and synthetic activities in the host
cell. It may be observed that highly active cloned gene ex-
pression or extremely large plasmid content leads to a
markedly slower growth rate in recombinant cells. Gen-
erally, however, some of the recombinant cells revert dur-
ing prolonged cultivation, either (in the case of plasmids),
through defective partitioning during cell division, or
through changes in plasmid structure. By this process, a
subpopulation of nonrecombinant cells develops that has a
higher specific growth rate. In chemostat experiments, the
recombinant cells are usually replaced by this phenome-
non, and the plasmid-free population comes to dominate
the dynamics of the reactor (18). It is generally believed
that the production of heterologous products is metaboli-
cally harmful to the cell. Occasionally, it has been proposed
that the decrease in the growth rate seen is more likely to
be a result of deleterious and injurious interaction between
the expressed product and some component of the cell.
Flow cytometry can be used to detect segregational insta-
bility of a plasmid-containing expression system as well as
to estimate the physiological state of the cells involved.

There have only been a few biotechnological studies in-
vestigating the stability of recombinant cells on near-
industrial scales. By way of illustration, however, the
method has been used to examine recombinant E. coli cells
forming protein inclusion bodies via wide-angle light-
scattering measurements (19).

Fluorescence-activated cell sorting has also been found
to be capable of isolating gramicidin S hyperproducing mu-
tant cells of Bacillus brevis from wild-type cells (20). Fur-
thermore, flow cytometry can be used to study the progress
of gene expression in a wide range of bacterial cell systems.
The expression of foreign genes in bacterial cells or the
stability of transformed plasmids can generally be deter-
mined by the use of bioreporter genes. These systems allow
flow cytometric monitoring of the gene expression even
when the gene product is difficult to assay. The promoter-
less reporter gene is placed under the expression control
of the promoter of the foreign gene. A typical example is
use of the lacZ gene from E. coli, one of the most widely
used bioreporter systems. The lacZ gene encodes the en-
zyme b-galactosidase, which cleaves a fluorogenic product
from specially designed substrates. The emission of the re-
sulting fluorescence is proportional to the amount of the
enzyme in the cell, corresponding to the expression of the
target gene. Consequently, the b-galactosidase-positive

cells exhibit a level of fluorescence that is measurable for
each cell by flow cytometry (21). However, a primary prob-
lem in single-cell b-galactosidase assays is leakage of the
intracellular fluorescent marker, although a number of
methods have been developed to prevent this movement
(22). Other bioreporter systems encode detectable markers
such as green fluorescent proteins or surface antigens for
monitoring microbial performance.

There have also been attempts to use polymerase chain
reaction (PCR) in DNA amplification methods for sensitive
detection of specific innate or foreign DNA or RNA se-
quences inside intact cells (23). Some of the population
seem to remain unbroken after such treatment, allowing
subsequent flow cytometric assessment. For example, PCR
can be used to detect plasmid-encoded gene sequences
or poorly expressed mRNA in individual bacterial
cells (24).

Vitality

In contrast to biotechnologically processes, bacterial cells
in nature live neither in pure cultures nor in surroundings
of constant temperature, pH, or nutrient availability.
Many of the (microscopically) visible bacterial cells are in-
active or dying. Every change in the habitat is potentially
a source of stress, which results in a change in growth
rates. The sum of the cellular responses to stress is a factor
associated with the survival strategy.

Responses to stress take place at two distinct cellular
levels: first, activation of existing enzymes and transport
processes and, second, gene expression. The biochemical
bacterial stress response can be precisely determined us-
ing flow cytometry, by analyzing changes in the type of
duplication, cellular pH, membrane potential, and the
amount and kind of storage products. The physiological
links between the environment and the genetic systems
with respect to survival of stress situations are often me-
diated by expression of proteins involved in a range of tol-
erance mechanisms. It is commonly accepted that specific
genetic programs exist for prolonging the survival of non-
growing bacteria exposed to starvation or stress. Bacterial
programmed cell death seems to be mostly related to popu-
lation development, because the lysed cells are usually es-
sential as sources of nutrient compounds, allowing com-
pletion of the developmental cycle of the remaining, living
population (25).

To date, knowledge of the connections between bacterial
processes and bacterial community structure in nature is
inadequate and restricted by procedural flaws. Most com-
monly used methods for the detection and enumeration of
bacteria have serious limitations because of their incapac-
ity to allow certain bacteria to grow. The reason may be
that the bacteria concerned need symbiotic partners, an-
aerobic microenvironments, other uncommon conditions,
or unknown growth factors.

However, for a variety of reasons, quantifying the bac-
teria present in the investigated system, independently of
growth, is a fundamental requirement for almost all bac-
teriological studies. Living cells must be distinguished
from dormant cells (induced by starvation) as well as from
viable (but not culturable) and truly dead bacteria. To char-
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acterize the degree of viability of bacteria, flow cytometric
detection of basic cell functions such as reproductive activ-
ity, metabolic activity, and membrane integrity is an in-
valuable tool (26,27). Reliable flow cytometric methods for
viability assessment that circumvent the need for culture
were largely developed by Porter et al. (28). Investigations
associated with the state of dormancy in bacteria, in which
the cells survived for extended periods of time without
growth or multiplication, have been performed by Kell et
al. (29). Cationic lipophilic viability dyes should be handled
with care in such studies, because they are very often ex-
truded in an energy-dependent manner. There are several
indications that a transport system is involved. Excellent
correlations can regularly be observed between viability of
the cell and the ability to translocate the dye to the cell’s
surroundings.

A wide variety of bacteria are able to metabolize xeno-
biotica as sources of carbon and energy for growth and to
decontaminate polluted ecosystems in this way. However,
the effects these toxic substances have on the artificially
introduced bacterial species should be considered in such
biotechnologically forced processes. Above certain, critical
concentrations the chemicals become toxic, the bacteria
are poisoned, the bioremediation process slows down and
finally stops. It is well known that most of such substances
are membrane active and burden the cell energetically.
Consequently, cellular changes in the energetic state and
the form of the membrane potential must be analyzed with
the solute transport, ATP synthesis, and pH homeostasis.
To control and optimize such processes, information is nec-
essary about death characteristics, which depend on the
physiological state of the cells (30). Flow cytometric as-
sessment of the membrane potential allows a rapid and
differentiated analysis of the ecotoxic potential of pollut-
ants toward bacterial cells and detection of the rapidly
changing physiological behavior of the cell in growth-
phase-dependent variations of the membrane potential
(Fig. 1). Very little information exists regarding the mem-
bers of bacterial communities with respect to morphology
and taxonomy that are responsible for the decontamina-
tion process. There is also little information about differ-
ences in the physiological state of specific strains under
certain conditions. For this reason, methods must be de-
veloped that relate specific cellular parameters to taxo-
nomic classes (Fig. 2). The first such investigations of this
type were done by Herrmann et al. (31).

In medical science, situations also arise in which living
and dead cells must be distinguished. In this way, flow cy-
tometry can be used in the assessment of biocidal drugs,
offering rapid assays for prokaryote drug susceptibility.
The aim is to use the technique in the clinic for rapid sus-
ceptibility testing as an aid for choice of therapy. Common
methods for investigating resistance to antibiotics and dis-
infectants and their effects on bacterial strains are based
on estimating the minimum growth inhibitory concentra-
tion (MIC) of the compound or the decrease in colony-
forming units after exposure. These conventional tech-
niques need at least 24 to 48 h to get information about
the action of antibiotics.

Flow cytometry is much faster and, furthermore, gives
considerable advantages in drug research for investigating

the mode of action of novel antibiotics. The susceptibility
of bacterial cells to antimicrobial agents may be so pro-
foundly influenced by age, growth, and metabolism to be
heterogeneous within a population. The permeability of
the bacterial membrane changes during the life cycle, for
instance. Recently, it has become apparent that the per-
meation of lipophilic substances through the envelope of
Gram-negative bacteria has great potential in the devel-
opment of new chemotherapeutic agents. Generally, using
flow cytometry, key drug-induced changes in light-scatter-
ing behavior, uptake of vitality stains, DNA ploidy, and
protein patterns can be estimated (32,33).

Mixed Populations

Bacterial ecology requires the application of new tech-
niques to help address problems that cannot be solved by
traditional methods alone. Efforts to demonstrate the
value of flow cytometry in identifying different species
within complex populations have relied on immunofluores-
cence-based methods such as the application of antibodies
(34), lectins (35), or rRNA-targeted oligonucleotide probes
(36). The methods chosen must be applicable to as wide a
range as possible of different organisms. These techniques
have also found uses in areas such as quality control of
water and foodstuffs as well as in soil and water ecology.

Today, fluorescently labeled oligonucleotide probes are
most commonly used for monitoring specific strains. The
probes are complementary to group-specific regions of the
highly conserved multicopy 16S or 23S ribosomal RNA
molecules and are bound using in situ hybridization. In
this manner, the bacterial strain of interest can be detected
without separating it from the surrounding microflora and
contaminating debris. Furthermore, comparative sequenc-
ing and the design of nucleic acid hybridization probes
have served to establish an alterated phylogenetic frame-
work.

Differentiation between artificial cultures is possible if
the members have contrasting proportions or absolute
amounts of guanine–cytosine or adenine–thymine. Esti-
mations of guanine–cytosine content vary from nearly 20%
up to 80% (37). Using dyes with different binding prefer-
ences to DNA and double fluorescence excitation, compo-
sition analysis seems to be workable.

Another way of differentiating mixed populations is the
genetic insertion of a fluorescent system to split popula-
tions with special physiological capacities.

Food

The use of fluorescent labels is accepted as a successful and
sensitive approach for detecting bacteria in food. Lactic
acid bacteria are fermentative Gram-positive organisms
that are widely used as starter cultures for manufacturing
a great assortment of foods and drinks, such as cheese,
yogurt, and sausages. The quality of a starter culture is
highly important. It must be taken into account that in-
dustrial fermentations may involve stressful conditions
that can affect bacterial gene expression, arrest cell mul-
tiplication, interfere with metabolic activity and survival
potential, and lead, possibly, to cell death. Studying re-
sponses of lactic bacteria to stresses such as freezing and
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Figure 1. Analysis of the cellular DNA content, membrane-potential-related fluorescence (MPRF),
and rRNA content of Ralstonia eutropha JMP 134 in relation to the growth rate during batch
cultivation on phenol. Samples were harvested at the lag-phase (a), early log-phase (b), and sta-
tionary phase (c). The cells were stained with the carbocyanine dye di-OC6 (3) for MPF, with oli-
gonucleotide probes for analyzing the rRNA, and with 4�,6-diamidinophenylindole (DAPI) for the
DNA. The proportions of cells having two chromosomes is estimated to be 3.88% (a), 87.80% (b),
and 38.96% (c).

drying, with the aim of monitoring, controlling, and pro-
moting appropriate responses in starter cultures is a typ-
ical requirement of flow cytometric investigations in food
industries. The method enables determination of cell
counts, cell viability, and the effects of stress on the bac-
terial physiological state. The method can suffer from in-
terference by particulate materials, but multiparameter
counting based both on light scattering and fluorescence
measurements generally enables separation of bacteria
from background material (38).

There are many situations where the total bacterial
concentration is the only measurement that is important.
Bacteria are a principal cause of food spoilage. Contami-
nation by harmful organisms can cause severe human
food-borne diseases, either caused by the bacteria them-
selves or the toxins released by the bacteria. The time re-
quired for conventional tests (plate-count techniques) can
lead to substantial delays (of 24 to 72 h), which is a serious
disadvantage. Direct epifluorescent filter enumeration is
another commonly used technique that allows microscopic
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Figure 2. Analysis of the DNA content using DAPI and cell size differentiation via forward light
scatter measurements of a mixed population of Ralstonia eutropha JMP 134 (R1) and Acinetobacter
calcoaceticus 69-V (R2) (upper three histograms). Discrimination of the two strains was achieved
after in situ hybridization with differently labeled groups and strain-specific oligonucleotide probes
using the same sample (lower three histograms). Both strains were harvested during the middle
log-phase in mixed batch culture.

counting of bacteria retained on a filter. Over the past 10
to 15 years, this method has been used extensively for
studies on the survival of bacteria in food and for estimat-
ing biomass in drinks (39).

However, results suggest that flow cytometry also has
significant potential for the detection of pathogenic micro-
organisms in the food industry. Using this method, patho-
genic bacterial cells can be detected by applying fluores-
cently labeled monoclonal antibodies, for rapidly detecting
Salmonella or Listeria, for example. Accurate detection
has been demonstrated down to levels of below 104 cells/
mL or even 1 cell/mL after preenrichment (40,41).

Further Applications

The function of bacterial strains in certain human or ani-
mal diseases is increasingly being assessed using flow cy-
tometry. For instance, specific cellular characteristics of
bacteria involved in skin diseases are being studied by
these techniques (42). Furthermore, flow cytometry offers
a rapid method for characterizing anaerobic bacteria pres-
ent in human fecal suspensions using specific physical and
biochemical features (43). Attempts have been made to de-
tect bacterial toxins via fluorescently labeled antibodies
bound to polystyrene microbeads in stool specimens (44).
Moreover, flow cytometric investigations have been used to
identify antisera produced against bacteria capable of spe-
cifically binding to surfaces of the target bacteria (45). The
resurgence of tuberculosis has caused considerable effort
to be focused on developing rapid methods for inhibiting

growth of the causal organism by a variety of agents (46).
Also, in animal disease investigations, there is growing in-
terest in the capacity of fish-pathogenic bacteria to survive
long-term starvation (in a nonculturable mode) in seawa-
ter. Knowledge of how long pathogenic bacteria preserve
their infective capacity after being released to the environ-
ment is clearly of great practical importance (47).

In conjunction with other biochemical and genetical
methods, flow cytometry has been used as a rapid method
for testing the effects of shear stress, extreme tempera-
tures, action of chemical compounds, sonication, and elec-
troporation on bacterial vitality (48). Bioluminescent E.
coli harboring lux genes have been used for detecting
environmental pollutants, for example. Furthermore,
fluorescence-activated cell sorting is often the best avail-
able method for obtaining purified samples from natural
environments in order to apply molecular techniques or for
extracting or enriching samples for detecting low numbers
of specific bacteria, such as pathogenic or genetically en-
gineered microorganisms.

The function of bacterial cell surfaces has been inves-
tigated in various ways, such as through the interaction of
bacterial cells with electrically charged surfaces, macro-
phages, or other cells through electrostatic interaction.
The investigated phenomena may be mediated by bacterial
polysaccharides, which are habitually associated with the
outer surface of the bacterium. These polysaccharides form
a unique class of polyelectrolytes, possessing antigenic
properties, for which a lot of fluorescent monoclonal or
polyclonal antibodies are available (49).
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Figure 3. Flow cytometric analysis via double fluorescent measurement of the DNA and 3-b-hydroxysterol content of Saccharomyces
carlsbergensis during fermentation. The first sample (a) was harvested 20 after inoculation of the brewing reactor and is characterized
by a high rate of proliferation. The second sample (b) was harvested the following day, the third (c) after 4 days, and the fourth (d) after
6 days. The fermentation process was finished on the 7th day by carbon limitation. As shown in the last three samples, most of the cells
(especially in the case of c) were in the G1 phase of the cell cycle and possessed a limited amount of 3-b-hydroxysterols. The insets show
the distribution of the neutral lipid content. A large increase in Nile red fluorescence could be observed after 6 days (d).
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YEASTS

Of all the biotechnologically important microorganisms,
the yeast Saccharomyces cerevisiae has been the most ex-
tensively investigated using flow cytometry to date. As
baker’s yeast and producer (along with certain related spe-
cies) of beer and wine, this yeast is of great economic sig-
nificance. Nevertheless, the chief reasons for the excep-
tional interest for flow cytometry in this yeast is that it is
a widely accepted model organism for eukaryotic cells, be-
cause of its ease of cultivation and its well-developed ge-
netics. Investigations of other yeast genera have been very
rare and have not been done systematically.

Growth and the Cell Cycle

Basic research into yeast growth and cell cycling by flow
cytometry began in the late 1970s with one-dimensional
analysis of cell protein content (by FITC-staining) and cell
DNA content (using mithramycin staining) by Gilbert et
al. (50), Slater (4), and Hutter (51). Both common batch-
growth phenomena and the typical diauxic growth pattern
of S. cerevisiae were investigated. These authors eluci-
dated basic rules concerning the timing of DNA synthesis
in cells growing at different rates. The first experimental
evidence supporting the hypothesis that the eukaryotic
G0/G1 phase is the most variable phase of the cell cycle,
and that the duration of the S phase is nearly constant and
is not greatly influenced by the cell’s environmental con-
ditions, was generated by these flow cytometrically moni-
tored experiments.

In the 1980s, Alberghina et al. (52) and others intro-
duced two-dimensional approaches, involving a light-
scattering signal and a fluorescence signal. In particular,
methods for the determination of fluorescently stained
single-cell protein were added by Scheper et al. (53). Fur-
thermore, sharper detection of the DNA content and,
therefore, of the cell cycle state distribution was also made
possible by the introduction of more specific staining meth-
ods such as propidium iodide (excitation at 488 nm) and
DAPI (excitation in the near UV at 351 nm). The theory
that DNA replication of S. cerevisiae is initiated when a
cell has reached a certain critical size was proved experi-
mentally by these investigations.

Asymmetric cell division, subcellular characteristics,
and numerous features of the intracellular distribution of
cellular components were also shown to be detectable by
the application of slit-scanning data acquisition (54). A
double flow cytometric tag allows the progress of the cell
cycle to be tracked in the different cohorts of mother and
newborn daughter cells during balanced exponential
growth (55).

Bioprocessing

Substantial progress also came from bioprocess type in-
vestigations. Because S. cerevisiae populations tend to-
ward autosynchronization under certain process condi-
tions in a continuously stirred tank reactor (CSTR), the
changing distribution of states in the cell cycle can be de-
termined by flow cytometry and correlated with the phys-
iological performance of the population. It was demon-

strated in this way that the type and rate of substrate
utilization and cell compartment synthesis are dependent
on the stage of the cell proliferation cycle (53).

In a key paper from 1992, Munch et al. (8) proved on
the basis of a comprehensive use of flow cytometric meth-
ods that understanding cell cycle behavior is essential for
the characterization of growth dynamics in bioprocesses.
Using Calcofluor White M2R, the chromosomal and the mi-
tochondrial DNA content in the yeast cells could be sepa-
rately monitored, and the aging process in the mother cells
of the budding yeast could be recorded.

Changing respiration coefficients, combined with
changes in substrate fluxes and cell processes, such as the
storage and mobilization of carbohydrates and the excre-
tion of ethanol, can now be correlated with different stages
in the cell cycle.

A further important cell component, with cell-cycle
sparking and bulk membrane functions (3-b-hydroxy-
sterol), became recordable by staining with FITC cova-
lently coupled to the amino group containing polyene-
macrolide antibiotic, Nystatin A1 (56,57).

Brewing

Demands of the brewing industry for ever-faster produc-
tion, without prejudicing the quality of the product, have
made flow cytometry more and more significant in this
classical branch of biotechnology. The use of cylindrical
cone-shaped brewing reactors with volumes of at least 160
m2 requires increasingly abundant information concerning
yeast physiology. Close monitoring of changes in the dis-
tribution of DNA, neutral lipid, and 3-b-hydroxysterol con-
tents in Saccharomyces cells during propagation, fermen-
tation, and storage enables time-saving process control
(58).

DNA distribution monitoring has shown that only cells
with a single chromosome content produce ethanol and
CO2 efficiently. On the basis of flow cytometrical investi-
gations, the optimum point for controlling the wort and
oxygen supply can be accurately determined. Double-
staining techniques prove that cells with a high content of
neutral lipids and 3-b-hydroxysterols have a high survival
capacity. Only cells with such features are able to generate
vigorous subsequent fermentation. However, additional
measurements for determining the proportions of living
cells or detecting bacterial infections are only sporadically
performed in the brewing industry by flow cytometry.

Further Applications

Wittrup and Bailey (59) use flow cytometry to monitor the
b-galactosidase activity in S. cerevisiae by measuring the
fluorescence decay of the fluorogenic substrate resorufin-
b-D-galactopyranoside. With this method, the expression of
foreign protein, coupled to the b-galactosidase gene, could
be measured, and a segregated model mapping b-galacto-
sidase activity as a function of plasmid copy number was
presented (60).

Another method for detecting this protein was a quan-
titative immunofluorescence procedure developed by Eitz-
man et al. (61). These authors demonstrated that the ac-
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tivity of the enzyme is correlated with the stage in the cell
cycle that individual cells have reached.

Peroxisomes are inducible organelles that may occupy
large proportions of the cell volume when yeasts are grow-
ing on methanol-containing media. Hansenula polymor-
pha, a methylotrophic yeast, was investigated via side-
scattered light (which was found to depend on cell volume,
morphology, and structure) and FITC retention (which was
largely dependent on the vacuole.) A wild strain and a
strain partially repressed by glucose were compared (62).
Furthermore, it has been shown that the viability of the
pathogenic Candida yeasts can be determined by measur-
ing the membrane potential (63) and that of viable blas-
tospores using tetrabromofluorescein (64).

CELLS OF OTHER ORGANISMS

Aquatic Organisms

In aquatic science, flow cytometry can make an important
contribution to ecological and physiological studies of nat-
ural populations of microbial plankton. It has been increas-
ingly used to analyze natural communities of aquatic mi-
croorganisms because of its sensitivity and quantification
capacity. To understand the processes that influence the
behavior of any planktonic species, information is required
on both the variability between individuals and groups and
the major environmental factors.

Flow cytometry was introduced in freshwater and ma-
rine sciences at the beginning of the 1980s. However, nat-
ural samples of aquatic particles are generally very het-
erogeneous; there are often immense differences in
concentrations and cell sizes (from 0.2 to more than 20,000
lm in diameter) as well as in cell types. Additionally, they
may be contaminated by inorganic particles, and artifacts
may be generated that can make the data difficult to in-
terpret.

However, the application of flow cytometry to planktol-
ogy is no longer hampered by shortcomings of commercial
instruments. High-resolution and high-speed sorters are
available for rapid and precise estimation of cell numbers,
differentiation of cell types, and other pertinent problems.
Neural network analysis provides an innovative approach
for examining taxonomic properties and the state of the
marine food web, including its involvement in the sur-
rounding environment.

The prokaryotic fraction of natural marine communities
is composed of both heterotrophic and autotrophic organ-
isms. In spite of their very small sizes (0.2 to 2 lm), even
the oceanic picoplanktonic cells are now easy to identify.
Major groups of photosynthetic prokaryotes can be dis-
criminated by flow cytometry because of their different
and, compared to other algae, unusual pigment composi-
tions and their forward light-scatter signal. The heterotro-
phic organisms are mostly bacteria. Their lack of pigments
makes them less easy than autotrophs to analyze by fluo-
rescence methods. Nevertheless, flow cytometry has been
used to evaluate kinetic constants of nutrient uptake in
relation to cell quantity and, additionally, to characterize
individual parameters of the marine bacteria (65). Fre-
quently, total counts of these bacteria include a large frac-

tion of non-nucleoid-containing bacteria (ghosts), which
may be cell residues of virus-lysed bacteria or remains of
protozoan grazing. Nevertheless, simultaneously mea-
sured DNA content allows further discrimination between
autotrophic and heterotrophic components of the pico-
plankton. In some cases, it has been demonstrated that the
cell cycle of autotrophic planktonic prokaryotes progresses
in phase with the daily light cycle (66), in contrast to cy-
anobacterial populations, which apparently do not adjust
their circadian timekeeping.

Eukaryotic algae exhibit a strong natural autofluores-
cence emanating from chlorophyll or other pigments such
as phycobiliproteins. The simultaneous measurement of
DNA and chlorophyll fluorescence, together with cell size,
is necessary to distinguish subpopulations of phytoplank-
ton. Flow cytometry allows the quantification of changes
in cellular pigmentation (e.g., chlorophyll and phycoery-
thrin concentrations) of divergent phytoplankton subpop-
ulations. Such alterations arise in response to nonsteady
light or nutrient regimes, such as may be encountered
along a depth profile.

Information on the physiological status or response in-
duced by different, artificial treatments can be easily as-
sessed by flow cytometry. Biomass production in phyto-
plankton and its dependence on environmental conditions
can be detected via measurement of the activities of vari-
ous enzymes such as esterases (FDA) or nitrate reductase
(by immunolabeling). The recent development of taxon-
specific probes should increase the applicability of flow cy-
tometry for rapid identification of cultured phytopico- and
nanoplanktonic strains, especially those that lack taxo-
nomically useful morphological features. Moreover, rRNA
probes may provide new information on species that are
not amenable to culture in the laboratory (67).

Furthermore, contemporary research has shown that
protozoa are important in the dynamics of the aquatic sys-
tem. Grazing by heterotrophic protozoa has now been ac-
cepted as the most important factor responsible for limit-
ing the numbers of bacterial cells in aquatic ecosystems
and maintaining nutrient availability. There is evidence
suggesting that bioremediation processes involving bacte-
ria may be strongly inhibited in the presence of phago-
trophic protozoa, for instance. Sometimes, microbial popu-
lation growth rates are difficult to ascertain because
ubiquitious grazers remove cells as quickly as they are pro-
duced. These taxonomically heterogeneous organisms (in-
cluding ciliates, amoebae, and a variety of flagellates) can
graze voraciously on phytoplanktonic and bacterial cells
that form the foundation of the marine food web. Dis-
crimination has been achieved between prey cells and a
dinoflagellate through DNA staining and isolation of the
eukaryotic nuclei. Furthermore, differentiation of phago-
cytosic activity within populations of protozoa is measur-
able using fluorescently labeled microbeads (68).

Some investigations have been performed on viruses,
regarded as ubiquitious, and biologically active members
of marine and freshwater microbial communities, in which
the viruses may be responsible for the destruction of a con-
siderable proportion of the bacterial and cyanobacterial
populations. In some cases, virus and host support each
other in a symbiotic manner, in contrast to the observed
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annihilation of alternative host populations within the mi-
crobial community.

Plants

Application of flow cytometry and cell sorting procedures
to study higher plant cells required methods for the pro-
duction of single-cell suspensions. The need to probe the
performance of protoplasts was the main motivation for
developing methods for analyzing plant cells. This also re-
quired a series of modifications to the flow cytometric in-
strumentation, because plant cells were sometimes found
to be much larger than those of other living organisms.

Flow cytometry has been accepted as a rapid and trust-
worthy technique for genome analysis; for obtaining infor-
mation about the size, ploidy, and aneuploidy changes dur-
ing plant evolution; and for the differentiation and state of
replication of plant cells. It provides an accurate method
for determining the proportions of cells in the G1, S, and
G2/M stages of the cell cycle and for calculating cell cycle
times. Consequently, cell-cycle-dependent events such as
the expression of distinct proteins can be observed in syn-
chronized cell cultures. For example, the expression of a
Nicotiana tabacum cyclin, a homologue to the cdc2 gene,
disappears in the G1 and S phases of the cell cycle, but is
present in the G2/M phase (69).

Flow karyotyping from mitotic cells and chromosome
sorting provide opportunities for gene mapping and the
construction of chromosome-enriched DNA libraries. Thus,
the analysis and sorting of plant chromosomes is of consid-
erable economic interest. Also, the occurrence and extent
of polyploidization, which often accompanies differentia-
tion of plant cells, is important for understanding the regu-
lation of gene expression in differentiated tissues. Fur-
thermore, in situ hybridization methods allow accurate
quantification of copy numbers of repetitive DNA se-
quences on different chromosomes within a species.

Examination of intra- and interspecific variation of
DNA content can be important in plant hybridization and
genetic manipulation programs. Therefore, the method is
widely used in molecular cytogenetic research. For exam-
ple, it can be used to search for foreign chromosomes added
to a species, as in the introduction of resistance genes into
wheat from the germplasm of rye. Moreover, one of the
major problems of using wheat–rye addition lines is their
genetic instability. The absence of the easily lost rye chro-
mosomes must be detected, but counting the chromosomes
by methods other than flow cytometry is tiresome and time
consuming.

For some properties it is necessary to obtain data con-
cerning distinct compartments within a plant cell, and a
fundamental goal is appraisal of the physiological behavior
of plant cell protoplasts. For this, there are a number of
flow cytometric methods for assessing different intracel-
lular components, such as reserve metabolites as well as
enzyme activities. Changes in the cytosolic pH using com-
mon pH-specific probes have also been shown using these
methods. Indeed, it has been proved that analysis of the
quantity and quality of cellular fluorescence can yield im-
portant information concerning tissue status and deriva-
tion.

Furthermore, plant flow cytometry can be a powerful
tool in the examination of symbiotic systems. For instance,
Azolla filiculoides harbors phototrophic, aerobically grown
cyanobacteria in vegetative cells and nitrogen-fixing an-
aerobic cyanobacteria in heterocysts. Some of these differ-
entiated tissues have been investigated regarding the in-
ternal distribution of the blue-green algae and the
capacities of the various tissues for nitrogen fixation using
DNA estimation (70).

Recently, the green fluorescent protein (GFP) from the
jellyfish Aequora victoria has been used as a powerful new
vital reporter in diverse plant cells. In higher plant pro-
toplast studies, it can be used to monitor gene expression,
signal transduction, cotransfection, transformation, pro-
tein trafficking and localization, protein–protein interac-
tions, and cell separation and purification. In plant cell
systems, the bright green fluorescence of GFP is visible
even in the presence of the red chlorophyll autofluores-
cence. GFP is very stable in plant cells and shows little
photobleaching. Viable cells, marked with GFP, can be re-
covered after fluorescence-activated cell sorting (71).

Animal Cells

Flow cytometry is widely exploited in the study of sper-
matogenesis and routinely applied to estimate viability. It
is also used to determine the chromosome content and sex
of the offspring. It is a valuable and adaptable tool for re-
search into the genesis of germ cells in both normal and
perturbed situations, and it can be used in the control of
reproduction, domestic animal breeding, and wildlife con-
servation. Furthermore, cytogenetic investigation of eu-
karyotic organisms is important for understanding evolu-
tionary processes and essential for testing evolutionary
models. Improved knowledge of the morphology of germ
cells, and the motility and fertility of spermatozoa enhance
the efficiency of preinsemination technology. Also, func-
tional heterogeneity can be easily detected, as in the as-
sessment of mitochondrial lesions, which are connected to
subfertility. The abundance of live cells, altered sperm
morphology, and chromatin structure and the resistance of
membrane-bound enzymes and membrane permeability to
environmental stress factors can also be calculated from
flow cytometric data.

In contrast to other methods, the productivity of the
flow cytometric separation of the X or Y chromosome-
containing germ cells (using highly efficient staining and
sorting methods) yields highly purified samples that can
be used for sex control of domestic animals (72). More ac-
curate still is slit-scan technology, which allows the whole
X or Y germ cell to be spatially visualized along the direc-
tion of flow. This is important, because the intensity of fluo-
rescence detected is affected by the flat ovoid head shape
and the compactness of the chromatin. Thus, the orienta-
tion of the germ cell during passage through the laser
beam, detectable by slit-scan flow cytometry, is critical for
a high efficiency sorting procedure.

Another range of applications in flow cytometry lies in
improving the control of antibody production. Generally,
hybridoma cell lines serve as sufficient carriers. Optimiz-
ing the productivity of hybridoma cell lines depends partly
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on developing suitable methods for screening and selecting
highly productive cultures and on understanding the regu-
lation of antibody production. Surface-antibody immuno-
fluorescence can be used to select high yielding cells by
sorting and to gauge the efficacy of the whole population
by cytometric cell analysis. Furthermore, information can
be obtained about the stability of expression, the yield, and
the integrity of the antibodies obtained. Antigen produc-
tion can be improved using cytostatically growth-arrested
cells, because they do not need to consume cellular re-
sources for biomass production (73). Besides the hybrid-
oma lines, other cell lines (often from insects) have been
systematically developed for somatic cell genetics, expres-
sion of transfected genes, and synthesis of hormone-
inducible proteins. Toward this end, flow cytometric-based
studies on animal cell systems can be used for developing
convenient and widely applicable procedures for gene clon-
ing. There are, for instance, protocols for DNA transfection
and subsequent selection of rare transfectants by sorting.
For such investigations, the green fluorescent protein
(GFP) may be inserted. Several new GFP variants have
been generated that are brighter or have altered excitation
spectra, facilitating the monitoring of the marked cell
lines.

Viruses have a particularly important biotechnological
role in the expression of both foreign prokaryotic and eu-
karyotic genes in host cells. However, only a few virus-cell
systems have been analyzed by flow cytometry until now,
though the method is competent for broad applications in
detecting and quantifying virus-infected cells.

Viruses can be assayed in animal cell cultures by in situ
hybridization using fluorescently marked oligonucleotides
and quantitatively estimated by flow cytometry. Charac-
terization of the accessible virus host systems offers infor-
mation about their capability for providing adequate quan-
tities of virus outgrowth. The process of productive and
nonproductive virus infection in animal cell lines can also
be investigated, for example, by in vivo analysis of pro-
moter activity regarding transcription of the virus gene.
The staging of the virus can be estimated using a virus
reporter gene, whose product is, for instance, immunoflu-
orescently stainable. Another possibility is to insert an in-
sect luciferase gene, encoding a protein with characteristic
light-emission properties that are measurable by flow cy-
tometry. High sensitivity and rapidity of the reaction (in
combination with the luminescence, which does not natu-
rally occur in most of the cellular systems used) makes the
method valuable for flow cytometric estimation of virus
production. It is also possible to get information about the
reproductive capabilities of the virus-infected and unin-
fected host systems. Differences can be analyzed between
highly susceptible and less susceptible cells. Furthermore,
virus-induced DNA synthesis may be monitored by as-
sisted determination of BrdUrd incorporation, using mono-
clonal antibodies. An overview is given by McSherry (74).

Another biological field where the prospects offered by
flow cytometry seem extremely encouraging, besides clini-
cal diagnostics, is pharmacology. Before the application of
a drug is allowed for human use, the mode of action at
cellular and subcellular levels must be clear. The experi-
mental conditions must be as close as possible to physio-

logical drug–cell interactions within living target cells.
Model systems have been developed to study the operation
of curative drug systems. On-line flow cytometry is the
most sensitive and fastest method available, and it causes
the least possible harm to living cells.

Additionally, the method is appropriate for investigat-
ing the mode of action of other biologically active sub-
stances. In phytopathological sciences, for instance, insect
cell lines are very suitable target systems for studying the
cytotoxic potential of microbe-produced cytostatic agents.
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INTRODUCTION

In recent years, various bioanalytical systems for improved
bioprocess monitoring have been developed and investi-
gated. The application of these systems in pilot facilities
and production plants can provide the information needed
to better understand all types of bioprocesses, including
cultivations, biotransformations, and downstream opera-
tions. In addition, better documentation of the processes,
especially important for the production of pharmaceuti-
cals, can be obtained. However, most of these sensors are
invasive, and thus there is the chance of impacting the
cultivation process (e.g., contamination) and causing com-
plications in the processes. For this reason, more and more
research groups are involved in the development and ap-
plication of noninvasive bioanalytical tools, which can be
interfaced to the bioprocess without causing problems such
as contamination or changes in cell metabolism.

Optical sensors offer tremendous advantages for bio-
process monitoring. They can be interfaced noninvasively
to the bioprocess via glass fiberoptics. The information can
be transported via fiberoptics without interferences caused
by electromagnetic fields over long distances, and signals
can be obtained instantaneously, because spectro-optical
systems have extremely short response times.

Fluorescence sensors have been investigated inten-
sively during the past 15 years for different applications
in biotechnology, especially biomass estimation, reactor
characterization, metabolic studies, and general biopro-
cess monitoring. These so-called fluorosensors were devel-
oped mainly for monitoring of the reduced form of nicotine
adenine dinucleotide (NADH) and its phosphorylated form
(NADPH). This coenzyme is present in all living cells and
is involved in different metabolic reactions; its level is ex-
tremely sensitive to environmental conditions.

PRINCIPLES OF SINGLE-WAVELENGTH FLUOROSENSORS

The NAD(P)H pool gives information about the metabolic
state of the cells. In 1957, Duysens and Amesz first showed
that relative NAD(P)H measurements could be performed

in living cells using spectrofluorometric techniques (1). UV
light of 340 to 360 nm was used to excite fluorescence of
NAD(P)H in cells in a suspension. The NAD(P)H fluores-
cence was monitored at 460 nm while metabolic experi-
ments were performed. The first spectrometer device for
biotechnological application was designed by Harrison and
Chance in 1970 (2). It could be used in glass bioreactors.
The excitation light was guided through a quartz window
into the bioreactor, and the fluorescence was collected at
an angle of 60� through a second quartz window. The pen-
etration depth of the light was only a few centimeters at
low cell densities. The sensitivity decreased as the cell den-
sity increased. However, it was possible to monitor aerobic
and anaerobic transitions in Klebsiella aerogenes. Zabris-
kie and Humphrey used this technique in 1978 for biomass
estimation in different cultivation experiments (e.g., Sac-
charomyces cerevisiae, Streptomyces spp., and Thermoac-
tinomyces spp.) (3).

Based on these experiments, different smaller minia-
turized process fluorometers were developed that could be
interfaced to a bioreactor via a standard port (Fig. 1). This
port is used to guide the excitation light into the bioreactor
and to collect the backward (180�) fluorescence. In 1981,
Beyeler et al. (4) developed a miniaturized fluorosensor in
an open-end detection mode. This design has the advan-
tage of eliminating the inner filter effect by monitoring the
surface fluorescence at the observation window. Three
commercial versions of the open-end spectrofluorometer
were produced by BioChem Technology/USA (Fluoro-
Measure), Mettler Toledo AG/Switzerland (Fluorosensor),
and BioBalance A/S, Denmark (Biobalance).

All these sensors shared two disadvantages. First, they
were limited to detection of NAD(P)H fluorescence, it was
only possible to excite fluorophores in the range of 340 to
360 nm and to detect the fluorescence intensities at 450 to
460 nm. And they also lacked the ability to distinguish
between different fluorophores that might interfere in this
region.

In order to obtain more information, a flexible two-
channel fluorometer was developed by Scheper and Schüg-
erl (5). In this device, the light of the UV lamp was focused
out the optical filters and lenses onto a quartz fiber bundle.
This fiberoptic was used to guide the light into the bio-
reactor. The backward fluorescence light was collected via
the same fiber bundle and split into two bundles, passing
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Table 2. Different Phenomena Studied via Fluorescence
Monitoring

Phenomen studied Organism

Aerobic–anaerobic transition Klebsiella aerogenes
Saccharomyces cerevisiae
Candida tropicalis
Escherichia coli
C. guilliermondii

Aeration rate Penicillium chrysogenum
Addition of carbon source to

starved cells
Saccharomyces cerevisiae
Candida tropicalis
Escherichia coli

Diauxic growth Saccharomyces cerevisiae
Dilution rate changes Saccharomyces cerevisiae

Escherichia coli
Pseudomonas putida

Glycolytic oscillation Saccharomyces cerevisiae
Culture synchrony Saccharomyces cerevisiae
Metabolic shifts Thermoactinomyces sp.

Clostridium acetobutylicum
Addition of metabolic

uncouplers
Saccharomyces cerevisiae

Source: Based on Refs. 3 and 4.

Table 1. Application of Fluorescence Monitoring for
Different Cultivation Processes and Organisms

Suspended
Saccharomyces cerevisiae
Penicillium chrysogenum
Cephalosporium acremonium
Escherichia coli (incl. recombinant)
Zymomonas mobilis
Bacillus licheniformis
Clostridium acetobutolyticum
Spodoptera frugiperda
Baby hamster kidney cells
Wastewater treatment

Immobilized
Cephalosporium acremonium
Saccharomyces cerevisiae
Zymomonas mobilis

Source: See Refs. 6 and 7.

interference filters that selected for different wavelength
bands. Thus, it was possible to monitor simultaneously dif-
ferent fluorescence wavelengths.

APPLICATION OF SINGLE-WAVELENGTH
FLUOROSENSORS

Single-wavelength fluorosensor devices have been used to
monitor different cultivation processes, including sus-
pended as well as immobilized organisms (Table 1). Inves-
tigations in which the NAD(P)H fluorescence of these cul-
tivations was monitored had one of two goals: on-line
determination of biomass concentration or on-line detec-
tion of metabolic changes. A significant advantage of using
fluorescence for biomass concentration monitoring is that
only living cells are detected. To use culture fluorescence
as an indicator for biomass concentration, it is necessary
that the culture fluorescence per cell is constant during the
cultivation process. In this case, a linear correlation be-
tween fluorescence and the biomass concentration could be
expected. However, the intracellular NAD(P)H pool
changes in a cell during the batch experiment. Thus, it is
necessary to linearize the corresponding biomass concen-
tration and fluorescence data to obtain a calibration plot.
One problem that must be overcome is that all process con-
ditions affecting the culture fluorescence intensity cause
problems with the biomass determination. The two most
common interferences are gas bubbles and the presence of
compounds with fluorescence spectra that overlap that of
NAD(P)H. Interestingly, fouling of observation windows
was not observed.

Many investigators have reported efficient biomass con-
centration determination via culture fluorescence monitor-
ing. Examples include cultivations of Methylomonas mu-
cosa, Zymomonas moblis in synthetic medium, and
Pseudomonas putida. In all these applications, suspended
cell cultivations were studied, and it was shown that on-
line biomass estimation is also possible in technical media
under certain process conditions (for detailed information,
see Ref. 6).

A wide range of metabolic changes have also been stud-
ied using NAD(P)H culture fluorescence (Table 2). For ex-
ample, Ristroph et al. (8) studied the cultivation of Can-
dida utilis under different conditions and developed a
feeding strategy for fed-batch cultivation of this organism
on the basis of NAD(P)H-dependent culture fluorescence.
Einsele (9) reported on different applications of culture
fluorescence monitoring and determined the mixing-time
behavior of different bioreactors and the substrate uptake
rate of different microorganisms during cultivation. Rear-
don et al. (6) studied immobilized Clostridium acebutylium
in a fixed-bed reactor. The cells were immobilized in cal-
cium alginate beads, and the cultivation medium was cir-
culated through the reactor. The growth and productivity
of the cells could be monitored under different cultivation
conditions. Scheper et al. reported (10) on the application
of this technique for the monitoring of immobilized yeast
cells.

NEW DEVELOPMENTS IN FLUOROSENSOR
TECHNOLOGY AND APPLICATION

Several approaches have been taken in the past 8 years
to circumvent the restrictions of single-wavelength
NAD(P)H-dependent culture fluorescence monitoring. In
1991, Li et al. (11) reported on a special fluorosensor with
five different wavelengths for the monitoring of Saccha-
romyces cerevisiae and Candida utilis cultivations. They
showed that other wavelengths could be used for biomass
concentration estimation and for metabolic studies. Hor-
vath et al. (12) used a fluorescence spectrometer coupled
to a bioreactor via quartz glass fibers for the determination
of S. cerevisiae biomass concentrations. Based on his re-
sults, the tryptophan fluorescence was better correlated to
the cell mass concentration than was the NAD(P)H fluo-
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(a)

(b)

Figure 2. (a) Isometric projection of a spectrum of 7-amino-4-
methylcoumarin. (b) Contour plot of a spectrum of 7-amino-4-
methylcoumarin.

rescence. A more recent development was described by
Chenina in 1993 (13) for the cultivation of yeasts (Cyathus
striatus, Eurotium cristatum, and Crinipellis stipitaria). A
special fluorescence spectrometer was developed that can
also be interfaced to a bioreactor via light guide cables.
Monochromators were used to monitor the fluorescence of
wide excitation and emission ranges.

TWO-DIMENSIONAL FLUORESCENCE

These fluorescence spectrometers can be used to produce
a two-dimensional (2-D) fluorescence spectrum, which rep-
resents the emission spectra at different excitation wave-
lengths. Such a spectrum is described by the three param-
eters of excitation wavelength, emission wavelength, and
fluorescence intensity, which can be shown as an
excitation-emission-data matrix. In this matrix, each row
represents an emission scan and each column an excitation
scan. Different compounds can be identified by their posi-
tion in the matrix. The most illustrative way to show a 2-D
fluorescence spectrum is to use an isometric plot, but con-
tour plots are the most useful because no fluorescence
peaks are hidden (Fig. 2). Dark shadings in the fluores-
cence plots indicate high fluorescence intensities.

BIOGENIC FLUOROPHORS

The spectral ranges of important biogenic fluorophores,
which occur inside the cell and can be detected simulta-
neously by 2-D fluorescence spectroscopy, are shown in Fig-
ure 3. Almost all biological processes depend on proteins,
which fluoresce because of aromatic amino acids such as
tryptophan, tyrosine, and phenylalanine. In another re-
gion of the 2-D fluorescence spectrum (kEx � 310–480 nm,
kEm � 350–550 nm), vitamins (e.g., pyridoxine [vitamin
B-6]), riboflavin [vitamin B-2]), and coenzymes (e.g.,
NADH, NADPH, FMN, FAD) can be found.

INSTRUMENTATION

For on-line monitoring and control of biotechnological pro-
cesses using 2-D fluorescence, the instrument must be ca-
pable of measuring a complete 2-D fluorescence spectrum
in a short time (about 1 min), and the time between two
measurements should not be longer than 5 to 15 min. This
is to ensure that a complete 2-D fluorescence spectrum rep-
resents the fluorescence at a certain time and that changes
during a cultivation can be monitored in real time.

HITACHI F4500 SPECTROFLUOROMETER

For 2-D fluorescence measurements, fluorescence spec-
trometers for use in laboratories can be used. One suitable
apparatus is the fluorescence spectrophotometer model
F4500 (Hitachi, Japan). This spectrometer allows a very
fast scan speed (30,000 nm/min) and an entire 2-D spec-
trum with a wavelength range of 250 to 550 nm for exci-
tation (10-nm step size) and 260 to 600 nm for emission
(20-nm step size) can be measured within 1 min. For se-

lection of excitation and emission wavelength, grating
monochromators are used. A 150-W Xe lamp is used for
excitation, and a photomultiplier at a voltage of 700 V is
used for detection of fluorescence.

The spectrometer is connected by a 1-m bifurcated liq-
uid light conductor (Lumatec, Germany) to a quartz win-
dow in a 25-mm port of a bioreactor (Fig. 4). The excitation
light is guided via the fiberoptic into the reactor, and the
backward fluorescent light is guided via the second fiber-
optic to the emission detection unit. With this setup, in situ
measurements are possible without interference from light
outside the bioreactor, and there is no risk of contamina-
tion because the sensor is not in contact with the medium.
Furthermore, sterilization is possible without connecting
the sensor to the reactor.

BIOVIEW

The BioView sensor (DELTA Light & Optics, Denmark) is
a fluorescence sensor optimized for fully automated indus-
trial measurements and applications to monitoring and
control of bioprocesses. It is very robust and suitable for
harsh environments (e.g., high temperature or moisture)
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Figure 3. Biogenic fluorophores in a 2-D fluorescence
spectrum. 1 � riboflavin, FAD, FMN; 2 � NAD(P)H; 3 �

pyridoxine, pyridoxamine, pyridoxal-5� � phosphate; 4 �

tryptophan; 5 � tyrosine; 6 � phenylalanine). Source:
Adapted from reference 9.
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and electromagnetic interference. For data transfer, a
single-fiber modem is used, which allows a distance be-
tween sensor and computer up to several hundred meters.
The optical parts of the BioView are optimized for use in
biotechnological processes in that interference filters
(DELTA Light & Optics, Denmark), rather than spectrom-
eter gratings, are used by the BioView sensor for selection
of excitation and emission wavelengths. Filter wheels (one
for excitation and another for emission) with 16 filters each
are used (Fig. 5). These filters can be designed and chosen
individually. Usually, measurements in steps of 20 nm are
performed in a wavelength range of 270 to 550 nm for ex-
citation and 290 to 590 nm for emission. For the measure-
ment of a complete 2-D fluorescence spectrum, the excita-
tion filter wheel is set to the first filter position. With this
excitation filter, the fluorescence spectrum is monitored via
the emission filters that switch from filter to filter until a
cycle is completed. Afterward, the excitation filter switches
to the next position and the next fluorescence spectrum is
measured. This procedure is continued until the excitation
filter wheel has performed a complete cycle. The complete
measurement takes about 1 min, depending on the number
of different filter positions and measurements for each fil-
ter combination, which can be chosen individually. The
connection to the bioreactor is the same as that described
for the Hitachi instrument, except that a 2-m long liquid
light conductor is used.

APPLICATIONS

Two-dimensional fluorescence spectroscopy offers the pos-
sibility of simultaneous analysis of several fluorophores.
The location of the peak maximum in a 2-D spectrum char-
acterizes each fluorophore, and the relative fluorescence
intensity correlates with its concentration. Despite this
conceptual simplicity, the interpretation of 2-D fluores-
cence spectra is not trivial. Interactions of the fluorophores

with one another and with other nonfluorescent com-
pounds, bubbles, and other physical influences such as pH,
temperature, and viscosity, quenching effect, and changes
in morphology of the cells all cause problems in the inter-
pretation of the 2-D spectrum.

To make the system user friendly, automated interpre-
tation by artificial intelligence was developed for 2-D fluo-
rescence spectra. The intelligent BioView sensor is able to
predict the course of a cultivation if it is taught with a
training cultivation under comparable cultivation condi-
tions. Modern chemometric systems like principle compo-
nent analysis (PCA) or neural networks are able to con-
sider all influences on the fluorescence signal and lead to
a sensor with high capacity, able to measure various cul-
tivation variables.

The changes in fluorescence intensities during cultiva-
tion processes are shown in difference spectra, which are
obtained by subtraction of a 2-D spectrum taken during
the cultivation from the one in the beginning. Through
comparison to the spectrum of a mixture of pure biogenic
fluorophores, such as riboflavin, NADH, pyridoxine, pyri-
doxamine, pyridoxal-5�-phosphate, and tryptophan, the
peaks could be assigned to the expected fluorophores. All
changes have a biological origin and offer information
about the cell growth and metabolism. Even small changes
in the concentration of a single fluorophore can be seen in
a complex mixture of several fluorophores. The regions of
changes are regarded as the areas of interest.

Measurements made nearly continuously allow us to
construct the course of various culture variables during a
bioprocess. One of the most important is the biomass con-
centration. Off-line analysis of counting cells, measuring
optical density or weighting dry mass are time consuming
and fail if filamenteous fungi are used. On-line tools such
as a turbidimeter often cause problems. The search for a
reliable automated technique for on-line monitoring of bio-
mass still continues. In a 2-D fluorescence spectrum, vari-
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Figure 5. Measuring principle of the BioView sensor.

ous excitation–emission regions can be correlated to bio-
mass concentration. This offers the advantage to change
to another region if one cannot be used because of overlap-
ping or other influences. Fluorescence of proteins (because
of their high quantum yield, especially in the case of tryp-
tophan), pyridoxine, the area of NAD(P)H, and the area of
riboflavine and its derivatives (FAD or FMN) show good
correlations with biomass for several organisms (e.g., Acre-
monium crysogenum, Claviceps purpurea, Sphingomonas
yanoikuyae, Bacillus licheniformis, different strains of
Escherichia coli, Enterobacter aerogenes, Saccharomyces
cerevisiae, Schizosaccharomyces pombe, mammalian cells
or Tetrahymena thermophila (9,14). For the filamenteous
fungi, Claviceps purpurea fluorescence intensity in the re-
gion of riboflavin and its derivatives (kEx � 450 nm, kEm

� 530 nm) allow on-line monitoring of biomass concentra-
tion, which is not possible by optical density or cell count
because of the mycelial growth. Scattered light is also mea-

sured in a 2-D fluorescence spectrum. These data correlate
well with data derived from conventional turbidimetric
sensors.

Along with the ability to estimate biomass concentra-
tion, 2-D fluorescence sensors such as the BioView system
offer on-line information about intracellular variables
without interference into the process. This is achieved by
monitoring changes in the excitation–emission regions as-
sociated with the redox-sensitive coenzymes NADH, FAD,
and FMN. This approach can be used to study aerobic–
anaerobic transitions, the tricarboxylic cycle, effects of un-
coupling agents such as 2,4-dinitrophenol (DNP) on oxi-
dative phosphorylation, diauxies, the effects of pulse
additions of substrate, and oscillations of a culture.

Fluorescent products can be observed by 2-D fluores-
cence. The productivity of ergot alkaloids could be esti-
mated by 2-D fluorescence spectroscopy (9). Degradation
of fluorescent substrates such as polycyclic aromatic hy-
drocarbons can be observed. Other extracellular or physi-
cal variables such as the microenvironment of the cells are
captured by 2-D fluorescence.

Two-dimensional fluorescence spectroscopy is ideal for
a wide variety of organisms and installation uses and can
therefore be seen as a multianalyzer that is capable of re-
placing several other sensors in the future.
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INTRODUCTION

Foods and beverages are processed to increase their safety
and shelf life, to favorably modify their sensory and nutri-
tional quality and composition, and to improve ease and
reliability of preparation by consumers. Foods must be pro-
tected from contamination and stored and transported
safely and without adversely affecting quality. Food pro-
cess engineers employ engineering principles and methods
to identify, select, design, develop, and “debug” processes,
equipment, systems, and plants used to accomplish these
tasks. Food process engineers also supervise the start-up
and operation of food processing systems and plants; de-
vise related control, maintenance, and sanitation systems;
devise ways to eliminate hazards and minimize waste; and
help develop new food products and ways to upgrade ex-
isting processes. In carrying out these tasks, engineers
must account for the biological activity and chemical in-
stability of foods and for the ability of microorganisms and
pests to invade and grow in or on foods.

Many different types of food products are produced. The
processes used are extremely diverse (1) and too numerous
to cover in detail. Therefore, this article examines only the
engineering aspects of a limited number of processes or
operations. Many of these are used to preserve foods. Oth-
ers are used to separate food components, and still others
are used to change the shape, size, and texture of foods.
Food processing frequently involves heat transfer. This ar-
ticle briefly examines such transfer.

Individual operations may produce effects that fall into
several processing categories. Thus drying, which sepa-
rates water from other food ingredients, is used mainly to
preserve foods. Drying often changes the texture of foods
and involves transfer of heat from hot air to moist solids.
It also involves transfer of moisture (mass) within solids
and from solids to air and transfers of momentum, which
affects airflow.

HEAT TRANSFER IN FOOD PROCESSING

Food process engineers are frequently asked to model heat
transfer, devise ways to control or improve such transfer,
and calculate heating and cooling loads and sizes of equip-
ment needed to provide desired amounts of heating or cool-
ing. These tasks are accomplished by means of methods
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widely employed by other engineers. However, in using
these methods, food process engineers must account for the
physical, heat transfer, and sensory properties of foods,
and for their temperature sensitivity. Food components
rapidly decompose in undesirable ways at high tempera-
tures. The highest product temperature reached during
food processing is probably 250 �C, the end-of-roast tem-
perature for very darkly roasted coffee. Maximum tolera-
ble temperatures for many foods are much lower. Higher
processing media temperatures may be used (e.g., gas tem-
peratures ranging up to 500 �C are used in roasting coffee).
For economic reasons, foods are rarely cooled to tempera-
tures lower than �40 �C.

Foods usually are either solid or complex composites
(e.g., moist multicellular tissue, porous materials, stiff
doughs) that act like solids. Heat transfer in such foods is
modeled by means of partial differential equations based
on Fourier’s laws of conduction. Modeling also requires
specification of boundary conditions based on surface tem-
peratures, surface heat transfer coefficients, or surface
rates of heat transfer. Solutions to partial differential
equations for conductive heat transfer and many boundary
conditions of practical interest can be found in the work of
Carslaw and Jaeger (2) and other standard texts. Similar
solutions for partial differential equations and boundary
conditions describing diffusive mass transfer equations are
provided by Crank (3). Many pairs of heat transfer and
mass transfer equations and boundary conditions are for-
mally equivalent. Therefore equation solutions for diffu-
sive mass transfer often can be readily converted into so-
lutions that apply for conductive heat transfer and vice
versa.

Heat transfer calculations for solid foods may be com-
plicated by a need to account for heats generated by on-
going biological processes, surface evaporation, anisotropic
conduction, and internal vaporization and condensation.
Often boundary conditions are spatially nonuniform, or
they may vary with time during food processing. The ther-
mal conductivities of foods may be difficult to predict. Nev-
ertheless, most problems relating to heat transfer in solid
foods can usually be solved fairly easily by means of
computer-based numerical methods.

Food engineers also deal with heat transfer that is due
to natural convection in liquid-filled containers, in pore
spaces in stacks of heat-generating, respiring produce, and
in the air that surrounds solid foods discharged from heat-
ing devices. In addition to widely encountered problems
involving forced convection of heat in heat exchangers,
evaporators, and condensers, they deal with convective
heat exchange between streams of air or water and solid
foods lined up one behind another in rows on shelves.
These problems are often solved empirically. Food engi-
neers working on aseptic preservation and ohmic heating
processes are now attempting to precisely predict heat
transfer to individual solids in groups of solids suspended
in heated, flowing fluid.

Food engineers also deal with prediction of temperature
changes during microwave and dielectric heating. In doing
so they must account for attenuation and focusing of en-
ergy as electromagnetic radiation passes through foods, re-
fraction and reflection of such radiation at food surfaces,

energy distribution patterns in food-containing microwave
cavities, and temperature-induced changes in the energy
absorption characteristics of foods.

PRESERVATION OF FOODS

Drying, chilling, freezing, heating-induced inactivation of
microorganisms and enzymes, application of bactericides,
storage in controlled atmospheres, solute-induced water
activity or pH reduction, and combinations of some of these
processes are used to preserve foods.

Drying

Drying, the evaporative removal of water from moist solids
or solidifiable solutions, may well be the earliest method
of preserving foods and still serves that purpose today. It
is also used to harden foods that have been shaped in a
moist state, to reduce food weight, and volume, and to re-
duce moisture contents to facilitate processing.

Drying preserves foods because biological activity (e.g.,
microbial growth) radically slows or stops and chemical
reactants become immobile when little water is present.
Fresh fruits and vegetables usually contain 5–10 kg water/
kg dry solids; stable, dried vegetables, 0.03–0.1 kg water/
kg dry solids; and stable, sugar-rich dried fruits, 0.20–0.39
kg water/kg dry solids (4). The water content of freshly
harvested grains is up to 0.22–0.43 kg water/kg dry solids;
to provide safe storage, this must be reduced to 0.11–0.15
kg water/kg dry solids.

Hot Air Drying. Food drying most frequently is carried
out by transferring heat to moist food particles from flow-
ing hot air. This causes food moisture to evaporate and
move away with the air. Consequently, the air moisture
content (humidity) rises, and the air temperature drops
proportionately. Relative humidity (RH) is the partial pres-
sure of water in air divided by the vapor pressure of pure
water at the same temperature. Water activity (aw) is a
measure of the chemical activity of water. It is also the
equilibrium RH for a food at a given moisture content.
Food moisture sorption isotherms, such as those shown for
apples and potatoes in Figure 1, are constant-temperature
plots of aw versus a food’s dry-basis moisture content, X.
Moisture sorption isotherms shift downward moderately
as temperature rises. The minimum X obtainable by dry-
ing is XE, the sorption isotherm X at which aw at the air
temperature equals RH.

After start-up transients have decayed, food tempera-
tures during drying depend on aw at the food’s surface. As
long as the surface aw is greater than 0.9, the food tem-
perature will be no more than 1 �C higher than the air wet-
bulb temperature; if air conditions are almost constant, the
drying rate will be almost constant. Constant-rate drying
does not last very long for foods. Surface aw depends on XS,
X at the surface. As drying removes water from the surface,
water diffusing to the surface from the food’s interior par-
tially replaces it. Because water diffuses slowly in foods,
XS very rapidly drops enough to drive aw below 0.9. After
this, aw drops sharply as XS decreases, the food tempera-
ture rises and progressively approaches the air tempera-
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Figure 1. Moisture sorption isotherms for apples and potatoes.

ture, and the drying rate progressively decreases. Drying
rates are strongly influenced by heat transfer and airflow
rates as long as the air temperature is significantly higher
than the food temperature. As food temperature ap-
proaches the air temperature, drying is more and more
controlled by water diffusion in the food.

Near the end of drying, diffusion completely controls
drying rates. The air temperature sets the food tempera-
ture. Hence, it affects diffusion and drying rates. Enough
airflow must be provided to remove evaporated moisture
fast enough to prevent XE from rising excessively. Other
than that, airflow no longer affects drying.

Drying Rates. Water diffusivity in foods often decreases
markedly as drying proceeds. Drying also causes shrink-
age. Theoretical analysis of water diffusion in drying foods
is difficult because of these changes. Though special com-
putational techniques can be used to deal with these
complications, in most cases, drying rates are correlated
empirically rather than theoretically predicted. After con-
stant-rate drying stops, drying rates at constant air con-
ditions are often proportional to (XA � XE)n, where XA is
the average X and n is an empirical constant, which ranges
between 0.7 and 2.4.

Drying air temperature and humidity affect food quality
in addition to affecting drying rates and thermal efficiency.
Therefore, air conditions are adjusted to minimize quality
loss and to prevent in-process microbial growth. Dried
products may not rehydrate well. This can be partially
remedied by vapor-induced puffing, elicited by short-term
use of high air temperatures late in the drying process.

Wet particles may stick together during drying. This
property can be used to provide desired agglomeration.
When sticking occurs and is unwelcome, particles are bro-
ken apart by passing them between rubber-faced rolls after
drying.

Shallow-Bed Dryers. Foods are air-dried in many differ-
ent types of equipment. In conveyor dryers (Fig. 2), moist
food particles are uniformly spread as a shallow bed on a
perforated belt and conveyed through a series of stages
where heated air is blown through the bed and belt. Dif-
ferent air temperatures, humidities, and flow rates are of-
ten used in the stages. To improve uniformity of drying,
upflow is used in some stages and downflow in others.

In conveyor-based drying of vegetables, 60–85% of the
food’s moisture content is removed in the first 1.5–2 h of
drying. An additional 2–8 h usually is needed to complete
the process. Air temperatures between 66 and 120 �C are
used in early stages of drying. Lower air temperatures (32–
52 �C) are used later, at the end of drying. Quite different
conditions are used for some foods. Low temperatures are
used during first stages of gelatin strip drying to prevent
melting. Quick-cooking rice is dried in less than 15 min
using temperatures up to 200 �C. Temperature around 175
�C may be used to puff diced potatoes at late stages of dry-
ing.

In tunnel dryers, hot air passes over shallow beds of
food particles conveyed through a rectangular tunnel on
racked trays mounted on carts. Airflows in the direction of
cart movement or counter to that direction. Clearances be-
tween the carts and the tunnel are small, to minimize by-
passing of air. Periodically, a freshly loaded cart is pushed
into the tunnel and a cart containing dried material si-
multaneously leaves. Drying tunnels often are used in se-
ries. Cocurrent drying with high inlet-temperature air is
followed by countercurrent drying with lower temperature
air. Conveyor dryers are used instead of tunnel dryers
wherever feasible because tray loading is burdensome and
conveyor dryers permit automatic loading and discharg-
ing. In addition, drying conditions are more readily con-
trolled in conveyor dryers.

Deep-Bed Drying. Bin dryers in which air passes
through a deep bed of particles may be used to complete
the drying of partly dried vegetables discharged from
shallow-bed dryers. Grain is often directly dried in deep
beds in bins, where air is introduced through a false floor
or ducts near the floor (5). Ambient air may be used if its
relative humidity is less than 0.55, or it may be heated to
11 �C above ambient. In such dryers, moisture desorption
waves (Fig. 3) and accompanying temperature-change
waves move upward through the grain bed. Most of the
time, the exit air temperature equals the initial grain tem-
perature and the exit air RH equals the initial grain aw.
Design engineers select airflow rates that provide drying
rapid enough to prevent mold growth in moist region:
0.007 m3 air/(m3 grain s) may be used for relatively dry
feed; 0.08 m3 air/(m3 grain s) may be needed for very moist
feed (5).

In other grain dryers, air flows across descending beds
of grain that are 0.2–0.4 m thick (5,6). In these cases, air-
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flow rates of 0.7–2.7 m3 air/(m3 grain s) are used. Inlet air
temperatures up to 82 �C are used for animal feeds. Less
than 54 �C is used for grain that is to be milled and pro-
cessed, and less than 45 �C is used for seed grain. Grain is
cooled with cool, dry air after such drying. Grain may be
partly dried with high temperature air and then trans-
ferred to a deep bin where local moisture contents equili-
brate without airflow. Final drying and cooling are accom-
plished by blowing cool, dry air through the grain.

Pasta Dryers. Special dryers are used to dry pasta.
Freshly extruded pasta contains roughly 0.45 kg water/kg
dry solids. That moisture content is reduced roughly 0.13
kg water/kg dry solids to set pasta’s shape and preserve it.
Long goods (e.g., spaghetti) are draped over moving rods
and carried through the dryer system. Short goods (e.g.,

macaroni) are conveyed through dryers by simpler means.
To prevent adjacent pieces of pasta from sticking together,
the pieces are predried using 63 �C, 65% RH air. They leave
the predryer and enter a large, final dryer where very hu-
mid air is used. Zones in which active drying occurs are
followed by zones in which internal equilibration of mois-
ture can take place. To prevent cracking (checking) due to
stress buildup, relatively low temperatures (e.g., 50 �C)
and very long drying times (up to 18 h) were and often still
are used for long goods. Now, based on better modeling of
moisture diffusion and stress development, temperatures
up to 110 �C and drying times of 5 h are frequently used
for long goods. Short goods are less susceptible to cracking
and can now be dried in 2 h. Use of higher temperatures
also reduces microbial growth.

Spray Dryers. Spray dryers are used to dry liquid foods
and pumpable food slurries (7). Such foods are converted
into drops with mean diameters ranging between 50 and
250 lm by nozzles or rotary atomizers and sprayed into a
large chamber. The drops enter at high velocity but soon
decelerate. Hot air is blown in and flows in the same di-
rection as the descending drops. One type of spray dryer
is shown in Figure 4. Inlet air temperatures as high as 270
�C may be used; often they range between 160 and 200 �C.
Outlet air temperatures usually range between 80 and 110
�C. Drop temperatures quickly rise to the wet-bulb tem-
perature of the inlet air and then progressively approach
the local air temperature as drying proceeds.

Because air cools as it moves through the dryer, cocur-
rent air-drop flow prevents drops from overheating. Dried
particles leave the dryer with temperatures 10–20 �C be-
low the exit air temperature. Large particles drop out of
the airstream. Smaller particles are collected in cyclones.
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Figure 4. Spray dryer in which large particles drop out of the drying air by gravity and small
particles are collected in a cyclone.

Drying times range from 5 s for small drops to 50 s for large
drops. Spray-drying involves exchanges of heat, momen-
tum, and mass between the air and the drops, nonlinear
diffusion of moisture within drops, and changes in drop
size and shape. Complex computer programs have been
developed to account for these processes (8). Spray-dried
foods are rapidly cooled after drying by sucking cool, dry
air into solids discharge lines or by drawing cool, dry air
through a screen-supported product bed on a vibrating con-
veyor.

Freeze-Dryers. Freeze-dryers are used to dry beverage
extracts, shrimp, soup ingredients, and military and
camper rations. In these dryers, moisture sublimes from
frozen food in a vacuum chamber and condenses on very
cold refrigerated coils. Heat transfers radiantly from
heated panels to the surface of the food and then passes by
conduction through a porous dry food layer to a sublima-
tion interface. The interface recedes into the food as drying
proceeds (9,10). Vapor created by sublimation escapes from
the food through pores produced by prior sublimation.

Temperatures at the product surface and sublimation
interface depend on the radiant panel temperature and on
the thermal conductivity, vapor permeability, and thick-
ness of the dry layer. Depending on whether heat conduc-
tion or vapor permeation controls the drying rate, radiant
panel temperatures are programmed either to prevent
product surface overheating or to prevent melting at the
sublimation interface (11). Small, frozen particles are
sometimes used to circumvent drying rate retardation
caused by low dried-layer permeability.

Noncondensibles must be removed before and during
freeze-drying. If adequate noncondensibles removal is
achieved, chamber pressures in the dryer approach ice’s
vapor pressure at the condenser temperature. Condenser
temperatures of �40 �C are frequently used, resulting in
absolute pressures around 100 lm Hg. Local chamber
pressures in plant-scale freeze-dryers are effected by pres-
sure drops due to high-velocity vapor flows between dryer
trays and heating panels (12).

Other Dryers. Foods are also dried in air-lift systems,
in fluidized beds, on the surface of rotating, steam-heated
drums, by contact with hot air in rotating, hollow cylinders
of various types, by passage under or through arrays of
high-velocity air jets, and by exposure to the sun in hot dry
regions. Sun-dried foods may be treated with SO2 to pre-
vent browning and fumigated to prevent insect infestation.

aw Reduction

Microorganism growth can be prevented by sufficiently re-
ducing aw, the chemical activity of water (13). Thus, Clos-
tridium botulinum will not grow at aw � 0.94, most bac-
teria will not grow at aw � 0.905, most yeasts at aw � 0.88,
and most molds at aw � 0.8; even osmiophilic molds and
yeasts will not grow at aw � 0.6. Drying preserves foods in
part by reducing aw. Moderate aw reduction can be used in
combination with other steps (e.g., pH reduction, refrig-
eration or freezing, and use of antimicrobial agents and
fungistats to provide storage stability). Water activity val-
ues are also reduced by evaporation or by adding solutes
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that reduce the mole fraction of water in solution. Different
combinations of salting and drying are used to preserve
cod. Lightly salted cod is stable when its moisture content
is 12.3%; heavily salted cod is stable with a moisture con-
tent of 52.4%.

Chilling

Chilled, nonfrozen storage is widely used to extend the
storage life of fresh produce, meats, fish, and dairy prod-
ucts (14). Recommended temperatures and humidities and
approximate storage lives for the commercial storage of
fruits and vegetables are listed in U.S. government publi-
cations (15) and by the American Society of Heating, Re-
frigeration, and Air-Conditioning Engineers (ASHRAE)
(16). These sources also provide heat capacities and heats
of respiration for many of the commodities listed. Typical
rates of heat influx are also given to permit computation
of refrigeration loads for storage facilities. Storage tem-
peratures close to 0 �C and humidities ranging between 85
and 95% are frequently recommended; cold-sensitive pro-
duce is stored at temperatures between 7 and 13 �C. Stor-
age life at these conditions varies widely, ranging from as
short as 2 days to as long as 12 months; storage life is less
than 1 month for roughly 60% of the foods surveyed. De-
sign and operating considerations for food storage refrig-
eration systems are treated by ASHRAE (16). Prechilling
before storage is carried out by blowing chilled air on prod-
ucts, by immersing products in chilled water containing
chlorine or an approved phenol compound or spraying
similar chilled water on them, or by mixing products with
ice or slush. Leafy products that conduct heat poorly are
often cooled by evaporating a small part of their water con-
tent in a vacuum chamber. To minimize weight loss, such
products may be prewetted before vacuum cooling.

Controlled Atmospheres. Chilling is combined with use
of controlled atmospheres that contain as little as 2–5% O2

and up to 5% CO2 to increase the storage life of apples,
pears, and cabbage (17). CO2-rich controlled atmospheres
are also used during long-distance shipment of meat. The
rooms or shipping containers used must be sealed and air-
tight. Exceeding tolerable CO2 levels or falling below tol-
erable O2 levels damages apples. These levels significantly
differ for different varieties of apples. Respiration can be
used to reduce O2 and raise CO2 levels. Any excess CO2

produced is absorbed by hydrated lime, ethanolamine
(which can be regenerated by heating), water, or less fre-
quently activated charcoal or molecular sieves. To more
rapidly adjust O2 and CO2 levels, catalytic or noncatalytic
combustion of fuel and flushing with nitrogen are used.
Multilocale O2 and CO2 sensors and loggers have been
used to ensure that improper local environments do not
develop in controlled-atmosphere storage rooms. The use
of selectively permeable wrapping can generate modified
atmospheres in packages and improve shelf life during
food distribution. Vacuum packing is also used.

Freezing

Freezing, the cooling-induced conversion of most of a food’s
water content into ice, is used to preserve virtually all

types of moist food (18,19). It is also used as a step in
freeze-concentration and freeze-drying and to produce ice
cream and sherbet. Freezing preserves foods by reducing
rate constants for chemical reactions, radically reducing
reactant mobility, and reducing aw. The water activity of a
frozen food depends solely on its temperature and is in-
dependent of the nature of the food involved, as long as it
is suitably moist; aw � 0.908 at �10 �C, 0.824 at �20 �C,
and 0.748 at �30 �C.

Solid foods are frequently frozen by exposing them to
suitably cold streams of refrigerated air. This may be done
by passing cold air through a shallow, fluidized bed of small
particles or by blowing cold air over larger pieces of food
carried on perforated conveyors or mounted on trays in
racks. Meat carcasses are frozen by passing cold air around
them while they hang by the hind legs on hooks. Foods
have also been frozen by direct contacting with brine–ice
mixtures or by contact with an inert, evaporating refrig-
erant or cryogenic gas. Packaged foods are often frozen by
compressing them between refrigerated plates.

Ice cream and sherbets are partially frozen in scraped-
surface freezers. Finish freezing (hardening) is carried out
in plate freezers. Ice cream pops are frozen in molds con-
veyed through baths of refrigerated brine. Descriptions of
most types of commercial freezing equipment, their speci-
fications, and operating conditions are provided by Postol-
ski and Gruda (20).

Most water in moist foods will freeze, but part (0.17–
0.31 kg water/kg solids, depending on the particular food)
is bound to food solutes or solids in nonsolvent form and
will not freeze, even at very low temperatures. Food sol-
utes depress food freezing points. Equilibrium initial freez-
ing points for moist foods range between �0.4 and �3.2
�C, and usually lie between �1 and �2 �C. Foods fre-
quently supercool 5 or 6 centrigrade degrees below their
equilibrium initial freezing point before ice nucleates and
freezing starts. Then the temperature rapidly rises to the
initial freezing point. As freezing proceeds, solutes concen-
trate in residual unfrozen solution, further depressing the
freezing point. Thus, food freezing occurs over a range of
temperatures rather than at a single temperature.

Fractional conversions of freezable water to ice, frac-
tions of water that remain unfrozen, and thermal proper-
ties of partly frozen foods can be predicted with the aid of
the freezing point depression equation (21). These pre-
dicted values can be used in calculating freezing times for
foods and temperature profiles for foods undergoing slow
to moderately rapid freezing (i.e., freezing in which local
phase equilibrium can be assumed without serious error)
(22–24). Freezing involves incorporation of water in ice
crystals and diffusion of water to active growth surfaces
on ice crystals. These processes occur at rates slow enough
to cause significant local deviations from phase equilib-
rium during very fast freezing. They also largely determine
ice crystal size and shape (but not the total amount of ice
formed) during slower freezing.

Ice usually grows as dendrites (treelike crystals) when
foods freeze. Spacings between ice dendrites tend to be in-
versely proportional to the square root of the initial freez-
ing rate. Specific surface areas and surface free energies of
dendrites are much larger than those of rounded crystals.
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Therefore ice dendrites tend to convert into rounded ice.
Conversion occurs rapidly in agitated slushes but is quite
slow in unagitated frozen food, particularly food that is
kept well below its initial freezing point. Specific surface
energies are larger for small crystals than for large crys-
tals. Therefore small ice crystals tend to sacrificially melt
and cause growth of larger ice crystals. If storage tem-
peratures are not low enough or are allowed to cycle ex-
cessively, ice crystal size will increase appreciably after
long storage, affecting texture adversely.

When unblanched fruits and vegetables are frozen, ice
initially nucleates outside cells. If freezing is slow, much
water transfers outward from cell interiors and forms ex-
tracellular ice before nucleation occurs inside cells. This
affects texture adversely. Good practice calls for rapid
freezing. Then, intracellular nucleation occurs quickly,
most water freezes inside cells, and adverse textural ef-
fects are minimized. Preferential growth of ice in extracel-
lular space usually does not occur during slow freezing of
blanched vegetables. Fast freezing of meat and fish helps
minimize losses of water-holding power and decreases drip
following thawing.

Thermal Processing

Sterilization, pasteurization, and blanching are processes
in which foods are heated and held at suitable tempera-
tures long enough to kill the microorganisms and inacti-
vate the enzymes they contain. Commercial sterilization is
designed to kill substantially all microorganisms that can
grow or spores that can germinate at storage conditions.
Because sterilized foods are packed in sealed containers
that contain virtually no air, anaerobic organisms are of
greatest concern. Destruction of C. botulinum spores is of-
ten used to evaluate adequacy of sterilization for low-acid
foods (i.e., foods with pH � 4.5). Fractional survival levels
must be less than 1 � 10�12 for such spores. Adequacy of
sterilization for low-acid foods may also be based on de-
struction of a hardier putrefactive anaerobe called (PA)
3679. Adequacy of sterilization for foods with pH values
less than 4.5 is based on destruction of one or another of
the facultative anaerobes, Bacillus coagulans, B. mascer-
ans, or B. polymaxa. Fractional survival levels for these
organisms should be less than 1 � 10�5 or 1 � 10�6. Ster-
ilization of low-acid foods involves maximum temperatures
in the 116–149 �C range. Maximum temperatures up to
110 �C are used for more acidic foods.

Sterilization of canned products is carried out batchwise
by steam heating in vertical or horizontal retorts. The re-
torts must be vented for at least 5 min with steam flow to
remove air before steam pressurization and starting a
heating cycle. Foods in jars are often sterilized in air-
pressurized hot water in retorts. Sterilization based on
steam heating is also carried out continuously in retorts
with sections separated by pressure locks, in rotary ster-
ilizers (where a rotor causes cans to move through the unit
along spiral guide rails), and in hydrostatic sterilizers
(where entering and leaving cans are conveyed through a
long, steam-heated zone confined between vertical water
legs that balance the steam pressure). Figure 5 shows an
example of a hydrostatic sterilizer.

Headspace is left when food containers are filled. The
container walls or tops have elements that flex. These ele-
ments and headspace prevent thermal expansion from
damaging containers during sterilization. Headspace air
and dissolved gases are partly removed from cans, jars,
and their contents before sterilization by steam flushing or
vacuum evacuation before capping. Thermal exhaustion
(i.e., preheating material to expel dissolved gases) is some-
times used instead of or in conjunction with these pro-
cesses.

Thermally processed products are cooled under air pres-
sure with chlorinated cold water immediately after heat-
ing. Air pressure is used to prevent bulging of containers
or unseating of caps caused by excess residual pressures
inside containers. Cooling is continued until products are
just warm enough to fully evaporate water clinging to the
container surfaces. Sterilization, container filling, and cap-
ping procedures for specific products differ in detail but are
described in standard references (25).

Pasteurization. Pasteurization, the thermal treatment
at temperatures less than 100 �C, is used to inactivate en-
zymes, virtually all pathogenic microbes, and many food
spoilage organisms. It is used in combination with protec-
tive packaging and other treatments (e.g., chilling, pH, and
aw reduction) that greatly retard subsequent microbial



FOOD PROCESS ENGINEERING 1251

Reblended cream

Excess
creamStandardized milk

Centrifuge

Holding tube
73 °C

45 °C

60 °C

55 °C

Heater

Hot water*

Homogenizer

Milk 5 °C
Pasteurized

milk
3 °C

Chilled
water
0.5 °C

Cooler
Regenerative

heater
Regenerative

heater

*Temperature adjusted to
provide 73 °C into holding tube

Figure 6. System for standardizing, homogenizing, and pasteurizing milk. Reprinted with per-
mission of Kessler Verlag.

growth. The target organism or enzyme on which adequate
inactivation is based depends on the product involved. For
milk it is Coxiella burnetti, which causes Q fever. For wine
or beer it is wild yeasts. For high-acid fruits it is molds and
yeasts. For citrus juices it is pectinesterase. Inactivation
of pectinesterase also provides more than adequate micro-
bial inactivation. Acceptable holding time-temperature
combinations may be specified by government regulations.
In the United States, at least 30 min at 62.8 �C or at least
15 s at 71.7 �C is required for pasteurization of milk. Most
frequently, the latter conditions are used. Other, equally
effective time–temperature combinations can be approved.
Ultrahigh temperature pasteurization carried out at 88.3
�C for 1 s or 100 �C for 0.01 s is used sometimes. Liquid
mixes used to produce ice cream and frozen desserts are
pasteurized for at least 24 s at 79.4 �C.

Milk is pasteurized before it is put in containers. This
is done by regeneratively and directly heating milk to a
specified temperature in a plate heat exchanger, holding it
at that temperature for a required time and then cooling
it in the same exchanger. Integrated systems that also pro-
vide cream removal by centrifugation and homogenization
are often used (see Fig. 6). Other arrangements for pas-
teurizing milk are described by Kessler (26), who also pro-
vides correlations for overall heat transfer coefficients ver-
sus fluid velocities or Reynolds numbers for different
plate–heat exchanger flow arrangements. Simpler plate–
heat exchanger setups are used to pasteurize fruit juices.

Other foods and beverages are pasteurized in contain-
ers. Products in glass jars are conveyed on metal-link belts,
heated gradually, held at temperature, and cooled gradu-
ally in stages to prevent thermal shock to the glass. Long

hot water baths or sprays followed by similar cold water
baths or sprays are used for jarred pickles, canned fruit,
and bottled beer. Heating by passage through steam at at-
mospheric pressure is sometimes used in pasteurizing
products packed in glass.

Blanching. Blanching, heating in water somewhat be-
low it boiling point or in steam at atmospheric pressure, is
used to inactivate enzymes that adversely affect food stor-
ability and quality. Sterilization and pasteurization pro-
cesses usually inactivate enzymes as well as microorgan-
isms; blanching is used primarily before drying and
freezing for vegetables and some fruits. Blanching also
causes expulsion of gases from foods, softens foods, facili-
tates cutting and peeling, sets some colors, and provides
some microbial inactivation. Unfortunately it also leaches
nutrients from foods, which in turn increases the biological
oxygen demand (BOD) of effluent blanch water. Less leach-
ing occurs when steam blanching is used and still less
when very humid hot air is used.

Aseptic Processing. Aseptic processing involves heating
liquids, semiliquid products, or liquids containing small
particles to sterilization or pasteurization temperatures in
heat exchangers or scraped-surface heaters or by injection
or infusion of culinary steam and then passing the prod-
ucts through a holding tube. They are then cooled in heat
exchangers or, for products heated by steam addition, by
vacuum evaporation, and put in sterilized containers. The
containers may be cans, jars, or drums that have been
heated with superheated culinary steam. They are capped
with steam-sterilized covers in chambers filled with super-
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Figure 7. Tp, k(Tp), and N/No versus t during sterilization of a
canned solid food by thermal processing: Ts and Tcw are, respec-
tively, the steam temperature and the cooling water temperature
in the retort, Tp is the temperature at the center of the food, and
th is the time at which heating ends and cooling begins. Reprinted
with permission of John Wiley & Sons.

heated culinary steam. Continuously formed laminated
containers or plastic cups are also used. Before they are
filled, they are bathed in H2O2 and dried. These containers
are heat-sealed by fusing together narrow bands of a melt-
able plastic. Heated product temperatures range from
slightly less than 100 �C for acidic products to 149 �C for
low-acid products.

Inactivation Kinetics. Thermally based microbial de-
struction and enzyme inactivation are treated as first-
order reactions; that is, destruction or inactivation rates
are proportional to the residual concentrations of living mi-
crobes or active enzymes involved. Inactivation rates are
strongly affected by pH and food composition. If k(Tp) is
the destruction rate constant for a particular microbe or
enzyme in a food expressed as a function of product tem-
perature Tp and Tp is a function of time t, we can write

tN
ln � � k(T )dt (1)p� � �N t�0o

where N is the residual number of microbes per unit vol-
ume or enzyme concentration at t and the spot where Tp

and k(Tp) are evaluated and No is the initial value of N.
Figure 7 depicts how k(Tp), Tp, and N/No change during
thermally based sterilization. To achieve acceptable de-
struction or inactivation, the highest N/No at any locale in

a product for the most critical microbe or enzyme in ques-
tion must be equal to or less than a required value. For
low-acid foods, N/No must be less than 10�12 for C. botu-
linum spores. For nonmobile canned foods, the greatest
N/No is assumed to occur at the center of a can’s contents.
Convection occurs in foods containing free liquid, and the
greatest N/No is assumed to occur at the slowest heating
point. This usually lies along a can’s axis and near its bot-
tom, but its locus should be experimentally determined.

In the food industry, adequacy of thermal processing
(27) is often evaluated by determining whether inactiva-
tion is equal to or greater than that provided by treatment
for a specified time at standard temperature, 121.1 �C (250
�F). Temperature-induced changes in thermal inactivation
rates are accounted for in terms of Z, the temperature re-
duction that will cause k(Tp) to decrease by a factor of 10.
A standard Z of 10 �C (18 �F) is often used for C. botulinum.
Depending on the food and corresponding Z involved, ac-
ceptable treatment of low-acid foods should provide C. bot-
ulinum destruction equal to that provided by 1.2–2.4 min
isothermal exposure at 121.1 �C.

In evaluating adequacy of thermal processing, one must
account for changes in product temperature that occur dur-
ing both heating and cooling. Product temperatures pre-
dicted from heat transfer analysis are often used in trial-
and-error fashion to determine suitable heating and
cooling times. These calculations are useful for estimating
required processing time, but determination of adequacy
of processing is usually based on measured product tem-
perature–time data. This is particularly true for new prod-
ucts, where adequacy of sterilization must be further ver-
ified by microbial inactivation tests in inoculated packs.

Formula methods and nomographs based on character-
istics of semilog plots of unaccomplished temperature
change versus time were once widely used to determine
adequacy of sterilization and needed thermal processing
time. Now, simple computer programs are used for the
same purpose.

Sterilization causes partial destruction of some nutri-
ents and often adversely affects food flavor and color. De-
structions of nutrients and some colors and flavors are
first-order or pseudo–first-order processes for which ki-
netic parameters are sometimes available (28). New fla-
vors, colors, and textures that affect product quality also
develop by processes with more complex kinetics. Effects
of product temperature on nutrient, flavor, and color de-
struction often are framed in terms of activation energies
and the Arrhenius equation instead of Z. In evaluating nu-
trient destruction and quality reduction, fractional reten-
tion of the nutrient or attribute being evaluated is aver-
aged over the whole volume of the container. Sterilization
methods and temperature–time conditions that provide
adequate pathogen or spoilage agent inactivation but min-
imize adverse effects should be used. Rates for reactions
that destroy nutrients and adversely affect sensory prop-
erties increase less sharply than microbial destruction
rates as temperature increases. Therefore high-tempera-
ture, short-time (HTST) processing often improves nutri-
ent and flavor retention. Heat-resistant enzymes may not
be adequately inactivated when microbial destruction is
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adequate if very high temperatures are used for very short
times.

Outer regions of containers are often overprocessed and
suffer excessive quality degradation when the points that
heat most slowly are just adequately processed. Overpro-
cessing can be reduced by providing more uniform heating
(e.g., by using aseptic processing and microwave and ohmic
heating). Other preservation processes that avoid or
greatly limit heating (e.g., radiation preservation, micro-
filtration, and high-pressure treatment) have been exten-
sively investigated or, in some cases, are already in use.
Their advantages and limitations were examined in a re-
cent review (29).

Concentration Processes

Evaporators. Water and solvents can be removed from
liquid foods by means of evaporators. In multiple-effect
evaporators, the most commonly used type, vapor gener-
ated by steam or vapor heating in an effect provides heat-
ing that causes evaporation in a subsequent effect oper-
ating at a lower pressure. In N-effect evaporators, roughly
N kg of vapor is generated for each kilogram of steam used.
In some cases, a steam ejector is used to compress part of
the vapor generated in a second or third effect, and the
compressed vapor and motive steam are used to heat the
first effect, providing more than N kg of vapor per kilogram
of steam used (30). Vapor recompression may also be car-
ried out by large centrifugal compressors. Electrical energy
is used to drive the compressor; virtually no steam is used
directly. Evaporation, particularly multiple-effect and va-
por recompression evaporation, is more thermally efficient
than drying. Therefore evaporators are often used to con-
centrate liquid foods before drying. Evaporation is also
used to concentrate juices, syrups, sauces, fermentation
residues, stillage bottoms, and absorption refrigeration so-
lutions. It is also used to induce crystallization and produce
glassy supersaturated sugar solutions used to make hard
candies.

Vacuum evaporation, often combined with single-pass
operation in each effect to provide low product holdup, is
used to minimize thermal damage to foods (31). In single-
pass evaporators, steam condenses on the outer walls of
vertical heat transfer tubes 6–12 m long mounted in a
steam chest. Water evaporates from liquid flowing in film
form down the inner walls of the tubes. Concentrated liq-
uid and vapor leave through the bottom of the tubes. En-
trained liquid is separated from the vapor in a cyclone. A
single-pass, multieffect system is depicted in Figure 8.
High-velocity recirculation in liquid-filled tubes is used to
improve heat transfer in evaporators used to concentrate
viscous materials such as tomato paste and gelatin and
pectin solutions. Liquid superheats as it passes through
tubes in such evaporators and flashes as it leaves the
tubes. Cyclones are used to separate entrained liquid from
the vapor produced by flashing. Scraped-surface, thin-film
evaporators are used for very viscous products (e.g., hard
candy melts) and for heat-sensitive products.

Natural convection and boiling cause circulation of liq-
uid in evaporators containing short, steam-heated tubes
mounted in a wide-diameter assembly (calandria). Vapor

separates from the foaming, boiling liquid in a large,
vapor-filled chamber above the calandria. Heat transfer co-
efficients in these evaporators peak at a certain liquid level
in the calandria. Multieffect systems containing such evap-
orators are frequently used to concentrate sugar solutions
in sugar refineries. Part of the vapor produced may be
withdrawn from effects and used for process heating else-
where in the refinery.

Most food aromas have high relative volatility with re-
spect to water and almost completely vaporize during ini-
tial stages of evaporation. Such aromas can be recovered
in concentrated form from first-stage vapor streams and
used for add-back purposes.

Membrane Processes. Pressure-driven flow through
permselective membranes is used to gently remove water
or aqueous solutions of low molecular weight solutes from
liquid food products. Reverse osmosis (i.e., selective re-
moval of water) is used to raise the solids content of maple
sap from roughly 2% to 10–12%, to recover water and sol-
utes from waste processing streams, and to concentrate
dilute aqueous caffeine extracts. Ultrafiltration (selective
removal of water and low molecular weight solutes) is used
to concentrate proteins in milk, milk whey, and soy whey
and to recover protein from potato fruit water. Protein-rich
concentrates obtained from heated milk by ultrafiltration
are used to make cheese with reduced loss of milk solutes
and reduced use of rennet and starter cultures. Diafiltra-
tion (ultrafiltration accompanied by water addition) is
used to de-ash gelatin. Pervaporation has been used ex-
perimentally to produce aroma-rich concentrates by selec-
tively evaporating water through permselective mem-
branes. Mass balances for retained species and equations
governing permeation rates are used in designing
membrane-based processes. Design calculations must not
neglect the effects of concentration polarization on per-
meation rates and selectivity.

Freeze Concentration. Freezing is sometimes used to
gently and selectively remove water from fruit juices, bev-
erage extracts, beer, and wine. Scraped-surface coolers
partially freeze the solution being processed, producing
small ice crystals. Ostwald ripening (i.e., growth of large
crystals induced by sacrificial melting of smaller crystals)
is then used to produce large ice crystals, which are sepa-
rated from residual solution in wash columns (32) or cen-
trifuges. Thermal efficiency and upper concentration limits
have been increased, and costs reduced, by means of coun-
tercurrent freeze concentration (33), but the use of freeze
concentration remains limited because of its high cost.

Solid–Liquid Extraction

Solid–liquid extraction is used to recover sugar from sugar
beets and sugarcane, oil from oilseeds, juice solutes from
fruits, beverage extracts from coffee and tea, protein-rich
materials from soybeans, fermentable solutes from grains,
and hydrocolloids, gums, and natural food colors from vari-
ous sources. It is also used to remove unwanted constitu-
ents (e.g., caffeine from coffee, bitter compounds from ol-
ives, cyanogenic compounds from cassava, sarcoplasmic
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protein, and undesired flavors from minced fish, and salt
from pickles) (34,35). Extraction also occurs when flavoring
agents leach out of charred barrels during the aging of
wines and distilled spirits, when solutes leach out of vege-
tables and fruits during blanching and fluming, and when
plasticizers leach out of plastic containers into liquid foods
and beverages.

Vegetable or animal matter from which solutes are to
be extracted is cut or otherwise divided into small parti-
cles. Oilseed grits are flaked or extruded as steam-puffed
cylindrical particles. This coalesces isolated oil bodies and
creates fissures or pores that allow solvent or extract to
reach the oil. During extraction, solutes diffuse out of the
solid through internal liquid-filled paths and pass into sol-
vent or extract that contracts the solid. Dry materials (e.g.,
coffee and tea) must imbibe solvent or extract before dif-
fusion can proceed. In rare cases (e.g., extraction of vanilla
from vanilla beans with alcohol), imbibition is very slow
and is a rate-controlling step. Plasma membranes are de-
natured to facilitate water-based extraction of solutes from
cellular material. Then, pores in cell walls become the
main diffusion bottleneck. In-particle diffusivities for
water-soluble extractibles are 0.1–0.5 times as large as in
water alone. Required extraction times are inversely pro-
portional to the in-solid solute diffusivity and proportional
to the particle size squared.

The extract carries away the solute, following a con-
tacting path that promotes high solute recovery. Extrac-
tion efficiency and extract concentration depend, in part,
on the stripping factor, the solute distribution coefficient
multiplied by the ratio of extract to moist solids. High con-

centration extracts can be obtained by using a low strip-
ping factor (i.e., low solvent flow rates or small amounts of
solvent), but efficient extraction can be obtained only if the
stripping factor is greater than 1.0. Stripping factors of
1.2–1.4 are often used in water-based extractions. Higher
stripping factors (e.g., 2.4) are used for hexane-based ex-
traction of oil from oilseeds.

Small-sized particles favor fast extraction but cause ex-
cessive flow pressure drop and displacement instability.
Large particles extract slowly. Particle thicknesses or di-
ameters in the range of 3–5 mm are a good compromise.
Where possible, particle shapes that prevent blinding of
surfaces by interparticle contact are used.

Commercial extraction is often carried out in very large,
continuous or semicontinuous countercurrent extractors
where extract percolates downward through a rising bed
of solids (see Fig. 9) or in units where a bed of solids moves
horizontally while extract repeatedly percolates through it
in a flow arrangement that effectively provides counter-
current contact. In other cases, a cyclically loaded and dis-
charged set of interconnected columns is used to provide
nearly countercurrent contacting. Most of these processes
can be analyzed and designed by means of solutions of par-
tial differential equations describing diffusive mass trans-
fer in solids (3,34) or mass transfer analogs of partial dif-
ferential equations describing conductive heat transfer in
solids (2). Solutes are sometimes produced from insoluble
precursors by reactions whose kinetics must be accounted
for in designing the extraction process. Extraction pro-
cesses involving foods often are subject to imperfect con-
tacting (e.g., channeling, unsteady displacement, and axial
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Figure 9. DDS extractor, a type often used to extract sugar from sugar beets. Reprinted with
permission of De Danske Sukkerfabrikker.

dispersion). These imperfections must be accounted for in
design calculations.

Supercritical carbon dioxide is now used as a solvent in
decaffeinating coffee and tea and in recovering solutes
from hops. Supercritical carbon dioxide is a particularly
attractive solvent because it is nontoxic and can be readily
removed from foods. Further, its dissolving capacity and
selectivity for solutes such as caffeine can be adjusted by
adjusting temperature and pressure. Figure 10 shows a
schematic of a large supercritical extraction system used
to decaffeinate green coffee beans.

Solid–Liquid Separations

Filtration. Filtration is used to remove solid particles
from or to clarify juices, extracts, vegetable and fish oils,
fermented beverages, recirculated, cooking oil, flume wa-
ter, milk, and soy milk. It is also used to separate potato
starch from potato fruit water, high-melting fats from
vegetable oils in fractionation processes, crystals from
mother liquors, and chemically precipitated impurities
from sugar juice.

The engineering principles that govern filtrations in-
volving foods are very similar to those that apply to the
filtration of chemicals (36), but superior sanitation must
be maintained. A fluid that contains particles is passed
through a cloth or other porous medium that retains par-
ticles. The particles deposit on the medium, forming a po-
rous cake that thickens as deposition continues. As long as
total pressure drop remains constant, total flow resistance
increases linearly as the cake thickens. Depending on the
feed pumping system used, flow resistance increases cause
either decreases in flow rates and solids deposition rates,
increased fluid pressure drop, or a combined increase in
pressure drop and decrease in flow rate. Filtration is
stopped when these changes become excessive, and the fil-
ter cake is manually or mechanically removed.

Extents of these changes and optimal scheduling of cake
removal can be predicted by means of calculations that re-

late cake depth and flow pressure drop to the initial solids
content of the fluid, the amount of filtrate discharged, and
the experimentally determined relationships between ap-
plied pressure, cake density, specific filtration resistance,
and applied pressure. Some food-based filter cakes are
highly compressible, and their specific filtration resistance
increases markedly as pressure increases. Filter aids (in-
ert, highly porous solids) are sometimes added to filter
feeds to reduce cake filtration resistance and compressi-
bility and to improve solids retention. Cake filtration re-
sistance tends to be inversely proportional to the particle
size squared. Therefore chemical agents that cause parti-
cles to flocculate (stick together in clumps) are often added
to filter feeds.

Deep porous media that capture and retain particles
within their pores are used for some feeds. Media flow re-
sistance increases as filtration proceeds. Consequently
flow pressure drops increase and/or flow rates decrease.
The medium is replaced or cleaned by backwashing when
these changes become excessive. Unlike cake filtration,
where total filtration resistances at constant pressure in-
crease linearly as solids removal progresses, filtration re-
sistance for in-media solids capture is more than linearly
proportional to the amount of solid removed. Therefore in-
media capture is used only for fluids with light solids loads.

Sterile microfiltration based on use of membrane filters
with 0.2-lm pores is used to remove bacteria from beers,
thereby eliminating or reducing needs for pasteurization.
Ceramic microfilters that can be sterilized and cleaned by
back-flushing are used to clarify fruit juices. They are very
expensive but will last for 10 years or more if care is taken
to avoid heat shock.

Beds of particles used in solid–liquid extraction and ad-
sorption and ion-exchange processes act like deep filter
cakes. Pressure drops during flows through such beds often
can be predicted with the aid of the Ergun equations or
Kozeny–Carman equation. In other cases, flow pressure
drops are calculated by means of empirically determined
permeabilities or specific filtration resistances.
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Figure 10. System for extraction of caffeine from green coffee by
supercritical carbon dioxide. Reprinted with permission of Chem-
ical Engineering Communications.

Centrifugation. Particles forced to rotate about an axis
at high angular velocity in a centrifuge experience a radi-
ally acting force proportional to the radial distance from
the axis, the angular velocity squared, and the density dif-
ference between the particle and surrounding fluid. At ro-
tational speeds used in commercial centrifuges, particles
denser than the fluid move outward and particles lighter
than the fluid move inward thousands to tens of thousands
times faster than they would sink and rise, respectively,
under the influence of gravity. Therefore, centrifuges are
used to separate and collect dispersed particles and drop-
lets too small to be cleanly and quickly separated by other
means. Centrifuges are used, for example, to separate dis-
persed oil, microorganisms, and fine biological particles
and precipitated curds from aqueous solutions (23) and to
remove yeasts from fermented beverages and waste treat-
ment sludges from dischargeable water. Density differ-
ences driving centrifugal settling are usually much smaller
for food processing than for chemical processing; the par-
ticles involved are more compressible, and, again higher
levels of sanitation are required.

The particles or droplets involved move outward or in-
ward until they strike a collection surface or material pre-
viously deposited on that surface. Deposited material then
slides along the collection surface or is mechanically con-
veyed along it to a conduit or port that permits it to leave

the centrifuge. Settled solids may leave through periph-
erally located nozzles as a dense slurry or leave in even
denser form through intermittently opened peripherally
located slits. Settled solids may also be knifed or augered
out of centrifuges. Clarified liquid and separated oil or oil-
rich creams leave through ports located closer to the ro-
tational axis of the centrifuge. Centrifuges are sized to pro-
vide holdup time sufficient to permit complete settling or
a desired level of settling. Large numbers of thin, closely
spaced, concentric conical disks are mounted in centrifuges
to reduce settling distances and times for extremely fine
materials (e.g., butterfat droplets, and microorganisms).
This greatly increases usable throughput rates for feeds
containing such fine material.

Filtering centrifuges have a finely perforated wall or a
perforated wall covered with filter cloth. Centrifugal force
causes solids to deposit as a cake on the wall or cloth and
then forces liquid through the cake. Wash liquor may also
be forced through the cake. Such centrifuges are used to
recover crystals (e.g., sugar and citric acid) from concen-
trated mother liquors, to separate freeze-concentrated vin-
egar and beverage extracts from ice, and to recover juice
from milled fruit.

Centrifugal force generated by rotational flow is pro-
duced by tangentially injecting solids-laden liquid or gas
into hydroclones or gas cyclones. These units have a cylin-
drical shell attached to a conical bottom, a central outflow
port at their top, and a bottom port through which solids
or solids-rich underflows leave. The injected liquid or gas
first spirals downward in an outer vortex and then spirals
upward in an inner vortex. The vortex flow tends to cause
particles to move outward toward the wall. In gas cyclones
virtually all the gas leaves through the top port. Gas cy-
clones are sized to provide enough flow residence time to
permit wall impact by all particles greater than a desired
size. Gas cyclones are used to separate fine spray-dried
material from discharged drying air, pneumatically elutri-
ated materials from carrier gas, chaff from coffee roaster
discharge gases, and pneumatically conveyed material
from conveying air.

In hydroclones, most entering liquid leaves through
the upper port as overflow, but enough leaves through the
lower port to provide a flowable slurry, the underflow. The
centrifugal force generated by vortex flow is partly coun-
terbalanced by drag force generated by radial flow of liquid
from the outer to the inner vortex. Consequently, small
particles or low-density particles may migrate inward and
be carried away with the overflow. Larger or denser par-
ticles leave with the overflow. Large banks of miniature
hydroclones used in parallel are employed to separate
starches from protein- and solute-rich solutions during the
wet milling of corn.

Expression. Pressing of fluid-rich biological matter is
used to recover fruit and sugar juice, vegetable and fish oil,
pectin released by cooking apple pomace, and protein-rich
juice from leaves. It is also used to expel whey and to fuse
curds together during cheese manufacture and to dewater
spent food processing wastes, by-products, and processing
intermediates (37). Expression is carried out in a wide va-
riety of equipment (38). In screw presses, feed is trans-
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Figure 11. Serpentine belt press. 1, Mash deposition; 2,
wedge area; 3, low-pressure press zone; 4, high-pressure press
zone; 5, juice runoff; 6, belt cleaning; 7, press-cake discharge.
Reprinted with permission of Bellmer GmbH and Co.

ported down the length of a perforated barrel by a rotating
single screw or by twin screws. The feed compacts, and
fluid is expelled through barrel perforations because the
screw’s root diameter increases, its pitch or rotary speed
decreases, or the barrel diameter decreases, or because
constricted solids outflow from the barrel causes a pro-
gressive buildup of pressure.

In roll mills, a grooved, rotating roll is hydraulically
pressed against two similar counterrotating rolls that lie
beneath it. As the rolls rotate, they drag feed (usually
shredded sugarcane) through nips between the top and
bottom rolls. This compacts the feed and expels juice. Some
of the juice flows back through the advancing feed; some
flows laterally into the grooves and then backward. The
process is analyzed by relating local backflow and flow
pressure drop to the cumulative extent and rate of com-
paction and the local specific filtration resistance of the
compacted feed.

In belt presses, feed is deposited on a moving cloth belt
and pressed between that belt and an opposing, moving
cloth belt driven over a series of solid or perforated rolls.
In some cases the belts follow a serpentine path. Expelled
fluid flows through the cloths and is collected in troughs
beneath the rolls. Figure 11 shows a serpentine belt press
of a type used to press juice out of milled apples. In presses
of other types, feeds confined in a perforated cage or in
stacked cloth pouches are pressed by a diaphragm or ram.
Fluid is also expelled from cakes compacted by centrifugal
force in decanter centrifuges.

Engineering treatment of expression is based on nu-
merical solution of partial differential equations that de-
scribe how flow in press cakes is driven by fluid pressure
gradients or related solid stress gradients and how rates
of local cake volume change as a function of flow rate gra-
dients (38,39). Empirically determined relationships be-
tween solid stress, specific filtration resistance, and the
solids-based specific volume of the cake are used in solving

these equations. Methods have been developed for deter-
mining these relationships from constant-pressure or
constant-rate pressing tests carried out in suitably instru-
mented equipment (40).

Some press feeds (e.g., waste treatment sludges and
fruit with thin cell walls and weak intercellular bonds)
compact excessively as pressure increases. When such
feeds are pressed, fluid pressures drop precipitously and
solid stress rises sharply over very thin layers near outflow
surfaces. Pressing can be improved for such feeds by add-
ing an inert material (e.g., rice hulls) that stiffens the press
cake. Other feeds (e.g., spent coffee grounds and oilseeds)
have thick cell walls that adhere strongly together. Fluid
pressure builds up inside the solid when such feeds are
pressed. The extent of in-solids pressure buildup depends
on the rate of pressing and the extent of compaction. Press-
ing of such materials can be improved by treatments that
promote cell wall rupture.

PEELING, SKINNING, AND HULLING

Peels, skins, fatty layers, hulls, and shells frequently must
be removed from foods. Skins are often manually cut from
meat and fish with the assistance of special tools. Wholly
mechanical systems are also used. These grab a carcass,
carcass part, or fish at a selected spot and drag it past
suitably positioned knives and saws. Fat-depth-sensing
devices are sometimes used to guide cutting.

Moisture contents of shell-encased and hull-encased
foods are often adjusted to increase shell and hull friability
and separability. Hulls and shells are then cracked by im-
paction in rapidly rotating pin mills or by passing the food
involved through pairs of rollers or plates that turn at dif-
ferent speeds and produce a pressing, rolling action. Thin
shell and hull fragments are then pneumatically separated
from more compact usable food particles.
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Manual peeling of vegetables and fruit is costly; abra-
sion peeling removes too much peel and is wasteful. There-
fore, treatments that break down bonds between cells or
decompose cells in or near skins are used. These include
short time heating with high pressure steam, short-time
immersion in baths of lye, and passing product through a
flame. The loosened skin is then brushed off or washed off
by water jets, a step that also removes residues of chemical
peeling agents. The process can be analyzed in terms of
short-term heat or mass transfer in surface layers and the
kinetics of protopectin or cell wall breakdown. To sharply
limit intercellular bond breakdown, internal temperature
gradients near the product surface must be very large and
exposure times very short. Even so, undesirable textural
and color changes often occur in regions close to the peeled
surface.

CLEANING

Washing-based cleaning of food surfaces and cleaning and
disinfection of equipment are widely used food processing
operations that have been analyzed from an engineering
point of view (41–43). Efficient cleaning and rinsing can be
achieved only when smooth, highly polished, crevice- and
pocket-free equipment is used. Equipment conforming to
the sanitary design standards of the Technical Committee
of Dairy and Food Industry Supply Association and made
of type 304 or type 316 stainless steel is frequently used.
Parts may also be made of plastics and synthetic materials
approved by the U.S. Food and Drug Administration or
Department of Agriculture.

Equipment cleaning frequently involves an initial wa-
ter rinse, a caustic detergent wash, a second water rinse,
an acid wash (if calcium-rich deposits have formed), and a
final water rinse. Conditions that promote corrosion and
etching (e.g., use of chlorides) must be avoided. Disinfec-
tion is provided by cleaning or rinsing at high tempera-
tures, by steam heating of equipment, or by use of chemical
agents (e.g., hypochlorites). Cleaning formerly involved
manual hosing down and brushing of disassembled pipe-
lines and equipment and one-time use of cleaning agents.
Manual cleaning procedures are still frequently used in
meat processing plants and in food processing pilot plants.
Spray wands operating at pressures up to 3.5 MPa (500
psig) are used to ensure removal of adherent material.

Clean-in-place (CIP) systems that accomplish thorough
cleaning without disassembling piping and permit some
reuse of cleaning agents have been developed for many
plants. Because cleaning agents and rinse water run
through pipelines and narrow-bore equipment in CIP sys-
tems, they must be laid out to permit hang-up–free drain-
age. Product contact surfaces in tanks and large-bore
equipment are cleaned with the aid of sprays issuing from
permanently installed spraying devices. Globelike spray
heads or reciprocating sprays are used to provide complete
washing and rinsing of internal surfaces. Removal of clean-
ing agents during rinsing has been successfully modeled
so that rinsing can be accomplished without excessive use
of water.

Soil deposition and fouling interfere with process heat
transfer and greatly reduce permeation rates in

membrane-based processes. Therefore fouling and soil
deposition mechanisms and kinetics for such processes
have been extensively studied. The results of these studies
have been used to optimize frequencies of cleaning and to
select operating conditions and surface treatments that re-
tard fouling.

HOMOGENIZATION AND EMULSIFICATION

Fat in freshly drawn cow’s milk is dispersed as butterfat
globules that individually contain a fatty core coated with
a lipoprotein layer roughly 10 nm thick. Depending on the
type of cow involved and how long the animal has been
lactating, mean volume/surface diameters of butterfat
globules range between 2.5 and 4.5 lm (43). Unless
treated, the globules rise, producing a layer of cream on
top of milk. To prevent this, and to minimize butterfat
clumping, the globules are broken into droplets whose
mean volume/surface diameter ranges between 0.22 and
0.5 lm. This is usually done by passing milk through
spring-loaded, narrow-clearance valves in high-pressure
piston pumps, called homogenizers (26,43). Cavitation pro-
duced by rapid increases in velocity in the pump valve and
flow-induced shear break up the globules. The mean size
of the resulting droplets is inversely proportional to the
homogenization pressure used raised to the 0.6 power.
Brownian motion would very rapidly cause collision,
clumping, and coalescence of incompletely coated droplets.
Therefore the lipoprotein coating must redistribute itself
rapidly enough to completely coat freshly created drops be-
fore they collide with each other and stick together.

Dispersions of small drops of oil in a continuous aqueous
phase are often created by intensive agitation of a mixture
of an oil and an aqueous solution. The agitation produces
turbulent velocity fluctuations, which in turn cause local
shearing intense enough to overcome the interfacial ten-
sion forces that tend to hold drops together. Mean drop
sizes produced by such agitation are frequently propor-
tional to the interfacial tension raised to the 0.6 power and
inversely proportional to agitation power expenditure per
unit volume raised to the 0.4 power. Simple dispersions
rapidly coalesce and separate when mixing stops. To avoid
this, surfactants or agents that coat drops and prevent or
greatly retard drop coalescence are added. Dispersions sta-
bilized in this way are called emulsions. Stiff emulsions
that act like soft solids (e.g., mayonnaise) contain so much
dispersed material that drops butt against each other. A
great deal of work has been done to develop gelled low-fat
food systems with textural properties resembling those of
stiff, oil-rich emulsions.

SOLIDIFICATION

Gelling and Coagulation

Fluid foods often are converted into fluid-rich solids with
desirable textures by means of gelling and coagulation.
Acid produced by bacterial action and bond site production
due to the action of the enzyme rennet serve to coagulate
milk casein proteins and produce cheese (44–46). Acidifi-
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cation is used to precipitate and gel food proteins with low
isoelectric pH values (e.g., casein, milk whey proteins, and
soy proteins solubilized by base addition). Calcium salts
precipitate soy proteins and cause them to gel during the
production of tofu (47). Heat-induced gelation occurs dur-
ing the cooking of many protein-rich solutions and slurries.
Other protein solutions (e.g., gelatin) gel when cooled and
melt when heated. High-methoxy pectin causes acidic
sugar-rich fruit juices and slurries to gel when jams and
jellies are produced. Fully hydrated (gelatinized) starches
are used to produce cold-set soft puddings.

Liquid foods gel because reactions or physical chemical
forces bond together sites on adjacent, long-chain food mol-
ecules or chains of globular proteins (48). Low extents of
bonding produce increases in viscosity. Gelling occurs
when bond junction densities become large enough to form
coherent three-dimensional polymeric networks. Gelling
occurs only if the gelling agent concentration C exceeds a
critical value Co. Gelling times are often inversely propor-
tional to (C � Co)n, where n is a constant. Simple kinetic
considerations indicate that n should equal 1, but it is fre-
quently larger than 1. Gelling and coagulation rates may
be controlled by the rate of bond site production or by rates
of bond forming reactions or events. Cross-linking contin-
ues after gels form, and the gels progressively stiffen. This
reduces the mobility of network sections, slowing and
eventually stopping the bonding process. At gelling agent
concentrations substantially greater than Co, gel strength
tends to increase roughly linearly as (C/Co)2 increases.

Cooling-Induced Solidification

Hard sugar candies are made by evaporating water from
a concentrated solution of mixed sugars until the solution
is essentially converted into a hot melt containing less
than 1 % moisture. Then the melt is cooled. So viscous that
crystal growth does not occur, the melt ultimately becomes
a vitreous glass. Flavoring and coloring agents are blended
into the melt. When the hardening melt becomes stiff
enough, it is processed in devices that convert it into pieces
of appropriate size and shape. Chewy candies are made by
cooling, flavoring, coloring, and shaping evaporatively con-
centrated mixtures of sugars, corn syrup, fat, and milk sol-
ids containing 12–15% moisture. In both cases, solidifica-
tion is effectively caused by large cooling-induced increases
in viscosity and flow yield strength. Cooling is controlled
to prevent excess stress from developing and to permit
shaping (e.g., molding, rolling, and extrusion) before the
completion of hardening.

Chocolate is made by molding and cooling finely milled,
thoroughly worked mixtures of molten cocoa butter, cocoa,
sugar, and in some cases milk solids. Cocoa butter can exist
in four polymorphic forms that solidify or change form at
different temperatures. Only one, the b form, is stable at
room temperature. Therefore carefully controlled cooling
and seeding with fine b-form crystals is used in the solid-
ification of chocolate.

SHAPING AND TEXTURIZING OPERATIONS

Rolling and Flaking

Food processing intermediates used to produce bread, noo-
dles, cookies, and chewing gum are often rolled into sheets

before being further shaped by cutting and other forming
operations. Cooked cereal grits are rolled to form flakes
that are dried and toasted to make ready-to-eat breakfast
cereals. Oilseed grits are rolled into flakes to prepare them
for extraction. Ropes of partially hardened candy melts are
pulled through sequences of pairs of rollers turning at pro-
gressively faster speeds to produce narrow-diameter ropes,
which are then cut into pieces that are pressed into shape
by other devices. Engineering aspects of these operations
can be dealt with by methods developed to analyze the cal-
endaring of plastics (48). These methods involve the use of
partial differential equations to describe flow fields and
pressure gradients that develop in plastic materials pass-
ing between rolls. These equations can be solved to deter-
mine the pressing force and torque acting on the rolls and
the power required to drive them. Dimensional analysis
has been applied to circumvent complications due to the
complex rheological characteristics of food doughs (49).

Extrusion

Foods are frequently shaped, mixed, cooked, and textur-
ized in screw-driven extruders (50). Flow driven by shear
between the rotating screw and the stationary barrel con-
veys, mixes, and kneads the material being processed and
forces it through dies that shape the product. Rotating or
oscillating knives cut the extruded material into pieces of
suitable size. Action of the screws on the processed mate-
rial can generate a great deal of frictional heat, particu-
larly when screws with shallow flights are used and the
feed’s moisture content is low. Supplemental heating is of-
ten provided by heated jackets. Cooling jackets are some-
times used. Initially, single-screw extruders were used;
now, extruders containing corotating twin screws that con-
tain changeable sequences of conveying, kneading, and
pressurizing elements (Fig. 12) are frequently used. Flow,
mixing, and power expenditure in extruders of both types
have been treated by methods developed for extrusion pro-
cessing of polymers (49,51). Foods processed in extruders
usually contain 15–31% water so that they can be made
plastic when worked on by the screw.

Extruders operating close to room temperature and con-
taining screws with deep flights are used to form pasta by
forcing semolina-based dough through large arrays of par-
allel holes. Die hole inserts that provide nonuniform clear-
ance are used in the production of elbow macaroni. High-
temperature extrusion, based on use of screws with
shallow flights or elements that provide intense kneading,
is used to produce confectionery doughs and puffed and
textured foods. Temperatures between 130 and 180 �C are
frequently used in making these products. Extrusion is
used to convert soy protein into products that resemble
meat in structure and texture. Such texturization appears
to involve the formation of links between � acids and �
amines on amino acids in neighboring protein chains. Ki-
netic models for the reaction indicate that its rate depends
on shear rates in the extruder and die as well as the con-
centrations of the reacting species.

Concentrated purees or slurries containing components
capable of entering into setting reactions are pumped or
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Figure 12. Twin-screw extruder. Reprinted with permission of Krupp Werner and Pfleiderer Cor-
poration.

extruded through dies into baths or vapor-rich atmo-
spheres containing setting agents. Examples include the
use of extruded, slurried, partially dissolved collagen or
viscose solutions to form sausage casings and use of
pumped slurries containing alginates and pureed fruits or
vegetables to form artificially shaped fruit and vegetable
pieces. Pump- or piston-based extrusion is used to form
products that are subsequently heat set (e.g., doughnuts,
masa-based puffed products, and certain types of cookie
dough). Extrusion is also used to stuff meat emulsions into
sausage casings. Coextrusion is used to form fruit-filled
bars.

Moist feeds used to produce shaped cereal pieces and
pelletized animal feeds and pet food are pushed by rollers
through die holes in thick, rotating, perforated rings. Ex-
trudate emerging from the holes is cut into short pieces by
knives.

OTHER OPERATIONS

Because of space limitations, many food processing opera-
tions have not been covered in this article. These include
mixing; grinding, and milling; cutting, slicing, and dicing;
screening; pneumatic separation and classification; pump-
ing; mechanical, pneumatic, and hydraulic conveying;
slaughtering and carcass disassembly; casting and mold-
ing; distillation and deodorization; liquid–liquid extrac-
tion; gas absorption; crystallization; adsorption and ion ex-
change; chemical modification of food ingredients (e.g.,
hydrogenation of vegetable oils); various types of cooking
and baking; treatment of foods with ionizing radiation;
pore generation and puffing; coating and enrobing; sorting

and inspection; packaging and filling; fermentation, in-
cluding brewing, wine making, and the production of pick-
led vegetables and fermented dairy products; aquaculture;
shellfish depuration; automated egg production, and au-
tomated growing of plants and plant tissue in controlled
environments.
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INTRODUCTION

For the last twenty years, many biotechnology-derived
pharmaceuticals have been manufactured for the treat-
ment of diseases such as diabetes, cardiovascular diseases,
cancers, dwarfism, anemia, AIDS, cystic fibrosis, chronic
granulomatous disease, and kidney diseases. Some of
these recombinant protein drugs have already been ap-
proved by the U.S. Food and Drug Administration (FDA)

for marketing, others are still being tested in clinics or are
under review for approval. The success of these protein
pharmaceutical drugs greatly depends on the delivery of
their biologically active forms to the target site. Therefore,
the development of a stable formulation, in which the pro-
tein can maintain its native conformation and bioactivity,
is one of the important steps in the production of protein
pharmaceuticals. In fact, the FDA usually requires the
pharmaceutical manufacturers to provide real-time stabil-
ity data to demonstrate that a pharmaceutical drug con-
tains at least 90% potency throughout the entire shelf life
period (usually � 2 years) before it can be approved to be
a marketed product. In addition, the manufacturers are
required to demonstrate that the degradation products
that may cause a loss in the potency of the drug do not
have any adverse effects on the safety and efficacy of the
drug.

In developing a protein drug formulation and designing
a delivery system, formulation scientists must consider the
physicochemical properties, clinical indication, site of ac-
tion, pharmacokinetics, and toxicity of the drug. The phys-
icochemical properties of proteins such as the amino acid
composition, molecular weight, isoelectric point (pI), gly-
cosylation, and conformation can affect the pharmacoki-
netics and toxicity as well as the clinical indication. The
potential clinical application of a protein drug depends
upon the biological function and potency of the product,
and the physical and chemical properties of a protein de-
termine its biological function and potency.

The unique physical and chemical properties of each
protein also determine its in vitro and in vivo stability. To
obtain in vivo information on the pharmacokinetics and
toxicity of a drug, the drug must be administered with a
stable formulation. In considering the best formulation for
the intended applications of a protein drug, the formula-
tion scientist must also consider the route of administra-
tion. For initial animal testing, protein drugs are usually
administered systemically via an intravenous (i.v.) injec-
tion. However, some indications may require a high local
drug dose that cannot be achieved by i.v. administration
due to toxicity issues. In this case, an alternative route
of delivery is necessary. For example, Pulmozyme�
(rhDNase) is delivered to patients with cystic fibrosis via
the pulmonary route of administration (1). The drug is best
administered directly into the lungs of the patients as an
aerosol using nebulizers in order to achieve an efficacious
dose at the target site (lungs). Thus, the development of
both a stable formulation and suitable delivery route or
system is critical in determining the success of a final prod-
uct.

During the past 10 years, several review articles and
texts related to protein formulation and stability have
been published (2–7). The purpose of this article is to pro-
vide a comprehensive overview of formulation and delivery
aspects of protein drugs. Protein degradation pathways,
analytical characterization of proteins, the process of for-
mulation development, and drug delivery systems are re-
viewed.

PROTEIN DEGRADATION PATHWAYS

Chemical and physical degradation is the major cause of
instability for biopharmaceutical products. There are
many degradation routes for proteins. Aggregation, deam-
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idation, and oxidation are the three most common ones,
others include isomerization, cleavage, thiol disulfide ex-
change, and b-elimination. To develop a stable protein for-
mulation, protein degradation in the formulation must be
inhibited or minimized throughout the shelf life of the
product. Fortunately, with the advances in analytical tech-
niques for protein analysis, most of these expected degra-
dation routes can be identified, and the degradation prod-
ucts can also be characterized by formulation scientists. In
addition, with the continued success of biotechnology, more
recombinant proteins have become available for studying
degradation mechanisms, thus increasing the general
knowledge in formulating new proteins.

Aggregation

Protein degradation via aggregation pathways is consid-
ered a physical reaction that does not involve the breakage
or formation of covalent bonds. For a protein to retain its
biological function and stability, it must maintain its con-
formational or tertiary structure. Protein conformation is
stabilized mainly by hydrophobic interactions (8–11).
Thus, monomeric globular proteins often exist in native or
folded conformations such that the hydrophobic groups are
not exposed on the surface (12). Loss in the tertiary glob-
ular structure or unfolding of proteins due to denaturation
results in exposure of hydrophobic residues to the environ-
ment. Protein aggregation or denaturation in a formula-
tion (liquid or lyophilized) can be caused by a change in
temperature, extreme pH, ionic strength, pressure, or
presence of denaturants (11,13). Usually, the native, N,
and unfolded, U, states of a protein are in equilibrium dur-
ing denaturation and folding in a two-state process, as
shown in equation 1. The reversibility of the unfolding pro-
cess depends upon the formulation conditions.

N s U (1)

N s I s U
f (2)
A

Sometimes, a protein denatures via a different pathway
that involves the formation of at least one stable, partially
unfolded intermediates. As shown in equation 2, the native
protein unfolds to form an intermediate, I, that has the
internal hydrophobic residues exposed to the environment.
This hydrophobic intermediate on the refolding pathway
may then form aggregates, A, due to intermolecular hy-
drophobic interactions. According to this scheme, the pro-
tein must be denatured or unfolded before nonnative ag-
gregates can be formed. The formation of a stable
intermediate during denaturation and folding has been ob-
served for many proteins (14–18). For example, the dimeric
native form of interferon-c (IFN-c), unfolds to form a par-
tially denatured monomeric intermediate, below pH 4.5
and in the absence of NaCl (19,20). Upon dialysis, both
native IFN-c and aggregates were obtained. The aggre-
gates lost most of the native tertiary structure as well as
bioactivity.

Deamidation

Deamidation of protein is the acid- and base-catalyzed hy-
drolysis of the side-chain amide on glutamine (Gln) and
asparagine (Asn) residues to form a carboxylic acid
(Scheme 1). Studies of deamidation in peptides by Robin-
son and his coworkers suggested that Asn is more suscep-
tible to deamidation than Gln and degrades more readily
in the presence of an adjacent glycine (Gly) residue on the
C-terminal side of the sequence (21,22). It was also discov-
ered that the deamidation of Asn-Gly was accelerated at
pH � 7.0. In addition, the studies found that the amino
acid sequence plays a major role in determining the rate
of deamidation. For example, the presence of polar amino
acid residues adjacent to an Asn or Gln enhances the rate
of deamidation, whereas adjacent bulky hydrophobic res-
idues decrease the deamidation rate. Serine (Ser) or thre-
onine (Thr) next to an Asn or Gln can act as a general acid
by providing a proton in the acid-catalyzed reaction,
thereby enhancing the rate of deamidation. The major fac-
tors influencing the rate of protein deamidation include
pH, temperature, ionic strength, and buffer species. Deg-
radation of proteins via deamidation has been shown to
exist in recombinant protein pharmaceuticals such as in-
sulin (23,24) and human growth hormone (25,26) in liquid
formulations.

Isomerization

Deamidation of an asparagine (Asn) residue to yield as-
partate (Asp) can also lead to the formation of an isoas-
partate (iso-Asp) via intermediate succinimide formation
(27). Nucleophilic attack of the main-chain amide nitrogen
on the carbonyl carbon of the Asn side-chain amide group
results in a five-membered succinimide ring. This cyclic
imide can be hydrolyzed to form either aspartate or isoas-
partate (Scheme 2). An aspartate residue can also undergo
deamidation via intermediate succinimide formation to
yield isoaspartate. In this case, nucleophilic attack of the
main-chain amide nitrogen on the carbonyl carbon of the
Asp side-chain carboxylic group results in the formation of
a cyclic imide (Scheme 3). The additional CH2 group in the
glutamine (Gln) side chain makes the formation of a cyclic
imide intermediate by nucleophilic attack less favorable
than for an Asn or Asp residue. Therefore, the deamidation
rate of Gln via isomerization is very slow. When a Gly or
Ser residue is next to the Asn or Asp residue, the isomer-
ization via cyclic imide formation is accelerated in solution
(28). An increase in temperature or pH also increases the
rate of isomerization for peptides containing an Asn-Gly or
Asp-Gly sequence (29). Cyclic imide formation was dem-
onstrated during the storage of lyophilized recombinant
methionyl human growth hormone (met-rhGH) at 45 �C for
4 months (30), and the Asp-130 residue in the protein un-
derwent isomerization (31).

Cleavage

Cleavage of peptides at an asparagine residue can result
from the nucleophilic attack of the side-chain amide nitro-
gen on the main-chain peptide carbonyl to form a C-
terminal succinimide (Scheme 4). The reaction is sponta-
neous and dependent on protein sequence. Asparagine
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Scheme 4. Spontaneous cleavage of
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having an adjacent Gly or Ser residue on the C-terminal
side is more labile to spontaneous cleavage. Cleavage at
an Asn-Ser linkage has been demonstrated in proteins
such as bovine and porcine somatotropins (32).

Oxidation

Oxidation is one of the major degradation pathways for
protein pharmaceuticals. Amino acids that can undergo
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oxidation include methionine, cysteine, histidine, trypto-
phan, and tyrosine. Oxidation of methionine has been dem-
onstrated in many recombinant proteins such as interleu-
kin 2 (33), relaxin (34), parathyroid hormone (35), and
human growth hormone (36). At low pH, the thioether
group of methionine is not protonated and is susceptible
to oxidation, resulting in methionine sulfoxides. Under ex-
tremely oxidative conditions, the sulfoxides can be further
oxidized to sulfones. Methionine can react with a variety
of oxygen-reactive species such as hydrogen peroxide, al-
kylhydroperoxides, molecular oxygen, and singlet oxygen
generated by heat and light. Methionine oxidation can be
catalyzed by the presence of transition metal ions such as
Cu2�, Fe2� or Fe3�. Although there are many oxidative
pathways for methionine reported in literature (3,7,37,38),
oxidation via a free radical, singlet oxygen, or nucleophilic
substitution are the three common mechanisms. In con-
trast to methionine, oxidation of cysteine usually occurs at
higher pH where the thiol is deprotonated (39). Cysteine
can react with molecular oxygen to form cystine disulfide.
The reaction can also be catalyzed by transition metal ions,
especially Cu2�. In some proteins cysteine can be oxidized
to give sulfenic, sulfinic, or sulfonic acids (40). Histidine,
tryptophan, and tyrosine are susceptible to photooxidation
via the singlet oxygen pathway. The rate of photooxidation
is pH dependent. At neutral pH, histidine and tryptophan
photooxidize faster than tyrosine (41). At low pHs, tryp-
tophan and methionine are the most photoreactive amino
acids (42).

Oxidation of methionine:

RSCH r RS(O)CH r RS(OO)CH3 3 3

methioine methionine methionine
sulfoxide sulfone

Oxidation of cysteine by oxygen:

� �RS � O r RS• � O •2 2

� �RSH � O • r RS• � HOO2

RS• � RS• r RS-SR

Thiol Disulfide Exchange

Thiol disulfide exchange occurs when a disulfide bond is
reduced to two cysteines, and one of them reacts with an-
other cysteine to form a new disulfide (5). The incorrect
linkage of two cysteines in a disulfide bond can induce loss
of biological activity of the protein. For example, interleu-
kin 2 contains three cysteines at positions 58, 105, and 125.
The native protein form has a disulfide linkage between
the two cysteines at 58 and 105. In the presence of copper
ions, two less active isomers with disulfide linkages be-
tween the cysteines at 58 and 125 and the cysteines at 105
and 125 are formed (5). The reaction is also base catalyzed
and concentration dependent. The reaction rate can be in-
fluenced by pH, temperature, buffer composition, and the
presence of other metal ions.

b-Elimination

Inactivation of proteins in an alkaline solution can result
from b-elimination of the cystine residue, with the hetero-

lytic cleavage of the disulfide and the formation of dehy-
droalanine and persulfide (equation 3). The persulfide can
further react with hydroxide to form hydrosulfide (HS), as
shown in equation 4 (5). The rate of b-elimination increases
with increase in temperature and pH. The presence of
metal ions also enhances the reaction rate.

� �R�CH SSCH R� � OH r R�CH SS2 2 2

� CH � CR� � H O (3)2 2

� � � �R�CH SS � OH r R�CH SO � HS (4)2 2

PROTEIN FORMULATION DEVELOPMENT

After gathering all the background information (physico-
chemical properties, application, site of action, etc.) on the
protein to be formulated, the first step that a formulation
scientist usually takes is to characterize the protein in the
initial formulation by analytical methods. During this
step, analytical methods are also developed or optimized
for use in formulation and stability studies. Because pro-
tein degradation is often dependent on pH and tempera-
ture, the second step of formulation development is to de-
termine the relationship between the major degradation
pathways of the protein and these parameters. Formula-
tion scientists usually perform short-term studies of pH
and elevated temperature (e.g., 25–40 �C) on initial liquid
formulations. After determining the major degradation
pathways in these formulations, the formulation scientist
will select the most stable formulation that can achieve an
optimum balance between the different degradation path-
ways. Finally, long-term stability testing is performed on
the final chosen formulation to obtain real-time stability
data. This section reviews the process of developing a sta-
ble formulation for protein pharmaceuticals. A simplified
process diagram for protein formulation development is
also illustrated in Figure 1.

Analytical Methods for Assessment of Protein Formulations

The selection of formulations for protein pharmaceuticals
greatly depends on the stability results obtained in the for-
mulation screening. Therefore, it is important to have suit-
able and sensitive analytical methods to study the degra-
dation of proteins in formulations. Review articles by
Jones provide detailed principles and applications of many
analytical methods that can be used for protein character-
ization (43,44). In the following section, the commonly used
analytical methods for determining protein formulation
stability during formulation development are discussed. A
summary of the analytical methods used for identifying
protein degradation is shown in Table 1.

High Performance Liquid Chromatography. High perfor-
mance liquid chromatography (HPLC) methods are widely
used in the pharmaceutical industry for the analysis of
peptides and proteins. The common HPLC methods for
use in formulation development to assess protein stability
are size exclusion chromatography (SEC), ion exchange
chromatography (IEC), reversed-phase chromatography
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Figure 1. Simplified process diagram for
protein formulation development.
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(RPC), and hydrophobic interaction chromatography
(HIC). Degradation of proteins via aggregation and cleav-
age results in the formation of soluble and insoluble ag-
gregates (oligomers) and fragments, respectively. These
soluble aggregates and fragments have different apparent
molecular weights and can be separated from the intact
protein on a size exclusion column that contains porous
particles with different pore diameters and has been cali-
brated with molecular weight standards, usually globular
proteins of known molecular weight.

IEC is often employed during formulation and stability
studies for the separation of degraded proteins with charge
heterogeneity resulting from deamidation or isomeriza-
tion. Charged protein tends to bind to ion-exchanged resin
(e.g., sulfopropyl, DEAE) of opposite charge by ionic inter-
action. Bound proteins can be eluted at their own critical
salt concentration, allowing separation of the various
charge forms (44). The amount of salt required to elute a
charged species depends on its affinity for the resin (e.g.,
number of binding sites), the net charge, and the ability of
the salt to displace the bound protein. By this method,
deamidated forms of a protein that exhibit different net
charge from each other and the native protein can be sepa-
rated and quantified.

RPC methods are commonly used for the separation of
small molecules and peptides, especially for peptides that

result from proteolytic digestion of proteins in peptide
mapping (45). A hydrophobic surface on the protein binds
to the hydrophobic site of the resin (e.g., alkyl groups such
as butyl [C4], hexyl [C6], or octadecyl [C18] or aromatics
such as phenyl) in a reversed-phase column by hydropho-
bic interaction. Such hydrophobic interactions can be
weakened by increasing the content of organic modifier in
the mobile phase (46). Thus, proteins can be eluted in the
order of their hydrophobic interaction strengths by an or-
ganic modifier such as acetonitrile. Although the applica-
tion of RPC for analysis of recombinant proteins is less
common than for peptides due to difficulties in resolution
of large molecules, it has been used for characterization or
separation, as in the case of met-rhGH and rhGH, which
differ by the only one amino acid (47). This method is also
useful in detecting the formation of more polar degraded
proteins resulting from oxidation.

Similar to RPC, HIC is another useful technique for the
separation of proteins based on their differences in surface
hydrophobicity. Most proteins have some hydrophobic
groups exposed to the surface. When the hydrophobic sur-
face of a protein is in contact with the hydrophobic ligands
on the beads of a column, water is released from the hy-
drophobic regions, and the entropy of the system is in-
creased. The release of water increases the entropy of the
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Table 1. Analytical Methods Used for Analysis of Protein
Degradation During Formulation Development

Analytical method Protein degradation/alteration

High performance liquid chromatography

Size exclusion Aggregation, polypetide cleavage
Ion exchange Charge alteration (e.g.,

deamidation)
Reversed phase Oxidation, disulfide alterations,

charge alteration (using
peptide map)

Hydrophobic interaction Neutral alteration (e.g., Met
oxidation)

Electrophoresis

SDS-PAGE Aggregation, polypeptide
cleavage, disulfide alterations

Isoelectric focusing Charge alteration (e.g.,
deamidation)

Capillary electrophoresis

Capillary zone
electrophoresis

Charge alteration (e.g.,
deamidation)

Capillary isoelectric
focusing

Charge alteration (e.g.,
deamidation)

SDS-dynamic sieving
capillary electrophoresis

Aggregation, polypeptide
cleavage, disulfide alterations

Spectroscopy

UV absorption Tertiary structure alteration
Change in protein concentration

Circular dichroism Secondary structure alteration
(far-UV CD)

Tertiary structure alteration
(near-UV CD)

Light scattering Aggregation

system, causing the free energy to decrease on adsorption
(48). Protein adsorption on an HIC column can be adjusted
by changing the salt concentration. At high salt
concentrations, protein adsorption is mainly due to hydro-
phobic interactions. By running the column with decreas-
ing salt concentration, protein will be eluted from the col-
umn when the salt concentration is not high enough to
maintain or stabilize the interaction.

Electrophoresis. Electrophoresis is a common method
for the separation of proteins based on their net charge and
size. Upon applying an electric field to a protein, it mi-
grates toward the anode or cathode, depending on its net
charge. There are two basic forms of electrophoresis: so-
dium dodecyl sulfate polyacrylamide gel electrophoresis
(SDS-PAGE) and isoelectric focusing (IEF). In SDS-PAGE,
proteins are complexed with the denaturing agent SDS to
give similar mass-to-charge ratios so that they can have
free electrophoretic mobility. When SDS-complexed pro-
teins are electrophoresed in a polyacrylamide gel with the
appropriate pore size, their migration rate will be based
on the size of the proteins. Thus, a mixture of proteins with
different molecular weights can be separated using this
method.

Separation of proteins by IEF is based on their isoelec-
tric points (pIs), where the mobility of each protein in an
electric field is zero and the net charge of the each protein
is also zero. Because the mobility of nondenatured protein
is dependent on its net charge, and this charge is deter-
mined by the pH of the solution, an electric field in the
presence of a pH gradient causes the protein to migrate
until the pH is the same as the pI (49). This technique is
usually employed by preparing a polyacrylamide gel con-
taining ampholytes of appropriate pI and buffer capacity
to produce a pH gradient that is stable in the applied elec-
tric field. This method has been used to assess protein
deamidation during stability studies of many pharmaceu-
tical products such as recombinant human growth hor-
mone (50).

Capillary Electrophoresis. Due to recent advances in
technology, capillary electrophoresis (CE) is being more
widely used in the biotechnology industry for protein anal-
ysis. The sensitivity and speed of CE make it a useful tech-
nique in early protein formulation development when only
a small amount of material is available. CE provides a
wide range of separation modes that can be performed with
a single instrument. The basic separation principles are
the same as with conventional electrophoresis techniques.

Capillary zone electrophoresis (CZE) is the most com-
mon CE separation method, and it employs a single buffer
system in free solution. Separation of proteins using CE is
based on their differences in mass-to-charge ratio. Sepa-
ration takes place in free solution inside a capillary (usu-
ally made of fused silica) filled with electrolyte. Proteins
with different mass-to-charge ratios are separated into in-
dividual zones as electrical force drives them at different
rates through the capillary. As the mass-to-charge ratio
increases, the electrophoretic mobility decreases, resulting
in a longer migration time. Coated capillaries and buffer
additives are often used to prevent protein adsorption and
electroendosmotic flow. CZE has been used for the detec-
tion of the heterogeneity of recombinant proteins (51) as
well as the separation of the deamidation products of
growth-hormone-releasing factor (52).

Capillary isoelectric focusing (cIEF) is another separa-
tion mode in CE for the separation of proteins based on
their isoelectric points. There are three basic steps in cIEF:
sample injection, focusing, and mobilization. Proteins are
premixed with ampholytes and injected into the capillary
by pressure. High voltage is applied to the capillary during
focusing so that sample ions can migrate to their neutral
charge point in the pH gradient formed by the ampholytes
along the capillary. After focusing, the focused protein
bands are moved to the detection point to generate a sig-
nal. The on-line UV detection of cIEF provides a more ac-
curate quantitation than the slab gel technique. A coated
capillary is recommended for cIEF because the proteins
stay in the capillary for focusing and mobilization. cIEF
has been applied to the characterization of charge hetero-
geneity of recombinant monoclonal antibodies as a result
of deamidation (53,54). The high resolving power of the
method also makes it useful for the characterization of the



1268 FORMULATION AND DELIVERY, PROTEIN PHARMACEUTICALS

Table 2. Examples of Buffers Commonly Used in
Recombinant Protein Formulations for pH Maintenance

Buffers pH Commercial productsa

Sodium acetate 4.0 Neupogen� (Amgen)
Sodium succinate 5.0 Actimmune� (Genentech)
Sodium citrate 6.0 Nutropin� AQ (Genentech)

6.5 Rituxan� (IDEC, Genentech)
6.9 Epogen� (Amgen)

L-Histindine HCl 6.0 HERCEPTIN� (Genentech)
Sodium phosphate 7.3 Intron-A� (Schering-Plough)

7.4 Protropin� (Genentech)
7.5 Humatrope� (Lilly)
7.0 Orthoclone OKT�3 (Ortho)
7.5 Proleukin� (Chiron)
7.4 Nutropin� (Genentech)

Phosphoric acid 7.3 Activase� (Genentech)

aRecombinant biological products approved for marketing in the United
States. Source: Ref. 64.

heterogeneity of the glycoforms of glycoproteins such as
recombinant tissue plasminogen activator (55).

SDS-dynamic sieving capillary electrophoresis
(SDS-DSCE) is a useful separation mode in CE for the mo-
lecular weight determination of proteins. Because all pro-
teins have the same mass-to-charge ratio after complexa-
tion with SDS, the migration rate of proteins depends only
on their molecular size. Although SDS-DSCE is equivalent
to the conventional SDS-PAGE, it provides a rapid and au-
tomated system for quantitative analysis of proteins based
on their molecular weight. Monoclonal antibodies de-
graded by the formation of aggregates and fragments can
easily be separated by this method (54,56,57).

Spectroscopy. Ultraviolet (UV) absorption spectroscopic
measurement is the most convenient and accurate method
for the determination of protein concentration. Proteins
with aromatic amino acids have a maximum in UV ab-
sorption between 275 and 282 nm at pH values below 8
(58). Thus, the protein concentration in a sample can be
determined by measuring its absorbance at the wave-
length maximum near 280 nm, and this absorbance is then
compared with the absorbance of a solution with a known
protein concentration or, if known, the molar extinction co-
efficient or absorptivity of the protein may be used. The
absorptivity (often incorrectly described as the extinction
coefficient) of a protein is defined as the absorbance of a 1
mg/mL protein solution through a 1-cm path at the wave-
length maximum (e.g., near 280 nm). The molar extinction
coefficient is the absorptivity of a 1.0 M solution of the pro-
tein through a 1.0-cm path. It is important to measure the
protein concentration accurately for extinction coefficient
determination. Quantitative amino acid analysis, nitrogen
determination, or dry weight measurement are often used
for this purpose.

Circular dichroism (CD) spectroscopy is a useful tech-
nique to evaluate the secondary and tertiary structures of
protein (59,60). The secondary structure of a protein such
as �-helices, b-sheets, and random coils can give rise to CD
signals in the far-UV region (170–250 nm). CD spectros-
copy is commonly employed for the study of denaturation
or unfolding of proteins. The tertiary structure of a protein
affects the local environment of the aromatic amino acids
such as trytophan, tyrosine, and phenylalanine, as well as
the disulfide bonds, and these effects contribute to CD sig-
nals in the near-UV region (240–320 nm). Because CD sig-
nals can be either positive or negative, it is not easy to
obtain detail from CD spectra. However, a change in the
far- or near-UV CD spectrum can represent a change in
the secondary or tertiary structure of the protein, respec-
tively. Therefore, CD is a useful tool to measure protein
denaturation as well as aggregation, both of which result
in structural or conformational changes.

Light scattering spectroscopy can be used to detect pro-
tein aggregation due to the fact that larger particles scat-
ter more light per weight unit than small ones. Aggregated
proteins can be either soluble or insoluble. Insoluble ag-
gregates usually cause opalescence (turbidity) in a protein
liquid formulation, yielding light scattering at wave-
lengths even in the visible region of the spectrum. Turbid-
ity can also be conveniently measured in the near UV (340–

360 nm) if no other chromophores are present in the same
region. Thus, an increase in absorbance in this region often
indicates the formation of aggregates. Correction for light
scattering errors is necessary for the measurement of pro-
tein concentration made by the absorbance at the peak
wavelength near 280 nm (61). Pharmaceutical final prod-
uct solutions are required by the FDA to be inspected for
clarity and degree of opalescence. Therefore, light-scatter-
ing determination may be substituted for the visual in-
spection method. Because native protein in solution also
scatters light, light-scattering spectroscopy can be used to
estimate the molecular weight of a protein. Dynamic laser
light scattering, also known as photon correlation spec-
troscopy (PCS) or quasi-elastic light scattering (QELS),
can be used to calculate the average hydrodynamic diam-
eter and determine the diffusion coefficient of a protein by
autocorrelation methods (62,63).

Formulation Screening Methods

The methods commonly used by formulation scientists for
protein formulation screening to select the best candidate
formulation include the short-term accelerated pH and
temperature stability studies. Accelerated conditions are
defined as the extremes of the parameter range (e.g., 40 �C
and high (�9.0) or low (�3.0) pH).

Accelerated pH Stability Studies. Solution pH often plays
an important role in the stability of the protein product
because most of the major protein degradation pathways
are pH dependent. Thus, the stability of a protein in dif-
ferent formulations can be compared by performing sta-
bility studies on the protein formulated at a range of pH
using a variety of buffer solutions. Examples of buffers that
are used to maintain the pH of formulations in commer-
cially available recombinant protein drug products are
listed in Table 2. Acetate, succinate, citrate, and phosphate
are the most common buffers used in recombinant protein
formulations. For rapid formulation screening, a pH sta-
bility study is usually performed in a short period of time
and at an elevated temperature of 40 �C because the rate
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of degradation is slow at low temperature. Often, a pH sta-
bility profile for each formulation can be developed by plot-
ting the rate constants of all degradation reactions versus
pH. The most stable protein formulation selected should
be the one with a pH at which the overall degradation re-
actions are minimal.

Accelerated Temperature Stability Studies. Because tem-
perature also has effects on protein degradation reactions,
stability testing at accelerated temperatures is often car-
ried out by formulation scientists for formulation screen-
ing, and the degradation rate profiles in various formula-
tions are compared using Arrhenius plots. An Arrhenius
plot allows one to predict the degradation rate constants
at storage temperatures other than those actually studied,
assuming that the protein does not undergo physical
changes at a given temperature. Formulation scientists of-
ten use the Arrhenius plot to extrapolate results obtained
at higher temperatures to 5 �C for product shelf life pre-
diction. However, at least three temperatures are required
to obtain an Arrhenius plot, and extrapolation of these
data should be done with understanding of the assump-
tions made regarding the linearity of the response and the
accuracy of the rate constants. Small-molecule drugs that
often degrade via a single degradation pathway usually
follow Arrhenius behavior. However, due to complexity in
protein structure, more than one degradation reaction can
occur in a protein product. This may result in nonlinear
Arrhenius behavior. Sometimes, the degradation path-
ways for proteins at higher temperatures are not the same
as those at lower temperatures. For example, interleukin
1b undergoes deamidation at or below 30 �C and aggrega-
tion at or above 39 �C (65). In this case, the formulation
selected based on accelerated stability results may not be
stable enough to protect the protein from degradation at
lower temperatures. However, accelerated stability testing
can still be a useful tool for protein formulation screening
if the protein primarily degrades via only one degradation
pathway within a selected temperature range, or if the
degradation pathways are not influenced by one another
(e.g., deamidation rate not affected by oxidation).

Stress Testing

After a stable protein formulation is selected from the for-
mulation screening studies, stress tests are usually per-
formed to determine whether additives are required to sta-
bilize the protein against stresses such as agitation,
freeze-thawing, and light exposure.

Agitation Studies. Proteins are susceptible to denatur-
ation by mechanical force such shaking or agitation. Shak-
ing of liquid protein products can occur during filling, ship-
ping, and handling. The mechanism of denaturation may
involve an increase in area of the air–liquid interface dur-
ing shaking. Proteins have a tendency to unfold and expose
their hydrophobic groups at an air–liquid interface, re-
sulting in denaturation and the formation of aggregates.
Proteins also tend to concentrate at the air–liquid interface
due to the presence of both polar and nonpolar side chains.
Irreversible unfolding or aggregation of the protein occurs

when the interface surface area increases (66). Henson ex-
plained that the turbidity observed in some protein solu-
tions during vigorous shaking could be due to the forma-
tion of aggregates when the air–liquid interface increases
(67). Formulation scientists often perform agitation stud-
ies on liquid protein formulations to determine if a surfac-
tant is required to protect the protein from denaturation
when agitation is unavoidable during manufacturing,
shipping, and handling. The addition of surfactants could
either reduce the interfacial tension or solubilize the con-
centrated protein at the interface (2). Surfactants com-
monly used as stabilizers in the pharmaceutical industry
include polysorbate 20, polysorbate 80, pluronic 68, and
brij, which are polymers composed of various combinations
of ethylene oxide, propyl oxide, sorbitan, and fatty alco-
hols.

Freeze–Thaw Studies. Under many circumstances, such
as processing, storage, shipping, and stability testing,
freezing and freeze-thawing stresses may be applied to
proteins. For instance, it is very common for a liquid pro-
tein bulk to be manufactured and stored as frozen bulk for
long-term storage and then thawed before filling into con-
tainers for packing as a liquid protein product or for freeze-
drying as a lyophilized product. Sometimes, a protein for-
mulation is frozen as a concentrated bulk for storage and
then thawed and diluted with placebo before use. The risks
of accidental freezing and thawing of proteins in liquid for-
mulations may also exist during shipping and handling.
Formulation scientists often perform short-term stability
testing such that samples at each timepoint are kept fro-
zen and then thawed at the end of the study for analysis.
In lyophilized formulations, proteins are subjected to freez-
ing during the lyophilization process. Therefore, freeze-
thawing stability studies (at least three cycles of freezing
and thawing) are usually performed on potential formu-
lation candidates during formulation development to en-
sure the final product is stable upon freeze-thawing.

Protein denaturation during freezing is mainly caused
by the phase separation due to the formation of ice. When
ice is formed in a liquid protein formulation, the local con-
centration of protein as well as all excipients increases dra-
matically. The concentrated excipients in the non-ice phase
may become destabilizing agents and cause the protein to
denature (68). Some buffer species such as sodium phos-
phate and sodium succinate exhibit a decrease in pH dur-
ing freezing. Freezing-induced pH changes may cause
instability of recombinant proteins, as observed in IFN-c
formulated in succinate buffer (69).

If a protein formulation is evaluated to be denatured
during freeze-thawing studies, formulation scientists may
consider adding cryoprotectants such as sugars, polyols,
amino acids, and inorganic and organic salts to prevent
denaturation. The preferential exclusion mechanism of
protection of proteins by these cryoprotectants during
freeze-thawing was proposed by Timashelf and his cowork-
ers (70). They suggested that the cryoprotectants, acting
as cosolutes in the solution, are preferentially excluded
from the protein. Consequently, the protein itself is pref-
erentially hydrated by water. Hydration of a protein plays
an important role in maintaining the conformational struc-
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ture. Water contributes to the hydrogen bonds and hydro-
phobic interactions that are responsible for the formation
of the secondary structure as well as maintaining the pro-
tein in a folded or native form (tertiary structure).

Light Stability Studies. Some amino acid residues in pro-
teins can absorb energy from UV light and become modi-
fied to form photooxidized degradation products, especially
in the presence of photosensitisers such as molecular
oxygen, riboflavin, dyes, and polymers containing ether
linkages (e.g., polysorbates). For example, the methionine
residue in recombinant human relaxin can undergo pho-
tooxidation to form methionine sulfoxide (71), and the
tryptophan residue in monoclonal IgG is converted to kyn-
urenine and N-formylkynurenine upon exposure to UV
light (72). The degree of photolytic degradation in the pro-
tein formulation can be influenced by many factors, in-
cluding the buffer species and its concentration, excipients,
and the formulation pH. Light intensity, duration of ex-
posure, and storage temperature can also affect the rate of
photolytic degradation.

Light stability testing is often performed during protein
formulation development. The aim of a photostability
study is to accelerate the formation of photodegradation
products, if any, in a particular formulation upon exposure
to light. FDA guidelines call for light stability testing of
finished drug formulations but do not provide specifics of
how to perform the test. A recent review article by Nema
et al. provides an extensive overview of the protocols cur-
rently being used to perform photostability studies in
pharmaceutical industry (73). Fluorescent lamps are usu-
ally used by pharmaceutical formulation scientists to sim-
ulate sunlight in photostability studies. Finished drug
products are stored in a light cabinet with light intensity
of 2–180 klx. The total exposure is between 8 and 4,500
klx days. Temperature inside the light cabinet is main-
tained at 25 � 2 �C. Control samples, wrapped in alumi-
num foil, are exposed concurrently with the test samples.

Photolytic degradation of protein can be prevented by
adding antioxidants to the formulation. Antioxidants can
be classified into four main categories: chelating agents,
reducing agents, oxygen scavengers, and chain termina-
tors (74). If the addition of antioxidants in a protein for-
mulation does not inhibit oxidation, the use of light-
resistant containers is an alternative way of protecting
light-sensitive protein drugs.

Lyophilized Formulation

Protein products that are unstable in solution or whose
most-stable liquid formulations have insufficient long-
term storage stability for marketing require lyophilization.
However, the lyophilized products are usually limited to
reconstitution and use in a short period of time. Lyophi-
lized products also require longer time and more labor for
formulation development than the ready-to-use liquid
products. Lyophilization is also expensive due to the added
costs of drying. Therefore, lyophilization is usually consid-
ered as an alternative method in protein formulation de-
velopment when success with a liquid formulation cannot
be achieved.

Lyophilization, also known as freeze-drying, is a process
usually employed in the protein pharmaceutical industry
to convert protein liquid formulations into solids of suffi-
cient stability for storage. The process involves three major
steps: freezing, primary drying, and secondary drying.
During the initial freezing step, solvent (usually water)
from an aqueous solution of protein drug that has been
filled into glass vials is frozen and crystallized into solid
ice at a low temperature such as �40 �C in a freeze dryer.
The solutes including the protein and excipients are usu-
ally converted into an amorphous solid phase, which con-
sists of uncrystallized solutes and uncrystallized water be-
low their glass transition temperature, although some
excipients such as buffer salts and mannitol may crystal-
lize (75). The second step of the freeze-drying process, in
which ice is removed from the frozen product by sublima-
tion and condensation, is called primary drying. After the
entire protein solution has been solidified, vacuum is ap-
plied to the drying chamber, and the shelf temperature is
increased to supply heat to sublime ice from the frozen
solid. Water vapor formed as a result of sublimation is con-
densed on cold surfaces in the condenser chamber. Primary
drying is the longest part of the freeze-drying process and
may require several days. After the bulk water (ice) has
been removed from the partially dried product, secondary
drying begins. During the stage of secondary drying, the
final step of the freeze-drying process, the shelf tempera-
ture is increased to provide an elevated product tempera-
ture to remove the unfrozen water remaining in the amor-
phous solid phase. Secondary drying is usually performed
over several hours at a shelf temperature between 25 and
50 �C, and the product temperature is maintained at about
25–35 �C.

The successful development of a lyophilized protein
product requires the development of a liquid formulation
that is stable to the freeze-drying process. Proteins can un-
dergo denaturation or aggregation during both freezing
and drying. The effects of freezing and drying on protein
conformation described by Arakawa and Carpenter are il-
lustrated in Figure 2. Formulation scientists often con-
sider adding cryoprotectants and lyoprotectants to for-
mulations to protect the protein from damage by freezing
and drying, respectively, in the lyophilization process. Of-
ten, lyoprotectants improve the stability of the lyophilized
products during subsequent storage. During freezing, all
solutes in a formulation are concentrated when ice is
formed, and buffer salts may crystallize, resulting in a pH
shift (69). These freezing stresses can induce irreversible
conformational changes that lead to protein instability.
Thus, the use of buffers at low concentration and with min-
imal pH shift during freezing is recommended for formu-
lations to be prepared by the freeze-drying process (76).
The addition of cryoprotectants such as polymers, carbo-
hydrates, and amino acids can provide cosolutes to pre-
serve the native structure of protein in the frozen state.
The mechanism for solute-induced protein stabilization
during freezing proposed by Arakawa et al. is applicable
to these conditions as just described. Amorphous sugars
such as trehalose, sucrose, and lactose are the most effec-
tive lyoprotectants for stabilizing proteins during drying
and storage. Carpenter and his coworkers have found that
the formation of an amorphous solid is required for pres-
ervation of proteins by sugars, and some sugars such as
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Figure 2. Schematic representation of the conformation of a pro-
tein during freezing, drying, and rehydration. N (native), U (un-
folded), K1 (conformational equilibrium formed upon freezing), k1

(rate constant for refolding), k2 (rate constant for formation of ir-
reversibly denatured forms). Source: Reprinted with permission
from Ref. 78.

mannitol fail to protect labile proteins during freeze-drying
because the sugar forms a separate crystalline phase dur-
ing freezing (77). It has been hypothesized that lyoprotec-
tants stabilize proteins by acting as a water replacement
through hydrogen bonding to the dried protein, preventing
conformational changes during drying (78).

In developing a freeze-drying cycle for lyophilized pro-
tein product, temperature control is important in each step
of the process. During freezing, the protein solution is fro-
zen so that most of the water is converted to ice and all
solutes are converted to either crystalline solids or ampho-
rous solids below their glass transition temperature (79).
The temperature at which the concentrated solute crys-
tallizes during freezing is called the eutectic temperature.
If the solute crystallizes, the shelf temperature must be
reduced to well below the lowest eutectic temperature to
ensure complete crystallization. For an amorphous solute,
the shelf temperature must be lowered below the glass
transition temperature (79). Typically, the final product
temperature during freezing is about �40 �C. Usually,
rapid ice growth as a result of low freezing temperature
produces a high degree of supercooling (79,80). The degree
of supercooling determines the number and size of ice crys-
tals and therefore determines the drying characteristics
and appearance of the dried cake. A very high degree of
supercooling will result in very small pores, which means
slower primary drying. Therefore, a very high degree of
supercooling is undesirable. The ideal freezing method is

to provide a moderate supercooling and rapid ice growth.
The time required for primary drying decreases by a factor
of 2 for a 5 �C increase in product temperature (79). For
minimizing process time, it is important to maintain prod-
uct temperature as high as possible during primary drying
without affecting the product quality. Usually, the product
temperature in primary drying is controlled at a safe mar-
gin (2–5 �C) below the collapse temperature. After all ice
has been removed, the product temperature is usually in-
creased to about 25–35 �C in the secondary drying step to
allow the removal of unfrozen water remained in the prod-
uct. To avoid collapse, the product temperature should not
be raised until all the ice has been removed during primary
drying.

Long-term Stability Studies.

Long-term premarket stability studies of protein formu-
lations are designed to establish the specific storage con-
ditions and expiration dating for the drug product. It is
usually required by the FDA that a pharmaceutical prod-
uct contain not less than 90% of the label claim of active
ingredient at the expiration date. Although real-time sta-
bility data are required by the FDA to demonstrate that
the pharmaceutical product can meet this requirement
prior to approval, an extrapolated expiration date based
on the stability results obtained from clinical batches is
usually allowed. Thus, stability-indicating assays are im-
portant for determining the stability of drug products. An-
alytical methods such HPLC, electrophoresis, and spec-
troscopy have been widely used for this purpose.

In designing a long-term stability protocol for drug po-
tency testing, one should consider the storage conditions
and storage intervals. For refrigeration (5 �C) and room
temperature (15–30 �C, by U.S.P. definition) storage, sam-
ples should be stored at 5, 15, and 25–30 �C and monitored
at 0, 1, 2, 3, 6, 9, 12, 18, and 24 months, and once yearly
after. For lyophilized products, samples can be assayed at
longer storage intervals and at higher storage tempera-
tures such as 40 �C. Pharmaceutical drugs are often moni-
tored at high temperatures for the estimation of the deg-
radation constants at low temperatures by Arrhenius
plots. For high-temperature storage, samples are usually
stored at 37 or 40 �C and assayed at 1, 3, and 6 months.
Samples may also be stored at 45 or 50 �C and assayed at
2 weeks and 1 and 2 months. However, these elevated tem-
peratures may approach the denaturation temperature of
the protein, resulting in physical denaturation of the pro-
tein that would not be encountered in real situations, or
extrapolate to lower-temperature behavior. In addition to
determining the amount of active ingredient in a drug
product, evaluation of the product should also include the
following: pH, ionic strength, appearance, color, clarity,
particulate matter, sterility, and pyrogenicity.

PROTEIN DRUG DELIVERY

Typically, proteins and many peptides must be adminis-
tered by injection because of their poor bioavailability
(fraction of administered drug in the circulation) by other
routes. Initial clinical studies of these molecules is often
conducted by dosing the drug i.v., intramuscularly (i.m.),
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or subcutaneously (s.c.). These clinical studies assess the
safety and tolerability of systemic exposure to the new
drug. The results from early clinical trials combined with
preclinical studies in animal models may indicate the need
for a drug delivery system. Drug delivery systems are often
required when the efficacious dose is not well tolerated,
indicating a requirement to localize the drug at the site of
action or maintain a low systemic steady-state level (e.g.,
provide same total drug dose at a lower maximum serum
concentration). Localization of the drug to the site of action
may also be necessary due to biological barriers preventing
sufficient delivery of the drug via the systemic circulation
(e.g. blood–brain barrier, blood–ocular barrier). In some
situations, the disease state may be more readily accessi-
ble to an alternative delivery method than traditional par-
enteral administration. In the case of cystic fibrosis, a dis-
ease of the lungs, aerosol delivery of rhDNase has proven
to be an effective therapy (81). Another rationale for using
a drug delivery system is patient compliance or ease of use.
For example, if a patient is required to have multiple in-
jections of a drug per day or per week, it will be difficult to
maintain proper compliance unless the drug effects are
immediately felt by the patient and/or the disease is de-
bilitating. These issues along with the in vitro (physico-
chemical properties) and in vivo (pharmacokinetics, phar-
macodynamics, and toxicology) characteristics of the drug
must be well understood prior to embarking on the devel-
opment of a drug delivery system.

Selection of a Delivery System

Several potential options are available for drug delivery,
as shown in Table 3 (82). These options include both in-
vasive methods involving injections or noninvasive ap-
proaches that may or may not provide sufficient bioavail-
ability. In each case, a stable formulation must first be
developed, as described in the previous sections. For in-
vasive methods, drug delivery may be applied with either
devices or biodegradable depots. Delivery devices such as
syringe pens and needle-less injectors (injection by high-
pressure gas) are gaining acceptance for many frequently
administered drugs (83,84). In addition, implantable
pumps are currently used with protein drugs such as in-
sulin (85). Several injectable depot formulations made
from the biodegradable polymer, poly(lactic-coglycolicacid)
(PLGA), are either approved (86,87) or in clinical trials
(88). These depot systems offer the advantage of eliminat-
ing multiple injections and localizing drug to the site of
action, if necessary. However, a major challenge in the de-
velopment of these systems is the production of sterile in-
jectable depots, usually microspheres on the order of 20 lm
or greater in diameter. Approaches to developing micro-
sphere depot systems for clinical and commercial use have
recently been reviewed (89,90).

For noninvasive administration, aerosol delivery of pro-
teins and peptides is the most developed and accepted de-
livery option. Aerosol delivery offers the unique option of
delivering the drug through a single inhalation instead of
a single injection. The lung provides a large surface area
for absorption of the drug, but the aerodynamic properties
of the drug (liquid or solid) play a key role in the deposition
and, ultimately, the amount of drug delivered systemically.

Several key issues such as drug stability and device selec-
tion have been reviewed recently (91). This work demon-
strates that if the key parameters are analyzed and the
appropriate drug formulation and device are selected, then
aerosol delivery of proteins may be an effective method of
administration. In contrast, the bioavailability of the pro-
tein or peptide when delivered by the other noninvasive
routes is usually quite low (�1%), indicating that they are
not an effective method for achieving significant systemic
levels of the drug (for a review see Ref. 92). However, they
may be very effective for local delivery of protein drugs if
a low dose is efficacious.

Protein Stability in a Delivery System

After selecting a delivery system, the formulation scientist
is required to develop a stable formulation that is compat-
ible with the system and its intended use. These studies
usually involve the formulation development worked de-
scribed in the previous sections, as well as protein–delivery
system interaction studies. The type of studies undertaken
to assure delivery of biologically active and nonimmuno-
genic protein depend upon the system characteristics.

For injection devices, it is necessary to assess the pro-
tein stability in the container used to store the protein
(e.g., cartridges) and the effect of the injection itself on the
protein stability. These studies often involve storage sta-
bility studies of the protein in the device container as al-
ready described for protein filled into vials. The protein
delivered from the device is also assessed by injecting into
an empty sample tube or a buffer solution. Both recombi-
nant human growth hormone (rhGH) (93) and insulin (94)
are currently available in injection devices. Typically, high-
pressure devices such as the needle-less injectors may
cause denaturation of the protein due to the air–water in-
terface and the high shear force applied to the liquid.
Surface-induced denaturation may also occur at the device
surface or at an air–water interface in the device. This deg-
radation can be reduced and potentially eliminated by the
addition of surfactants (e.g., polysorbates). In addition, im-
plantable pump devices require studies to demonstrate
maintenance of protein stability during the protein’s resi-
dence time in the pump at physiological temperatures
(�37 �C). Several studies have been performed with insu-
lin in these pumps (85), indicating the difficulty in design-
ing stable formulations for these pumps. These systems
pose a formidable challenge due to the potential for accu-
mulation of degraded protein over time with repeated use
of a refillable pump.

Similar issues are also encountered in the development
of the injectable depot formulations. In this case, the pro-
tein remains in a biodegradable depot at physiological con-
ditions for prolonged periods. The protein must maintain
its potency during its in vivo release from the depot. Recent
studies with rhGH revealed that while it degrades during
incubation at physiological pH, temperatures, and ionic
strength, it maintains its biological activity and is not im-
munogenic (95,96). This result, however, cannot be as-
sumed for each protein. Therefore, stability studies at
physiological conditions should be performed prior to the
development of a depot formulation to define the feasibility
of the system and the acceptable duration of release (i.e.,



FORMULATION AND DELIVERY, PROTEIN PHARMACEUTICALS 1273

Table 3. Routes of Delivery for Proteins and Peptides

Delivery routes Formulation and device requirements Commercial productsa

Invasive

Direct Injection Liquid or reconstituted solid, syringe
Intravenous Activase�

Subcutaneous Nutropin�

Intramuscular Recombi Vax�

Intracerebral vein
Depot system Biodegradable polymes, liposomes, permeable polymers (not degradable),

microspheres, implants
[LHRH analogs (subucutaneous or intramuscular)] Lupron Depot�

Zoladex�

Decapeptyl�

Noninvasive

Pulmonary Liquid or powder formulations, nebulizers, metered dose inhalers, dry powder
inhalers

Pulmozyme�

Oral Solid, emulsion, microparticulates, absorption enhancers
Nasal Liquid, usually requires permeation enhancers Synarel�
Topical Emulsion, cream or paste (liposomes)
Transdermal Electrophoretic (iontophoresis), electroporation, chemical permeation enhancers,

prodrugs, ultrasonic
Buccal, rectal, vaginal Gels, suppositories, bioadhesives, particles

Source: Ref. 8 with permission from the American Chemical Society.
aNutropin� (recombinant human growth hormone), Activase� (recombinant human tissue plasminogen activator), and Pulmozyme� (recombinant human
deoxyribonuclease I) are all products of Genentech, Inc. RecombiVax� (recombinant hepatitis B surface antigen) is produced by Merck & Co. Lupron Depot�
(leuprolide acetate–PLGA) is a product of Takeda Pharmaceuticals. Zoladex� (goserelin acetate–PLGA) is produced by the Imperial Chemical Industries, Ltd.
Decapeptyl� is a manufactured by Debiopharm. Synarel� (nafarelin acetate) is made by Syntex Corporation.

what level of degradation can be tolerated in terms of both
potency and immunogenicity). These systems also pose a
challenge in protein stability during the manufacture of
the depot. For example, PLGA formulations require the
dissolution of the polymer in organic solvents or use of high
temperatures to melt the polymer, followed by dispersion
of the protein in the PLGA and extraction of the organic
solvent or reduction of the temperature, respectively. This
exposure to harsh conditions often causes denaturation of
the protein. Screening studies are performed to select ex-
cipients that will stabilize the protein against denatura-
tion under these conditions. An example of this type of
study was recently described using the model proteins
rhGH and recombinant human IFN-c (97). These studies
revealed that excipients (e.g., sugars), which cause pref-
erential hydration of the protein (cause an increased water
layer at the protein surface), also increase protein stability
during exposure to organic solvents. If these stability is-
sues are overcome, an injectable depot system such as
PLGA microspheres may be developed and tested in clini-
cal trials.

Unlike depot systems, aerosol formulations for proteins
do not require long-term stability at physiological condi-
tions or stability in organic solvents. However, the aero-
solization of proteins in their liquid state often leads to
some protein degradation due to the air–water interface as
well as the shear stress generated during the process. Sev-
eral studies have been performed with traditional nebu-
lizer devices that generate aqueous droplets of the appro-
priate diameter for efficient delivery to the lung. For rhGH,
a surfactant was required to stabilize the protein during

the process of aerosol formation (98), whereas rhDNAse
was very stable in an unbuffered isotonic solution (1). In
many cases, it may not be possible to develop an aqueous
protein formulation that both prevents degradation and is
not an irritant to the lung. In addition, devices required to
generate liquid droplets are usually not easily portable,
making them less attractive to patients that are not hos-
pitalized or bed-ridden. However, dry powder protein for-
mulations may be delivered in small hand-held devices. To
produce a protein powder with the proper aerodynamic
properties, spray-drying of the protein is usually per-
formed (99). This process usually involves high tempera-
tures and aerosolization of the protein, both of which may
cause denaturation, as observed for rhGH (100). Once
again, a formulation must be developed to prevent this de-
naturation. In addition, the dry powder protein formula-
tion may be required to have stability at controlled room
temperature (15–30 �C) and variable levels of residual hu-
midity. The formulation scientist then carries out formu-
lation screening experiments at different temperatures
and residual humidities. If a protein powder is feasible, it
offers advantages in ease of use and, perhaps, greater long-
term stability.

Manufacturing Issues

The development of drug delivery systems may also re-
quire elaborate manufacturing procedures due to the com-
plexity of both the system and the protein. When consid-
ering the manufacture of injection devices such as pens
and pumps, some of the key issues are the ability to per-
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form a sterile filling operation, the stability in the device,
and the interaction between the drug, excipients, and the
device or manufacturing components. The level of com-
plexity is further increased in the case of pulmonary deliv-
ery. A nebulized liquid formulation is usually filled into
ampules or other containers that allow easy addition of the
liquid to the nebulizer by the patient. The filling of plastic
ampules also has unique challenges in the ability to main-
tain sterility of the final product, the permeability of the
material to gases and volatile solvents, and the physical
properties of the container. In contrast, if a dry powder is
used as the aerosol, the manufacturing process requires
large-scale spray-drying equipment and machines for fill-
ing the dry powder into blister packs that can be used for
metered-dose inhalers (99).

Manufacturing complexity is further increased when
considering depot formulations such as PLGA micro-
spheres. These microspheres are typically 20–90 lm in di-
ameter and are therefore not readily sterilized by the tra-
ditional filtration methods (e.g., 0.22-lm filters). Terminal
sterilization of these microspheres causes degradation of
the polymer backbone, altering the release properties and
often causing significant degradation of the protein within
the microspheres. Microspheres must then be produced
aseptically to avoid terminal sterilization while still main-
taining the delivery of a sterile product to the patient. An
aseptic process may be achieved through the use of barrier
technology (isolators) for raw material input into the pro-
cess and final product removal from the process. The re-
mainder of the process operations is then designed as
steam-in-place systems to assure a sterile environment
throughout the production process.

If the unique challenges of a drug delivery system are
overcome for a given protein, protein delivery may be suc-
cessfully achieved. To reach commercial use, the drug de-
livery system must be well matched with the clinical and
marketing requirements as well as the physiological re-
quirements of the protein.
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INTRODUCTION

The primary object of freeze-drying is to preserve biological
materials and pharmaceuticals without injury by freezing
the contained water and then removing the ice by subli-
mation. Thus one can expect to combine the advantages of
both freezing and low-temperature dessication to obtain a
more propitious state of preservation. In freeze-drying, the
water or other solvent is removed as a vapor by sublima-
tion from the frozen material in a vacuum chamber, leav-
ing a dry porous mass of approximately the same size and
shape as the original frozen mass. The resulting product
is in a stable form and can be redissolved rapidly in water;
the material displays what is called lyophilic behavior,
which gave rise to the term lyophilization to describe the
process of freeze-drying.

Lyophilization is employed soon after production for in-
jectable pharmaceuticals that exhibit poor stability in so-
lution, preventing their deactivation over a period of time
and preserving their bioactivity. For example, a compound
that is heat sensitive and undergoes rapid decomposition
in aqueous solution can be formulated in a stable, rapidly
soluble form.

THE FREEZE-DRYING PROCESS

Many pharmaceuticals and biological materials, which
may not be heated even to moderate temperatures in or-
dinary drying, can be freeze dried (1–6). Furthermore,
many pharmaceutical products in solution deactivate over
a period of time; the bioactivity of such compounds can be
preserved by freeze-dried soon after their production,
which stabilizes their molecules (2,6). Freeze-drying can
also be applied to systems in which interfacial forces dur-
ing drying need to be eliminated and where homogeneous
powder products (derived from multicomponent, multi-
phase precursors) are required (2,5,7).

As a rule, freeze-drying produces the highest-quality
pharmaceutical product obtainable by any drying method.
One important factor is the surface structural rigidity of
the frozen substance, where sublimination occurs. This ri-
gidity, to a large extent, prevents collapse of the solid ma-
trix remaining after drying. The result is a porous, non-
shrunken structure that facilitates rapid and almost
complete rehydration when water is added at a later time.
Freeze-drying of biological materials and pharmaceuticals
also has the advantage of low processing temperatures, the
relative absence of liquid water, and the rapid transition
of any local region of the material being dried from a fully
hydrated to a nearly completely dehydrated state, all of
which minimize the degradative reactions that normally
occur in ordinary drying processes, such as protein dena-
turation and enzymatic reactions. In any pharmaceutical
or biological material, some nonfrozen water (bound, or
sorbed, water) will almost unavoidably be present during
freeze-drying, but there is very often a rather sharp tran-
sition temperature for the still-wet region during drying
(5), below which the product quality improves markedly.
This improvement shows that sufficient water is frozen to
provide the beneficial characteristics of freeze-drying.
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Figure 1. Diagram of a material on a tray during freeze-drying;
the variable X denotes the position of the sublimation interface
(front) between the freeze-dried layer (layer I) and the frozen ma-
terial (layer II).

However, freeze-drying is an expensive form of dehydra-
tion for pharmaceuticals because of the slow drying rate
and the use of vacuum. The cost of processing is offset to
some extent by the absence of any need for refrigerated
handling and storage.

Systematic freeze-drying is a procedure mainly applied
to the following categories of material (1–18):

1. Nonliving matter, such as blood plasma, serum, hor-
mone solutions, foodstuffs, pharmaceuticals (e.g.,
antibiotics), ceramics, superconducting materials,
and materials of historical importance (e.g., archae-
ological wood)

2. Surgical transplants, which are made nonviable so
that the host cells can grow on them and use them
as a skeleton (e.g., artery, bone, and skin)

3. Certain living cells that must remain viable for long
periods of time, such as bacteria, yeasts, and viruses

Freeze-drying requires very low pressures or high
vacuum in order to produce a satisfactory drying rate. If
the water were in a pure state, freeze drying at or near
0 �C at an absolute pressure of 4.58 mmHg could be per-
formed. But because the water usually exists in a com-
bined state or a solution, the material must be cooled below
0 �C to keep the water in the solid phase. Most pharma-
ceutical freeze-drying is done at �20 �C or lower at abso-
lute pressures of about 0.3 mmHg or less.

In short, freeze drying is a multistep operation:

1. The material is frozen hard by low-temperature cool-
ing.

2. It is dried by direct sublimation of the frozen solvent
and by desorption of the sorbed or bound solvent
(nonfrozen solvent), generally under reduced pres-
sure.

3. It is then stored in the dry state under controlled
conditions (free of oxygen and water vapor and usu-
ally in airtight, opaque containers, filled with inert
dry gas).

If correctly processed, most products can be kept in such a
state for an almost unlimited period of time while retain-
ing all their initial physical, chemical, biological, and or-
ganoleptic properties, and remaining available at any time
for immediate reconstitution. In most cases reconstitution
is accomplished by addition of the exact amount of solvent
that has been extracted, thus giving to the reconstituted
product a structure and appearance as close as possible to
the original material. However, in some instances, recon-
stitution can be monitored in order to yield more concen-
trated or diluted products by controlling the amount of sol-
vent. Vaccines and pharmaceutical materials are very
often reconstituted in physiological solutions that are quite
different from the original but are best suited for intra-
muscular or intravenous injection.

These examples are not exhaustive; detailed presenta-
tions on the uses of the freeze-drying process and of freeze-
dried products are given in Refs. 1–10, 12, and 17–22.

FREEZE-DRYING STAGES

The freeze-drying separation method (process) involves
three stages: (1) the freezing stage, (2) the primary drying
stage, and (3) the secondary drying stage.

In the freezing stage, the product or solution to be pro-
cessed is cooled down to a temperature at which all the
material is in a frozen state.

In the primary drying stage, the frozen solvent is re-
moved by sublimation; this requires that the pressure of
the system (freeze-dryer) where the product is being dried
must be less than or near to the equilibrium vapor pres-
sure of the frozen solvent. If, for instance, frozen pure wa-
ter (ice) is processed, then sublimation of pure water at or
near 0 �C and at an absolute pressure of 4.58 mmHg could
occur. But because the water usually exists in a combined
state (e.g., gel suspension or biological material) or a so-
lution (e.g., pharmaceutical product), the material must be
cooled below 0 �C to keep the water in the frozen state. For
this reason, during the primary drying stage the tempera-
ture of the frozen layer (Fig. 1) is most often at �20 �C or
lower and at absolute pressures of about 0.3 mmHg or less.
As the solvent (ice) sublimes, the sublimation interface
(plane of sublimation), which started at the outside surface
(Fig. 1), recedes, and a porous shell of dried material re-
mains. The heat for the latent heat of sublimation (2,840
kJ/kg ice) can be conducted through the layer of dried ma-
terial and through the frozen layer, as shown in Fig. 1. The
vaporized solvent (water vapor) is transported through the
porous layer of dried material. During the primary drying
stage, some of the sorbed water (nonfrozen water) in the
dried layer may be desorbed. The desorption process in the
dried layer could affect the amount of heat that arrives at
the sublimation interface, and therefore, it could affect the
velocity of the moving sublimation front (interface). The
time at which there is no more frozen layer (that is, there
is no more sublimation interface) is taken to represent the
end of the primary drying stage.

The secondary drying stage involves the removal of sol-
vent (water) that did not freeze (sorbed, or bound, water).
The secondary drying stage starts at the end of the pri-
mary drying stage, and the desorbed water vapor is trans-
ported through the pores of the material being dried.
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The Freezing Stage

The freezing stage represents the first separation step in
the freeze-drying process, and the performance of the over-
all freeze-drying process depends significantly on this
stage. The objective in freezing is to convert most of the
water from the system by formation of ice and convert all
solutes into solids, either crystalline solids or a glass. The
material system to be processed (e.g., gel suspension, phar-
maceutical solution, or biological material) is cooled down
to a temperature (which depends on the nature of the prod-
uct) that is always below the solidification temperature of
the material system. For instance, if the material to be
freeze-dried is a solution whose equilibrium phase diagram
presents a eutectic point (e.g., the solution of NaCl and
water presents a eutectic point at �21.6 �C), then the
value of the final freezing temperature must be below the
value of the eutectic temperature; in this case, the material
becomes wholly crystalline. In practice, materials display
one of two different types of freezing behavior: (1) the liq-
uid phase suddenly solidifies (eutectic formation) at a tem-
perature that depends on the nature of the solids in the
sample, or (2) the liquid phase does not solidify (glass for-
mation), but rather it just becomes more and more viscous
until it finally takes the form of a very stiff, highly viscous
liquid. In this latter case there is no eutectic temperature,
but there is a minimum freezing temperature.

At the end of the freezing step, there already exists a
separation between the water to be removed (frozen water
in the form of ice crystals) and the solute. In many cases,
at the end of the freezing stage about 65–90% of the initial
(at the start of the freezing stage) water is in the frozen
state, and the remaining 10–35% of the initial water is in
the sorbed (nonfrozen) state. The shape of the pores, the
pore-size distribution, and pore connectivity (1–3,6,9–
11,13,15,16,21,23,24) of the porous network of the dried
layer formed by the sublimation of the frozen water during
the primary drying stage depend on the ice crystals that
formed during the freezing stage; this dependence is of ex-
treme importance because the parameters that character-
ize the mass and heat transfer rates in the dried layer are
influenced significantly by the porous structure of the dried
layer. If the ice crystals are small and discontinuous, then
the mass transfer rate of the water vapor in the dried layer
could be limited. On the other hand, if large dendritic ice
crystals are formed and homogeneous dispersion of the
preeutectic and posteutectic frozen solution can be real-
ized, the mass transfer rate of the water vapor in the dried
layer could be high, allowing the product to be dried more
quickly. Thus, the method and rate of freezing, as well as
the shape that contains the solution and the nature of the
product, are critical to the course of lyophilization because
they affect the drying rate and the quality of the product.

In industrial pharmaceutical freeze-dryers the freezing
of the product is usually done in the same plant where the
drying occurs. In certain nonsterile pharmaceutical freeze-
dryers the freezing of the product is accomplished by
spraying liquid nitrogen into the drying chamber contain-
ing the product. In sterile pharmaceutical freeze-dryers
the freezing stage is realized by contact between cooled
plates and product-supporting containers.

The Primary Drying Stage

After the freezing stage, the drying chamber where the
product is placed is evacuated and the chamber pressure
is reduced down to a value that allows the sublimation of
solvent (water) to take place. When the water molecules
sublime and enter the vapor phase, they also keep with
them a significant amount of the latent heat of sublimation
(2,840 kJ/kg ice), and thus, the temperature of the frozen
product is again reduced. If there is no heat supplied to the
product by a heat source, then the vapor pressure of the
water at the temperature of the product reaches the same
value as that of the partial pressure of the water vapor in
the drying chamber; therefore, the system reaches equilib-
rium and no additional water sublimation from the prod-
uct occurs. In order to have continuous sublimation of wa-
ter from the product, the latent heat of sublimation must
be provided by a heat source. The heat is usually supplied
by conduction, convection, and/or radiation; conduction is
realized by contact between heated plates and product-
supporting containers.

The amount of heat that can be supplied to the product
can not be increased freely because there are certain lim-
iting conditions that have to be satisfied during the pri-
mary drying stage. One of the constraints has to do with
the maximum temperature that the dried product (freeze-
dried layer in Fig. 1) can tolerate without (1) loss of bio-
activity, (2) color change, (3) the possibility of degradative
chemical and biochemical reactions, and (4) structural de-
formation in the dried layer. The maximum temperature
that the dried product can tolerate without suffering any
of these deleterious effects is denoted, for a given product,
by Tscor (Tscor is often called, by convention, the tempera-
ture of the scorch point of the dried product). Another con-
straint has to do with the maximum temperature the fro-
zen layer can tolerate and still remain frozen. If the
material has a eutectic form and if the temperature of the
lowest eutectic point is exceeded during the primary dry-
ing stage, then melting in the frozen layer (Fig. 1) can oc-
cur. Melting at the sublimation interface or any melting
that occurs in the frozen layer can give rise to gross ma-
terial faults such as puffing, shrinking, and structural to-
pologies filled with liquid solution. When melting has oc-
curred at some point in the frozen layer, then the solvent
at that point cannot be removed by sublimation, and there-
fore, there is process failure (Fig. 1). There has also been,
at least, a loss in structural stability. If the material is in
a glass form and if the minimum freezing temperature is
exceeded during the primary drying stage, then the phe-
nomenon of collapse can occur, with a loss of rigidity in the
solid matrix. Again in this case, there is a process failure
because the water can no longer be removed from the fro-
zen layer only by sublimation, and there has also been, at
least, a loss in structural stability. The structural stability
of a material relates to its ability to go through the freeze-
drying process without change in size, porous structure,
and shape. The maximum allowable temperature in the
frozen layer is determined by both structural stability and
product stability (e.g., product bioactivity) factors; that is,
the maximum value of the temperature in the frozen layer
during the primary drying stage must be such that the
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drying process is conducted without loss of product prop-
erties (e.g., bioactivity) and structural stability. Sometimes
the product stability factors are related to structural sta-
bility factors (as in melting). There are systems in which
the product stability factors do not depend on structural
stability factors, as is the case for many vaccines, viruses,
and bacteria where the temperature of the frozen layer
during the primary drying stage must be kept well below
the melting temperature so that there is a good level of
bioactivity and organism survival after drying. In general,
product stability is related to the temperature of the frozen
layer during the primary drying stage. The maximum al-
lowable temperature that the frozen layer can tolerate
without suffering melting, puffing, shrinking, collapse, and
loss of product property or stability, is denoted, for a given
product, by Tm (Tm is often called, by convention, the melt-
ing temperature of the sublimation interface or of the fro-
zen layer).

The water vapor produced by the sublimation of the fro-
zen water in the frozen layer and by the desorption of
sorbed (nonfrozen) water in the dried layer during the pri-
mary drying stage travels by diffusion and convective flow
through the porous structure of the dried layer and enters
the drying chamber. (It should be noted that most of the
water removed during the primary drying stage is pro-
duced by sublimation of the frozen water in the frozen
layer.) The water vapor must be continuously removed
from the drying chamber in order to maintain nonequilib-
rium conditions for the drying process in the system. This
is usually accomplished by fitting a refrigerated trap
(called an ice condenser) between the drying chamber and
the vacuum pump; the water vapor is collected on the
cooled surface of the condenser in the form of ice. The time
at which there is no more frozen layer is taken to represent
the end of the primary drying stage.

Secondary Drying Stage

The secondary drying stage involves the removal of water
that did not freeze (sorbed or bound water). In an ideal
freeze-drying process, the secondary drying stage starts at
the end of the primary drying stage. The word ideal is used
here to suggest that in an ideal freeze-drying process only
frozen water should be removed during the primary drying
stage, whereas the sorbed water should be removed during
the secondary drying stage. But, as just discussed, in real
freeze-drying systems a small amount of sorbed water
could be removed by desorption from the dried layer of the
product during the primary drying stage, and thus, there
could be some secondary drying in the dried layer of the
product during the primary drying stage. In real freeze-
drying processes the secondary drying stage is considered
to start when all the ice has been removed by sublimation
(end of primary drying stage). It is then considered that,
during the secondary drying stage, most of the water that
did not freeze (bound water) is removed. The bound mois-
ture is present due to mechanisms of (1) physical adsorp-
tion, (2) chemical adsorption, and (3) water of crystalliza-
tion. Although the amount of bound water is about 10–35%
of the total moisture content (65–90% of the total moisture
could be free water that was frozen and then removed by

sublimation during the primary drying stage), its effect on
the drying rate and overall drying time is very significant,
and the time that it takes to remove the sorbed water could
be as long or longer than the time that is required for the
removal of the free water.

The bound water is removed by heating the product un-
der vacuum. But, as in the case of primary drying, the
amount of heat that can be supplied to the product can not
be increased freely because there are certain constraints
that have to be satisfied during the secondary drying stage.
The constraints have to do with the moisture content and
the temperature of the product; these two variables influ-
ence the structural stability, as well as the product stabil-
ity, during and after drying. For structural stability, the
same phenomena, as in the case of the primary drying
stage, have to be considered: collapse, melting (if the tem-
perature is increased at constant moisture), or dissolution
(if moisture is increased at constant temperature) of the
solid matrix can occur. Product stability (e.g., bioactivity)
is a function of both moisture content and temperature in
the sample, and during secondary drying the moisture con-
centration and temperature in the sample could vary
widely with location and time. This implies that the poten-
tial for product alteration to occur in the sample will vary
with time and location. The moisture concentration profile
is related to the temperature profile in the dried layer, and
thus, the moisture content in the sample cannot be con-
trolled independently. Because many products are tem-
perature sensitive, it is usual to control product stability
by limiting the temperature during the secondary drying
process, and the final moisture content is checked before
the end of the cycle (6,10,25).

In the secondary drying stage, the bound water is re-
moved by heating the product under vacuum, and the heat
is usually supplied to the product by conduction, convec-
tion, and/or radiation. The following product temperatures
are usually employed: (1) below 0 �C for vaccines, (2) be-
tween 10 �C and 35 �C for heat-sensitive products, and
(3) 50 �C or more for less heat sensitive products.

The residual moisture content in the dried material at
the end of the secondary drying stage, as well as the tem-
perature at which the dried material is kept in storage, are
critical factors in determining product stability during
storage life. Some vaccines remain stable for many years
when they are stored at �20 �C, but a significant loss of
titer can be found after one year if they are stored at 37 �C
(26). Furthermore, certain vaccines such as live rubella
and measles can be damaged by overdrying (final moisture
content of about 2% is required for best titer retention),
whereas other materials such as chemotherapeutics and
antibiotics must be dried to a residual moisture content as
low as 0.1% for best results.

FREEZE-DRYING EQUIPMENT

Freeze-drying equipment for pharmaceuticals is able to
perform the three stages of the freeze-drying process:
(1) freezing of the pharmaceutical product (usually a phar-
maceutical aqueous solution), (2) primary drying of the
product by removing the frozen solvent by sublimation,
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Figure 2. Graphic presentation of the variables DP, DTice, DTrefr,
and DT.

and (3) secondary drying of the product by removing the
sorbed, or bound, water (solvent that did not freeze).

All three stages of the freeze-drying process are energy
consuming. The freezing stage involves freezing of the wet
product. Because this is normally considered one of the
preparatory steps before the actual freeze-drying, we con-
centrate here on the other two steps, which take place in
the freeze-drying chamber (2,5,12). The primary and sec-
ondary drying stages involve the controlled supply of heat
to the product to cover requirements for the sublimation
and desorption processes, respectively. The removal from
the freeze-drying chamber of the vast volumes of water
vapor released during the sublimation and desorption pro-
cesses always consumes the largest amount of energy. The
efficiency of water vapor removal (the vapor trap system)
therefore has a decisive effect on the total energy con-
sumption of the freeze-drying plant.

The vapor trap is placed in an ice condenser chamber
communicating with the freeze-drying chamber. The water
vapor condenses to ice on its refrigerated surfaces.

When in operation, the efficiency of the vapor trap is
shown by a small total temperature difference, DT, be-
tween the saturation temperature for water vapor at the
pressure in the freeze-drying cabinet and the evaporation
temperature of the refrigerant (Fig. 2). This total tempera-
ture difference, DT, results mainly from the following three
resistances:

1. Pressure difference, DP; equivalent to the pressure
drop caused by the resistances to the vapor flow from
the freeze-drying chamber to the cold surfaces of the
vapor trap placed in the ice condenser chamber.

2. The temperature difference DTice through the layer
of ice on the cold surface.

3. The temperature difference DTrefr between the cold
surface and the evaporating refrigerant.

For an efficient vapor trap it is necessary to have a com-
bination of a large cross-sectional area for the vapor flow
(low DP), an efficient deicing system (low DTice), and an
efficient refrigerating system (low DTrefr). A less efficient
vapor trap means a higher DT, thus demanding a lower
evaporation temperature of the refrigerating plant to
maintain the required vacuum in the freeze-drying cabi-
net. A lower evaporation temperature means higher opera-
tion costs. In this temperature range, an evaporation tem-
perature 10 �C lower means a 50% increased in energy
consumption.

The principal problem in the freeze-drying of pharma-
ceutical solutions is to operate in sterile conditions. In
modern plants, the internal sterilization of the equipment
is usually made with pressurized steam at 121 �C or more;
in old plants, sterilization is realized with the use of cer-
tain proprietary sanitizing agents (27,28). A pharmaceu-
tical freeze-dryer must be designed according to current
good manufacturing practice (cGMP) in order to be vali-
dated before and during use.

When evaluating industrial freeze-drying plants, the
following characteristics are thus of prime importance:

1. Operation reliability
2. Ease, safety, and quality of process control
3. Product losses
4. Vapor trap efficiency
5. Internal sanitization
6. cGMP requirements

In the following sections, some of the commonly used
types of pilot and industrial freeze-drying equipment for
pharmaceuticals are presented, and their most important
technical features are discussed.

Pilot Freeze-dryers

The freeze-drying of pharmaceutical products can be per-
formed in the freeze-dryer as: (1) bulk solution freeze-
drying in trays, or (2) freeze-drying in vials.

Freeze-drying pilot units appropriate for use in the
pharmaceutical industries and in the laboratory are in
high demand because they are used to explore possibilities
for the preservation of labile products, especially those of
biological origin. These units are portable and of conven-
ient size for developmental work on freeze-dried products
in laboratories and factories around the world. A large
number of designs incorporate self-contained facilities for
refrigeration, heating, and vacuum pumping, and they can
freeze-dry batches consisting of 1 to 10 kg of frozen prod-
uct. Because of the large variety of pilot freeze-dryers that
are employed in industries and laboratories, and because
of the limitation space we have for description, a pilot
freeze-dryer is presented here whose characteristics are
very close to the characteristics of industrial large-scale
lyophilizers.

A schematic diagram of the pilot unit (Criofarma model
C8-2), is shown in Figure 3a. The unit consists of (1) a
freezing fluid system (R404A) that can be routed to the
heat exchanger section of the condenser or into the refrig-
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Figure 3. Pilot freeze-dryer (Criofarma model C8-2). (a) Diagram of a pilot freeze-dryer: 1, drying
chamber; 2, ice condenser chamber; 3, refrigeration unit; 4, cooling/heating system for the plates;
5, vacuum unit; 6, isolation butterfly valve; 7, silicon oil pump; 8, cooling/heating plate; 9, refrig-
erated coil; 10, condenser vacuum valve. (b) Frontal view of a pilot freeze-dryer: 1, drying chamber;
2, ice condenser chamber; 3, cooling/heating plate; 4, inspection window; 5, computer system;
6, vacuum indicator and regulator; 7, temperature control panel; 8, printer. (c) Frontal view of a
laboratory freeze-dryer (Criofarma model Criolab-8). Source: Courtesy of Criofarma.

eration coils for product freezing, (2) a heating circuit (sil-
icon oil is the heating fluid) for plate heating and defrosting
of the condenser, and (3) a vacuum system for evacuating
air from the apparatus before and during drying.

The rectangular drying chamber shown in Figure 3b is
mounted on top of the condenser; the dimensions are 0.45
m � 0.45 m, and 0.5 m deep. Viewing windows are incor-
porated in the drying and condensation sections. The re-
frigeration and vacuum systems are in the internal part of
the apparatus, whose complete dimensions are 1.1 m �
0.8 m, and 2.0 m high.

For pilot use, the freeze-dryer offers full control of the
process variables and is able to achieve conditions of pres-
sure and temperature beyond the limits of production

units. The shelf and ice condenser temperatures of the pi-
lot unit can be �55 �C and �75 �C, respectively, and the
pressure in the drying chamber can be as low as 1 Pa or
less. The pilot freeze-dryer has a control panel fully acces-
soried with instruments that record and display (1) the
temperature inside the product, (2) the temperature on the
plates, (3) the temperature of the coils of the condenser,
(4) the pressure in the drying chamber, (5) the pressure in
the vacuum unit, and (6) the pressure in the condenser
section. The use of a personal computer in this pilot unit,
with programmable temperature during the freeze-drying
cycle and programmable input–output logic in the differ-
ent freeze-drying stages, offers a wide variety of drying
cycles and the capability for extensive data acquisition, so
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process optimization can be examined and studied without
the risk and cost of investigating a full-size production
freeze-dryer. Furthermore, the use of a computer is impor-
tant to make use of manometric temperature measure-
ment methodology (29) in the primary drying, which is
based upon an analysis of the rate of pressure increase in
the drying chamber when the valve separating the drying
chamber from the ice condenser chamber is periodically
quickly closed for a brief period of time. A mathematical
analysis of the pressure rise data for a given apparatus
gives the average temperature of the product without plac-
ing temperature sensors in the product and, therefore,
without risk of sterility compromise.

Figure 3c shows a small pilot freeze-dryer, suitable for
freeze-drying a few vials (Criofarma model Criolab-8).

Industrial Freeze-Dryers

The objective in a freeze-drying process is to convert most
of the water into ice in the freezing stage, remove the ice
by direct sublimation in the primary drying stage, and fi-
nally remove most of the unfrozen water in the secondary
drying stage by desorption. In the industrial freeze-dryer
it is possible to perform all three stages of the freeze-drying
process. Most of the industrial freeze-dryers in operation
are of the vacuum-batch type with freeze-drying of the
product in trays. There are two main subtypes, depending
on the type of condenser used. In one, the condenser plates
are alongside the tray-heater assembly and in the same
chamber; in the other the ice condenser is in a separate
chamber joined to the first, generally, by a wide butterfly
valve. This latter type of plant is always used in pharma-
ceutical industries. Because of the wide variety and com-
plexity of the problems associated with the production of
pharmaceuticals by freeze-drying, in the following para-
graphs the principal features of an industrial tray freeze-
dryer for pharmaceuticals are presented.

The principal problem in the freeze-drying of pharma-
ceutical solutions is to operate in sterile conditions. The
pharmaceutical solution may be sterile filtered immedi-
ately before introduction into a vial or a tray. Also the lo-
cation of the plant must be able to guarantee sterile con-
ditions during the filling, charging before drying, and
discharging after drying of the pharmaceutical product.
This is realized by facing the drying chamber door in a wall
that separates the sterile room from the machine, or non-
sterile, room. In the plant, this separation is accomplished
with an isolation valve that separates the ice condenser
from the drying chamber; this valve is also able to permit
(1) the pressure rise test at the end of the freezing-drying
cycle, (2) the simultaneous discharging/loading of the prod-
uct and condenser defrosting, and (3) the reduction of
cross-contamination between batches to a minimum. All
the internal parts of the freeze-dryer are of stainless steel
type AISI 316L with a finished surface of 0, 1–0, 4 rugosity
or less. In modern plants, internal sterilization of the
equipment is usually done with pressurized steam at 121
�C or more; in old plants, sterilization is realized with the
use of hydrogen peroxide (27) or certain proprietary sani-
tizing agents (28).

The product containers (vials or bottles loaded on stain-
less steel trays) are usually sterilized in a separate unit

before filling and charging in the freeze-dryer. These opera-
tions require the presence of people in the sterile room,
with consequent handling of the containers and possible
contamination of the batch. For this reason, the human
presence in the sterile room is usually reduced the mini-
mum necessary. A new freeze-dryer plant concept has been
developed in order to reduce the risk of product contami-
nation. The plant, as shown in Figure 4 (Criofarma model
C292-8S), has two full doors. In the first (usually closed)
there is a small door for loading the product before drying;
the second full door, located opposite to the small door, is
for discharging the product after drying. The condenser
could be placed on the same floor, or on a floor that is below
the floor where the drying chamber is located. The shelves
of the freeze-dryer are lowered to the bottom of the drying
chamber and are then lifted one by one to a position in line
with the loading machine. The charging of the product is
made under a laminar flow of sterile air; the small door is
opened only for each plate loading and is then immediately
closed. If the product is unstable and must be frozen within
a short time after it is filled into its container, then it is
possible to load trays of product onto the precooled shelves
a half plate at a time. When the product container is a
bottle, as shown in Figure 4, it usually has a silicon plug,
which is partially inserted into the bottle; the solvent va-
por leaves the container from the free space between the
inserted portion of the plug and the container. After drying
and before product discharge, the bottles are stoppered in
the drying chamber with the plugs, which are now fully
introduced into the bottles. The stoppering operation is
done in vacuum conditions, or at atmospheric pressure by
breaking the drying chamber vacuum with sterile nitro-
gen, which prevents successive oxidation of the product;
the latter method is most often employed in practice. The
silicon plug in the stoppered bottles provides a protection
from contamination, and it may be possible to discharge
the product in a less-sterile environment from the full door
of the freeze-dryer in only one operation. The entire pro-
cess may be fully automated as the bottles are removed
from the filling machine; the disadvantage of automation
is that the loading time of the freeze-dryer may become as
large as the time it usually takes to complete the filling
step of the operation, and this could reduce the theoretical
freeze-dryer production for a large installation.

Pharmaceutical freeze-dryers are very often used to
produce raw materials such as ampicillin, cloxacillin, and
cefazolin (usually as sodium salt), or other specialty ma-
terials such as collagen. In these systems, the product is
usually charged on stainless steel or polyethylene film
trays, and the plant is usually a medium or large unit with
a loading surface varying from 20 m2 to 60 m2. If the prod-
uct to be freeze-dried is not particularly unstable (e.g., col-
lagen) and can withstand a delay of some hours between
being filled into its tray and being frozen, then one can
usually accumulate the trays of product on a loading trol-
ley. When the loading trolley is filled, it is placed in front
of the freeze-dryer, and the trays are automatically pushed
on the shelves without sliding contact (in order to avoid
particle generation), in a single operation. This system is
advantageous because it permits maximum utilization of
the freeze-dryer; the trolley may be loaded ahead of time,
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Figure 4. Layout of an industrial freeze-dryer with stoppering device (Criofarma Model C292-8S):
1, drying chamber; 2, inspection window; 3, automatic small door opening; 4, full door; 5, hydraulic
press for stoppering the bottles after drying; 6, stainless steel elbows for double sterile condition
inside the stoppering plug; 7, reenforcing member and cooling coils after steam sterilization;
8, loading device; 9, discharging device; 10, loaded shelves. Source: Courtesy of Criofarma.

so that loading into the freeze-dryer can be carried out in
a few minutes. If the product is not stable in the liquid
state (e.g., ampicillin sodium salt) and must be frozen
within a short time after its preparation, it is common to
charge the empty trays on the precooled shelves and then
to fill the trays, so that the freezing step is very quick and
can proceed during the whole loading operation. This ap-
proach is also advantageous because it reduces the freeze-
drying cycle time; this happens because the cooling phase
starts at the same time as the loading phase, with a con-
sequent reduction in the total time of these two steps.

The freeze-drying system used in the pharmaceutical
industry basically consist of the following six units:

1. Drying chamber. Holds the product to be dried on
shelves an provides an evacuated space for freeze-
drying.

2. Ice condenser chamber. Collects and disposes of the
water vapor produced during drying stages.

3. Shelf heating and cooling unit. Permits the heat
transfer required for the freeze-drying cycle.

4. Vacuum pumping unit. Evacuates both the drying
chamber and the ice condenser chamber to operating
pressure and removes noncondensables such as air.

5. Refrigeration unit. Provides refrigeration for the
chamber shelves during the freezing stage, and ice
condenser plates for the primary and secondary dry-
ing stages.

6. Instruments and control panel. Indicate, record, and
control shelf, product, and condenser temperature,
as well as drying chamber, ice condenser chamber,
and vacuum unit pressure.

A typical freeze-drying equipment lay-out (Criofarma
model C292-8S) is showed in Figure 5.

The user of a pharmaceutical freeze-dryer must observe
current cGMP for processes and equipment to be validated
before and during use. As is the case in any validation ef-
fort, the protocol includes sections for installation, opera-
tion, and process. Each section of the protocol needs to be
comprehensive and sufficiently detailed. The objectives of
the validation program are to adequately demonstrate the
operation’s ability to support the process and to develop
documentation demonstrating that control of the unit’s
operation can be maintained. To develop and implement a
protocol for lyophilization, careful consideration should be
given to the installation qualification (IQ) and operational
qualification (OQ) sections. The IQ section is the founda-
tion of the protocol. Documentation of a general descrip-
tion, specifications, the support utility services, the equip-
ment subsystems, and the installation of the lyophilization
system should be addressed within the IQ section. This
portion of the protocol is similar to that of any operation
being validated. As part of the installation, an initial cal-
ibration should be performed to ensure that the instru-
mentation is in working condition after shipment and to
ensure the accuracy of any data collected during start-up
of the system. Calibration procedures and results also
should be documented.

The OQ section can begin after successful completion of
the installation qualification portion of the validation pro-
tocol. The objective of the operational qualification is to
assure that the system performance is adequate to support
the process for which the system is intended. The perfor-
mance of the system needs to be compared either to the
original equipment manufacturer’s specification or to the
process parameter requirements as noted in the accep-
tance criteria. Tests should be performed on shelf tem-
perature control, condenser cool-down, vacuum pumping
rates, vacuum integrity, sublimation and condensation
rates, vacuum level control, steam-in-place (SIP) system,
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Figure 5. Lay-out of an industrial double-door freeze-dryer (Criofarma model C292-8S): 1, drying
chamber with double full doors; 2, ice condenser chamber; 3, shelf heating and cooling unit;
4, vacuum pumping unit; 5, refrigeration unit; 6, instrument and control panel. Courtesy of Cri-
ofarma.

clean-in-place (CIP) system (cleaning the inside part of the
plant with flushing steam or sterile water), and control
hardware and software. The tests for validation of control
hardware and software basically require suitable com-
puter hardware and computer programs that perform con-
sistently within preestablished operational limits so that
analysis of the effects of possible failures can be carried
out. If the tests are conducted in a manner that is in com-
pliance with the procedures and that satisfies the accep-
tance criteria, the system will perform adequately at levels
required to support the process.

The process validation section can be done as concur-
rent validation or as retrospective validation. Concurrent
validation is applicable in situations in which the process
data are collected and analyzed for a product that is to be
marketed. Retrospective validation, which is particularly
applicable to validation of lyophilization, is achieved
through analysis of historical batch records. In this
method, the data are gathered from records and then eval-
uated and analyzed. It is important to note that the vali-
dation of lyophilization processes is a sophisticated area
that requires an understanding of the equipment, the pro-
cess, and the product if a validation program for the pro-
cess is to be implemented successfully.

Useful information for cGMP compliance, process, and
computer system validation, can be found in Refs. 30–37.

FREEZE-DRYING OF PHARMACEUTICALS

Freeze-drying of pharmaceuticals can be divided according
to the kind of product containers used to perform the pro-
cess. It is possible to have freeze-drying of pharmaceutical
products on trays, and freeze-drying of pharmaceutical
products in vials. The different amount and kind of product
processed (usually raw materials are freeze-dried on trays,
whereas vaccines or drugs are freeze-dried in vials) and
the different geometry of the container are very important
relative to the process parameters and drying rates.

In Figure 1, a material being freeze-dried in a tray is
shown. The thickness of the sides and bottom of the tray,
as well as the material from which the tray is made, are
most often in practice such that the resistance of the tray
to heat transfer can be considered to be negligible (1–2,5–
6,8–10, 38–39). Heat qI can be supplied to the surface of
the dried layer by conduction, convection, and/or radiation
from the gas phase; this heat is then transferred by con-
duction to the frozen layer. Heat qII is supplied by a heating
plate and is conducted through the bottom of the tray and
through the frozen material to reach the sublimation in-
terface or plane. The magnitude of the amount of heat qIII

in the vertical sides of the tray is much smaller (1–2,5–
6,8–10,38–39) than that of qI or qII; qIII represents the
amount of heat transferred between the environment in
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Figure 6. Modes of energy transfer and traditional view of move-
ment of the sublimation interface in a vial during freeze-drying.

the drying chamber and the vertical sides of the tray. Be-
cause the contribution of qIII is rather negligible when com-
pared with the contributions of qI and qII, the contribution
of qIII to the drying rate will not be further considered (1–
2,8–9). The terms NW and Nt in Figure 1 represent the
mass flux of water vapor and the total mass flux, respec-
tively, in the dried layer. The total mass flux is equal to the
sum of the mass fluxes of water vapor and inert gas, Nt �
NW � Nin, where Nin denotes the mass flux of the inert gas.

In Figure 6, a typical lyophilizing vial (40) is shown dur-
ing freeze-drying. The energy of sublimation of ice and de-
sorption of sorbed water is supplied to the vial through
radiation from the two shelf surfaces above and below the
vial, conduction from vial–vial and vial–shelf contacts, and
gaseous transfer along the bottom and side. The thickness
of the pharmaceutical product charged into the vial usually
is equivalent to the diameter of the vial. In pharmaceutical
freeze-drying in vials, therefore, the heat transferred be-
tween the environment in the drying chamber and the sur-
face of the vertical sides of the vial cannot be considered
negligible (as in the case of pharmaceutical freeze-drying
on trays) when compared with the contribution of the heat
transferred between the dryer shelf and the surface of the
bottom of the vial. For this reason the sublimation inter-
face at time t � 0 is planar (as in the case of pharmaceu-
tical freeze-drying on trays), but after the lyophilization
process progresses, the moving interface acquires a para-
bolic shape because of energy entering along the sides of
the vial (3,6,11). The traditionally accepted course of the
moving sublimation interface is approximately 0-1-2-3-4.
Experimental results (41–42) suggest that the dried-
product mass transfer resistance is the dominant resis-
tance, accounting for 82–92% of the overall mass transfer

resistance, even when small (13-mm) closures are used.
Closure and drying chamber mass transfer resistances are
estimated (42) to be of the same order of magnitude, and
in a well-designed freeze-dryer the chamber resistance (1–
3,6) should be less than the resistance of the closure. A
simple but satisfactory expression for estimating the re-
sistance of the closure can be found in Ref. 42.

The goal of the pharmaceutical process designer and of
the processor is to provide an economical drying process
that gives reliably uniform and high product quality (1–
4,18–20,43–44). A knowledge of the basic phenomena and
mechanisms involved in freeze-drying is essential. A qual-
itative description and a mathematical model of the freeze-
drying process on trays can be found in Refs. 1–3, 6, 9–10,
13, 15–16, and 39; the model can be used to analyze rates
of freeze drying of pharmaceuticals on trays (1–6,8–11,13–
16,19,45–48). Qualitative description and a mathematical
model of the freeze drying process in vials can be found in
Refs. 3, 6, 9, 11, and 49.

TEMPERATURE AND PRESSURE CONSTRAINTS IN
FREEZE-DRYING

A point that should be stressed is that, in any freeze-drying
process, it will be desirable to fix the design and operating
conditions such that the process is not rate limited by ex-
ternal resistances to either heat or mass transfer. The in-
ternal heat and mass transfer resistances are character-
istic of the material being dried, but the external
resistances are characteristic of the freeze-dryer. The de-
sign conditions of the equipment refer to having appropri-
ate capacities for the vacuum pump, water vapor con-
denser, and heaters, and that the spacings between trays
are such that the external heat and mass transfer resis-
tances are not significant.

It is important to note at this point that, because a batch
of a pharmaceutical product in an industrial freeze-dryer
can easily be worth significant amounts of money, it is of
paramount importance that the units and the control sys-
tems always operate under conditions at which there is
insignificant loss in the quality of the product being freeze-
dried. For this purpose, the freeze-dryer usually has one
additional refrigeration and/or vacuum unit in a standby
condition, and the control instrumentation is designed in
such a way that the control policies can be implemented
either automatically or by manual override.

In a well-designed freeze-dryer, the external resistances
should not be the controlling factor in determining the dry-
ing rate (1–4,8–16). The internal heat and mass transfer
resistances control the drying rate, and therefore, the
freeze-drying process should be conducted within certain
temperature and pressure limits in order to avoid product
damage during the process.

Two temperature constraints (limits) may possibly be
reached during the primary drying stage. First, the surface
temperature of the dried layer must not become too high
because of the risk of thermal damage; in fact the surface
temperature of the dried layer must be kept below the
scorch temperature, Tscor, of the material being dried. Sec-
ond, the temperature of the interface, TX, must be kept
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Table 1. Frozen Layer and Maximum Dry Surface Temperatures in a Typical Freeze-Drying Operation Conducted with
Heat Input through the Dry and Frozen Layers

Pharmaceutical material Chamber pressure (mm Hg) Maximum surface temperature (�C) Frozen-layer temperature (�C)

Ampicillin sodium salt 0.15 40 �24
Cephazolin sodium salt 0.15 40 �25
Cloxacillin sodium salt 0.20 40 �20
Collagen 0.30 70 �20
Fructose-1,6-diphosphate 0.05 30 �45
Lactobacillus 0.10 20 �25
Rubella vaccine 0.05 10 �25

well below the melting temperature, Tm. If the outer sur-
face temperature limit (Tscor) is encountered first as the
surface temperature of the dried layer is raised, the pro-
cess is considered to be heat transfer controlled; to further
increase the drying rate, the thermal conductivity, kIe, of
the dried layer must be raised (50,51). Many commercial
freeze-drying processes are heat transfer controlled (1–6).
If the melting point temperature, Tm, is encountered first,
then the process is considered to be mass transfer limited,
and in order to increase the drying rate, the effective dif-
fusivity of water vapor in the dried layer, Dwin,e, and the
total mass flux, Nt, must be raised (an increase in Nt im-
plies that the convective velocity of the vapor in the pores
of the dried layer is increased); the values of Dwin,e and Nt

could be raised by decreasing the pressure in the drying
chamber (1,2,43). Because of the risks of lost bioactivity or
structural and chemical damage of the product, the frozen
layer temperature must be maintained below the melting
point, which may in some cases be 10 �C or more below the
melting point of ice (1–6, 8–17). Typical ice temperatures
existing in the freeze-drying of pharmaceuticals under con-
ditions in which the total pressure was primarily due to
water vapor and the heat transfer took place via the dried
(I) and frozen (II) layers are shown in Table 1.

The end of the primary drying stage occurs (1–3,5,6,10)
when the position of the moving sublimation interface is
at X � L; this condition implies that at the end of the
primary drying stage there is no frozen (II) layer, and
therefore, there is no (moving) sublimation interface.

During the secondary drying stage, the temperature ev-
erywhere in the dried (I) layer must be kept below the
value of the scorch temperature, Tscor.

The pressure constraints (limits) are more complex to
define because of the pressure effect on both the heat trans-
fer (pressure has effect on the thermal conductivity, kIe, of
the dried layer) and the mass transfer (pressure has effect
on the effective diffusivity of water vapor in the dried layer,
Dwin,e, and the total mass flux, Nt).

The effective thermal conductivity, kIe, in the dried ma-
terial (51) has been found to vary significantly with the
total pressure and with the type of gas present. At very
low pressures the thermal conductivity reaches a lower as-
ymptotic value independent of the surrounding gas. This
asymptotic conductivity reflects the geometric structure of
the solid matrix itself, with no contribution from the gas
in the voids of the material because the gas pressure is so
low. At high pressures the thermal conductivity levels out
again at a higher asymptotic value. This higher asymptote

is characteristic of the heterogeneous matrix composed of
solid material and the gas in the voids. Consequently, the
high-pressure thermal conductivity is dependent upon the
nature of the gas present and increases as the thermal
conductivity of the gas increases and, hence, as the molec-
ular weight of the gas decreases. When the thermal con-
ductivity attains the high-pressure asymptotic value, the
mean free path of the gas molecules within the void spaces
of the dried layer has become substantially less than the
dimensions of the void spaces. During the transition in
thermal conductivity from the low-pressure asymptote to
the high-pressure asymptote, the mean free path of the gas
molecules rivals the void space dimensions in magnitude,
but once the mean free path is reduced to the point at
which the gas phase within the solid matrix obeys simple
kinetic theory, the thermal conductivity stops rising. This
reflects the fact that the thermal conductivity of a gas obey-
ing simple kinetic theory is independent of the pressure.
The transition in thermal conductivity between asymp-
totes usually occurs between 0.1 and 100 mmHg, which
includes the pressures characteristic of freeze-drying pro-
cesses. The pressure range over which the transition in
thermal conductivity between asymptotes occurs is char-
acteristic of the pore-size distribution of the void spaces
within the freeze-dried material (52). A smaller pore di-
mension means that the gas must achieve a higher pres-
sure in order for the mean free path of the gas to become
comparable to the pore spacing and, hence, means that the
transition between asymptotes will occur at higher pres-
sures. Because fast freezing before freeze-drying leads to
smaller pore spacing after freeze-drying (53,54), it follows
that faster freezing should lead to lower thermal conduc-
tivities at a given pressure. If a freeze-drying process is
rate limited by internal heat transfer, the rate of freeze-
drying for fast-frozen material should then be less than
that of a slowly frozen material (45,46). Thermal conduc-
tivity data for freeze-dryed substances and pharmaceuti-
cals are reported in Ref. 2.

The pressure effect on the mass transfer is explained
by the fact that the effective diffusivity (2,6) of water vapor
in the dried layer, Dwin,e, and the total mass flux, Nt, are a
function of the total pressure, P, in the drying chamber
(43). Elaborate expressions of Dwin,e and Dinw,e can be found
in Refs. 2, 6, 9, 11, 15, and 16. In all cases the magnitude
of Dwin,e and Dinw,e decrease if the total pressure, P, is in-
creased. If the value of Dwin,e is decreased because of in-
creased total pressure, then (2,6) the value of the effective
pore diffusivity, Dwin,e, decreases as the total pressure is
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increased. Therefore, if the total pressure in the drying
chamber is increased, then the effective diffusivity, Dwin,e,
decreases, and thus, the diffusional mass flux of water va-
por in the dried layer decreases. Furthermore, when the
total pressure in the drying chamber is increased, the gra-
dient of the total pressure, �P/�x, in the dried layer is re-
duced, and this decreases the convective velocity, vp, and
the total mass flux, Nt. Because the freeze-drying process
will become internal mass transfer controlled above a cer-
tain pressure (Dwin,e and Nt decrease with increasing pres-
sure, and kIe increases with pressure), the highest rate un-
der mass transfer control will occur at the pressure of
transition from heat transfer control to mass transfer con-
trol, and the attainable drying rate will decrease at higher
pressures.

In general, operating conditions in freeze-drying phar-
maceuticals include maximum surface temperatures of
20–40 �C and chamber pressures of 0.1–1 mmHg. Freeze
drying of biological specimens, vaccines, and microorgan-
isms is usually conducted with maximum surface tem-
peratures of �20 to �20 �C and chamber pressures below
0.1 mmHg.

There has been considerable interest in investigating
the factors affecting the batch time of freeze-dryers be-
cause this variable is most amenable to control, and efforts
have bene made to minimize the batch time
(2,5,10,13,15,16,45–47).

The heat variables qI and qII from the energy sources,
and the drying chamber pressure Pch, Pch � P0 � �0Pw

(Pch � P0 when the external mass transfer resistance0Pin

is insignificant, as it would be the case with a well-
designed freeze-dryer) are natural control variables. It
should be emphasized at this point that (as the equations
of the mathematical models in Ref. 2 indicate) the effects
on the heat and mass transfer rates resulting from changes
in the values of qI, qII, and Pch are coupled. The variable

is taken to represent the water vapor pressure in the0Pw

drying chamber (the external mass transfer resistance is
taken to be insignificant), and its value is determined by
the design and the operational temperature of the ice con-
denser. Thus, Pch may be changed by changes in (0 0P Pw w

could be changed by changes in the temperature of the ice
condenser), and by increasing or decreasing . Therefore,0Pin

changes in the temperature of the ice condenser affect the
pressure, Pch, (through ) in the drying chamber, and0Pw

thus, the mass transfer rate in the dried layer.
Liapis and Litchfield (13) performed a quasi-steady-

state analysis for a system where qI � 0 and qII � 0 and
obtained general guidelines about the optimal control pol-
icy at the beginning of the drying process (when neither of
the state constraints is active), as well as during operation,
when the process may be heat and/or mass transfer limited
(10,13).

Millman et al. (10) studied the freeze-drying of skim
milk under various operational policies that included the
case where qI � 0 and qII � 0. They found that the control
policy that produced the shortest primary drying stage was
also the policy that provided the shortest overall drying
time. Their results show that at least 80% of the heat used
during the primary drying stage was transferred through
the frozen layer of the sample. They also showed that the

type of criterion used in terminating the secondary drying
stage is of extreme importance, especially for samples of
large thicknesses because it may lead to an undesirable
sorbed (bound) water profile that may deteriorate the qual-
ity of the dried product.

CONCLUSION

The evolution of freeze-drying in the past 40 years indi-
cates that this separation process (unit operation) is a con-
venient method for drying those decomposable products
(mostly pharmaceuticals) that cannot be stabilized in any
other way (e.g., plasma, vaccines, antibiotics, sera, and
growth hormones).

The economics of the process indicate that freeze-drying
can be suitable for high-value products with specific bio-
logical and/or physicochemical properties. The highest cost
advantages would be obtained from the processing of con-
centrated solutions of expensive materials; in this respect,
freeze-drying could represent a viable alternative to filtra-
tion and crystallization. It is certain that freeze-drying has
a future, and it is likely that this will essentially be in the
fields of biological sciences and biotechnology. Its potential
evolution is still great and will, of course, depend upon pro-
gress in basic research (4) and upon the level of creativity
in the design and operating conditions of plants and in-
struments.

NOMENCLATURE

Dinw,e Effective pore diffusivity of a binary mixture of
inert gas and water vapor in the dried layer,
m2/sec

Dwin,e Effective pore diffusivity of a binary mixture of
water vapor and inert gas in the dried layer,
m2/sec

kIe Effective thermal conductivity in the dried
layer, kW/(m K)

kII Thermal conductivity in the frozen layer, kW/
(m K)

L Sample thickness, m
Min Molecular weight of inert gas, kg/kg mol
Mw Molecular weight of water vapor, kg/kg mol
Nin Mass flux of inert gas in the dried layer, kg/

(m2 s)
Nt Total mass flux in the dried layer (Nt � Nin �

Nw), kg/(m2 s)
Nw Mass flux of water vapor in the dried layer, kg/

(m2 s)
0pin Partial pressure of inert gas at x � 0, N/m2

0pw Partial pressure of water vapor at x � 0,
N/m2

pwX Partial pressure of water vapor in equilibrium
with the sublimation front (pwX � g(TX)), N/m2

P Total pressure (P � pin � pw) in the dried
layer, N/m2



1288 FREEZE-DRYING, PHARMACEUTICALS

p0 Total pressure at x � 0, N/m2

pch Total pressure in the drying chamber, N/m2

Pchamber Total pressure in the drying chamber, N/m2

Pvial Vial pressure, N/m2

qI Heat flux at x � 0, kW/m2

qII Heat flux at the bottom of the tray, kW/m2

qIII Heat flux at the sides of the tray, kW/m2

qcontact Conduction heat flux, kW/m2

qgas Heat flux due to gaseous transfer, kW/m2

qrad Radiation heat flux, kW/m2

t Time, s
TI Temperature in the dried layer, K
TII Temperature in the frozen layer, K
Tm Melting temperature, K
Tscor Scorch temperature, K
TX Temperature of the sublimation front, K
vp Convective velocity of the binary mixture of

water vapor and inert gas in the porous dried
layer, m/sec

X Position of sublimation front (interface), m

Greek Symbols

DP Pressure drop, N/m2

DT Total temperature difference in Figure 2, K
DTice Temperature difference through the layer of ice

on the cold surface, K
DTrefr Temperature difference between the cold

surface and the evaporating refrigerant, K

Subscripts

I Dried layer
II Frozen layer
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INTRODUCTION

b-Galactosidase (lactase, EC 3.2.1.23) catalyzes the hydro-
lysis and transgalactosylation reactions of b-D-galactopyr-
anosides, such as lactose. The enzyme occurs in a wide va-
riety of organisms including microorganisms, plants, and
animals. The application of b-galactosidase in bioprocess
technology has been achieved exclusively with microbial
enzymes, which have long been used for the hydrolysis of
lactose for increasing the digestibility of milk or for
improving the functional properties of dairy products. Dur-
ing the past decade, another potential application of the
enzyme has also been developed; the b-galactosidase-
catalyzed transgalactosylation has proved to be useful for
structural and functional modifications of food materials,
medicines, and other biologically active compounds. In this
article, we survey the enzymology and application in bio-
process technology of the microbial b-galactosidases with
special emphasis on application of their transgalactosyla-
tion.

BRIEF SURVEY OF b-GALACTOSIDASE ENZYMOLOGY

Microbial Distribution and Purification

b-Galactosidase occurs in a variety of microorganisms in-
cluding yeasts, molds, bacteria, actinomycetes, and ar-
chaebacteria (Table 1). b-Galactosidase is known as a
marker enzyme for coliform bacteria, which are indicators
of the fecal pollution of water.

Microbial b-galactosidases have been purified by a com-
bination of several conventional techniques, such as
salting-out fractionation, ion exchange, gel filtration, hy-
droxyapatite, and hydrophobic interaction chromatogra-
phies. The affinity chromatography of b-galactosidase uses
p-aminophenyl- (or p-aminobenzyl-)b-D-thiogalactopyra-
noside agarose (1), which is commercially available and
has been used for the purification of the Escherichia coli
lacZ b-galactosidase, its recombinant derivatives, and the
other b-galactosidases (2).

Molecular Properties, Substrates, and Inhibitors

The specificity and molecular properties of the microbial b-
galactosidases differ significantly with the source of the
enzyme. For example, the Saccharopolyspora rectivirgula
b-galactosidase is highly specific for b-D-galactosides (3),
whereas the Sulfolobus solfataricus enzyme shows broad
substrate specificity and can efficiently hydrolyze b-
glycosides other than b-galactosides as well (4). The cata-
lytic competence and specificity of transgalactosylation
also depend on the enzyme (see following). The reported
native molecular weights and subunit structures of b-
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Table 1. Examples of b-Galactosidase-Producing Microorganisms

Yeasts

Candida pseudotropicalis, Cryptococcus laurentii, Kluyveromyces (Saccharomyces) lactis, K. fragilis, K. marxianus, Lipomyces sp.,
Torulopsis sphaerica, T. versalitis

Molds

Altenaria altenata*, Aspergillus awamori*, A. cellulosae*, A. foetidus*, A. nidulans, A. niger, A. oryzae, A. phoenicis*, A. terreus,* A.
wentii*, Aspergillus sp., Chaetomium globosum*, C. cochlioides*, C. funicola*, C. thermophile var. coprophile*, Fusarium
maniliforme, F. oxysporum var. lini, Geotricum candida*, Humicola grisea var. thermoidea*, H. lanuginosa*, Macrophomina phaseoli,
Malbranchea pulchella var. sulfurea*, Mucor miehei*, M. pusillus*, Mucor sp.*, Mucor muccedo*, M. javanicus*, Neurospora crassa,
Paecilomyces varioti, Penicillium sp., P. multicolor, P. canescens, P. citrinum, P. luteum*, P. chrysogenum*, P. frequentans*, P.
cycropium*, P. toxidarium*, P. glaucum*, P. notatum*, P. roqueforti*, Phycomyces blakeleeanus, Rhizopus acidus*, R. niveus*, R.
nigricans*, R. delemar*, R. javanicus*, R. formosciensis*, R. chinensis*, Scopulariopsis sp., Sclerotium tuliparum, Spicaria sp.,
Sporotrichum sp.*, S. thermophile*, Sterigmatomyces elviae, Thermomyces lanuginosus, Torula thermophila*, Trichoderma viride*

Basidiomycetes

Corticium rolfsii, Culvularia inaequalis, Pycnoporus cinnabarinus, Sporobolomyces singulalis*

Bacteria

Gram-negative
Aeromonas cavie, A. formicans*, Agrobacterium rediobacter, Bacteroides polypragmatus, Buttiauxella agrestis, Enterobacter

(Aerobacter) cloacae, Escherichia coli, Fibrobacter succinogenes, Klebsiella pneumoniae, Rhizobium meliloti, R. trifolii, Shigella
dysenteriae*, Thermotoga maritima, Thermus sp., Treponema phagedenis, Xanthomonas campestris, X. manihotis

Gram-positive
Arthrobacter sp., Bacillus acidocaldarius, B. circulans, B. coagulans, B. macerans, B. megaterium, B. subtilis, B. stearothermophilus,

alkalophilic Bacillus, Bifidobacterium sp., B. bifidum*, B. longum, Clostridium acetobutylicum, Corynebacterium murisepticum,
Lactobacillus delbruckii subsp. bulgaricus, L. bulgaricus, L. casei, L. helveticus, L. murinus, L. plantarum, L. sake, Lactococcus
lactis, Leuconostoc citrovorum, L. lactis, Streptococcus salivarius subsp. thermophilus, S. thermophilus, S. (Diplococcus)
pneumoniae, Thermoanaerobacter sp., Thermoanaerobacterium (Clostridium) thermosulfurigenes

Actinomycetes
Actinomyces viscosus, Nocardia sp., Saccharopolyspora rectivirgula, Streptomyces lividans*, S. venezuelae*, S. violaceus*

Archaebacteria

Caldariella acidophila, Sulfolobus solfataricus, Pyrococcus woesei, Haloferax alicantei

Note: Microorganisms listed include not only those whose b-galactosidase is characterized or sequenced but also those that have been only shown to produce
b-galactosidase(s) based on the observed hydrolytic and transgalactosylation activities (indicated by an asterisk; May 1998).

galactosidases range, respectively, from 19,000 to 630,000
(the Kluyveromyces lactis enzyme [5]) and from monomer
(e.g., the S. rectivirgula enzyme [3]) to heterooctamer (the
E. coli ebg enzyme [6]). The bacterial b-galactosidases gen-
erally show optimum pHs at neutral regions whereas most
mold enzymes show them at acidic regions, which in some
cases reach pH 2 (7). Some b-galactosidases of the lacZ
family require essential monovalent and divalent ions for
their activities; the S. rectivirgula b-galactosidase is a
multimetal enzyme that requires multiple divalent ions for
its maximum thermostability and activity (8). However,
some other b-galactosidases (e.g., the Rhizobium meliloti
enzyme [9]) do not show such metal ion requirements.
These observations strongly suggest the structural diver-
sity of the microbial b-galactosidases.

Many chromogenic, fluorogenic, and luminogenic sub-
strates that are specific for b-galactosidase have been de-
signed (Table 2). D-Galactose, D-galactosylamines, b-D-
thiogalactosides, and their analogs and derivatives serve
as specific inhibitors of some microbial b-galactosidases
(Table 3).

Structural Classification

Henrissat has compared all the available sequences of gly-
cosyl hydrolases using hydrophobic cluster analysis and
classified these enzymes into families (48). Many microbial
b-galactosidases have thus far been cloned and sequenced
and have been classified, on the basis of sequence similar-
ities, into at least four categories according to Henrissat’s
classification (Table 4).

Glycosyl Hydrolase Family 2. b-Galactosidases belong-
ing to this glycosyl hydrolase family, typified by the E. coli
lacZ b-galactosidase, consist of a large subunit protein of
approximately 1,000 amino acids and show very high se-
quence similarities to the animal b-glucuronidases, sug-
gesting that the b-galactosidases of family 2 have a close
evolutionary relationship with the b-glucuronidases (48).
Many b-galactosidases of this family require monovalent
and divalent metal ions for maximum activity (e.g., the E.
coli lacZ, Kluyveromyces lactis, Streptococcus thermophi-
lus, and Saccharopolyspora rectivirgula enzymes).
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Table 2. Chromogenic, Fluorogenic, and Luminogenic Substrates for b-Galactosidase Gal, b-D-Galactopyranoside

A. Chromogenic Substrates

Substrate
Reported molar absorption coefficient

of chromophorea, M�1 cm�1 Reference

2-Nitrophenyl-Gal D�420 � 3000 (pH 7.0) 10
(ONPG) D�410 � 2100 (pH 7.0) 11

D�410 � 4500 (pH 8.6) 11
D�410 � 4600 (pH 9.2) 11

4-Nitrophenyl-Gal D�347,iso � 290.4b 12
(PNPG) D�405 � 13400 (pH 7.2) 3

D�405 � 8900 (pH 7.0) 11
D�405 � 18300 (pH 8.6) 11

3,4-Dinitrophenyl-Gal D�400 � 15924 (pH 7.0c) 12
2-Chloro-4-nitrophenyl-Gal 13
X-Gald Blue insoluble product Suitable for histochemical identification
VBzTM-Gale Red product, D�520 � 55000 Suitable for histochemical identification;

Refs. 14 and 15
VLM-Galf and derivative D�545 � 32500 (VLM-Gal) 15
VQM-Galg and derivative D�520 � 42500 (VQM-Gal) 15
6-Bromo-2-naphthyl-Gal Product visualized by subsequent reactions Suitable for activity staining in the gel;

Refs. 16 and 17

B. Fluorogenic Substrates

Substrate Excitation (nm) Emission (nm) Reference

FMGh, FDGi 485 530 18
4-Hydroxy-4-methylcoumarin Gal 365 450 19
7-Hydroxycoumarine-4-acetate Gal 370 455 19

C. Substrates for Luminescent Determination

Substrate Comments Reference

D-Luciferin-O-Gal Bioluminogenic 20
AMPGDj Chemiluminogenic 21
Lumi-Gal 530� Chemiluminogenic 22

aThe value depends on assay conditions used. See reference for further details.
bIsosbestic point.
cCalculated from the reported equation: D�400 � (1.637 � 0.007) � 104/(1 � [H�l/10�5.45�0.02).
d5-Bromo-4-chloro-3-indolyl b-D-galactopyranoside.
e(2-(2-(4-(b-D-Galactopyranosyloxy)-3-methoxyphenyl)-vinyl)-3-methylbenzothiazoliumtoluene-4-sulfonate).
f4-[2-(4-b-D-galactopuyranosyloxy-3-methoxyphenyl)-vinyl]-1-methylquinoliniumiodide.
g2-[2-(4-b-D-galactopuyranosyloxy-3-methoxyphenyl)-vinyl]-1-methylquinoliniumiodide.
hFluorescein mono-b-D-galactoside.
iFluorescein di-b-D-galactoside.
j(3-(4-Methoxyspiro[1,2-dioxetane-3,2�-tricyclo[3.2.1.13.7[decane]-4-yl)phenyl-b-D-galactopyranoside.

Glycosyl Hydrolase Family 1. The family 1 b-galactosi-
dases include the enzyme of an archaeon, Sulfolobus sol-
fataricus (48). This enzyme is essentially a b-glycosidase
that can efficiently hydrolyze b-galactosides as well as the
other b-glycosides (4). The S. solfataricus enzyme, consist-
ing of 489 amino acid residues (49), differs in subunit size
from the family 2 of enzymes and exhibits no sequence sim-
ilarity to that family. Interestingly, the lactase/phlorizin
hydrolase, a mammalian b-galactosidase playing a central
role in lactose digestion in the small intestine, belongs to
family 1 (48). Thus, it might be possible that family 2 b-
galactosidases evolved to the animal b-glucuronidases
whereas family 1 enzymes evolved to the digestive lactase
enzymes functioning in the mammalian intestines. A com-
parison of stereo- and primary structures suggested that,
along with b-glucosidases, cellulases, xylanases, and gly-
canases, the b-galactosidases belonging to families 1 and 2

form a superfamily, the 4/7 superfamily, which is charac-
teristic of a common eightfold b/� architecture with two
conserved, catalytically important glutamates near the C-
terminal ends of b-strands four and seven (50).

The lacG b-Galactosidases. Strains of Arthrobacter sp.
and Bacillus stearothermophilus produce b-galactosidases
belonging to a recently proposed b-galactosidase family,
the lacG family, which shows no sequence similarity to en-
zyme families 1 and 2 (51).

Glycosyl Hydrolase Family 35. Xanthomonas manihotis,
which is a gram-negative phytopathogenic bacterium, Ar-
throbacter sp., Bacillus circulans, and Aspergillus niger
produce b-galactosidases with strong sequence similarities
to animal b-galactosidases belonging to family 35 of gly-
cosyl hydrolases (52–54). Domain 1 of the Xanthomonas
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Table 3. Specific b-Galactosidase Inhibitors

Inhibitor Enzymea Typeb Ki and other propertiesc Reference

D-Galactose 1 C 34 mM 23
2 C 2.32 mM 3
3 C 350 mM 24
4 N 40 mM 25

D-Galactal 1 C 14 lM 26
D-Galactosamine 2 C 2.7 mM 3
2-Amino-D-galactopyranosed 1 C 1 mM 27
Galactobiose [b-D-Galp-(1,4)-D-Gal] 1 C 0.1 mM 28
b-D-Thiogalactosides 1 C Isopropyl-, 0.085 mM 29

2 C Methyl-, 12 mM 3
Isopropyl-, 15 mM

b-D-Galactopyranosyl trimethylammonium bromided 1 C 1.4 mM 30
C-(b-D-Galactopyranosylmethyl) amined and derivatives 1 C 7.8 lM 31
Furanosesd 1 L-Ribose, 0.03 mM 23

D-Lyxose, 0.09 mM
D-Galactonolactonesd 1 D-Galactonolactone, 0.25 mM 23
Amino sugars and amino alcoholsd 1 27
Galactostatin and derivativesd 1 C 4 nM 32
Galactose-type imino sugard 4 4 nM 33
1,5-Dideoxy-1,5-imino-D-galactitold 1 13 lM 34
5-Amino-5-deoxy-D-galactopyranoside 1 45 nM 34
2�-Amino-2�-deoxymethyl b-lactoside 1 35
N-Bromoacetyl-b-D-galactopyranosylamine 1 IRR 36
b-D-Galactopyranosylmethyl-p-nitrophenyltriazene 4 A 37
(1/2,5,6)-2-(3-Azibutylthio)-5,6-epoxy-3-cyclohexen-1-ol 1 A 29 mM 38
Conduritol C cis-epoxide 1 A 39
2-Deoxy-2-fluoro-b-D-galactopyranosyl fluoride 1 A Ki, 1.3 mM; ki, 3.2 min�1 40

4 A Ki, 5.4 mM; ki, 2.5 min�1

5 A Ki, 1.3 mM; ki, 0.8 min�1

2�,4�-Dinitrophenyl 2-deoxy-2-fluoro-b-D-galactopyranoside 1 A Ki, 0.71 mM; ki, 2.4 min�1 41
Diazomethyl b-D-galactopyranosyl ketone 4 A Ki, 30 mM; ki, 0.56 min�1 42
2-Nitro-1-(4,5-dimethoxy-2-nitrophenyl) ethyl 1 IRR Photoreversible thiol label 43
Phytic acid 1 U 3.46 mM 44
L-Histidine 45
Calystegin B1 6 C 1.6 lM 46
Isoflavones and their glycosides 6 C/N 2�,3�,4�,7-Tetrahydroxy-isoflavone, 26 lM 47

6 C/N Genistein 4�,7-di-O-�-L-rhamnoside, 4 lM

aSources of enzymes: 1, Escherichia coli (lacZ); 2, Saccharopolyspora rectivirgula; 3, Streptococcus thermophilus; 4, Aspergillus oryzae; 5, A. niger; and 6, bovine
liver. For the assay conditions, see References.
bType of inhibition: C, competitive; N, noncompetitive; U, uncompetitive; IRR, irreversible; A, affinity labeling reagent.
cKi, Inhibition constant; ki, inactivation rate constant.
dObserved strong inhibitions by these compounds argue for the occurrence of a half-chair cationic transition state during catalysis.

manihotis b-galactosidase shows similarity to regions
within catalytic domains of cellulases and xylanases be-
longing to family 10 of glycosyl hydrolases.

It should be mentioned that the strain of Arthrobacter
sp. can produce b-galactosidases of different enzyme fam-
ilies, that is, families 1 and 35 as well as the lacG family
(51,52,55). Cumulative knowledge of amino acid sequences
and stereostructures of the microbial b-galactosidases will
provide important information for further insights into the
classification and evolutionary and structure–function re-
lationships of the microbial b-galactosidases.

MOLECULAR PROPERTIES AND CURRENT STATUS IN
BIOPROCESS TECHNOLOGY OF SOME MICROBIAL
b-GALACTOSIDASES

Although many b-galactosidase-producingmicroorganisms
are known (see Table 1), only a limited number of micro-

organisms have been selected as sources of the enzymes
used in industry. Most of these are of fungal origin, such
as Kluyveromyces lactis, K. fragilis, Aspergillus niger, and
A. oryzae. These fungi were chosen mainly because they
can inexpensively produce the b-galactosidase and are gen-
erally recognized as safe (GRAS) as food additives. Recent
extensive studies led to discovering many other fungal and
bacterial enzymes that are applicable in bioprocess tech-
nology. In this section, we describe the molecular proper-
ties and current status in bioprocess technology of some
microbial b-galactosidases (Table 5).

Fungal Enzymes

The Kluyveromyces lactis, K. fragilis, Aspergillus niger,
and A. oryzae b-galactosidases, the commercially available
GRAS enzymes, are currently used in industry for manu-
facturing milk and dairy products (see following). The Pae-
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Table 4. List of GenBank Accession Numbers of the Microbial b-Galactosidase Sequences (May 1998) with Possible
Assignment to the Glycosyl Hydrolase Families

Microorganism (enzyme) GenBank accession number Possible assignmenta

Aspergillus niger (lacA) A00968, L06037 S37150 35
Actinobacillus pleuropneumoniae (lacZ) U62625 2
Arthrobacter sp. (lacZ) U12334 2

U78028 35
U17417 lacG

Bacillus circulans (bgaA) L03424 lacG
(bgaB) L03425 lacG or 35
(bgaC) D88750 35

B. stearothermophilus M13466 lacG
Clostridium acetobutylicum (cbgA) M35107 2
C. perfringens (pbg) D49537
C. (Thermoanaerobacter) thermosulfurigenes (lacZ) M57579 2
Enterobacter cloacae D42077 2
Escherichia coli (lacZ) V00296 2

(ebg) X52031 2
Kluyveromyces lactis (LAC4) M84410 2
Lactobacillus acidophilus (lacL) AB004867 2

(lacM) AB004868 2
L. delbrueckii subsp. bulgaricus M23530 2
Lactococcus lactis (lacZ) U60828 2
Leuconostoc lactis M92281 2
Pyrococcus woesei AF043283 1
Rhizobium meliloti (lacZ) L20757
Saccharopolyspora rectivirgula D86429 2
Streptococcus thermophilus (lacZ) M63636 2
Sulfolobus solfataricus M34696, X15950, X15372 1
Thermotoga maritima U08186 2
Thermus sp. Z93773 lacG
Xanthomonas manihotis (Bga) L35444 35

aFor details, see text.

cilomyces varioti b-galactosidase is a thermostable extra-
cellular enzyme with a pH optimum at the acidic region
and is potentially applicable to the processing of acid whey.
The A. oryzae, Cryptococcus laurentii, and Sterigmato-
myces elviae enzymes exhibit high transgalactosylation ac-
tivities and are used for the production of the “galacto-
oligosaccharides,” which are derived from lactose (see
following).

Kluyveromyces lactis. Among the fungal enzymes listed
in Table 5, biochemical and genetic studies have been the
most intensive with the K. lactis enzyme. The K. lactis b-
galactosidase is encoded by the LAC4 gene, whose regu-
lation involves the galactose/lactose induction and catab-
olite repression systems (64). The K. lactis enzyme consists
of a subunit protein with an Mr of 117,618 (64) and is prob-
ably a dimer judging from its sedimentation coefficient un-
der nondenaturing conditions (56), although higher aggre-
gates are also known. The deduced amino acid sequence of
the b-galactosidase is very similar to that of the E. coli lacZ
enzyme; thus, the enzyme belongs to the family 2. How-
ever, Maxilact, a commercial preparation of the K. lactis
enzyme, was shown to contain four enzyme forms of b-
galactosidase, whose native molecular weights were esti-
mated to be 19,000, 41,000, 550,000, and 630,000, respec-
tively (5). The biochemical relevance of these observations
to the reported subunit size (Mr, 117,618) and structure
remains to be clarified.

Aspergillus niger. A. niger produces three forms of b-
galactosidases with Mr of 124,000, 150,000, and 173,000,
respectively, which can be separated by ion exchange, gel
filtration, and hydrophobic interaction chromatographies
(57). These isoforms share very similar isoelectric points,
amino acid compositions, and kinetic parameters. The ob-
served multiplicity seems to vary with the culture condi-
tions and is probably related to differences in the carbo-
hydrate content. The amino acid sequence of the A. niger
b-galactosidase exhibits similarity to animal b-galactosi-
dases belonging to the glycosyl hydrolase family 35 (65)
(see Table 4).

Crypotococcus laurentii and Strerigmatomyces elviae. C.
laurentii and S. elviae have been found to produce b-
galactosidases that have high galactosyl transfer activities
(2,62). The C. laurentii cells entrapped in the calcium al-
ginate gels are currently used for industrial-scale produc-
tion of 4�-galactosyllactose-containing “galactooligosac-
charides” (see following).

The C. laurentii and S. elviae b-galactosidases share the
following similar characteristics: (1) occurrence in the cell
wall fractions of the yeast cells; (2) homodimer of a subunit
protein with an Mr of 86,000–100,000; (3) optimum pH for
hydrolysis reaction at pH 4.3–5.0; (4) high transgalacto-
sylation activity that yields 4�-galactosyllactose as a main
product from lactose; and (5) strong inhibition by Hg2� but
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Table 5. Molecular Properties of Some Microbial b-Galactosidases of Biotechnological Interest

Enzyme
Native MI

a

(subunit structure)
Optimum

pHb
Transfer
activityc

Metal ion
requirements Localizationd Comments

Fungal enzymes

Kluyveromyces lactis nr (probably
dimeric)

7.1lac,onpg � Mn2�/Na� I Subunit Mr, 117, 618;
Refs. 56 and 57

K. fragilis 203,000 (nr) 6.8onpg � Co2�, Mg2�, Mn2�/K� I Ref. 58
Aspergillus niger 124,000–173,000

(nr)
3.0lac � nr I Three multiple forms;

Ref. 57
A. oryzae 105,000

(homodimer)
4.5lac �� no E Refs. 59 and 60

Paecilomyces varioti 94,000 (nr) 3.5 � no E Thermostable enzyme;
Ref. 61

Sterigmatomyces
elviae

170,000
(homodimer)

4.5–5.0onpg �� no I (cell wall) Thermostable enzyme;
Ref. 2

Cryptococcus laurentii 200,000
(homodimer)

4.3onpg �� no I (cell wall) Ref. 62

Bacterial enzymes

Escherichia coli 465,000
(homotetramer)

7.0onpg � Mg2�, Mn2�/Na� I The lacZ enzyme

Bacillus circulans 160,000 (monomer) 6.1lac �� no I Isozyme 2; Ref. 63
Saccharopolyspora

rectivirgula
145,000 (monomer) 7.1lac �� Mn2�/Na� E Thermostable enzyme;

Ref. 3
Streptococcus

thermophilus
282,000 (probably

dimeric)
7.0 �� Mg2�/K�, Na� I Ref. 24

Note: nr, not reported; no, no requirement.
aMolecular weight under nondenaturing conditions.
bOptimum pH for hydrolysis of lactoselac or 2-nitrophenyl-b-D-galactopyranosideonpg.
c�, Transgalactosylation activity has been reported; ��, very high transgalactosylation activity has been reported.
dI, intracellular, E, extracellular.

not by p-chloromercuribenzoic acid. However, the S. elviae
enzyme is distinct from the C. laurentii enzyme in terms
of thermostability; the S. elviae enzyme is stable up to 80
�C for 1 h although S. elviae is a mesophile; in contrast, the
C. laurentii enzyme is inactivated after incubation at 58
�C for 10 min. The S. elviae enzyme exhibits sevenfold
higher b-D-fucosidase activity than b-D-galactosidase activ-
ity (2).

Bacterial and Actinomycetous Enzymes

Escherichia coli. The E. coli lacZ b-galactosidase is the
best characterized b-galactosidase; its three-dimensional
structure was already known (66). The regulation mecha-
nism of the transcription of the lacZ b-galactosidase gene
was established as the operon model. The extensive struc-
tural and mechanistic studies of the E. coli lacZ enzyme
have provided the basis for the detailed insights into b-
galactosidase catalysis. However, the usefulness of this en-
zyme in bioprocess technology has been examined only on
a laboratory scale; the E.coli lacZ enzyme stops short of
making a contribution in the food industry, mainly because
of the unacceptability of the bacterium in uses related to
food. Rather, the E. coli lacZ b-galactosidase and its gene
are essential tools in genetic engineering, immunochemi-
cal, and molecular biology studies.

The E. coli lacZ b-galactosidase is a tetrameric protein
consisting of identical subunits of a 1,023-amino acid poly-
peptide chain, which folds into five sequential domains

with an extended segment at the amino terminus (66). The
enzyme has four active sites per tetramer, each of which is
made up of elements from two different subunits. All the
catalytically important amino acid residues are located in
domain 3 of the subunit. The enzyme requires the essential
divalent and monovalent cations for its maximum activity,
but the role of these metal activators in the enzyme mech-
anism is not yet known in detail. The proposed mechanism
of the hydrolysis and transgalactosylation reactions cata-
lyzed by the E. coli lacZ b-galactosidase are reviewed in
another section. The “�-complementation” phenomenon
would be worth noting as a unique characteristic of this
enzyme (67,68). A fragment of amino-terminal peptide,
which consists of approximately 50 amino acids encoded
by a plasmid, is capable of intraallelic (�-) complementa-
tion with a defective form of the b-galactosidase encoded
by the host. The �-complementation has been used for de-
signing plasmid vectors that permit histochemical identi-
fication of recombinant clones in genetic engineering stud-
ies.

The E. coli cells produce a second type of b-galactosid-
ase, the ebg b-galactosidase (“ebg” denotes “evolved b-
galactosidase”), which was found as a gene product that
confers a lactose-positive phenotype to lacZ� mutants. The
enzyme is encoded by two distinct structural genes of the
ebg operon, ebgA and ebgC genes that encode polypeptide
chains of Mr 110,000 and 20,000, respectively (6). The se-
quence of the ebgA gene shows 50% nucleotide identity
with that of the lacZ b-galactosidase gene, indicating that
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the ebg b-galactosidase has a strong evolutionary relation-
ship with the lacZ b-galactosidase (69). The active form of
the ebg b-galactosidase is an �4b4 heterooctamer, which is
a 1:1 complex of the ebgA and ebgC gene products (6). Be-
cause the wild-type ebg b-galactosidase is too catalytically
feeble to allow the E. coli cells to grow on lactose, sponta-
neous mutations must occur in the ebg b-galactosidase
genes before growth can be sustained; when the lacZ� mu-
tants are placed under selection pressure with lactose as
a sole carbon source, strains producing mutant ebg enzyme
with enhanced catalytic competence are selected. Thus, al-
though the ebg b-galactosidase has made no significant
contribution to bioprocess technology to date, the ebg sys-
tem has been extensively studied as an interesting model
for the biology of acquisitive evolution and the chemistry
of the evolution of catalytic function.

Bacillus circulans. The commercial preparation of B. cir-
culans b-galactosidase contains two isozymes, isozymes 1
and 2, which are reported to be monomeric with Mr of
240,000 and 160,000, respectively (63). The enzyme prep-
aration could be applicable to enzymatic hydrolysis of lac-
tose in skim milk (70). The isozymes are different from
each other in terms of substrate specificity and the ability
to catalyze transgalactosylation. Isozyme 2 has an ex-
tremely high transgalactosylation activity; the reaction of
the enzyme with 4.56% (w/v) lactose yields the transgalac-
tosylation products (galactooligosaccharides) consisting of
di-, tri-, tetra-, and pentasaccharides, and the amount of
the oligosaccharides reaches the maximum, which is 41%
(w/w) of the total sugar in the reaction mixture. In con-
trast, isozyme 1 produces oligosaccharides whose amount
is only 6% (w/w) of the total sugar at maximum under the
same conditions. Thus, isozyme 2 of B. circulans b-
galactosidase is used for the production of “galactooligo-
saccharides” as well as for the functional modification of
food materials, medicines, and other bioactive compounds
by transgalactosylation. Two b-galactosidase-encoding
genes, bgaA and bgaB, have been identified in B. circulans
(see Table 4) and are potential candidates that code for
these isozymes. Relevance of these genes to the isozymes,
however, still remains to be established. Recently, B. cir-
culans has also been found to have a third b-galactosidase,
bgaC, which is an exo-b-1,3-galactosidase belonging to gly-
cosyl hydrolase family 35 (53). The commercial prepara-
tion of B. circulans b-galactosidase does not contain the
activity of this third b-galactosidase (53). The recombinant
bgaC b-galactosidase also showed transgalactosylation ac-
tivity, which is useful for the synthesis of b-1,3-linked gal-
actosyl oligosaccharides (71).

Streptococcus thermophilus. S. thermophilus is one of
the dairy lactic streptococci that are used as starter cul-
tures for a variety of industrial dairy fermentations such
as those during the yogurt-making processes. The primary
function of these dairy lactic streptococci is the rapid con-
version of lactose into lactic acid, an essential process in
dairy fermentation (72). Two distinct biochemical path-
ways involved in lactose utilization by the lactic strepto-
cocci have been established. One of these pathways uses
the lactose permease system for the transport of unmodi-

fied lactose, which is then hydrolyzed by an intracellular
b-galactosidase. The other pathway is mediated by the
phosphoenolpyruvate-dependent phosphotransferase sys-
tem, in which lactose is phosphorylated during transloca-
tion and the resultant lactose-6-phosphate is hydrolyzed
by phospho-b-galactosidase (EC 3.2.1.85). In S. thermo-
philus cells, the lactose permease system plays a central
role in lactose transport across the bacterial cell mem-
brane, and the b-galactosidase functions as a key enzyme
in the metabolism of the internalized lactose in dairy lactic
fermentation (72). The S. thermophilus b-galactosidase is
promising for industrial hydrolysis of milk lactose, judging
from its thermostability and established safety as a food
additive. Also, the enzyme is used as a catalyst for the in-
dustrial production of “galactooligosaccharides” from lac-
tose because of its high transgalactosylation activity.

The S. thermophilus b-galactosidase consists of a sub-
unit protein of Mr 116,860 (73). However, its quaternary
structure is not yet firmly established. The enzyme exists
in three distinct forms, whose apparent native molecular
weights are 204,000, 186,000, and 282,000, and one of
which is converted to another in a time-, temperature-, and
concentration-dependent manner (24). The native molec-
ular weight of 500,000–600,000 has also been reported
(72). Structural analysis of the S. thermophilus b-galacto-
sidase genes showed that the b-galactosidase is a family 2
enzyme with 48%, 35%, and 32.5% amino acid sequence
identity to the Lactobacillus bulgaricus, Escherichia coli,
and Klebsiella pneumoniae enzymes, respectively. The en-
zyme requires monovalent and divalent metal ions for its
maximum activity, and the specificity of the metal activa-
tion varies with the substrate (24). The enzyme shows high
transgalactosylation activity to produce a variety of disac-
charides as main products from lactose (74), in contrast to
the Aaspergillus oryzae b-galactosidase, for example, pro-
ducing tri-, tetra-, and pentasaccharides as main transfer
products from lactose.

Saccharopolyspora rectivirgula. A strain of S. rectivir-
gula, a thermophilic actinomycete, produces an extracel-
lular thermostable b-galactosidase with high transgalac-
tosylation activity. The S. rectivirgula b-galactosidase is a
monomeric enzyme with a molecular weight of 145,000 and

of 7.1S (3). When the enzyme reacts with 1.75 M lac-S�20,w

tose at 70 �C and pH 7.0 for 22 h, it yields oligosaccharides
in the maximum yield (other than lactose) of 41% (w/w).
The enzyme is stable at pH 7.2 up to 60 �C (for 4 h in the
presence of 10 lM MnCl2) or 70 �C (for 22 h in the presence
of 1.75 M lactose and 10 lM MnCl2). Thus the enzyme is
applicable to an immobilized enzyme system at high tem-
peratures (�60 �C) for efficient production of the oligosac-
charides from lactose. This monomeric enzyme has eight
specific binding sites for divalent metal ions. These sites
are classified as follows: a very tight (class I) site for Ca2�,
three tight (class II) sites consisting of two Ca2�-specific
sites (class IICa) and one Mn2�-specific site (class IIMn; Kd

for Mn2�, 2.0 nM), and four loose (class III) sites for Mn2�

(Kd, 1.2 lM) and Mg2� (Kd, 2 lM). The class II Mn2� is
catalytically important in maintaining the native struc-
ture essential for activity. Occupation of class III sites by
Mg2� or Mn2� is of physiological importance to attain suf-
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Figure 1. Proposed kinetic mecha-
nism of hydrolysis and transgalac-
tosylation reactions catalyzed by the
E. coli lacZ b-galactosidase. E, en-
zyme; S, substrate; NP, 2-nitro-
phenol; Gal, galactose; Glc, glucose;
Nu, galactosyl acceptor. Shadowed
portion (steps d, e, f) indicates the
pathway that must be considered,
instead of step b, for the mechanism
of the reaction with lactose. This
mechanism also shows that the Nu
also binds to free enzyme to form a
deadend complex whose dissociation
constant is Ki (step i).
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ficient thermostability by which this extracellular b-
galactosidase remains active for a prolonged time at ele-
vated temperatures, as was observed during the growth of
S. rectivirgula (8).

MECHANISM OF THE ESCHERICHIA COLI lacZ
b-GALACTOSIDASE-CATALYZED REACTIONS

The mechanism of the hydrolysis and transgalactosylation
reactions has been the most intensively studied with the
Escherichia coli lacZ b-galactosidase. Figure 1 shows the
proposed kinetic mechanism of the E. coli lacZ b-galacto-
sidase (75). In this mechanism, hydrolysis and transgalac-
tosylation occur at the same catalytic site and share a com-
mon galactosyl enzyme intermediate. Extensive kinetic
studies have also suggested the presence of two distinct
subsites near the active site of the lacZ enzyme, the “ga-
lactose site” and “glucose site,” that respectively bind ga-
lactose and glucose portions of the lactose molecule (76,77).
The glucose site shows affinities to a variety of nucleophilic
compounds, such as sugars, alcohols, and thiols. The pres-
ence of such a glucose site is important in the kinetic be-
haviors of hydrolysis and transgalactosylation of lactose.

Kinetic Mechanism of Reactions with ONPG

The kinetic mechanism of the Escerichia coli lacZ b-
galactosidase-catalyzed reactions can be most simply
shown by the reaction with 2-nitrophenyl b-D-galactopy-
ranoside (ONPG), which is a synthetic substrate whose
aglycone serves as a good leaving group (75). The ONPG
(termed S in Fig. 1) binds to the enzyme to form a Michaelis
complex ES (step a). The release of the aglycone, 2-nitro-
phenolate, occurs very rapidly (k2 � 2,100 s�1 at 25 �C and
pH 7.0) to yield a galactosyl enzyme intermediate (step b),
which partitions into subsequent hydrolysis (c) and trans-
galactosylation (g, h). For the hydrolysis reaction, the wa-
ter molecule reacts with the galactosyl enzyme interme-
diate with k3 of 1,200 s�1, yielding galactose and free
enzyme (degalactosylation; step c). For the transgalacto-
sylation, a galactosyl acceptor (termed Nu) present in the
reaction mixture binds to a glucose site of the enzyme with

an affinity of to form a ternary complex (step g), followedK�i
by the formation of the galactosyl adduct (Gal-Nu; step h).
In the transgalactosylation reaction, the apparent rate of
the 2-nitrophenol release is increased, decreased, or un-
changed with increasing acceptor concentrations, depend-
ing on the nature of the acceptor and the relative magni-
tude of k2, k3, and k6. These observations have been
kinetically analyzed to estimate the and k6 values of aK�i
variety of acceptors, which are the measures of how well
they bind at the glucose site and how readily they react to
form a galactosyl adduct, respectively. Mathematical con-
siderations of such analyses are described by Deschavanne
et al. (76) and Huber et al. (77).

Kinetic Mechanism of Reactions with Lactose

The reaction with lactose, a natural substrate, proceeds
with a mechanism that is somewhat different from that of
the ONPG reaction. Steps d, e, and f, which are shown with
shadowing in Figure 1, must be considered instead of step
b, because glucose, a product of lactose hydrolysis, has an
affinity ( ) to the glucose site, in contrast to 2-nitrophen-K�i
olate, which has no affinity to the enzyme (75); released
glucose can reversibly bind to form a ternary complex (step
e), and then reacts with galactose to yield allolactose. Dur-
ing the lactose hydrolysis, allolactose is only transiently
formed because it is also a substrate of the enzyme. The
reported rate constants (at 25 �C, pH 7.0) are k4 � 60 s�1,
k5 � 380 s�1, and k3 � 1,200 s�1 (75). When high concen-
trations of lactose are reacted, lactose also serves as a gal-
actosyl acceptor (Nu), and the transfer product is galacto-
syllactose. The galactosyllactose can, in turn, serve as a
galactosyl acceptor to produce tetrasaccharides. In this
manner, a mixture of oligosaccharides consisting of di-, tri-,
and higher saccharides is produced from lactose.

Role of Active Site Residues in Catalysis

Extensive chemical modification, affinity labeling, and
site-directed mutagenesis studies have been carried out to
find functional amino acid residues at the active site of the
Escherichia coli lacZ b-galactosidase; these have shown
that Glu461, Glu537, and Tyr503 are important for en-
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Figure 2. Catalytic mechanism of the E. coli lacZ b-galactosidase. Glu461 and Tyr503 are the
candidates for the Brønsted general acid/base catalyst (Enz-BH/Enz-B:). A carboxyl group shown
with “537” is the Glu537 that is suggested to act as a nucleophile during catalysis. The possible
resonance of the planar cationic intermediate is shown with square brackets.

zyme activity. All these catalytically important residues
are located in the third domain of the enzyme subunit and,
indeed, are shown to be located at the active site by X-ray
crystallographic studies (66). However, some argument
still exists on the details of the role(s) of each active site
residue. Here we briefly describe the currently proposed
roles of these amino acid residues in b-galactosidase catal-
ysis (Fig. 2).

The glycosidic oxygen atom of the enzyme-bound sub-
strate undergoes protonation, which facilitates aglycon de-
parture. Intensive kinetic studies with site-directed mu-
tants (17,78) suggest that the Glu461 serves as a Brønsted
general acid–base catalyst at this step, although some evi-
dence also argues for the role of Tyr503 being the general
acid–base catalyst (79,80). The elimination of the aglycon
probably produces an oxocarbonium ion intermediate that
is planar at its anomeric end. This reaction is assumed
because the planar and positively charged analogs of ga-
lactose serve as strong inhibitors of the E. coli lacZ b-
galactosidase (75) (see Table 3). Affinity-labeling studies
provided evidence suggesting that Glu537 is a nucleophile
that attacks the anomeric carbon of the cationic interme-
diate (41), yielding a galactosyl enzyme in which the ga-
lactose moiety is covalently bound to the enzyme through
an ester linkage. The water (or acceptor) then reacts with
the covalent intermediate to produce galactose (or galac-
tosyl adduct) and free enzyme. Although the enzyme re-
quires monovalent and divalent ions for its activity, the
role of the metal activators is not yet known. The bound
Mg2� (1 atom/active site; Kd, 0.65 lM [25]) has been sug-
gested to act as an electrophilic catalyst that accelerates

aglycone departure (12), whereas there is alternative evi-
dence suggesting that it is only important in maintaining
the proper active site structure (30,75). The Glu416,
His418, and Glu461 are ligands to the bound Mg2� ion
(66).

APPLICATIONS OF b-GALACTOSIDASE-CATALYZED
REACTIONS IN BIOPROCESS TECHNOLOGY

Hydrolysis

Cow milk generally contains 4.5–5.0% (w/v) lactose, whose
low digestibility, low solubility, and low sweetness pose the
following problems, the so-called lactose problems, in the
milk and dairy industries (81).

1. Lactose intolerance is widespread in the world’s
adult population, with 70% being unable to metab-
olize large quantities of lactose in milk because of
lack of intestinal lactase.

2. The high lactose content in nonfermented milk prod-
ucts, such as ice cream and condensed milk, often
causes lactose crystallization during preservation.
The crystals must not be greater than 10 lm in
length, or they would make the products sandy.

3. The whey and whey permeate, which are the lactose-
containing by-products from cheese manufacturing,
have posed a serious problem as environmental pol-
lutants, although these are potentially good carbo-
hydrate sources for foods and animal feeds (82).
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All these problems can be circumvented by decomposing
lactose in the products by the action of b-galactosidase
(83,84). For the purpose of alleviating lactose maldiges-
tion, low-lactose milk is currently produced in industry by
the continuous or batchwise treatment of milk with fungal
b-galactosidases. Fungal b-galactosidase tablets have also
been devised for this purpose and are commercially avail-
able (85,86). Enzymatic lactose hydrolysis can be consid-
ered to be a unit operation that can be integrated into the
transformation of a wide range of whey and whey perme-
ates (87). Hydrolysis of lactose produces a sugar mixture,
glucose plus galactose, that is four to five times sweeter
and three to four times more soluble than the parent di-
saccharide. The sugar mixture can serve as a condensed
sugar syrup that is used as a sweetener or intermediate
food product for manufacturing bakery and confectionary
products, ice cream, and other specialities, permitting the
efficient utilization of wheys and whey permeates (87).

Application of Immobilized Enzyme Technology in Industrial
Lactose Hydrolysis

It is important to achieve industrial lactose hydrolysis
with minimum cost. Immobilization of b-galactosidases is
a means to reduce the cost of industrial lactose hydrolysis.
Methods of immobilization and the properties of the im-
mobilized b-galactosidases have been summarized (84).
Baret (87) pointed out the following practical aspects in
attaining the best performance of the immobilized enzyme
system for the processing of whey and its permeates:
(1) the nature of the substrate wheys and permeates,
(2) the design of the reactor system, and (3) the operating
strategy. The key objective of these considerations is to
maximize the amount of hydrolyzed lactose per unit
weight of catalyst, in other words, to maximize the half-
life of the system. Semiindustrial-scale investigationswere
carried out to examine these aspects using immobilized As-
pergillus niger and A. oryzae b-galactosidases that are co-
valently bound on a porous silica carrier:

1. Omission of demineralization of permeates had no
adverse effect on the performance and stability of the
systems. The need for demineralization is related to
the application of the end product. However, con-
trolling the levels of suspended solids and colloids in
wheys was specifically important during operations
in a fixed-bed reactor.

2. Among the fixed-bed, fluidized-bed, and stirred-tank
reactors, the fixed-bed reactor gave the best kinetic
results, in which the minimum reactor volume was
necessary.

3. When no particular care is taken, the efficiency of
the immobilized enzyme system immediately de-
creases because of deposition of material within the
bed, the formation of a coating around the particles,
microbial contamination, channeling, plugging, and
other reasons. Operating strategy must therefore be
considered to minimize these problems. The strategy
required includes the removal of solids or colloidal
substances in substrates, sanitation of substrates,
introduction of the cycling of cleaning/sanitationpro-

cedures of the reactor during the operation, and pro-
gramming the operating temperatures. These strat-
egies greatly enhanced the activity and stability of
the reactors.

It should be emphasized that the prevention against mi-
crobial contamination during operation is of specific im-
portance for the processing of wheys and their permeates,
which are nutritionally rich and excellent growth media
for microorganisms. Methods for sanitizing the substrates,
reactor, and other possible sources of microbial contami-
nation were evaluated. Dilute acetic acid, which has been
commonly used in the laboratory for disinfection of the im-
mobilized enzyme matrices, served as only a poor sanitizer
under industrial conditions. The substituted diethylene-
triamines were effective for the disinfection of the immo-
bilized enzyme matrices without causing loss of enzyme
activity and have been used in large-scale operations.

The technology obtained from these large-scale exami-
nations was transferred to fully industrial-scale opera-
tions; a plant processing 20,000 L/day of sweet whey has
thus been operated, in which the hydrolysis reactor can
process 1,000 L/h of nondemineralized acidified sweet
whey using 40 kg of the immobilized b-galactosidase ma-
trices (87). The processed products have been used as in-
gredients in the food industries.

Production of Lactose-Related Oligosaccharides
by Transgalactosylation

It was shown in the 1950s that oligosaccharides are formed
during the hydrolysis of lactose in milk with the fungal b-
galactosidases (88,89). These oligosaccharides, the so-
called galactooligosaccharides (GO), which are the prod-
ucts of the intermolecular transgalactosylation of lactose,
have long been regarded as unwanted by-products in lac-
tose hydrolysis (90). The Escherichia coli lacZ and ebg b-
galactosidases were also shown to have transgalactosyla-
tion activity; their physiological significance has attracted
the attention of biochemists because one of the transga-
lactosylated products, allolactose, serves as an inducer for
the lactose operon of the bacterium (91).

During the past decade, GO has been shown to have
some beneficial effects in maintaining human health (see
later) and thus has been developed as a food material with
health-giving functions. For the efficient production of GO
from lactose, many attempts have been made to find mi-
croorganisms producing the GO or the b-galactosidase with
high transgalactosylation activity. To date, a large number
of such microorganisms have been found, among which Ba-
cillus circulans (63), Streptococcus thermophilus (74), Sac-
charopolyspora rectivirgula (3), Aspergillus oryzae (92),
Cryptococcus laurentii (62), and Sterigmatomyces elviae (2)
produce enzymes with particularly high transgalactosyla-
tion activities. Also, the cells of yeasts, such as Lipomyces
sp. (93), and those of the lactic acid bacteria, such as Bifi-
dobacterium bifidum (94), can produce GO abundantly
from lactose. Table 6 shows the identified structures of GO
obtained with several enzymes and microbial cells. The
structures of GO depend on the enzymes or microorgan-
isms used as catalysts. The B. circulans, S. rectivirgula, C.
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Table 6. Structures of Oligosaccharides Produced from Lactose by the Transgalactosylation Catalyzed by Microbial
b-Galactosidases and Cells

Structure Enzyme Microorganism

1 2 3 4 5 6 7 8 9 10 11 12

b-D-Galp-(1r6)-D-Glc (allolactose)) 	 	 	 	 	 	 	 	

b-D-Galp-(1r3)-D-Glc 	 	 	 	 	

b-D-Galp-(1r2)-D-Glc 	 	 	

b-D-Galp-(1r6)-D-Gal 	 	 	 	 	 	

b-D-Galp-(1r3)-D-Gal 	 	

b-D-Galp-(1r6)-b-D-Galp-(1r4)-D-Glc (6�-galactosyllactose) 	 	

b-D-Galp-(1r3)-b-D-Galp-(1r4)-D-Glc (3�-galactosyllactose) 	 	 	

b-D-Galp-(1r4)-b-D-Galp-(1r4)-D-Glc (4�-galactosyllactose) 	 	 	 	

b-D-Galp-(1r6)[b-D-Galp-(1r4)]-D-Glc 	 	 	 	

b-D-Galp-(1r2)[b-D-Galp-(1r4)]-D-Glc 	

b-D-Galp-(1r2)[b-D-Galp-(1r6)]-D-Glc 	 	

b-D-Galp-(1r3)[b-D-Galp-(1r6)]-D-Glc 	

b-D-Galp-(1r4)-b-D-Galp-(1r6)-D-Glc 	

b-D-Galp-(1r6)-b-D-Galp-(1r6)-D-Glc 	

b-D-Galp-(1r4)-b-D-Galp-(1r3)-D-Glc 	

b-D-Galp-(1r4)-b-D-Galp-(1r2)-D-Glc 	

b-D-Galp-(1r6)-b-D-Galp-(1r6)-D-Gal 	

b-D-Galp(1r6)-b-D-Galp-(1r6)-b-D-Galp-(1r4)-D-Glc 	 	

b-D-Galp-(1r3)-b-D-Galp-(1r6)-b-D-Galp-(1r4)-D-Glc 	

b-D-Galp-(1r6)-b-D-Galp-(1r3)-b-D-Galp-(1r4)-D-Glc 	

b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r4)-D-Glc 	

b-D-Galp-(1r6)-b-D-Galp-(1r6)-b-D-Galp-(1r6)-b-D-Galp-(1r4)-D-Glc 	

b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r4)-D-Glc 	

b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r4)-D-Glc 	

b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r3)-b-D-Galp-(1r4)-D-Glc 	

Note: Closed circles indicate that the corresponding sugar has been identified in the transfer products. Enzymes are 1, Escherichia coli (Ref. 95); 2, Strepto-
coccus thermophilus (Ref. 74); 3, Sterigmatomyces elviae (Ref. 2); 4, Cryptococcus laurentii (Ref. 62); 5, Kluyveromyces lactis (Ref. 96); 6, K. fragilis (Refs.
97,98); 7, Aspergillus niger (Ref. 98); 8, A. oryzae (Ref. 92); 9, Bacillus circulans (Ref. 99). Microorganisms are 10, Penicillium chrysogenum (Ref. 100); 11,
Chaetomium globosum (Ref. 101); 12, Bifidobacterium bifidum (Ref. 94).

laurentii, S. elviae, and A. oryzae enzymes as well as B.
bifidum cells produce from lactose the oligosaccharides
with a general structure of Gal-(Gal)n-Glc* as main prod-
ucts, where Gal and Glc* indicate the galactose and re-
ducing terminal glucose residues and n the integer (n � 1),
whereas the S. thermophilus and E. coli lacZ enzymes
mainly produce disaccharides (Gal-Glc*) (Table 6).

Currently, GO is industrially produced by means of the
A. oryzae and S. thermophilus b-galactosidases (102). In
the reported system, lactose (80%, w/v) is first reacted with
the A. oryzae enzyme at 65 �C for 4 h (103). The content of
GO in the reaction mixture reaches 31% of the total sugar.
The remaining lactose is further converted to the other di-
saccharidal transfer products by means of the S. thermo-
philus b-galactosidase (104). Industrial production of 4�-
galactosyllactose is also achieved with C. laurentii cells
entrapped in calcium alginate gels, which is used batch-
wise, yielding 4�-galactosyllactose whose content reaches
35% of total sugar (105). The immobilized cells can be used
repeatedly, more than 30 times.

The lactose-related oligosaccharides that can be pro-
duced by the action of b-galactosidase also include the lac-
titol oligosaccharides, which are produced by the A. oryzae
b-galactosidase-catalyzed transgalactosylation to lactitol
[b-galactopyranosyl-(1r4)-D-glucitol], a reduced form of
lactose (106).

Functional Properties of Lactose-Related Oligosaccharides

GO is of low sweetness with excellent taste quality and is
stable under acidic conditions during food processing.
Thus, the oligosaccharides serve as food materials poten-
tially applicable to a wide variety of food manufacturing
and cooking uses. GO also has beneficial physiological ef-
fects on human health, as described in the following sub-
sections.

GO Is a Functional Sweetener. Ingested GO passes
through the human small intestine without being digested;
GO is therefore a low-calorie sweetener. Streptococcus mu-
tans, a causative agent for dental caries, cannot metabolize
GO or produce from GO the insoluble glucan that is re-
sponsible for dental plaque formation. Thus, GO is also a
sweetener beneficial for prevention of dental caries.

GO Can Improve Intestinal and Fecal Conditions. The ob-
servation that GO can improve intestinal and fecal condi-
tions has been explained in terms of the selective promo-
tion by GO of bifidobacterial growth in human colons. The
most dominant indigenous bacteria in the neonatal gut are
the bifidobacteria, whose predominance in the gut has
been suggested to cause beneficial effects in maintaining
human health; these bacteria, as well as their metabolites,
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provide protection from infection and facilitate the normal
functions of the gut. However, the bifidobacterial popula-
tion in the human intestine decreases with aging pro-
cesses, and the etiological relevance of this fact to the in-
creased incidence of intestinal diseases in the middle- and
advanced-aged generations has been implicated. Many in
vitro experiments showed that GO specifically promotes
the growth of the intestinal bifidobacteria and lactobacilli
(e.g., see Refs. 2, 99 and 107). Ito et al. (108) further
examined the in vivo effects of the ingestion of transgalac-
tosylated disaccharides (TD), which were derived from lac-
tose by the action of Streptococcus thermophilus b-galac-
tosidase, on fecal microflora and their metabolism with 12
middle-aged male volunteers. The results showed that TD
ingestion resulted in a specific increase in the fecal popu-
lations of bifidobacteria and lactobacilli, as well as a de-
crease in those of the genera Bacteroides and Candida. It
also lowered fecal pH and caused a decrease in fecal con-
centrations of the products of amino acid catabolism, such
as isobutyric and isovaleric acids, ammonia, p-cresol, and
indole. These results suggest that the ingested TD reached
the colon and selectively promoted the growth of bifido-
bacteria and lactobacilli to depress the microbial decom-
position of amino acids. The GO containing di-, tri-, tetra-,
or higher oligosaccharides showed a similar growth pro-
motion of the fecal bifidobacteria and affected the metab-
olism of fecal microflora (109). It should be noted that the
lactitol oligosaccharides also showed a selective promotion
of bifidobacterial growth and improved the metabolism of
fecal microflora (110).

Effect on Intestinal Absorption of Ca2
 and Lipid Metabo-
lism. Osteoporosis, a loss of bone mass causing an in-
creased risk of bone fracture, is associated with the aging
processes and in particular with menopause in women; es-
trogen deficiency resulting from menopause results in
more rapid bone resorption than formation, resulting in a
net loss of bone mineral density. Estrogen deficiency also
causes hyperlipemia, which produces a higher risk of cor-
onary heart disease. The effects of GO ingestion on calcium
absorption, prevention of bone loss, and total serum cho-
lesterol content were examined (111,112). Ovariectomized
Wistar rats fed on a diet containing GO (5% in place of
sucrose in the control diet) absorbed calcium more effi-
ciently than those on the control diet, and the bone ash
weight and tibia calcium content of the GO-ingesting rats
were significantly higher than those of the controls. GO
also lowered the total concentration of serum cholesterol.
It is suggested that the ingested GO is metabolized in the
large intestine by intestinal bacteria to enhance the pro-
duction of volatile acids, such as propionate, which facili-
tates intestinal calcium absorption and lowers the total
serum cholesterol. These observations argue for possible
prevention by GO against osteoporosis and hyperlipemia
caused by postmenopausal estrogen deficiency.

Functional Modification of Various Compounds
by Transgalactosylation

Glycosylation is a powerful means for structural and func-
tional modification of medicines and many other bioactive

compounds; it enhances their solubilities, physicochemical
stabilities, biological half-lives, membrane permeabilities,
and intestinal absorption and also improves their taste
qualities. In the biosynthesis of glycosides and oligosac-
charides, sugar nucleotides, such as UDP-glucose, serve as
substrates for enzymes that catalyze glycosidic linkage for-
mation. However, the use of these systems in biotransfor-
mations has been limited by the restricted availability of
the corresponding enzymes and substrates. An alternative
is to use transglycosylation catalyzed by glycosidases;
there exists a variety of glycosidases with different speci-
ficities, and their substrates are inexpensively available.
Because the transfer product is always a substrate for the
glycosidase, the success of the procedure as a preparative
method in part depends on the rate of hydrolysis of the
product being slower than that of the glycosyl donor. In
practice, these conditions can be attained rather readily.
Thus, there has been a steadily growing interest in the
glycosidases for glycoside and oligosaccharide synthesis. In
this context, b-galactosidases with high transgalactosyla-
tion activities have also been used for obtaining the gal-
actosyl adducts of sucrose, cyclodextrins, oligosaccharides,
glycosides, amino acids, peptides, alcohols, vitamins, and
other bioactive compounds (Table 7). We here describe two
interesting examples of synthesis of galactosides using b-
galactosidases in further detail.

Synthesis of b-Galactosylthiamin. Thiamine (vitamin B1)
occurs in its phosphorylated forms in nature and plays
important roles in sugar metabolism as a cofactor. 5�-O-(b-
Galactopyranosyl)-thiamine has been produced by the As-
pergillus oryzae b-galactosidase-catalyzed transgalactosy-
lation using ONPG as a galactosyl donor (121). In contrast
to thiamine having a specific odor and strong tongue-
pricking taste, the b-galactosylthiamine obtained was
odorless and mildly sweet with no such stimulative taste,
suggesting its usefulness as a food additive and medicine.

One-Pot Synthesis of Sialyl Oligosaccharides Using a Mul-
tienzyme System. Sialyl oligosaccharides are important
recognition elements on the surface of cells and serve as
ligands of some cell adhesion molecules. Herrmann et al.
described a new efficient synthesis of �(2,6)sialyl N-
acetyllactosamine and analogs by combined use of the Ba-
cillus circulans b-galactosidase and pig liver �(2,6)sialyl-
transferase (116). In this system, the enzymes work
sequentially in one pot to form a sialyl N-acetyllactosa-
mine. CMP-sialic acid, a substrate for the sialyltransfer-
ase, is generated in situ with a coupled recycling enzyme
system. The b-galactosidease-catalyzed transgalactosyla-
tion proceeds irreversibly because the galactosyl adduct is
irreversibly sialylated with the sialyltransferase to form a
sialyl N-acetyllactosamine, which is no longer a substrate
for the b-galactosidase.

CONCLUDING REMARKS

To explore more efficient applications of b-galactosidase in
bioprocess technology, efforts are still being made to dis-



b-GALACTOSIDASE, ENZYMOLOGY 1303

Table 7. Synthesis of Galactosyl Adducts by Means of b-Galactosidase-Catalyzed Transgalactosylation

Galactosyl acceptor Product
Galactosyl

donora Catalystb Reference

Sugars, glycosides, and derivatives

Sucrose Isoraffinose 1 1 113
Branched cyclodextrins Mono- and di-b-Gal products at their side chains 1 2, 3, 4 114
Maltopentaose 45-O-b-Gal-maltopentaose 1 2 115
GlcNAc Sialyl oligosaccharides 1 2 116
GlcNAc and derivatives b-Gal-(1r4 or 1r6)-b-GlcNAc-pNP 1 2 117
GlcNAc and derivatives b-Gal-(1r3)-b-GlcNAc 1 1, 5 118
GalNAc b-Gal(1r3)-b-GalNAc 1 1, 5 119
�-Gal-OMe b-Gal-(1r3 or 1r6)-�-Gal-OMe 2 1 120
1-b-Ara-cytosine 3�-O-b-Gal- and 3�-O-b-Gal-(1r)-b-Gal-1-b-Ara-cytosines 1 6 121

Rubsoside
13-O-b-Glc-19-O-[b-Gal-(1r4 or 1r6)b-Glc]- and

13-O-[b-Gal-(1r4)-b-Glc]-19-O-b-Glc-steviols 1 1, 2 122
b-Glc-pNP b-Gal-(1r3, 1r4, or 1r6)-b-Glc-pNP 1 2 122
Moranoline b-Gal-(1r2, 1r4, or 1r6)-moranoline 1 2 123
b-GlcNAc (1-2 or 1-6)-Man b-Gal-(1r4)-b-GlcNAc-(1r2 or 1r6)-Man 1 2, 7 124

Amino acids and peptides

N-Protected-L-serine methyl esters 3-O-b-Gal-L-Ser derivatives 1 1 125
N-Protected dipeptide esters b-(1r3)-digalactosyl peptides 1 1 126

Alcohols

Alcohols Alkyl b-Gals 1 1 127,128
2-Fluoroethanol 2-Fluoroethyl-b-Gal and derivatives 1 8 129
Allyl alcohol Allyl b-Gal 1 9 130

Vitamins and other bioactive compounds

Thiamine 5�-O-b-Gal-thiamin 3 3 121
Kojic acid Galactosylkojic acid 1 2 132
Oximes b-Gal-oxime derivatives 1, 3 3 133

Note: Gal, D-Galactopyranosyl or D-galactopyranose; Glc, D-glucopyranosyl; Ara, D-arabinofuranosyl; GlcNac, N-acetyl-D-glucosamine;Man,D-mannopyranose;
Me, methyl; Et, ethyl; pNP, p-nitrophenyl. (See also Table 6 for the galactooligosaccharide synthesis, in which lactose serves as both galactosyl donor and
acceptor.)
a1, lactose; 2, PNPG; 3, ONPG.
b1, Escherichia coli (lacZ); 2, Bacillus circulans; 3, Aspergillus oryzae; 4, Penicillium multicolor; 5, bovine; 6, Sporobolomyces singularis; 7, Diplococcus
pneumoniae; 8, Kluyveromyces lactis; 9, Streptococcus thermophilus.

cover a novel microbial b-galactosidase in nature. In ad-
dition, attempts are being made through genetic and pro-
tein engineering approaches to improve the specificity and
enhance the stability of known b-galactosidases. These at-
tempts, along with basic mechanistic and structural stud-
ies, will further enhance our understanding of the molec-
ular mechanism and the structure–function relationshipof
b-galactosidase.
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BASIC DEFINITIONS

Cultivation media in biotechnology are basically multi-
phase fluid systems with a continuous liquid phase in
which cells and gas bubbles are dispersed. In such systems,
the gas holdup � is defined as the fraction of the gas phase
of the total volume VD of the dispersion considered.

VG� � (1)
VD

VG is the total gas volume within VD (i.e., the gas holdup
is a volume-related quantity). When considering the liquid
phase, the gas bubbles are void areas. Thus, the gas holdup
is sometimes called the void fraction.

When the entire culture within a bioreactor is consid-
ered, we then more precisely refer to the corresponding
holdup as the total or global gas holdup. However, we may
also speak about spatial distributions of the gas phase,
particularly in systems where the gas phase is not quasi-
homogeneously distributed. We then prefer to consider lo-
cal gas holdups �l, which are defined by the differential
quotient

dVG� � (2)l dVD

Usually we assume that we can consider the dispersion to
be a quasi-homogeneous fluid. This is a reasonable as-
sumption when discussing technical reactor sizes, where
the bubbles are usually very small as compared to the re-

actor dimensions. However, when we discuss effects on
small scales, we should keep in mind that in gas–liquid
dispersions the gas phase is composed of individual bub-
bles of volume Vj. It does not make sense to consider gas
holdups when looking for the effects on scales in the order
of the mean bubble size. On such small scales, the gas–
liquid two-phase flow system must be treated in a discon-
tinuous way. Hence, discussions about the gas holdup in
bioreactors are more or less restricted to large scales as
compared to the bubble size. In most practical cases we
think of global gas holdups when discussing dispersions
within bioreactors.

When we consider the individual bubbles of volume Vj,
we may rewrite the total gas holdup as

V RVG j� � � (3)
V VD D

where the sum is drawn over all bubbles in the entire vol-
ume VD of the dispersion. The volume Vj characterizes the
bubble size. However, it is often more convenient to use
diameter instead, since the diameter can most easily be
estimated by visual inspection of the dispersion. Unfortu-
nately, the bubble diameter is not well defined, since dif-
ferent bubbles of the same volume might have different
forms. This problem has been circumvented by defining the
so-called equivalent diameter dj, which is the diameter of
a sphere with the bubble’s volume Vj. We can then write
the gas volume VG as

p 3V � RV � Rd (4)G j j6

Bubbles have several functions in bioreactors, the most
important being the transport of a gaseous reactant from
the dispersed gas phase across the bubble surfaces into the
liquid phase. In this respect, the transport cross section A
available for this mass transfer is of primary importance.
A is the total interfacial area between the gas and the liq-
uid phase. This is, apart from the top surface of the dis-
persion, the sum of all bubble surfaces

2A � RA � pRd (5)j j

where Aj is the surface area of the jth bubble. In biochem-
ical reaction engineering, one prefers to discuss the trans-
port cross section as a specific, and in this particular case
a volume-related, quantity. This specific interfacial area a
is defined as

2A RA pRdj ja � � � (6)
V V VD D D

With these definitions we are able to relate the gas holdup
to the quantities of primary interest in biochemical reac-
tion engineering. Starting from equation 1, we obtain

p p3 3Rd Rdj jV AV A 6 6G G� � � � � a (7)2 2V V A V pRd pRdD D D j j

Because the bubbles in biotechnologically relevant dis-
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persions are not of uniform size, such expressions are of
little practical use. One is more interested in characteriz-
ing the bubbles by some mean bubble diameter. In light of
the preceding discussion it is convenient, as proposed by
Sauter, to take the quantity

3Rdjd � (8)s 2Rdj

as such a mean bubble diameter. The sums are drawn over
all bubbles j. In the literature, ds is referred to as the Sau-
ter diameter.

With the Sauter diameter ds, we obtain a simple very
important practical relation between the relevant gas-
phase characteristics of a bubble dispersion:

d 6�s� � a or a � (9)
6 ds

which essentially states that the important specific inter-
facial area a is proportional to the gas holdup �, the pro-
portionality constant being dependent in a most simple
way from the Sauter mean bubble diameter ds. In other
words, the specific interfacial area can increase by increas-
ing the gas holdup, and is more effective, when the mean
bubble size is kept smaller.

Assuming that the volume VL of the liquid phase of a
culture within a bioreactor is given, the higher the gas
holdup �, the larger the total volume VD of the dispersion.
Usually, in discussions about gas-phase behavior within
bioreactors, the solid phase, in particular the cells, can be
attributed to the liquid phase. In reactors where the re-
actor horizontal cross-sectional area ARCS is uniform with
respect to the height HD of the dispersion, we can write the
gas holdup as a function of the height HD of the fully aer-
ated liquid dispersion and the height HL of the liquid with-
out aeration, i.e., when there are no gas bubbles present.

V V � V (H � H )AG D L D L RCS� � � �
V V H AD D D RCS

(H � H )D L
� (10)

HD

This relative enhancement of the culture level in the re-
actor by aeration, or simply by the presence of gas bubbles,
is of practical importance, since, as discussed later, one
must monitor this level during the operation of the bio-
reactor. In cases where it is possible to interrupt the gas
throughput through the reactor and to remove the bubbles,
this equation may be used to measure the total gas holdup.
If such a degassing is possible, this is the most simple mea-
surement of the total gas holdup in dispersions.

From a global view, a higher gas holdup of the disper-
sion leads to a lower mean density qD of the dispersion.
When the gas phases can be assumed to be quasi-
homogeneously distributed, the density qD can be repre-
sented as a linear function of the gas holdup �:

q � (1 � �)q (11)D L

where qL is the density of the liquid phase. This has an

immediate consequence for the static pressure at a partic-
ular height H within the reactor. Since the static pressure
drop Dp over a height interval DH is dependent on the den-
sity of the dispersion, it is possible to directly relate the
static pressure drop and the gas holdup

Dp � q gDH (12)D

Dp
� � 1 � (13)

q gDHL

which is a relationship that is often used to measure the
gas holdup in multiphase reactors. Here, g is the gravita-
tional acceleration.

The gas holdup can also be considered in terms of the
aeration rate. The aeration rate is often represented by the
gas throughput QG relative to the cross-sectional area ARCS

of the reactor. This quantity is referred to as the superficial
gas velocity wsg, since it formally has the dimension of a
velocity

QGw � (14)sg ARCS

When the mean bubble velocity in the laboratory coordi-
nate system is wbl, then with

HDw � (15)bl
sB

where sB is the mean residence time of the bubbles in the
reactor, and

VGQ � (16)G
sB

we obtain

V V V s w s wG G G B sg B sg� � � � � � (17)
V A H s A H V wD RCS D B RCS D D bl

In other words, the gas holdup is proportional to the su-
perficial gas velocity, the proportionality constant being
the reciprocal value of the mean bubble rise velocity in the
laboratory coordinate system. The superficial gas velocity
is the variable that can be manipulated. The effective bub-
ble velocity wbl, however, depends on the fluid-dynamic
properties within the reactor, as well of the broth rheology.
Equation 17 has some practical consequences, as discussed
later.

BIOTECHNOLOGICAL RELEVANCE OF THE GAS HOLDUP

Of all the properties that determine the performance of a
bioreactor with respect to a biochemical conversion pro-
cess, it is the gas–liquid mass transfer capacity or capa-
bility that is the most important. This mass transfer ca-
pacity is primarily determined by the specific gas–liquid
interfacial area a that the bioreactor is able to provide. As
discussed, this quantity is primarily related to the gas
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holdup. When there is no gas holdup, then there is no mass
transfer.

The mass transfer rate is usually described by simple
transport equation analogues to Fick’s first or Ohm’s law,
where it is assumed that the mass current through a re-
gion that represents a resistance for the mass transfer is
drawn by some driving force. In the gas–liquid mass trans-
fer between gas bubbles and the bulk liquid, the essential
mass transfer resistance is assumed to be the liquid-side
boundary layer at the physical bubble surface, and the
driving force is the difference between the dissolved gas
concentrations at both sides of this boundary layer. In this
simple picture, the mass transfer resistance is character-
ized by the product kLa, where a is the specific interfacial
area, which by equation 9 is proportional to the gas holdup.
The mass transfer coefficient kL is defined by this simple
transport law. In the particular case of the oxygen transfer
from a bubble into its surrounding liquid, the transport
resistance is essentially the liquid-side boundary layer
around the bubble. At the physical interfacial area the liq-
uid is assumed to be saturated with oxygen (oxygen con-
centration O*), while on the bulk liquid side we assume
the mean dissolved oxygen concentration O present. The
oxygen transfer rate OUR can then be written as

OUR � k aDO � � (18)L

where DQ � O* � O is the mean driving force.
Although practically most important, the mass transfer

effects that are of interest in biotechnology are not re-
stricted to oxygen gas–liquid mass transfer. The transfer
of CO2 is also of importance, particularly in anaerobic sys-
tems. Beer production may serve as an important example
of this transfer. Here, however, the mass transfer goes in
reverse (i.e., CO2 is mainly transferred from the liquid to
the gas bubbles).

The straightforward way to increase the gas holdup e,
and thus the mass transfer rate, is to increase the volume
of gas sparged per time unit (QG � dVG/dt) into the dis-
persion. Considering the specific interfacial area a, it
would be preferable to use a sparger that produces smaller
bubbles or to apply strong mechanical agitation of the dis-
persion to redisperse larger bubbles. By equation 9, a
smaller mean bubble diameter ds leads to a higher specific
mass transfer area a. These simple arguments, however,
have their clear practical limits, as the following discussion
will show.

The quality of the gas holdup may be defined by the size
of the bubbles, characterized by the mean (Sauter) diam-
eter ds and by some surface properties of the bubbles. The
size of a bubble determines its rise velocity with respect to
the surrounding bulk liquid. When this relative velocity
decreases, the bubble more closely follows the liquid mo-
tion. Since the liquid phase is operated in a batch mode
within most of the practically used bioreactors, the resi-
dence time of the bubbles within the bioreactor becomes
higher with smaller bubble size. Very small bubbles may
even stay within the bioreactor for a very long time before
leaving the dispersion at its top surface. Additionally, the
escape of the bubbles from the dispersion may be delayed
or even suppressed by surface active molecules dissolved

in the liquid phase, which stabilize the boundary layer.
Both effects increase the gas holdup, often in an undesir-
able way.

Long residence times of very small bubbles are unde-
sirable when they exceed the mean time spans during
which the bubbles are able to positively contribute to the
oxygen transfer. To get an idea of the time constant of the
mass transfer, consider that single bubbles with an equiv-
alent diameter of 5 mm can be assumed to have a mass
transfer time constant of roughly 5 min. Consequently,
when such bubbles stay within the reactor for periods
much longer than 5 min, they no longer actively contribute
to mass transfer. They must then be regarded as dead vol-
ume, which essentially reduces the effective reactor vol-
ume (i.e., it reduces the productivity).

When we are dealing with very long gas residence
times, the dispersion accumulates a great amount of gas,
and we consider foamy behavior of the dispersion. Such
situations are extremely undesirable, since with continu-
ing gas supply, the gas holdup becomes larger and larger
until the headspace of the reactor becomes full and the
dispersion enters the gas vent line. There it is usually
stopped at the off-gas filter. This filter quickly becomes
clogged by the material dissolved or dispersed in the liquid
(e.g., the cells or dissolved proteins). Since the gas through-
put is usually controlled, the reactor pressure will be en-
hanced to hold the throughput. The pressure may quickly
rise, and eventually some part of the reactor, most often
the tubing by which substrate or base is supplied, bursts.
To prevent such accidents, in general, the gas holdup in a
bioreactor must be kept under control. This is most often
done by measuring the height of the dispersion with some
level sensor and by reducing the gas holdup with chemical
additives (antifoam agents) when the maximal level is
reached.

Antifoam agents increase the coalescence behavior of
the gas bubbles, thus leading to a larger bubble size.
Larger bubbles are much more easily disengaging from the
dispersion, so that the gas holdup drops. Soya oil or
silicone-based solutions most often serve as antifoam
agents. However, their addition to biological cultures must
be well dosed. One argument for keeping the amount of
antifoam agents within the medium low is that these mol-
ecules, as they are surface active, most often negatively
influence many downstream processing procedures. Also,
the addition of too much antifoam agent may drastically
reduce the gas holdup in a bioreactor. This discussion
shows that, with respect to mass transfer, there are com-
peting requirements. Thus, the addition of antifoam must
be optimized to obtain a maximum performance of the
mass transfer in the reactor while avoiding the problems
with foam.

There is another problem associated with high gas hold-
ups or foam formation. It is well known that microbial cells
are in some sense surface active as well; that is, they easily
attach themselves to bubble surfaces and are then trans-
ported upward toward the surface of the dispersion. This
flotation effect is a negative influence on reactor perfor-
mance when a stable foam layer develops on top of the
dispersion. Then, a significant amount of the biomass
might become captured in the foam layer. In particular, in
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the beginning of a cultivation (after inoculation) when the
biomass concentration is low, the biomass can become
nearly quantitatively trapped in the foam layer. Then, con-
sequently, one does not find a significant biomass concen-
tration in the bulk. After addition of an antifoam agent,
the biomass appears back in the bulk. Hence, it is neces-
sary to avoid these kinds of gas holdup effects by initially
adding a sufficient, but not too large, amount of antifoam
agent to the medium before inoculation.

While the small-scale shear flow that appears in the
surroundings of the bubbles when they rise in the liquid
does not have any negative effect on microbes, there are
some problems with aerated cultures of shear-sensitive
mammalian cells. It was observed that some cell lines die
when their cultures are aerated with air bubbles, while
they grow without problems when they are indirectly sup-
plied with oxygen (e.g., by means of oxygen diffusion
through silicone tubes submerged in the culture medium).
The current explanation of this phenomenon is that it is
not the shear flow around the rising bubbles that damages
the cells but the sudden disruption of the liquid film that
appears immediately before the gas bubble is disengaged
into the reactor’s headspace. When a cell happens to be
within this bursting film, then it is subject to extreme
shear rates that will most probably destroy the cell mem-
brane. Similar effects are also to be expected during bubble
coalescence or redispersion effects, since in such situations
the new bubble surfaces are formed very quickly. Thus,
very high local velocity gradients appear on the scale of the
diameters of these cells.

Another important function of the dispersed gas phase
in a bioreactor is mixing. In bubble column bioreactors, the
bubbles are the only agitators. The individual bubble agi-
tates the liquid medium locally; however, when the total
gas holdup is high enough, eddies with diameters up to the
reactor diameter are induced within the dispersion. With
higher gas holdups, excellent mixing can be obtained, at
least in dispersions with a lower liquid-phase viscosity.
Mixing by means of the rising gas bubbles is not only im-
portant in bubble columns; even in industrial-scale stirred
tank bioreactors, a considerable part of mixing is per-
formed by the gas phase, and this effect is proportional to
the gas holdup. This point will be discussed in more detail
in the next section.

FLUID–DYNAMIC DETAILS

Practically, the gas holdup within a biotechnical cultiva-
tion broth is first of all a function of the aeration rate QG.
Bioreactors are usually aerated with compressed air,
which is dispersed into the culture medium by means of a
sparger. The mass transfer via the top surface of the cul-
ture is most often comparably small and can thus be ne-
glected. In stirred tank reactors, gas can be drawn into the
dispersion by an impeller. This is the case when the im-
peller is operated in an unbaffled vessel where whirling
occurs. However, such operational modes are generally
avoided in technical bioreactors. Hence, when there is no
aeration, the gas holdup is negligible.

In mechanically stirred bioreactors, which are used in
most practical cases in biochemical engineering, a second

influence parameter gains importance. This is the me-
chanical power PD transferred into the dispersion. For this
case of practical importance, we obtain

0.47PD 0.53� � w (19)sg� �VD

as an experimental or engineering correlation, where both
(PD/VD) and wsg are power-related quantities. The quantity
wsg is related to the power Pc released by the rising bubbles
into the dispersion. This power was originally supplied by
the air compressor against the static pressure of the liquid
at the sparger location.

P � Q Dp � w W (20)c G sg

where Dp is the pressure difference between the surface of
the dispersion and the position of the sparger and W is the
weight of the dispersion above the sparger (i.e., essentially
the weight of the liquid phase). The point to note is that
the mechanical power pneumatically introduced into the
dispersion by the gas is proportional to the superficial gas
velocity wsg. In bubble column bioreactors this is the only
form of mechanical power input.

What is the reason for this power dependency of the gas
holdup? With the mechanical power, two fluid–mechanical
effects relevant to the gas holdup appear:

• The first effect is that with higher energy inputs, the
velocities of the circulatory fluid flows within the re-
actors become more intense. Hence, a larger number
of the bubbles within the flow are recirculated. Thus,
the mean residence time increases and, consequently,
by equation 17, so does the gas holdup. In particular,
intensive eddy motions with high local flow velocities
may trap some smaller bubbles within the dispersion
for some time.

• The second effect supports the first one. At higher
power input levels, the chaotic eddy flow motions lead
to higher shear rates in the liquid phase on the scale
of the bubble size. This reduces the mean bubble di-
ameter, as characterized by the Sauter diameter, due
to redispersion. Consequently, even more bubbles
closely follow the liquid motions and thus the gas
holdup increases.

In stirred tank reactors, one also induces a global cir-
culation of the dispersion by means of the agitator to keep
the mean gas residence time high and thus to increase the
gas holdup and the specific interfacial area a or mass
transfer coefficient kLa.

To obtain a high enough gas holdup or specific interfa-
cial area a in dispersions that are not foaming, one might
come to the conclusion that the increase of the superficial
gas velocity will help to solve the problem. It is true that
with higher gas throughputs we usually increase the gas
holdup; however, this has its limits, at least with respect
to its quality characterized by the mean bubble diameter
ds or the specific interfacial area a.
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Two competing processes come into play:

1. With higher gas throughputs we increase the energy
flow into the liquid-phase motion, thus the disper-
sion of gas bubbles or, better, the redispersion by
shear rates increases.

2. On the other hand, with higher holdups the number
density of the bubbles increases and consequently
the number of collisions between bubbles. This re-
sults in an increased coalescence probability and
hence an increase in the mean bubble size. It is sim-
ple to understand that the coalescence probability is
directly proportional to the probability that the bub-
bles meet each other, and this is proportional to the
gas holdup. Larger bubbles most probably disengage
from the dispersion. In this way the gas holdup is
affected.

Consequently, the mean bubble diameter depends on
the relative rates of coalescence and redispersion. Both are
critically dependent on the composition of the medium,
particularly, the concentrations of surface active agents. It
is unlikely that this problem can be treated quantitatively
in the near future, at least not for a real biochemical cul-
tivation broth, where the composition with respect to the
surface active components varies with time in a complex,
virtually unpredictable way. The current knowledge is es-
sentially of qualitative nature.

According to equation 17 we can increase the gas holdup
with the superficial gas velocity, provided the residence
time of the gas phase or the corresponding mean bubble
velocity wbl relative to the reactor coordinates remains
practically constant. At higher gas throughput, the circu-
lation flows in the reactor are intensified and, hence, so is
the mean residence time of the bubbles. This leads to a
lower mean bubble-rise velocity and an increased holdup.
When the holdup increases too much, the bubble coales-
cence probability exceeds the redispersion probability.
Consequently, the bubble size increases. At higher viscos-
ity the mean bubble-rise velocity is lower, and, according
to equation 17, large gas holdups and larger bubbles ap-
pear at even lower superficial velocities.

On the other hand, in dispersions with liquid phases of
higher viscosity, one observes drift of the gas holdup to-
ward higher values with a long time constant. This effect
can be understood from the fact that due to the smaller
slip velocity between bubble and bulk liquid, the probabil-
ity of small bubbles escaping from the dispersion at its top
surface becomes lower. Thus, very small bubbles accumu-
late in the dispersion, leading to an increased holdup. The
bubble size distributions tail toward small equivalent bub-
ble diameter values.

The effective bubble rise velocity wbl does not sensi-
tively depend on the superficial gas velocity wsg for bubbles
in the relevant Sauter diameter region of some millime-
ters. Hence, with larger superficial gas velocity wsg the gas
holdup will rise according to equation 17. Then, coales-
cence appears to a considerable extent. Big bubbles appear,
and the dispersion becomes quite inhomogeneous with re-
spect to bubble size. At very high superficial gas velocities
the reactor will become flooded with gas.

At small gas holdups, the interfacial area that can be
produced in a stirred tank reactor is essentially indepen-
dent of the agitator type, and practically only dependent
on the effectively introduced mechanical power. Higher
mechanical power inputs by means of the agitator lead to
a more intense redispersion of coalesced bubbles; the mean
bubble size becomes smaller and the gas holdup higher.
However, it is not possible to increase the gas holdup to
arbitrarily high values, since agitators are restricted in the
amount of gas they are able to disperse. When a critical
gas throughput is exceeded, they become flooded. An es-
sential criterion for an agitation system is the maximal gas
throughput it can disperse. In other words, with respect to
gas holdup and mass transfer considerations, it is straight-
forward to primarily distinguish different agitators by
their ability to disperse more or less gas.

MEASUREMENT TECHNIQUES

To control the gas holdup, at least in the sense of keeping
it below a critical value, it must be measured. Many tech-
niques have been proposed in the literature; however, only
a few of them can routinely be applied in biotechnical pro-
duction practice.

The most convenient method to estimate the gas holdup
in large reactors is to measure static pressure differences
Dp between sites in the reactor at different heights and to
relate Dp to the gas holdup � with equation 12. The liquid-
phase density qL can be estimated reliably in simple den-
sity measurements. Some pressure sensors on the market
are sensitive and also robust enough for measurements in
production reactors.

The most straightforward way to proceed is to use equa-
tion 10 and register the height HD of the surface of the
dispersion. In any case, it is necessary to realize when it
exceeds a limit HDmax. This can be done by various level
meters or sensors. Since in most real bioprocesses the oxy-
gen supply cannot be switched off and it is not possible to
remove the bubbles, the volume of liquid phase must be
determined indirectly. The most simple way is to make use
of the culture weight, which is often measured even at pro-
duction reactors and some estimate on the density of the
nongas phase of the dispersion.

The most simple level monitor is a conductivity probe,
which makes use of the fact that biotechnical culture me-
dia are electrically conductive. Hence, a single electrode
placed at the critical height in the headspace of the bio-
reactor, connected with some counterelectrode in the dis-
persion (e.g., the wall of the reactor) via a voltage source,
would suffice. Only when the dispersion reaches the elec-
trode does the current loop close. The flowing electric cur-
rent then indicates that the gas holdup reached its maxi-
mal value.

The same measurement principle can be used to mea-
sure local gas holdups. Then, however, the probe must be
pointlike (i.e., small as compared to the bubble size).
Whenever the point is within a bubble, the current flow
between the electrodes is interrupted. The ratio of the sum
of the time intervals Dtj when the current is interrupted to
the total measurement time ttm is exactly the local gas
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holdup when the total measurement time ttm was not too
short. All other pointlike sensors that can distinguish be-
tween gas and liquid phases can be used in the same way.
One example is the total light reflection probe.

There are other probes for local gas hold measurements
with larger measurement volumes, such as capacitance
sensors, which measure the local gas hold-up by introduc-
ing a small capacitor into the dispersion, so that the dis-
persion forms the dielectric. The dielectric constant is de-
pendent on the gas holdup within this capacitor. After
some calibration, this sensor can be used to monitor the
local gas holdup, provided it can be made certain that the
holdup between the plates of the capacitor is representa-
tive of the holdup of its surroundings.

CONCLUSION

In bioreactors, air is dispersed primarily to provide a suf-
ficiently large specific interfacial area a for oxygen mass
transfer into the liquid phase of the culture medium. Al-
though a, or its product with the mass transfer coefficient
kL, the kLa value, is the key quantity from the point of view
of allowing a high oxygen transfer rate, the gas holdup is
a very important quantity that must be kept under control
in practically all bioreactors. Too little gas holdup does not
allow for a sufficient mass transfer; too much gas holdup
leads to problems with the reactor operation, in particular
when due to foam formation. The gas holdup can be con-
trolled by the gas throughput and, in stirred tanks, also by
the stirrer speed. However, when foam is formed, it might
become necessary to destroy it. Mechanical foam destroy-
ers are applied in a few cases; however, in most bioreactors,
foam is combated by chemical antifoam agents. Since the
gas holdup and hence the total volume of the dispersion
may become too high when foam is being formed, most re-
actors are equipped with a level control. This impressively
underlines the importance attributed to the gas holdup in
biotechnology.

See also FERMENTATION MONITORING, DESIGN AND

OPTIMIZATION; FERMENTER DESIGN; MASS TRANSFER.
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INTRODUCTION

A variety of methods are available for gene transfer in
gram-positive bacteria, and the choice of technique de-
pends on the nature of the experiment, recipient strain,
and donor DNA. For naturally transformable species such
as Bacillus, transformation of competent cells is usually
used for the introduction of chromosomal or plasmid DNA.
For strains lacking satisfactory levels of natural compe-
tence methods such as polyethylene glycol–mediated pro-
toplast transformation have been successfully used, al-
though these are currently being replaced by the more
straightforward technique of electroporation. In addition,
transduction and conjugation can be used for DNA transfer
in gram-positive bacteria. We outline here the major prin-
ciples of each mode of gene transfer and list particular ap-
plications with different gram-positive examples.

TRANSFORMATION

Transformation is defined as the transfer of free exogenous
DNA into a cell to permanently alter its heredity. Four
modes of transformation exist in gram-positive bacteria:
(1) transformation of naturally competent bacteria;
(2) transformation of cells with artificially induced com-
petence, (3) polyethylene glycol–mediated protoplast
transformation, and (4) electrotransformation (electropor-
ation).

Transformation of Naturally Competent Bacteria

Transformation of naturally competent bacteria involves
the active uptake by a cell of free extracellular DNA and
the heritable incorporation of its genetic information. Nat-
ural transformation was first detected in Streptococcus
pneumoniae, where the ability of this bacterium to be
transformed by exogenous DNA was used to prove that
DNA is the genetic material (1).

Natural competence is a physiologically and genetically
determined property of a particular strain. This physiolog-
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ical state is dependent on the expression of specific genes
whose products provide the necessary state for competence
and subsequent DNA uptake. Bacillus subtilis is the most
intensively studied naturally transformable species. Al-
most 40 genes (com genes) required for competence have
now been identified in B. subtilis. About half of them reg-
ulate the development of the competent state, and the re-
mainder are involved in DNA uptake and the transfor-
mation process (late com genes).

In B. subtilis, the competent state develops postexpo-
nentially during the transition from exponential growth to
stationary phase. Culture density is one of the physiolog-
ical conditions controlling the development of competence.
As cells grow to high density, two extracellular peptide
pheromones accumulate in the culture medium; they cause
increased transcription of the comS gene. Synthesis of
ComS, in turn, leads to activation of the ComK transcrip-
tion factor, which directs expression of the late com genes
(2–4). In addition to these cell density signals, there are
also nutritional signals that control activation of ComK (5).
Similar mechanisms exist in Streptococcus: in S. pneumon-
iae, competence develops in exponentially growing cells at
a critical cell density (107–108 cells/mL) (6). Here, cellular
secretion of a small 17-residue peptide is responsible for
inducing cells to develop competence (7,8). In B. subtilis,
only 1–10% of the cell population becomes competent
whereas in Streptococcus spp. (e.g., S. pneumoniae and S.
sanguis) up to 100% of the cells in a culture become com-
petent (9).

DNA uptake mechanisms in B. subtilis and S. pneu-
moniae are also similar (for review, see Refs. 10 and 11).
In brief, double-stranded DNA noncovalently binds to the
surface of a competent cell (approximately 50 [B. subtilis]
and 30–80 [S. pneumoniae] DNA-binding sites are used per
competent cell). The transfer of DNA into the cell initiates
with the generation of double-strand breaks. One strand
is degraded while the other enters the cell (12); thus, DNA
enters in a single-stranded form. In the case of transfor-
mation by homologous DNA, single-stranded DNA can in-
tegrate into the recipient chromosome (or resident plas-
mid) by homologous recombination. In B. subtilis, if
plasmid DNA contains regions homologous to the recipient
genome, the efficiency of transformation will be greater
than 106 transformants per microgram of DNA. In the case
of transformation by a nonhomologous plasmid, following
entry of single-stranded plasmid DNA the plasmid must
first resume a double-stranded form to replicate. If the
transforming plasmid is monomeric, two complementary
strands should independently enter the cell to produce a
double-stranded plasmid. For this reason transformation
by plasmid monomers is very inefficient in B. subtilis. Most
plasmid preparations from gram-positive (or gram-
negative) bacteria contain plasmid multimers and can
yield transformants in B. subtilis at a level of 103 to 105

transformants per microgram of DNA. Plasmid DNA iso-
lated from Rec� bacteria contains a much lower amount of
multimers and will lead to 100 to 1000-fold lower trans-
formation frequencies.

To bypass the requirement for plasmid multimers in B.

subtilis, a so-called plasmid marker rescue transformation
system has been developed. This system involves the up-
take of donor DNA by competent cells and the subsequent
recombination with a partially homologous resident plas-
mid (13–16). A simple procedure can be used for the prep-
aration of competent cells of S. pneumoniae (17). Methods
for transformation of other naturally competent strepto-
cocci have also been developed, for example, S. sanguis
Challis (18), S. milleri (19), and S. mutans (20).

For B. subtilis, the most commonly used method of prep-
aration of competent cells remains the classical two-step
procedure of Dubnau and Davidoff-Abelson (21). Labora-
tory techniques for Bacillus transformation (as well as
other molecular biological methods for Bacillus) can be
found in Harwood and Cutting’s work (22). Transformation
of naturally competent cells is the method of choice for in-
troduction of DNA into B. subtilis. Applications include al-
lele replacement and the introduction of chromosomal
markers and plasmids. Transformation has been used for
fine structure genetic mapping in B. subtilis. This method,
however, is limited by the length of DNA taken up by a
competent cell. The average size of transforming DNA
(about 30 kb) limits the recombinational distance between
two markers and hence the genetic distance that can be
established. Nonsaturating concentrations of transform-
ing DNA (less than 50 ng/mL in B. subtilis) should be used
in mapping experiments to avoid congression (i.e., the
transformation of the same competent cell by two geneti-
cally unlinked markers as a result of independent DNA
uptake events). However, congression can be used as a
strain construction tool, in that a genetic marker can be
introduced into a recipient chromosome by selection for an
unlinked marker (22). For this purpose, however, much
higher DNA concentrations (e.g., 1–5 lg/mL in B. subtilis)
must be used (to get 2–3% congression).

Transformation Using Artificially Induced Competence

Some bacterial species can be artificially manipulated to
allow the uptake of exogenous DNA. This so-called chem-
ically induced competence can be achieved typically by
treatment of cells with calcium or some other cation and
is used in the standard Escherichia coli transformation
protocol. This is the method of choice for transformation of
E. coli. Among gram-positive bacteria, Staphylococcus au-
reus has been transformed by this technique (23,24). In
this procedure, cells collected at early exponential growth
phase are washed with a NaCl solution, suspended in a
CaCl2-containing buffer, and incubated with DNA. The
transformation efficiency has been shown to be dependent
on the pH of the buffer, the presence of divalent cations,
and the growth phase of the culture. Transformation effi-
ciency is generally higher in nuclease-minus mutants (25).
Also, efficient development of artificial competence re-
quires that the cells are lysogenic for phage u11 (24). Cer-
tain phage-expressed products are able to enhance com-
petence; for example, both phage tails (26) and the product
of early gene 31 (24) have been reported to enhance com-
petence. Efficiencies of 104 transformants per microgram
of DNA can be achieved with this system. The main
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advantage of the artificial competence procedure for S. au-
reus is that it is effective for transformation of chromoso-
mal DNA whereas protoplast transformation is not. This
technique has been used extensively for genetic mapping
where linkages representing large distances (100–150 kb)
of the chromosome can be defined by the uptake of very
large chromosomal fragments by the cell (27).

Protoplast Transformation

Protoplasts are generated by treatment of bacteria with
muralytic enzymes (lysozyme or other, depending on the
species) to degrade the peptidoglycan cell wall in the pres-
ence of an osmotic stabilizer. When exposed to high con-
centrations of polyethylene glycol (PEG) in the presence of
DNA, protoplasts take up the DNA and if allowed to re-
cover on suitably rich media can regenerate the cell wall.
Addition of PEG can also cause protoplast fusion.

Use of protoplast techniques has advantages and dis-
advantages. Protoplasts allow the uptake of double-
stranded plasmid DNA, enabling plasmid monomers to be
used. However, protoplasts are very fragile, burst easily,
and are extremely sensitive to traces of detergent on glass-
ware. In addition, the method is generally considered la-
borious; protoplast regeneration can be extremely slow (2–
6 days) and occurs at a low frequency. Finally, complete
media are required, precluding the direct selection for pro-
totrophic markers. Before the introduction of electropora-
tion methods, protoplast transformation had been widely
used for transformation of gram-positive species that are
not naturally competent.

Protoplast transformation techniques for gram-positive
bacteria were first developed for Streptomyces and Bacil-
lus. PEG-induced transformation of Streptomyces proto-
plasts by plasmid DNA was first reported in 1978 (28) and
for B. subtilis in 1979 (29). The B. subtilis protoplast trans-
formation technique is still used for many Bacillus species,
such as B. anthracis (30), B. amyloliquefaciens (31), B.
stearothermophilus (32,33), and B. licheniformis (34).

In Streptomyces spp., transformation and transfection
of protoplasts are important tools for gene transfer, being
very efficient, even with large constructs up to at least 40
kb, and more than 107 transformants per microgram of
DNA can be obtained, as has been described for S. lividans
and S. coelicolor (35). Numerous protoplast transformation
techniques have been developed for other Streptomyces
species: S. peucetius (36), 106 transformants/lg DNA; S.
tendae (37), 106 to 107 transformants/lg DNA; S. clavuli-
gerus (38), 105 transformants/lg DNA; S. venezuelae (39),
107 transformants/lg DNA; S. niveus (40), 106 transfor-
mants/lg DNA; and S. lincolnensis (41), 103 transfor-
mants/lg DNA. Streptomyces protoplasts are more easily
manipulated than those of other bacterial genera and ex-
hibit reproducibly high levels of regeneration. Indeed, this
ease of use has enabled protoplast fusion to be used not
only for strain construction but also for genetic mapping
in Streptomyces (35).

Protocols have been developed for protoplast transfor-
mation in a wide range of other gram-positive species.
PEG-mediated protoplast transformation methods (giving
up to 106 transformants/lg DNA) are available for differ-

ent Actinomycetes such as Micromonospora olivasteros-
pora (42), Amycolatopsis (Nocardia) orientalis (43), and
Rhodococcus spp. (44). A method for PEG-mediated trans-
formation of the mycelium has been developed for Amy-
colatopsis (Nocardia) mediterranei that yields 106 trans-
formants/lg DNA without the need for protoplast isolation
(45).

Staphylococcus protoplasts prepared with lysostaphin
and stabilized with sucrose and Mg2� are currently being
used for PEG-mediated plasmid transformation (46) and
protoplast fusion (47). Protoplast fusion has also been used
for chromosomal mapping in Staphylococcus aureus (48)
and also for plasmid transfer. There has also been reported
a method for PEG-mediated plasmid transformation of a
temperature-sensitive peptidoglycan-deficient mutant of
S. aureus, giving transformation frequencies comparable
with those obtained with protoplasts prepared with lyso-
staphin treatment (49). PEG-mediated protoplast trans-
formation has been developed for different streptococci, in-
cluding S. lactis (50), S. faecalis (51,52), S. faecium (53), S.
thermophilus (54), and S. pyogenes (55).

Early techniques used protoplast transformation for in-
troduction of plasmid DNA into mycobacteria (56). Elec-
troporation techniques have subsequently proved to be
more effective, although an efficient method for transfor-
mation of Mycobacterium smegmatis protoplasts has been
described (57). As with mycobacteria, electroporation has
now replaced protoplast transformation techniques in the
lactic acid bacteria and Listeria spp. (58–60). PEG-
mediated protoplast transformation was the first method
of transformation reported for Clostridium perfringens
(61,62). Before the development of electroporation tech-
niques, protoplast transformation was used extensively for
the introduction of DNA into Clostridium acetobutylicum
(63,64), the most recent method reported giving up to 106

transformants/lg DNA (65).

Electroporation

Application of a high-voltage electric field for a very short
period of time (microseconds) causes transient structural
changes in lipid bilayers and biological membranes, lead-
ing to reversible pore formation (electroporation) and al-
lowing the passive influx of DNA molecules. Electropora-
tion as a tool for cell transformation was first used in the
early 1980s for the transformation of animal cells (66).
Subsequently, the technique was utilized for prokaryotes
(e.g., for transformation of Bacillus cereus protoplasts
[67]).

Transformation of intact bacterial cells by electropora-
tion was first reported in 1987 for Lactococcus lactis (68)
and Lactobacillus casei (69). A number of reports on elec-
troporation of different gram-positive bacteria appeared
shortly thereafter: Enterococcus faecalis (70), Streptococ-
cus thermophilus (71), Mycobacterium smegmatis, and
BCG (72), Clostridium perfringens (73), and a number of
other gram-positive species—Lactobacillus acidophilus,
Bacillus cereus, Leuconostoc spp., and Listeria spp. (74).

The first attempts to transform gram-positive bacteria
using electroporation were not very efficient, and for a
large number of gram-positive species the technique has
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been extensively refined. The most important parameters
affecting electroporation efficiency appear to be field
strength and duration and shape of the pulse (75). Other
parameters involve the cell culture growth conditions (e.g.,
media composition and phase of cell growth at the time of
harvesting for electroporation) and transformation condi-
tions (e.g., final concentration of cells and DNA in the
transformation mixture, ionic strength, and the pH of elec-
troporation buffer). Optimal conditions of course, will dif-
fer from strain to strain.

Some strains can give frequencies of 107 to 108 trans-
formants/lg DNA, and in these strains library construc-
tion is a distinct possibility. Most strains, however, give
frequencies suitable for the exchange of shuttle vectors be-
tween strains. However, frequency of electrotransforma-
tion of gram-positive bacteria is generally lower than that
observed with E. coli. Possibly, the dense composition of
the gram-positive cell wall presents a more complex bar-
rier to entry of DNA. Several protocols were developed to
overcome this problem, such as incorporation of low con-
centrations of the cell wall synthesis inhibitor penicillin-G
in the growth medium substantially increased the effi-
ciency of transformation of Listeria monocytogenes (to 106

transformants/lg DNA) (76). Gentle treatment of lactococ-
cal cells with muralytic enzymes before electroporation
(77) and pretreatment of Clostridium perfringens cells
with a peptidase lysostaphin (78) also raised the efficiency
of electrotransformation. In the last two cases, muralytic
enzymes partially digested the cell wall, providing access
of plasmid DNA to the cell membrane pores subsequently
created by electroporation.

Electroporation has now become the method of choice
for the transformation of a wide range of gram-positive
bacteria. For example, in Clostridium electroporation has
superseded the standard method of protoplast transfor-
mation used previously. Electroporation methods have
been reported for Clostridium perfringens (107 transfor-
mants/lg DNA) (79–81), C. beijerinckii (82), C. acetobutyl-
icum (83), and Clostridium thermosaccharolyticum (155).
Electroporation is also a method of choice for lactic acid
bacteria (Lactobacillus, Lactococcus) and has replaced the
more time-consuming and frequently unreliable protoplast
transformation techniques (84–87).

In Mycobacterium smegmatis, electroporation is rela-
tively efficient, yielding little more than 105 transfor-
mants/lg DNA (88). In other mycobacterial species similar
yields have been reported: Mycobacterium intracellulare
(106 transformants/lg DNA) (89), M. vaccae (103–105

transformants/lg DNA) (90), and M. bovis BCG (91,92). It
was shown that elevation of electroporation temperature
to 37 �C improves the efficiency of transformation of slow-
growing Mycobacterium spp. (93).

For Listeria, electroporation yields as high as 106 trans-
formants/lg DNA have been reported for L. monocyto-
genes, L. innocua, and L. ivanovii, and somewhat lower
yields for L. seeligeri (94).

Efficient electroporation techniques have also been de-
veloped for some actinomycetes, for example, Actinomyces
viscosus and Actinomyces naeslundii (102–107 transfor-
mants/lg DNA) (95), Brevibacterium flavum and Coryne-
bacterium glutamicum (up to 5 � 107 transformants/lg

DNA) (96), Brevibacterium methylicum (105 transfor-
mants/lg DNA) (97), and Rhodococcus fascians (105 trans-
formants/lg DNA) (98). A method for electroporation of
Streptomyces parvulus and S. vinaceus has been reported
(105 transformants/lg DNA) (99).

Electroporation has also been used for transformation
in the Streptococcus species: Streptococcus pyogenes (107

transformants/lg DNA) (100), S. thermophilus (7 �
105 transformants/lg DNA) (101), Enterococcus faecalis
(105 transformants/lg DNA) (102), S. parasanguis (103),
S. agalactiae (104 transformants/lg DNA) (104), and S.
suis type 2 (107 transformants/lg DNA) (105). Employed
later than for other gram-positive bacteria, electroporation
techniques have been developed for the staphylococci, such
as Staphylococcus aureus (4 � 108 transformants/lg DNA)
(106), S. staphylolyticus, and S. carnosus (105 transfor-
mants/lg DNA) (107).

Electroporation has been applied to many Bacillus spe-
cies, such as Bacillus thuringiensis (108), B. amylolique-
faciens (109), B. cereus (110), B. subtilis (111), and B. an-
thraecis (112). However, electroporation is relatively
inefficient for the Bacillus species and transformation fre-
quencies are low (no more than 105 transformants/lg
DNA) for most of the species including B. subtilis
(111,113,114). For B. subtilis the maximum electrotrans-
formation frequency reported was 9 � 104 transformants/
lg DNA (115). B. thuringiensis, however, is an exception,
with transformation frequencies up to 107 transformants/
lg DNA being reported (116). Recently, an efficient method
for electroporation of B. brevis cells has been developed. It
gives 107 up to 108 transformants/lg DNA (117). Electro-
poration techniques have also been reported for transfor-
mation of Leuconostoc paramesenteroides (118) and species
of Bifidobacterium (119). Electroporation is rapidly becom-
ing the method of choice for the majority of gram-positive
bacteria.

TRANSDUCTION

Gene transfer mediated by a bacteriophage is termed
transduction; two types of transduction can be defined,
generalized and specialized.

In the process of generalized transduction, any gene has
a more or less equal probability of being transferred. Dur-
ing phage infection of the donor bacterium some phage
heads incorporate a “headful” of bacterial DNA rather than
phage DNA, and upon lysis the bacteria release phage par-
ticles carrying bacterial DNA. The phage particle adsorbs
to the recipient bacterium and injects the bacterial DNA
fragment, which can recombine into the recipient genome
by homologous recombination.

During specialized transduction (“restricted transduc-
tion”), only genes adjacent to the lysogenic prophage can
be transduced as a result of erroneous excision of the pro-
phage. During excision, adjacent bacterial DNA can be ex-
cised together with the prophage (it is also possible for
some prophage DNA to remain unexcised). After packag-
ing the newly formed phage particle contains excised bac-
terial DNA, which can be transferred to other bacteria dur-
ing the life cycle of the virus.
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Generalized Transduction

Several transducing phages have been described for B.
subtilis. The generalized transducing phage PBS1 is the
most widely used for genetic analysis. The phage is pseu-
dolysogenic, however, and although it generates turbid
plaques on a plate seeded with B. subtilis it does not enter
a true lysogenic state. PBS1 transduction is used for long-
range genetic mapping because a single transducing par-
ticle encompasses more than 200 kb (about 10% of the host
genome) and can be used to obtain an approximate position
of a gene on the chromosome. Following this, DNA-
mediated transformation of naturally competent cells is
used to obtain a more accurate position of the gene of in-
terest. For rapid mapping of genes, a kit of nine auxo-
trophic strains has been created (120). Together, these
strains contain 22 auxotrophic markers spaced at rela-
tively even intervals around the chromosome. A PBS1-
transducing lysate is prepared from the strain containing
the mutation to be mapped (which should have the wild-
type allele of the auxotrophic markers carried by the kit
strains) and used to infect each kit strain with selection
for Aux� and screening for the mutant phenotype. An al-
ternative and perhaps easier approach is to use the large
collection of “silent” chromosomal insertions of Tn917
(121). Here, a transducing lysate is made from the Tn917
insertion strain and used to infect the strain with the un-
known mutation, followed by selection for MLS resistance
(encoded by the transposon) and screening for correction
of the mutant phenotype. For a review of genetic mapping
in Bacillus, see Ref. 122.

A PBS1 lysate prepared from the donor strain (donor
lysate) is used to infect a motile recipient strain. PBS1 in-
fects cells by adsorption to the flagella, so it can only infect
motile cells. The procedures for preparation of phage ly-
sates and generalized transduction can be found in Refs.
122 and 123.

Generalized transduction is a useful tool for genetic
analysis of closely linked markers in Staphylococcus au-
reus (124,125). Transduction is limited by the size of the
phage genome (45 kb for u11); linkages representing large
(100–150 kb) distances are being mapped by transforma-
tion of competent cells. Phage-based gene transfer systems
serve as efficient tools of gene transfer in mycobacteria.
Generalized transduction by the phage 13 is used for
marker transfer to Mycobacterium smegmatis (126). For
protocols, see Ref. 127.

Generalized transducing streptomycete bacteriophage
FP43 has been used to transduce plasmid pRHB101 into
species of Streptomyces, Streptoverticillium, and Sacchar-
apolyspora (128–131). pRHB101 contains a 7.7-kb seg-
ment of FP43 DNA (hft segment) cloned into plasmid
PlJ702 (130). The transducing particles contain linear con-
catemers of pRHB101, which form circular monomers in
the transductants.

Specialized Transduction

Two specialized transducing phages have been extensively
used as cloning vectors in B. subtilis: u105 and SPb (132).
Both phages were designed for cloning B. subtilis genes by

trans complementation (133). Cloning systems based on
the phage u105 have been extensively reviewed (133).

SPb is a large temperate phage (126 kb) that can tol-
erate up to 10 kb of extra DNA. It has been used for com-
plementation studies (123) and for transferring lacZ fu-
sions between strains (134). Methods have been developed
for integration of foreign DNA into the SPb prophage by
homologous recombination, after which DNA can be trans-
ferred to other strains by transduction. Procedures for
preparation of SPb lysates and SPb transductions can be
found in Ref. 123.

Phage vectors derived from the temperate phage uC31
have been developed for Streptomyces. Integration may in-
volve att sites of the phage and chromosome, or, for the
vectors in which the att site has been deleted, the phage
can integrate by homologous recombination, either using
a preexisting prophage to form a double lysogen or at the
chromosomal site homologous to a DNA fragment cloned
into the vector (35).

CONJUGATION

Conjugation requires cell–cell contact and provides a use-
ful method for the interspecies and intergenera plasmid
transfer within gram-positive bacteria, especially for
strains lacking efficient transformation systems. Conju-
gative plasmids are very common among gram-positive
bacteria. Usually, the conjugative plasmid itself is trans-
ferred, and in addition small plasmids can also be trans-
ferred. Some gram-positive conjugational plasmids are
known to promote transfer of mobilizable plasmids across
genus barriers. The conjugative streptococcal plasmid
pAMb1 is efficient in the mobilization of small plasmids in
streptococci and lactococci (135). Large conjugative Bacil-
lus plasmids, such as pLS20, can mobilize pUB110 for in-
terspecies transfer (136). The majority of Streptomyces
plasmids are self-transmissible. Conjugational crosses are
useful means of strain construction in Streptomyces (35).
Conjugative Staphylococcus aureus plasmids can effi-
ciently mobilize those small plasmids that can form
relaxation complexes (137). The most efficient conjugation
system exists in Enterococcus faecalis, termed pheromone-
mediated plasmid exchange (138,139). Here, plasmid-free
enterococci excrete short oligopeptide pheromones (clump-
inducing agents) that induce plasmid-containing cells to
express cell surface proteins (aggregation substance) that
allow the donor to bind to a receptor on the surface of the
recipient and promote cell–cell contact. The plasmid is
then transferred to the recipient cell and represses further
pheromone synthesis. This transfer system is extremely
efficient, even in matings conducted in liquid. Other con-
jugation systems are not so efficient and can promote DNA
transfer only when the cells are forced into close contact
by being placed on a filter or an agar surface.

Rare examples of conjugative mobilization of chromo-
somal markers exist in gram-positive bacteria. Conjuga-
tion in Streptomyces has been used for mapping of chro-
mosomal genes (35,140). A conjugative transposon Tn925
from E. faecalis not only can mediate its own transfer in
B. subtilis but also can mobilize the transfer of chromoso-
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mal genes (141). Until recently, it was believed that none
of the gram-positive conjugation systems are capable of
Hfr-like transfer of chromosomal genes. However, such a
mechanism was recently proposed to occur in mycobacte-
rium smegmatis (142).

Conjugative transposons (the elements transposing
from a DNA molecule in one cell to a DNA molecule in
another cell by a conjugational mechanism but that are
incapable of autonomous replication) were first isolated
from streptococcal strains associated with human disease.
The most carefully studied are Tn916 from E. faecalis
(143), Tn3701 from Streptococcus pyogenes (144), and
Tn1545 (145) and Tn5253 from S. pneumoniae (146). Con-
jugative transposons are useful shuttle vectors, especially
when the gene to be transferred has to be maintained at
the same copy number as the chromosome. The cloned
DNA can be inserted into Tn916 at a BstX1 site without
disrupting the function of the transposon (147). The chi-
meric transposon is then introduced into the gram-positive
cell by electroporation or protoplast transformation (the
method of transfer should not lead to the rearrangement
of large incoming DNA molecules). The chimeric transpo-
son will then insert into the host chromosome. If it sub-
sequently proves problematic to transform DNA directly
into the strain of interest, an intermediate host (e.g., B.
subtilis) can be used. This host is transformed with DNA
of the E. coli plasmid containing Tn916 with the gene of
interest cloned into it, and the strain will then act as a
conjugative donor to any other gram-positive strain. Thus,
the chimeric transposon will be transferred from the in-
termediate host to the strain of interest by conjugational
mating on a solid surface (agar or filter). As an example of
its recent application, Tn916 was reported to be trans-
ferred to Leuconostoc lactis LM2301 (148), which opens the
possibility of genetic studies in this Leuconostoc species for
which no efficient conjugal or transformation system has
been described previously. A series of Tn916-based shuttle
vectors for analysis of transcriptional regulation in gram-
positive bacteria has also been developed (149).

Conjugative transfer can occur even between gram-
negative (E. coli) and gram-positive bacteria and can be
exploited for transfer to gram-positive bacteria of the DNA
cloned in E. coli. The first shuttle vector of this type
(pAT187) was constructed by Trieu-Cuot et al. (150). It con-
tains replication functions for both E. coli (from pBR322)
and gram-positive bacteria (from pAMb1) and an origin of
transfer (oriT) from the gram-negative broad host range
plasmid pRK2. Donor strains of E. coli must also harbor
pRK2 or some other IncP-type plasmid or chromosomally
inserted DNA fragments carrying IncP tra functions. Sub-
sequently, other versatile mobilizable vectors have been
developed (151–154). Such shuttle vectors can be trans-
ferred in filter matings to a wide variety of gram-positive
bacteria, including Bacillus, Clostridium, Streptomyces,
Enterococcus, Streptococcus, Staphylococcus, Listeria, No-
cardia, and Rhodococcus (150,151,155,156). Improved pro-
cedures for conjugative transfer from E. coli to Staphylo-
coccus aureus and Listeria monocytogenes have also been
developed involving subinhibitory concentrations of cell
wall synthesis inhibitors (penicillins) in the mating me-
dium to increase transfer frequency (157). Conjugative

transfer from E. coli to Mycobacterium smegmatis has also
been described (158,159).

Conjugation has proved to be extremely valuable to
gram-positive strains that lack a natural competence sys-
tem and have proved refractory to protoplast transforma-
tion and electroporation.
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INTRODUCTION

The description genetic instability is used in slightly dif-
ferent ways by different authors. Some would consider it
synonymous with a high mutation rate. This can affect all
genes in the organism or only particular genes and may
occur only in particular growth conditions. Ideally the mu-
tation rate should be measured as the number of new mu-
tants arising per genome per generation. In practice it is
often difficult or impossible to measure the mutation rate
per generation. For example the presence of multiple ge-
nomes in fragments of a mycelial organism often prevents
quantitation. In many cases the proportion of mutants in
a population is measured, and this quantity depends on
both the mutation rate and the selective forces acting on
the population. For most organisms the frequency of spon-
taneous mutants for a particular gene in the population is
under 10�4. An operational definition of genetic instability
is that the frequency of mutants is considerably higher
than this. In Streptomyces, genes are considered unstable
if spontaneous mutants are present at 0.1% per spore or
higher (1). Defining genetic instability in terms of the num-
ber of mutants in the population is useful for industrial
microorganisms because the mutations that can cause
problems during fermentation are those that accumulate
to significant levels in the population. Genetic instability
occurs in brewer’s yeast (Saccharomyces cerevisiae). In this
case, petite mutants, which are defective in mitochondrial
function, occur at high frequency (about 1% of colonies).
However, the mutants grow much slower than wild type
and do not cause any problems in fermentations. Such ge-
netic instability is not very important for industrial appli-
cations. In contrast, many industrial strains undergo a
rather ill-defined process of “strain degeneration” in which
undesirable properties such as reduced production level
accumulate. This is normally countered by careful strain
maintenance and testing. Strain degeneration likely re-
flects the fact that desirable properties for production (e.g.,
high levels of secondary metabolites) probably have a neg-
ative influence on the ability of the strain to compete, so
mutants outgrow it. This will happen even at low mutation
rates because of the presence of strong selective forces.

Little literature is available about genetic instability in
industrial strains. This reflects that such data can be valu-
able proprietary knowledge, and the fact that genetic in-
stability is often ignored as a phenomenon during fermen-
tation development. One important industrial organism in
which some studies have been carried out is Streptomyces
rimosus, the oxytetracycline producer (2). Some high pro-
ducers are genetically unstable, and the instability can be
recognized by the frequent appearance of morphological
mutants. Two classes of mutants with undesirable prop-
erties have been recognized: those in class I retain resis-
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Figure 1. Colonies of an S. rimosus strain selected for high oxytetracycline production. (A) was
propagated via spores on agar whereas (B) was propagated as mycelial fragments in liquid culture.
The pigmentation of the colonies correlates with their oxytetracycline production. Source: Figure
modified from Ref. 2 by kind permission of the American Society for Microbiology.

tance to the antibiotic but have much lower production,
whereas those in class II have also lost resistance. Because
high levels of oxytetracycline are produced during indus-
trial fermentation, class II mutants are irrelevant to the
production process; they are killed by the antibiotic. How-
ever, class I mutants survive, and competition experiments
show that they outgrow the parent production strain. If
care is taken with inoculum preparation it is possible to
reduce problems from genetic instability to a manageable
level. Experience shows that the way in which the strain
is grown can have large effects on genetic instability. Thus,
if the strain is propagated via spores rather than as my-
celial fragments, then a much higher frequency of mutants
occurs. This is shown in Figure 1 in which plates are shown
from cultures propagated as mycelial fragments and com-
pared with those from spores. The dark brown colonies are
the high producers; it can be seen that a variety of lighter
variants occur—most of these are class I variants. Another
important factor is the medium. More instability is seen
on malt agar than on soya-mannitol agar. A third factor is
growth temperature: higher temperatures (e.g., 37 �C) lead
to much higher levels of genetic instability, compared with
lower temperatures (e.g., 28 �C). Thus, careful choice of
growth conditions can be used to control instability.

MUTATION AND SELECTION

The proportion of mutants in the population is governed
both by the frequency of generation of mutants and by se-
lection effects acting on the mutants. In general in batch
processes both of these parameters will vary throughout
the process, making simple models such as have been used
for chemostat populations invalid. If the population is
small compared with the mutation rate, then the fre-
quency of mutations will be governed by the time needed
to generate the first mutant and there will be a lot of vari-

ation between parallel cultures. In most industrial fer-
mentations the cultures should be large enough to make
stochastic effects unimportant. However, large fluctua-
tions in yield in small cultures (e.g., at the shake flask
stage) might point to genetic instability being present. Ex-
perimental studies with chemostats show that mutants
usually displace the initial population within 100 genera-
tions. The biological basis for this behavior is that strains
are not well adapted to growth in the chemostat, so very
strong selection pressures result. This tends to limit the
usefulness of continuous culture for many industrial ap-
plications despite the many desirable features for plant
utilization. Unless the selected properties in the continu-
ous culture conditions are the same as those desired, ge-
netic instability will cause problems. One area in which
this may be true is in biomass production. In some cases
continuous culture can be used with recycling of biomass.
In this case there is little growth, so the number of gen-
erations remains relatively small.

Usually during scale-up of batch processes one hopes to
alter the physiological conditions between the large and
small fermenters as little as possible. Thus, scale-up can
be considered, at a first approximation, as just growing the
culture for more generations. For example, scaling up from
1 L to 200,000 L corresponds to about 18 more generations.
This increase can lead to genetic instability becoming a
problem. An example of genetic instability occurring dur-
ing scale-up was provided by the bicyclomycin fermenta-
tion using Streptomyces sapporonensis (3). There was a
drastic reduction in yield compared with shake flasks on
scaling up to 4,000 L in a pilot plant, and this was shown
to be due to the accumulation of low-producing mutants.
The mutants could be recognized on the basis of colony
morphology because they were deficient in aerial mycelium
production. There is very little information in the litera-
ture on the frequency of genetic instability causing prob-
lems during scale-up. This is partly because it is not gen-
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erally recognized as a problem and it is unusual to do
genetic studies on the population of cells in a fermenter.
We suspect that genetic instability is not uncommon in in-
dustrial fermentations, but that the empirical optimiza-
tion of yield will result in growth conditions that reduce
the instability to acceptable levels. However, this would
have the consequence that the conditions will probably be
suboptimal for product yield by the nonmutated cells. This
suggests that it would be valuable to monitor the propor-
tion of mutants so as to provide an extra parameter for the
fermentation development. As most large scale fermenta-
tions are carried out in a multistage process with the in-
oculum being introduced to a series of three or more fer-
menters, on increasing scale it would be possible, for
instance, to try to optimize the genetic stability in the
smaller fermenters and then optimize the yield in the final
production fermenter. This sort of strategy depends on
methods for detecting mutants, which will be discussed
later.

A genetic approach to increased stability can also be
taken. This will to some extent occur automatically in a
strain selection program because obviously unstable
strains will be rejected. A second approach that has been
used in some cases is to carry out genetic crosses between
unstable high producers and stable low producers to obtain
high producers with improved stability. In principle it
should be possible to approach the problem in a directed
rational way. If the mechanism for generation of the mu-
tants is known, it ought to be possible to obtain derivatives
with a lower mutation rate. However, this will usually in-
volve some disruption of the DNA processing in the cell
and is likely to lead to lower viability and production. A
second approach is to introduce a system that selects
against mutants. Thus, if mutation is caused by deletions
it ought to be possible to move a selectable gene into the
deletogenic region and thus ensure that the mutants will
have a growth disadvantage (4). In many cases the strat-
egies to combat instability involve manipulation of the se-
lection effects rather than the mutation rate.

The use of immobilized cells or biomass recycling should
greatly reduce the potential for genetic instability because
little growth will occur. However, even in these cases there
may be high mutagenesis rates in a subpopulation of
stationary-phase cells (see later) and differential growth of
a subpopulation. This has been demonstrated in colonies
on agar, but the role of genetic instability in industrial ap-
plications using nongrowing cells is not yet known.

BACTERIA

Many different types of mutations can occur, and the dif-
ferent classes often involve different molecular mecha-
nisms. Mutations can be classified into point mutations or
DNA rearrangements. Point mutations were originally de-
fined as mutations that map as a single point in genetic
crosses. In molecular terms they are usually taken as mu-
tations that affect a single base or a small number of bases.
In contrast, DNA rearrangements affect a larger number
of bases. One type of point mutation is a base change in
which a single base in the DNA is changed to another base.

In a transition, a purine is substituted for another purine
(i.e., A r G or G r A), whereas a transversion substitutes
a purine by a pyrimidine (i.e., A r C, A r T, G r C, G r

G). The other important type of point mutation is the ad-
dition or deletion of a small number of bases in the DNA.
These are often referred to as frameshift mutations be-
cause the addition or deletion of one or two bases in a pro-
tein coding area causes a shift of the reading frame such
that all distal codons will be read wrongly. Important DNA
rearrangements in bacteria are deletions (loss of a DNA
segment), insertions (insertion of a segment of DNA into
another sequence), and inversions (a segment of DNA is
inverted with respect to the neighboring sequences). The
effect of any mutation depends on its location. In bacteria
the genes are usually closely packed with little space in
between. This means that most point mutations will occur
in genes or their control regions and therefore have a ge-
netic effect. If deletions or insertions affect genes, they will
usually result in inactivation. In some cases insertions can
carry promoters and activate neighboring genes after in-
sertion. Inversions will have a clear cut phenotypic effect
only if the inversion end points lie in genes or operons.
However, as the transcription direction of genes with re-
spect to the replication origin is highly nonrandom it is to
be expected that many inversions will have subtle effects
on the growth of strains. A major problem in understand-
ing genetic changes that might occur in genetic instability
is that the functions of about two-thirds of the genes in a
microorganism are unknown. Thus even if a particular mu-
tation in a specific gene can be associated with genetic in-
stability, it may be difficult to understand why.

The mutation frequency in a strain may be altered by
genetical or environmental factors. Mutator mutations can
lead to a greatly enhanced rate of mutagenesis. Many mu-
tator mutations lie in genes involved in DNA repair and
may increase mutation rates up to 1,000-fold. Most mu-
tator strains grow more slowly than their nonmutator par-
ent strains. However, despite this, they win against non-
mutator strains in chemostat competition experiments.
This demonstrates the importance of mutation in condi-
tions with high selection and indicates that inappropriate
selection strategies could lead to enrichment of mutator
strains. In E. coli and Salmonella a subpopulation of cells
in stationary phase can enter a hypermutable state. This
leads to the creation of new mutants in the absence of
growth and can produce mutants that can grow and be
enriched in the absence of growth of other cells in the popu-
lation. It is likely that such mutagenic states exist in most
microorganisms. It is thus important to culture and store
industrial microorganisms in conditions that minimize the
chance to enter such a state.

In some cases there are programmed mutation events
that switch between expression of different sets of genes.
One well known example is that of phase variation in Sal-
monella strains, in which a site-specific recombination sys-
tem causes inversion of a segment of DNA. The invertible
segment carries a promoter that reads out of it and can
activate a neighboring operon; inversion leads to switching
off this operon. In Salmonella this leads to a switch in the
expression between two flagellar antigens that probably
helps to defeat the host’s immune system, but similar sys-
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Table 1. Genetic Instability Affecting Secondary
Metabolite Production in Streptomyces

Species Product Effect

S. rimosus Oxytetracycline Deletion or amplification of
genes

S. fradiae Tylosin Amplifications and
deletions in biosynthesis
cluster

S. griseus Streptomycin Deletion of A-factor gene,
loss of streptomycin
synthesis

S. ambofaciens Spiromycin DNA amplification leads to
loss of production

tems might control other functions in other bacteria. In
some cases it is known that certain regions of the chro-
mosome are particularly subject to instability and may not
be suitable sites for introducing foreign DNA during strain
construction. The replication terminator region of the E.
coli chromosome is subject to a high frequency of DNA re-
arrangements. The end regions of the linear chromosomes
of Streptomyces are also subject to genetic instability (5).
This can lead to large deletions. (Deletions of over 1 Mb of
the 8-Mb chromosome can occur without very dramatic
phenotypic effects!) There can also be tandem DNA ampli-
fication of chromosomal sequences: the sequences can vary
from 2 to 250 kb in size, and the copy number can be over
100. The amplifications may be accompanied by deletion
of neighboring chromosomal sequences up to the chromo-
some end. These unstable regions may affect secondary
metabolite production (Table 1). The mutations are usually
deleterious for growth, compared with wild-type strains,
but may give an advantage in comparison with high-
production parents. The mutants can often be recognized
by changes in colony morphology.

It may be difficult to detect mutations in bacteria be-
cause they may not show very obvious morphological or
auxotrophy properties, and it is likely that the phenome-
non of genetic instability is often not recognized. If the
changes involve large-scale genome rearrangements, then
pulsed-field gel electrophoresis (PFGE) may prove useful.
PFGE can separate linear DNA fragments in size ranges
up to about 10 Mb (bacterial genomes range in size from
about 0.6 to 10 Mb). It is often possible to find rarely cut-
ting enzymes that restrict the whole genome into 5–30
fragments that can be conveniently separated by PFGE.
The gels can also be used for Southern blotting to detect
specific DNA sequences. PFGE can be used to screen
strains for DNA rearrangements (deletions, duplications,
and sometimes inversions).

Phage infection can be a major problem in some indus-
trial fermentations. In addition to lytic phages that kill all
the cells, there are many lysogenic phages that maintain
themselves within the host cells either by integrating into
the host chromosome or by establishing a plasmid state.
Lysogenic phages exist within some industrial strains (e.g.,
the phages RP2 and RP3 of S. rimosus, [6]) and may cause
changes in the behavior of a strain. Some phages (e.g.,
phage Mu in E. coli) can integrate into random sites in the

chromosome and inactivate genes, in other words, they are
transposable elements).

It is possible that some changes observed in bacteria are
of an epigenetic nature, that is, they are stable changes
that do not depend on changes in the DNA sequence. One
candidate for such an effect is the mycelial fragment size
in Streptomyces fermentations. In many species fast
growth is associated with larger fragment sizes. If a con-
tinuous culture in a chemostat is started from fast-growing
mycelium, then large fragments are stably maintained at
a variety of dilution rates. However, if the chemostat is
started from a slow-growing culture entering stationary
phase, then a small fragment size is maintained over a
range of dilution rates. It is possible to switch from small
fragments to large fragments by a short period of growth
at high dilution rate, and from small fragments to large
fragments by a short period at a low dilution rate. At di-
lution rates between these critical rates the form depends
on the history of the culture and remains stable for many
generations (7).

PLASMIDS

Plasmids are common in most groups of bacteria. Most
plasmids are circular DNA molecules, but linear plasmids
are present in some species. Natural plasmids may be of
significance in some industrial strains, but the most im-
portant role of plasmids is for constructing recombinant
strains. Natural plasmids come in a large range of sizes
(2–1,000 kb) and copy numbers (1–500/chromosome) and
have been used to construct vectors with different copy
numbers for different applications. Two important classes
of genetic instability that can affect plasmids are segre-
gational instability (plasmid loss), and structural instabil-
ity (DNA rearrangements in the plasmid). Low copy num-
ber plasmids have systems to ensure that plasmid copies
are distributed to both daughter cells on division. Many
natural plasmids carry conjugation systems that would
reintroduce the plasmid into any member of the population
that had lost it. However, biological containment consid-
erations and the desire to obtain small vectors make this
undesirable for recombinant plasmids. It is likely that
many high copy number plasmids do not need an active
system to segregate them to daughter cells but instead rely
on the low statistical chance of producing plasmid-free
progeny. (If there are N copies of a plasmid at cell division
then the chance of producing a plasmid-free cell is 2�N;
for N � 20 this is 10�6.) However, the situation is compli-
cated if plasmid multimers are produced (i.e., circles con-
taining two or more copies of the plasmid as a direct re-
peat). The copy number control determines the number of
replication origins, so a plasmid dimer would have only
half the number of molecules per cell as a monomer. Be-
cause multimers are generated by homologous recombi-
nation systems, plasmids often have site-specific recom-
bination systems that break down multimers into
monomers and result in a higher segregational stability
(e.g., the xer system of ColE1 [8]). It is thus important to
ensure that the stability-enhancing systems of natural
plasmids are retained during vector construction; many
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common laboratory cloning vectors have lost such systems
because they were constructed with minimal-size repli-
cons. Choice of fermentation conditions can make a large
difference in the segregational stability of plasmids. The
choice of limiting nutrient in chemostat cultures can rad-
ically affect plasmid loss. Choice of host may also have a
significant effect; at present this can be tested only empir-
ically because the basis for differences is unknown. The
stability of plasmids is often affected by the growth rate of
cultures. There are cases in which plasmids are more sta-
ble at high growth rates. Inocula for fermenters are typi-
cally prepared in several stages involving increasing vol-
umes. An improvement in stability can be obtained by
avoiding slow growth during inoculum preparation (i.e.,
transferring to a larger volume before the culture enters
stationary state).

The replication systems of plasmids may differ signifi-
cantly from that of the chromosome (9), and this may lead
to a significantly higher frequency of mutation including
DNA rearrangements. Some plasmids have a rolling-circle
replication mode with single-stranded DNA intermediates.
This system is more prone to DNA rearrangements than
other replication systems. DNA rearrangements can in-
clude deletions, insertions, duplications, and inversions.
The chromosomal replication control system is a positive-
control system in which every replication origin in the cell
is activated once in the cell cycle, and all origins are acti-
vated almost simultaneously. In contrast most plasmids
have negative-control systems, which initiate replication
at an origin at times spread through the cell cycle. A ran-
dom pool mechanism functions, which means that repli-
cation may be initiated on a particular copy of the origin
several times in a cell cycle, while another copy is not rep-
licated. This means that any mutated copy of a plasmid
with a small advantage for selection for replication can
rapidly replace a parent plasmid. DNA rearrangements in
plasmids are usually easily detected using restriction di-
gests and agarose gel electrophoresis.

The selection of segregational or structural mutants can
lead to rapid overgrowth of the original population. A
plasmid-carrying strain may grow more slowly than one
that has lost the plasmid, but this is by no means univer-
sally true for natural plasmids. However, it is likely that
most constructs for industrial use will negatively affect the
growth of the host strain. Although larger derivatives of a
plasmid are often less stable than small derivatives, it is
not clear that this is mainly due to the size per se. It seems
much more the case that the presence of promoters on the
plasmid can lead to selection against the insert. In some
plasmids, transcription from insert promoters into the vec-
tor can lead to stability problems, possibly by interfering
with vector replication. Therefore it has become common
practice to insert transcriptional terminators into vectors
to prevent read-through from the insert into the vector;
this was one key step in constructing successful vectors for
Bacillus. It is also desirable only to transcribe the cloned
gene when product is required because this often reduces
selection against the insert. Various inducible promoter
systems have been developed, such as the recombinant tac
promoter, which combines the desirable strength of the trp
operon promoter with the control of the lac promoter

(induction with IPTG). Other promoters are the lambda PR

and PL promoters, which can be controlled by temperature
by using a temperature-sensitive repressor. Another pos-
sibility is to use a promoter from phage T7 that can be
transcribed only when the special T7 RNA polymerase is
expressed. By using a combination of plasmid stability sys-
tems and control of the transcription of cloned genes it is
possible to achieve good results in E. coli. However, even
in E. coli there is a need for considerable empirical work,
and many surprises will occur. In other bacterial systems
the state of knowledge about plasmid stability is consid-
erably worse, and a good portion of luck is necessary to
achieve success.

YEAST AND FUNGI

Many of the same considerations apply to yeast and fungi
as to bacteria. However, the more complex eukaryotic na-
ture of these organisms leads to some further mechanisms
for generating mutants. Eukaryotes have a number of lin-
ear chromosomes. Many yeast and fungi are haploid, but
there are also diploid and dikaryotic (i.e., two separate
haploid nuclei in the same cytoplasm) strains. There can
be changes in the number of chromosomes (either in the
number of copies of the genome present, “ploidy”; or in the
loss or gain of copies of single chromosomes, “aneuploidy”).
There can also be transfer of parts of chromosomes to other
chromosomes (translocation). Most yeast and fungi also
have sexual systems in which meiosis takes place. Such
sexual cycles are usually associated with stress conditions
(e.g., nutrient stress) and may be avoidable by suitable
strain maintenance conditions. Meiosis can lead to
changes in the genetic make up of cultures when diploid
or dikaryotic organisms are used. Although many of the
present important industrial strains are haploid, this may
become more of a problem in the future as a wider range
of organisms is used in biotechnology. Sexual systems usu-
ally involve the interaction of two different mating types;
some organisms have only two sexes, but many fungi have
several mating types. The mating types may be able to
change: the best-characterized example of this is the
mating-type switch in S. cerevisiae in which it is possible
for a strain to switch backward and forward between the
two mating types, a and �. There are strains that switch
at high frequencies (homothallic strains) due to the pres-
ence of a gene, HOM, encoding an endonuclease, whereas
other strains switch only at low frequency (heterothallic).
The ability to switch between mating types can thus be
seen as a sort of genetic instability and may have conse-
quences for fermentation if one mating type is selected un-
der fermenter conditions.

Transposable elements are also present in yeast and
fungi. One class that has not been found in bacteria the
retrotransposons, which resemble retroviruses. They
transpose via an RNA intermediate and transcribe into
neighboring genes. The example of Ty1 in yeast shows that
this can activate genes by providing a new promoter. This
ability to activate as well as inactivate genes could be rele-
vant to genetic stability. Such elements are present in
many copies in the cell (�30 copies), which makes it un-
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likely that they can be removed by genetic manipulation.
Apart from the ability to change gene expression patterns
by transposition, it is possible that mutations in control
proteins will result in new patterns. The areA gene in As-
pergillus nidulans controls ammonium repression for a
large number of genes involved in the catabolism of various
nonfavored nitrogen sources (10). Many mutations in areA
are known that differentially change the pattern of control
(i.e., some genes are silenced and some are overexpressed).
In one case a duplication within the areA gene resulted in
another gene becoming subject to areA control. This mu-
tational flexibility would allow easy evolution of new ex-
pression patterns and could contribute to genetic instabil-
ity.

Another feature of eukaryotes that makes them genet-
ically more complex than bacteria is the possession of mi-
tochondria, which also have their own genome (mtDNA).
In S. cerevisiae there are very frequent deletions in the
mtDNA that cause a loss of mitochondrial function. The
organisms can still grow, but the slower growth results in
small colonies (which is why they are called petite mu-
tants). These mutants account for 1% of colonies or more,
depending on the strain. Another genetic phenomenon
caused by mtDNA is senescence (11) in the fungus Podo-
spora anserina. This species cannot grow indefinitely veg-
etatively and, after a certain amount of mycelial growth,
death occurs. The senescence is caused by the accumula-
tion of a high number of copies of a plasmid formed by
excision from the mtDNA. Such senescence phenomena
may cause problems in the maintenance of industrial
strains.

Problems of genetic instability can also arise in culture
collections. For example, it is by no means uncommon for
the secondary metabolite spectrum of a filamentous fungus
to change radically if it is examined with the same strain
from a culture collection after a gap of several years. Al-
though this problem can arise with any organism, many
bacteria can be kept in nongrowing states (e.g., lyophili-
zation, storage at �70 �C in glycerol), which limits the
scope for selection to act. However, most filamentous fungi
cannot be maintained in this way. In view of the number
of different strains that must be maintained, there is prob-
ably no real answer to the problem. It is likely that adap-
tive mutation occurs in most microorganisms as a response
to certain stresses and might be one cause for such strain
degeneration. Experience can guide the choice of media
and storage conditions to try to minimize these effects.

Epigenetic effects can also be important in yeast and
fungi. The DNA of most eukaryotes contains some 5-
methyl cytosine, which is formed by methylation after
DNA replication; this usually occurs at CG dinucleotides,
and so the complementary strand can also be methylated.
If a methylated sequence is replicated, two hemimethy-
lated daughter molecules (i.e., each methylated in only one
strand) are produced. Because DNA methylase enzymes
usually prefer such hemimethylated substrates this re-
sults in an inheritance of the methylation patterns. Meth-
ylation of genes is associated with their nonexpression, but
it is not clear how the de novo methylation arises. In some
cases the introduction of foreign genes into fungi can result
in their inactivation by methylation. The reason why this

occurs is not known. In some cases methylation seems to
be targeted at duplicate copies of a gene in an organism,
that is, introduction of an extra copy of a gene will result
in inactivation of either the introduced copy or the original
copy. The methylation may also lead to mutation. 5-Methyl
cytosine can be spontaneously deaminated to produce thy-
mine and, in the absence of repair, this gives a C r T tran-
sition. This can result in a “RIP effect” in some fungi in
which a very high mutation rate is observed after intro-
duction of an extra copy of a gene such that one copy is
inactivated by multiple C r T transitions (12). A further
epigenetic effect that has been observed in S. cerevisiae is
the existence of prions (13). These are proteins of altered
structure that can catalyze the change of copies of normal
structure to the altered structure. This can function as a
sort of “infective” process and is a potential source of in-
stability.

ANIMAL AND PLANT CELLS

Animal cells have been used for the growth of viruses for
the production of vaccines and in more recent years for the
production of recombinant proteins. Plant cells are not yet
used on an industrial scale, but there has been interest in
this possibility. Smaller-scale cultivation of animal cells
has been used extensively in laboratories. Most primary
cell cultures have a limited life span in the sense that they
can divide only a limited number of times. However, im-
mortalized cell lines, which do not have this limitation, are
of most interest for large-scale culture. These are tumour
cell lines that have often changed considerably in their
properties as compared with the original cells from which
they derive. Cultured animal cells are often genetically un-
stable and undergo frequent karyotype changes. These in-
clude polyploidy (changes in the number of chromosome
sets from diploidy to triploidy and tetraploidy), aneuploidy
(loss or gain of copies of particular chromosomes), and fre-
quent chromosomal rearrangements (deletions, inver-
sions, and translocations).

Chinese hamster ovary (CHO) cells are an immortalized
cell line that has been used to produce recombinant pro-
teins at a 10,000-L scale (14). They possess good growth
properties for large-scale culture and pose less safety prob-
lems with respect to viruses than cell lines more closely
related to humans. An important strategy to obtain in-
creased production of recombinant products is to work with
high copy numbers of the introduced genes. This can be
done by using a cell line that lacks dihydrofolate reductase
(DHFR) and transforming with the required gene coupled
to the DHFR gene. The antibiotic methotrexate inhibits
DHFR, and selection for growth on increasing levels of
DHFR results in the amplification of the DHFR gene and
coupled sequences. The amplifications can have a complex
structure and be either extrachromosomal or integrated in
the chromosome. Continued selection usually results in in-
tegrated copies, but the positions of integration vary more
or less randomly between independent clones.

Control of stability requires the careful construction of
master cell banks and working cell banks and the avoid-
ance of too many generations of growth. Various methods
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Figure 2. Fluorescent in situ hybridization (FISH) of human fibroblast cells with a probe specific
for repetitive sequences of chromosome 1. One interphase nucleus shows the expected two signals
for a diploid cell whereas the other nucleus is aberrant with five copies of the chromosome. Source:
Photograph kindly provided by Dr. Harry Scherthan, Department of Human Biology, University of
Kaiserslautern.

can be used to check genetic stability. One method is to use
Southern blots. However, this does not show heterogeneity
in the population. A better method is to use karyotype-
based methods. In particular, fluorescent in situ hybridiza-
tion (FISH) can locate the amplified sequences and show
heterogeneity. If chromosome-specific probes are used it is
possible to monitor the copy number of a chromosome in
interphase nuclei. For instance, Figure 2 shows a normal
diploid cell and a cell carrying five copies of a chromosome.
If metaphase cells are used, details of chromosome rear-
rangements can be monitored with appropriate probes. It
would normally be necessary to carry out FISH and mea-
surements of productivity at several times during growing
cultures. Flow cytometry can be used to show variations
in DNA content in a population of cells that can indicate
the extent of polyploidy and, to some extent, aneuploidy.

The fact that the amplifications are selected with meth-
otrexate and that lower producers might be expected to
overgrow the best producers would suggest that stability
would be enhanced if methotrexate were present in the
medium. However, there are data showing an increased
instability with methotrexate (15). One explanation is that
methotrexate leads to a reduction of thymidine synthesis,
which could allow more dUTP incorporation into the DNA.
The resulting repair and strand cutting might stimulate
instability. In fact an experiment with a heterogeneous
population of clones in the absence of methotrexate sug-
gested that such cultures may be surprisingly stable in the
absence of selection.

VIRUSES

Viruses are propagated for vaccine manufacture. This in-
cludes the use of live attenuated viruses and killed viruses.

Various culture systems are used, such as cell cultures and
chicken eggs. Viruses show a bewildering range of different
genome structures (single- and double-stranded DNA or
RNA) with specialized replication methods. Virus replica-
tion may be much less accurate than host replication (es-
pecially for RNA viruses) and thus show a high mutation
rate. Genetic instability has vital biological safety consid-
erations because a reversion of attenuated viruses to
higher pathogenicity or changes that reduce the efficiency
of killing in killed-virus vaccines could be disastrous. Any
release of viruses from the cells used to culture the virus
could also have serious implications. The main weapon
against these problems is to reduce the number of growth
cycles as much as possible. It is also important to monitor
the cultures and product.

CONSEQUENCES FOR GOOD MANUFACTURING
PRACTICE

Good manufacturing practice aims to guarantee reproduc-
ibility of production runs and avoid product contamination.
The details are dependent on the organism and product,
but there are some general considerations:

1. A master cell bank (MCB) is derived from a single
colony or single cell. It consists of many replicates
kept in the most stable form possible (e.g., lyophi-
lized or frozen at �70 �C or in liquid nitrogen). Each
ampoule is opened only once. It is important to make
sufficient replicates because generation of a new
MCB will require an application to the regulatory
authority. It is also usual to store the material at
more than one location in case of destruction (e.g.,
freezer problems, fire).
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2. The working cell bank (WCB) is derived from the
MCB and is used to inoculate a production batch.

3. Detailed records of both MCBs and WCBs must be
kept, and all possible efforts must be made to limit
the number of growth cycles (number of passages) to
minimize the effects of genetic instability.

4. Both MCBs and WCBs must be rigorously tested.
The tests for MCBs will be particularly exhaustive
and depend on the process. A genotypic character-
ization using various DNA tests is usual (e.g., DNA
fingerprinting to confirm the strain, and testing the
structure of recombinant DNA constructs). There
will also be phenotypic tests and tests that normal
production levels occur. There may be tests for con-
tamination (e.g., viruses in cell culture).

These procedures aim to confirm the reproducibility of the
starter cultures and the production process. As long as the
build up of any variants is fairly reproducible, genetic in-
stability during the fermentation will not conflict with
these aims but will lead to a reduction in production com-
pared with the ideal case. However, any evidence for ge-
netic instability and the occurrence of heterogeneity dur-
ing production fermentations is likely to lead to problems
with the regulatory authorities. It is likely that this also
contributes to the reluctance to consider genetic instability
in many fermentation sections of companies.
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INTRODUCTION

b-Glucosidase has the potential for practical use in the sac-
charification of cellulosic materials and the synthesis of
aryl or alkyl glucosides in a nonaqueous reaction medium.
The latter topic, especially synthesis in an aqueous–
organic two-phase system, has been described in detail.

b-Glucosidase (b-D-glucoside glucohydrolase, EC
3.2.1.21) catalyzes the cleavage of the b-glucosidic ether
bond of aryl and alkyl glucosides. Aryl glucosides are, in
general, better substrates than alkyl glucoside. b-Glucosi-
dase from some origins can also hydrolyze b-galactosides
and b-fucosides. Its hydrolytic potential in practical use
would be as a component of cellulases for saccharification
of cellulose.

The enzyme also has a synthetic potential for aryl or
alkyl glucosides through reverse hydrolysis (condensation)
or transfer reactions. Research concerning b-glucosidase-
catalyzed synthesis of glucosides in a nonaqueous phase
has recently been active, although its industrial applica-
tion has not been reported yet.

HYDROLYTIC REACTIONS

Saccharification of Cellulose

b-Glucosidase is one of the key enzymes for saccharifica-
tion of cellulose. The enzymatic saccharification proceeds
through synergistic actions of endo-glycanase, exo-
glycanase, and b-glucosides, and b-glucosidase catalyzes
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Figure 1. b-Glucosidase-catalyzed hydrolysis of octyl b-D-
glucoside. Source: Adapted from Ref. 3.

the last step of the saccarification, hydrolysis of cellobiose
to glucose. b-Glucosidase favors shorter cellooligosacchar-
ides, especially cellobiose.

b-Glucosidase activity of cellulase from Trichoderma
reesei, which is one of the most promising microorganisms
for cellulose saccharification on an industrial scale, is still
weak, so addition of b-glucosidase from other origins for
the cellulose saccharification process has been attempted,
resulting in a significant increase in cellulose conversion
(1). Reinforcement of b-glucosidase activity of T. reesei cel-
lulase by gene technology has also been investigated (2).

Hydrolysis of Alkyl Glucoside

Alkyl glucosides, which are substrates for b-glucosidase,
have an amphiphilic structure with hydrophilic and hy-
drophobic moieties and are a group of nonionic surfactants.
The phase diagram for a ternary mixture of octyl b-D-
glucoside–buffer(water)–octanol was prepared, and it in-
cluded the regions of micellar solution, microemulsion, liq-
uid crystalline phase, and an undefined structure (3). In
the aqueous monophasic system, octyl b-D-glucoside exists
as monomers at concentrations below its critical micellar
concentration (CMC), and it forms aggregates at concen-
trations above the CMC, while the monomer concentration
remains at the CMC. Figure 1 shows the initial reaction
rates for b-glucosidase-catalyzed hydrolysis of octyl b-D-
glucoside at various substrate concentrations (4). For the
lower substrate concentrations (� ca. 20 mmol/L), the re-
lation between the reaction rate and substrate concentra-
tion followed a classical Michaelis–Menten scheme, but the
reaction rate remained constant at the higher substrate
concentrations. As shown in the insert of Fig. 1, the rela-
tion could be divided into two regions, and two lines inter-
sected at 19 mmol/L, which corresponded to the CMC of
the system. This indicates that octyl b-D-glucoside mono-
mer is the actual substrate for the enzyme.

SYNTHESIS OF ALKYL GLUCOSIDES

b-Glucosidase-catalyzed synthesis of aryl or alkyl gluco-
sides in a nonaqueous system has been an active area of
research, as have lipase-catalyzed acylation and protein-
ase-catalyzed peptide synthesis.

Chemical synthesis of alkyl glucosides is well developed
and used at the commercial level. However, the processes
are complicated by the presence of identically reactive hy-
droxyl groups and by the toxicity of some of the catalysts
used. b-Glucosidase is effective for synthesis through
transglycosylation (5,6) or condensation (7–14). Although
the reaction rate of condensation is slower and hence a
longer time is required to reach equilibrium compared with
transglycosylation, condensation has some advantages,
such as cheaper substrates and easier purification of the
product. Alkyl glucoside synthesis through transglycosy-
lation is kinetically controlled, but the yield of alkyl glu-
coside through transglycosylation was almost equal to that
through condensation (5). On the basis of substrate costs,
condensation would be a choice for alkyl glucoside synthe-
sis.

Equation 1 shows the alkyl glucoside synthesis through
b-glucosidase-catalyzed condensation between glucose and
alcohol.

HO

HO

OH

OH
OR

OHO

HO

OH

OH
OH

O
� ROH � H2O

�-glucosidase

(1)

where ROH indicates aliphatic alcohol. Thermodynami-
cally, hydrolysis predominates over synthesis in an aque-
ous reaction medium. One approach to shift the equilib-
rium is to add a water-miscible solvent, which decreases
the thermodynamic water activity and thereby favors syn-
thesis. An alternative approach is to add a water-
immiscible solvent. In this case, a hydrophobic product is
extracted to the organic phase so that more product is syn-
thesized.

One-Phase System

Aryl and alkyl glucosides were synthesized in a mixture of
acetonitrile and water through condensation using b-
glucosidase from almonds (7). The synthetic reaction was
entirely regio- and stereoselective. The enzyme had a pro-
nounced affinity for the alcohols containing a phenyl group.
The ratio of water to acetonitrile was a crucial factor for
both the product yield and the enzyme stability, a 9:1 (v/v)
acetonitrile–water mixture being found to be the best. It
was also reported that the enzyme could synthesize alkyl
b-D-galactosides.

Two-Phase System

In the synthesis of alkyl glucosides in an aqueous–organic
two-phase system, one of the substrates, alcohol, itself is
used as an organic phase. The aqueous phase includes glu-
cose and free (9,10,12,13) or immobilized (5,8,11) b-glucos-
idase. This synthesis has mostly been used for alkyl glu-
coside synthesis. The water activity aw or the water
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Organic phase

Aqueous phase

P + H2O

P Pm

G + A

D + H2O

KD

KP

KA

P

Figure 3. Reaction scheme supposed to occur in the synthesis of
alkyl b-D-glucoside through b-glucosidase-catalyzed condensation
in an aqueous–organic two-phase system. A, D, G, P, and Pm de-
note alcohol, b-glucobioses, glucose, alkyl glucoside, and the
m-meric aggregate of alkyl glucoside, respectively. KA is the as-
sociation constant for the m-meric aggregate, KD is the equilib-
rium constant for the formation of b-glucobioses, KP is the equilib-
rium constant for the alkyl glucoside formation, and P is the
partition coefficient of the monomeric alkyl glucoside.
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Figure 2. Kinetics for the synthesis of alkyl b-D-glucosides
through b-glucosidase-catalyzed condensation of glucose and vari-
ous alcohols in a two-phase system. The numbers represent the
alkyl chain lengths of glucosides produced. The open symbols rep-
resent 1-alkyl b-D-glucosides, and the closed ones 2-alkyl b-D-
glucosides.

content in the system plays an important role in both the
reaction rate and the equilibrium yield in alkyl glucoside
synthesis (5,8–11). An aw of at least 0.67 was needed for
synthesis of octyl b-D-glucoside. The reaction rate in-
creased, but the equilibrium yield decreased with increas-
ing aw. A high yield of octyl glucoside in a short time was
realized by controlling the aw during the condensation re-
action (11). The optimum water content was higher for the
synthesis of glucoside with a shorter alkyl residue (8,10).
Physicochemical understanding for these results have not
been established yet.

Figure 2 shows the transient changes in the yield of
alkyl b-D-glucosides, YP, through b-glucosidase-catalyzed
condensation between glucose and alcohols at 60 �C in the
two-phase system (13). The volume ratio of organic to
aqueous phase was fixed at 16.7. The length of the alkyl
chain significantly affected both the equilibrium yield and
the reaction rate. The longer the alkyl chain, the lower
were both the yield and the rate. The figure also shows
that the enzyme could catalyze the condensation between
glucose and secondary alcohols, although the yield of 2-
alkyl glucoside was lower than that of 1-alkyl glucoside.

In the two-phase system, the product partitioned to the
organic phase. Because it is known (15) that b-glucosidase
catalyzes the condensation of glucose molecules to form ol-
igosaccharides, mainly b-glucobioses, at higher glucose
concentrations, the undesirable condensation would also
occur in the system as well as the intended condensation
between glucose and alcohol in the system. Figure 3 sum-
marizes phenomena assumed to occur in the two-phase
system for alkyl glucoside synthesis. Under the following
assumptions, (1) the condensations occur only in the aque-
ous phase containing the enzyme; (2) the product P, alkyl
glucoside, can partition to the organic phase with a parti-

tion coefficient Papp; (3) the glucose, G, and produced b-
glucobioses, D, locate only in the aqueous phase due to
their high hydrophilicity; (4) the aqueous phase is always
saturated with an alcohol, A, that is, the concentration of
the alcohol in the aqueous phase, CA,aq, is given by its sol-
ubility in water, and (5) the water concentration, CW, is
kept constant during the reaction, equations for estimation
of the equilibrium yields of alkyl glucoside, YP, and b-
glucobioses, YD, through b-glucosidase-catalyzed conden-
sation in the two-phase system have been derived (13):

1/2X 8K CD G02Y � (1 � X) � � (1 � X)P �� � �4K C /C CD G0 W W

(2)

C (1 � X)WY � 1 �D 4K CD G0

1/28K CD G02• (1 � X) � � (1 � X) (3)�� � �CW

where

X � (1 � �P )K C /C (4)app P P,aq W

CG0 is the initial glucose concentration in the aqueous
phase, CP,aq is the alkyl glucoside concentration in the
aqueous phase, � is the volume ratio of aqueous to organic
phase, and KP and KD are the equilibrium constants for
the alkyl glucoside and b-glucobiose formation, respec-
tively. The water concentration can be calculated by CW �
�6.43CG0 � 54.58, where both CW and CG0 are in units of
moles per liter.

The equilibrium constant for formation of b-glucobioses,
KD, was determined to be 1.17. The equilibrium constant
for formation of 1-alkyl b-D-glucosides with various alkyl
chains, KP, was evaluated for the experimentally observed
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Figure 5. Repeated use of b-glucosidase for the synthesis of 1-
octyl b-D-glucoside in the heterogeneous system. The enzyme was
added only in the first batch, and no further addition was made
in subsequent batches.

X

(1 + αPapp)CA/CW (–)
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Figure 4. Estimation of the equilibrium constant, KP, for the for-
mation of 1-alkyl b-D-glucosides at 60 �C. X in the ordinate is de-
fined by equation 4. The X values that satisfied the experimental
equilibrium yields of alkyl glucosides in equation 2 were deter-
mined numerically. The KP value was determined according to
equation 4. The keys are the same as those in Figure 2.

YP values according to equations 2 and 4 (Fig. 4). The KP

value was independent of alkyl chain length and was 1.90.
It was also shown that alkyl glucoside with any alkyl chain
formed a dimeric aggregate in the alcohol phase with an
association constant KA of 4.2 L/mol, which was indepen-
dent of alkyl chain length, and that the partition coefficient
of the monomeric alkyl glucoside, P, increased exponen-
tially with the alkyl chain length, n (ln P� 1.08n � 5.17).
The apparent partition coefficient, Papp, can be calculated
by

P � P(1 � 2K PC ) (5)app A P,aq

Using these equations and parameters, we can calcu-
late the equilibrium yields, YP and YD, under any condi-
tions. The volume ratio of aqueous to organic phase, �, is
an important factor affecting the yields. At higher � values,
the equilibrium yields of alkyl glucosides are higher, while
the equilibrium yields of b-glucobioses become lower. These
results indicate that higher � values are preferable for al-
kyl glucoside synthesis. However, the concentrations of al-
kyl glucosides in their corresponding alcohol phase, CP,org,
decrease with an increase in �. The initial glucose concen-
tration, CG0, is another important factor. The yield, YD, of
b-glucobioses, undesirable products in alkyl glucoside syn-
thesis, largely increases at higher CG0. Although the yield
of alkyl glucoside, YP, also increases with increasing CG0,
the extent is not as great as that for the yield of b-
glucobioses.

A Heterogeneous System

Alkyl b-D-glucoside could be synthesized in a heteroge-
neous system where solid glucose and b-glucosidase are

added in a buffer-saturated alcohol (14). In such a system,
a very viscous phase appeared, and it could be easily sepa-
rated from the alcohol phase after the condensation reac-
tion. Because the enzyme in the viscous phase was ex-
pected to be still active, the phase was repeatedly used for
the synthesis of alkyl glucoside. Figure 5 shows 1-octyl b-
D-glucoside synthesis by repeated use of the viscous phase.
The enzyme was added only in the first run, and no further
addition was made in subsequent batches. In each batch,
glucose was added in an amount equal to that of the prod-
uct in the previous batch. In this system, the overall yield
of alkyl glucoside could be significantly improved without
immobilization of the enzyme. The reason for the increase
in the overall yield by the consecutive synthesis can be
explained by

n n

(VC ) C� P,i � P,i
i�1 i�1Y � � (6)n nP,n

VC � (VC ) C � CG0 � P,i G0 � P,i
i�1 i�1

where YP,n is the overall yield of alkyl glucoside at the end
of nth batch, CP,i is the product concentration at the end of
ith batch, CG0 is the initial glucose concentration in the
first batch, based on the total volume of reaction medium,
V, which is nearly equal to the volume of the alcohol phase,
and n is the number of cycles. Equation 6 indicates that
the overall yield, YP,n, asymptotically approaches unity
when n increases.
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INTRODUCTION

Amino acid fermentation is now the key industry supply-
ing natural amino acids on an industrial scale. The discov-
ery of a glutamic acid producing bacterium by Kinoshita
et al. in 1956 was the start of the subsequent development
of amino acid production by regulation of biosynthetic me-
tabolism. At that time, a two-step L-glutamic acid produc-
tion process through reductive amination of �-ketoglutaric
acid had been studied. Instead, screening of glutamic acid
producing microorganisms was carried out using a glu-
tamic acid requiring strain of Leuconostoc mesenteroides to
directly produce glutamic acid by fermentation from car-
bohydrate, and glutamic acid producing bacteria were iso-
lated from nature and some habitats with high frequency.
The glutamic acid producing bacterium first discovered
was reported as Micrococcus glutamicus in 1958 (1), and
other glutamic acid producing coryneform species, all pat-
ent strains, were subsequently isolated by many scientists.
They were subjected to experiments, and industrial pro-
duction began with various new species of the genera Brev-
ibacterium, Corynebacterium, Microbacterium, and Ar-
throbacter (Table 1).
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Figure 1. Morphologies of Corynebacterium glutamicum ATCC
13032T: (a) Phase-contrast micrograph; (b) scanning electron mi-
crograph.

Table 2. Taxonomic Position of the Genus
Corynebacterium and Related Genera in Bergey’s Manual

Bergey’s Manual
Edition (year)

Position of the genus Corynebacterium and
related taxa

Determinative
Bacteriology
Fifth (1939)

Order II. Actinomycetales
Family I. Mycobacteriaceae

Genus I. Corynebacterium
Genus II. Mycobacterium

Family II. Actinomycetaceae
Genus I. Leptotrichia
Genus II. Erysipelothrix
Genus III. Proactinomyces
Genus IV. Actinomyces

Determinative
Bacteriology
Sixth (1948)

Order I. Eubacteriales
Family VIII. Corynebacteriaceae

Genus I. Corynebacterium
Genus II. Listeria
Genus III. Erysipelothrix

Determinative
Bacteriology
Seventh (1957)

Order IV. Eubacteriales
Family XII. Corynebacteriaceae

Genus I. Corynebacterium
Genus II. Listeria
Genus III. Erysipelothrix
Genus IV. Microbacterium
Genus V. Cellulomonas
Genus VI. Arthrobacter

Determinative
Bacteriology
Eighth (1974)

Part 17. Actinomycetes and related
organisms

Coryneform Group of Bacteria
Genus I. Corynebacterium

a. Human and animal parasites and
pathogens

b. Plant pathogenic corynebacteria
c. Nonpathogenic corynebacteria

Genus II. Arthrobacter
Genera incertae sedis

Brevibacterium
Microbacterium

Genus III. Cellulomonas
Genus IV. Kurthia

Systematic
Bacteriology
Vol. 2 (1986)

Section 15. Irregular, nonsporing, gram-
positive rods

Genus Corynebacterium
Plant pathogenic species of
Corynebacterium

Genus Gardnerella
Genus Arcanobacterium
Genus Arthrobacter
Genus Brevibacterium
Genus Curtobacterium
Genus Caseobacter
Genus Microbacterium
Genus Aureobacterium
Genus Cellulomonas
Genus Agromyces
Genus Arachnia
Genus Rothia
Genus Propionibacterium
Genus Eubacterium
Genus Acetobacterium
Genus Lachnospira
Genus Butyrivibrio
Genus Thermoanaerobacter
Genus Actinomyces
Genus Bifidobacterium

CHANGES IN IDEAS REGARDING CORYNEFORM
BACTERIA AND THE GENUS CORYNEBACTERIUM
IN BERGEY’S MANUAL

The genus Corynebacterium was proposed by Lehmann
and Neumann in 1896 (2) to accommodate the diphtheria
bacillus. Thereafter, various isolated strains not only of
pathogenic bacteria for animal and plants but also of sap-
rophytic bacteria were identified as members of the genus
Corynebacterium. In this way, many bacterial species with
diverse properties were simultaneously classified into this
genus. Under the circumstances, Jehsen (3) introduced a
generic term of coryneform to clarify this genus definition.
The word coryneform was coined by Oerskov in 1923 (4) to
explain the morphology of ray fungi. Jensen used the word
coryneform to describe one of the more characteristic mor-
phological features, V formation (Fig. 1), particularly on
cell division of aerobic and anaerobic gram-positive, non-
acid-fast, pleomorphic, nonbranching, rod-shaped, nonspo-
rogenous bacilli. However, it was difficult to distinguish
between coryneform bacteria and strains with more or less
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Table 2. Taxonomic Position of the Genus
Corynebacterium and Related Genera in Bergey’s Manual
(continued)

Determinative
Bacteriology
Ninth (1994)

Group 20. Irregular, nonsporing, gram-
positive rods

Genus Acetobacterium
Genus Acetogenium
Genus Actinomyces
Genus Acromicrobium
Genus Agromyces
Genus Arachnia
Genus Arcanobacterium
Genus Arthrobacter
Genus Aureobacterium
Genus Bifidobacterium
Genus Brachybacterium
Genus Brevibacterium
Genus Butyrivibrio
Genus Caseobacter
Genus Cellulomonas
Genus Clavibacter
Genus Coriobacterium
Genus Corynebacterium
Genus Curtobacterium
Genus Eubacterium
Genus Exiguobacterium
Genus Falcivibrio
Genus Gardnerella
Genus Jonesia
Genus Lachnospira
Genus Microbacterium
Genus Mobiluncus
Genus Pimerobacter
Genus Propionibacterium
Genus Rarobacter
Genus Rothia
Genus Rubrobacter
Genus Sphaerobacter
Genus Terrabacter
Genus Thermoanaerobacter

Table 3. Chemotaxonomic Characteristics of Coryneform Bacteria

Peptidoglycan

Genus Diamino acid Type Major menaquinone Mycolic acid Acyl type GC content (%)

Corynebacterium meso-A2pm A1c
L-Lys A3�, A4�, B1� 8, 9, �, � Glycolyl 52–76
D-Orn B2b 10, 11, 12 Acetyl
L-DAB B2c

Brevibacterium meso-A2pm A1c 7
LL-A2pm A3c 8, 9, 10 �, � Glycolyl 54–73
L-Lys A3�, A4�, B1b 11, 12 Acetyl
D-Orn B2b

Microbacterium meso-A2pm A1c
L-Lys B1�, B1b 8, 9, �, � Glycolyl 58–73
D-Orn B2b 11, 12 Acetyl

Cellulomonas L-Orn A4b 9 � Acetyl 66–73
Arthrobacter meso-A2pm A1c

LL-A2pm A3c 8, 9, �, � Glycolyl 54–76
L-Lys A3�, A4� 12, 13, 14 Acetyl
D-Orn B2b

similar morphological characters, and it was not possible
to clearly classify them. In the fifth edition of Bergey’s Man-
ual of Determinative Bacteriology (Table 2), the genus Cor-
ynebacterium belonged to the family Mycobacteriaceae of
the order Actinomycetales (1939). However, in the sixth
edition (1948), the family Corynebacteriaceae was created
under the order Eubacterial, and this family included the
genera Corynebacterium, Listeria, and Erysipelothrix.Fur-
thermore, in the seventh edition (1957), the genera Micro-
bacterium, Cellulomonas, and Arthrobacter were included
in the family Corynebacteriaceae, in addition to the pre-
viously mentioned three genera.

The generic term coryneform group of bacteria first ap-
peared in Part 17, “Actinomycetes and Related Organ-
isms,” in the eighth edition (1974), and the genera Cory-
nebacterium, Arthrobacter, Cellulomonas, and tentatively,
the genus Kurthia were included in this group. In addition,
the genera Brevibacterium and Microbacterium were in-
cluded, though as incertae sedis. Most of these genera were
heterogeneous in composition. The genera Listeria and Er-
ysipelothrix, which were not coryneform bacteria, were
moved to the gram-positive, asporogenous, rod-shaped
bacteria group in the eighth edition and treated as genera
of uncertain affiliation. The classification and identifica-
tion of coryneform bacteria have long been difficult and
confusing. As a result, new isolated strains were identified
in any genera as new species. However, with the applica-
tion of modern taxonomic methods, such as cell wall anal-
ysis, nucleic acid base composition, and DNA relatedness,
the relationships of coryneform bacteria and traditionally
associated taxa had been clarified (Table 3). The definition
of the genus Corynebacterium should now be restricted to
those microorganisms that contain meso-A2pm, acetylated
muramic acid, mycolic acid with ca. 22 to 38 carbon atoms,
and arabinose and galactose in the cell wall. In addition,
these species have dihydrogenated menaquinones with ei-
ther eight or nine isoprene units. In this respect, the genus
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Table 4. Reclassification of Coryneform Bacteria and Related Taxa

Peptidoglycan

Diamino acid Type Acyl type Major menaquinone Mycolic acid GC content (mol%) Genera

meso-A2pm A1c Acetyl 9(H2), 8(H2) C22–C38 51–65 Corynebacterium
meso-A2pm A1c Glycolyl 8(H2) C34–C54 63–72 Rhodococcus
meso-A2pm A1c Glycolyl 9(H2) C44–C60 60–65 Gordona
meso-A2pm A1c Glycolyl 8(H4) C49–C69 64–72 Nocardia
meso-A2pm A1c Glycolyl 8(H2) C60–C90 66–73 Mycobacterium
meso-A2pm A2c 9 C64–C78 67–72 Tsukamurella
meso-A2pm A1c Acetyl 8(H2), 7(H2) — 63–66 Brevibacterium
LL-A2pm A3c Acetyl 8(H4) — 68–73 Pimelobacter
LL-A2pm A3c Acetyl 8(H4) — 66–68 Nocardioides
LL-A2pm A3c 8(H4) — 72 Terrabacter
L-Lys A3�, A4� Acetyl 9(H2), 9, 8 — 59–69 Arthrobacter
L-Lys B1�, B1b Glycolyl 11, 12 — 69–75 Microbacterium
L-Lys A3� Acetyl 7 — 53–56 Exigunobacterium
L-Lys A3� Acetyl 8 — 67 Rubrobacter
L-Lys A3� Acetyl 9(H4) — 52 Arcanobacterium
L-Orn A4b Acetyl 9(H4) — 71–76 Cellulomonas
D-Orn B2b Acetyl 9 — 68–73 Curtobacterium
D-Orn B2b Glycolyl 11, 12, 13 — 66–70 Aureobacterium
L-DAB B2c Acetyl 9, 10 — 63–78 Clavibacter
L-DAB B2c 10 — 60–63 Rathayibacter

Table 5. G�C contents of DNA and DNA–DNA Relatedness between Corynebacterium glutamicum ATCC13032T and Other
Glutamate Producing Bacteria

G�C content DNA relatedness to KY9002T (%)

Strain (mol%) Ref. 10 Ref. 11 Ref. 12

Corynebacterium glutamicum ATCC13032T 53.4 100 100 100
Corynebacterium lilium ATCC15990T 52.9 93.3
Brevibacterium divaricatum ATCC14020T 54.4 93.4 77.9
“Brevibacterium flavum” ATCC14067 54.6 87.2
“Brevibacterium lactofermentum” ATCC13665 54.4 102.1 82.7
“Brevibacterium immariophilum” ATCC14068 54.6 76.2 105
“Brevibacterium roseum” ATCC13825 54.6 73.5 108
“Brevibacterium saccharolyticum” ATCC14066 54.3 77.3 109
“Brevibacterium ammoniagenes” ATCC13745 nd 75.6
“Corynebacterium acetoacidophilum” ATCC13870 52.9 76.2 87
“Brevibacterium thiogenitalis” ATCC19240 54.3 106
“Corynebacterium herculis” ATCC13868 54.2 96
“Microbacterium ammoniaphilum” ATCC15354 54.4 78.4
Arthrobacter sp. NCIB942 nd 95
Brevibacterium sp. ATCC14902 nd 93
Microbacterium sp. ATCC 15283 nd 104
Corynebacterium callunae ATCC15991T 51.2 36.7 47
Corynebacterium ammoniagenes ATCC6871T 54.6 17

Brevibacterium was distinguished from the genus Cory-
nebacterium in that it does not contain mycolic acid and
polysaccharide components such as arabinose and galac-
tose. Furthermore, the genera Arthrobacter and Microbac-
terium were defined as a group of microorganisms that are
additionally different in the diamino acid and major men-
aquinone (Table 4). As a result, the genus Corynebacte-
rium, defined in chemotaxonomic characteristics, includes
most animal pathogenic and parasitic species belonging to
section a, and some saprophytic species (e.g., Corynebac-
terium glutamicum) belonging to section c in the eighth
edition. On the other hand, all plant pathogens and many

saprophytic species belonging to section b were excluded
from this genus. Bergey’s Manual was newly started in
1986 with a new title, Bergey’s Manual of Systematic Bac-
teriology, in which the genus Corynebacterium and the re-
lated genera are included in section 15, and, consequently,
the term coryneform bacteria disappeared from the index.

TAXONOMIC POSITION OF GLUTAMIC ACID
PRODUCING BACTERIA

The strain isolated as accumulating a remarkable amount
of glutamic acid was initially named Micrococcus glutam-
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Figure 2. Electron micrographs of Corynebacterium glutamicum ATCC 13032T in biotin-sufficient
and biotin-deficient cultivation: (a) freeze-fracturing electron micrograph of the biotin-sufficient
cells, (b) cross-sectioning electron micrograph of the biotin-sufficient cells, (c) freeze-fracturing
electron micrograph of the biotin-deficient cells, (d) cross-sectioning electron micrograph of the
biotin-deficient cells.

icus nov. sp. by Kinoshita et al. (1), with ATCC 13032 as a
type strain. This strain was later revealed to belong to the
genus Corynebacterium based on chemotaxonomic char-
acteristics and reclassified to C. glutamicum by Abe et al.
(6). On the other hand, many other glutamic acid produc-
ing species, patent strains, reported as different species
than C. glutamicum, were found to be so-called coryneform
bacteria. They were also found to have very similar che-
motaxonomic properties based on studies by Keddie (7),
Bousfield (8), and Yamada and Komagata (9), and were
revealed to be bacteria belonging to Corynebacterium in
the strict sense. Furthermore, as shown in Table 5, Ko-
matsu and Kaneko (10) showed in 1980 that eight strains,
C. acetoacidophilum ATCC 13870, Brevibacterium lacto-
fermentum ATCC 13655, B. divaricatum 14020T, B. sac-
chalolyticum ATCC 14066, B. roseum ATCC 13825, B. im-
mariophilum ATCC 14068, B. ammoniagenes ATCC
13745, and Microbacterium ammoniaphilum ATCC 15354,
exhibited 73 to 102% DNA binding to the type strain of C.
glutamicum. However, as no measures had been taken to
make taxonomical changes for these strains, they were
subjected to studies using these names. In 1991, Liebl et
al. (11) showed that five strains, B. divaricatum 14020T, B.

flavum ATCC 14067, B. lactofermentum ATCC 13665 and
ATCC 13869, and C. lilium ATCC 15991T were closely re-
lated to the type strain of C. glutamicum based on the high
levels of DNA relatedness, and were thus transferred to
the same species as C. glutamicum. C. acetoacidophilum,
C. acetoglutamicum, and C. acetophilum have been re-
ported to produce remarkable amounts of glutamic acid
from acetic acid as a carbon source other than carbohy-
drate. While C. acetoacidophilum ATCC 13870 was con-
firmed to be genomically similar to C. glutamicum (Table
5), the taxonomic positions of the other two strains are
unknown. Furthermore, hydrocarbon-assimilating bacte-
ria Corynebacterium hydrocarboclastus ATCC 15592,
which produce a remarkable amount of glutamic acid from
hydrocarbons, exhibited more than 70% DNA binding to
the type strain of Rhodococcus erythropolis (not shown).

MORPHOLOGICAL AND PHYSIOLOGICAL CHANGES
OF GLUTAMIC ACID PRODUCING BACTERIA

C. glutamicum has some characteristic features, including
that it undergoes V-formation (Fig. 1) by snapping division
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Figure 3. Effect of lysozyme and SDS on
growth of Corynebacterium glutamicum
ATCC 13032T in biotin-sufficient and
biotin-deficient cultivation: (a) Effect of ly-
sozyme on the growth of C. glutamicum
ATCC13032. Cells were inoculated into
media supplemented with 0 lg/mL (�),
12.5 lg/mL (�), 25 lg/mL (�), 50 lg/mL
(�), and 100 lg/mL (�) of lysozyme; (b) ef-
fect of SDS on the growth of C. glutamicum
ATCC13032. Cells were inoculated into
media supplemented with 0 lg/mL (�), 10
lg/mL (�), 20 lg/mL (�), 30 lg/mL (�),
40 lg/mL (�), and 70 lg/mL (�) of SDS.

upon cell division, and requires biotin for growth. However,
glutamic acid production was observed only in a very nar-
row range of biotin content, that is, at suboptimal concen-
tration (2.5–5.0 lg/mL) for cell growth. In 1962, Somerson
et al. (13) found that the addition of penicillin was very
effective, even in the presence of excessive amounts of bio-
tin. Therefore, it is widely known that in order to accu-
mulate a remarkable amount of glutamic acid extracellu-
larly, low levels of biotin concentration, or penicillin
treatment at high levels of biotin concentration, are re-
quired. However, the detail of their mechanisms is not
known, although there have been reports attributing the
accumulation of glutamic acid due to the change in the
membrane permeability. At a low concentration of biotin,
cells swelled and elongated. According to electron micro-
scopic observation, outer layers changed grossly and lost
ordered structures, and many blebs were observed at low
concentrations of biotin (Fig. 2). It was observed that glu-
tamic acid producing bacteria have an increased sensitiv-
ity to lyzozyme or SDS treatment when cultured at low
concentrations of biotin (Fig. 3).

BIBLIOGRAPHY

1. S. Kinoshita, K. Nakayama, and S. Akita, Bull. Agric. Chem.
S. Jpn. 22, 176 (1958).

2. K.B. Lehmann, and R. Neumann, Atlas und Grundriss der
Bakteriologie unt Lehrbuch der speciellen bakteriologischen
Diagnostik, 1st ed., J. F. Lehmann, Munchen, 1896.

3. H.L. Jensen, Annu. Rev. Microbiol. 6, 77–90 (1952).
4. J. Oerskov, Investigations into the Morphology of the Ray

Fungi, Levin and Munksgaard, Copenhagen, 1923.
5. Bergey’s Manual of Determinative Bacteriology, Williams &

Wilkins, Baltimore, Md., 1974.
6. S. Abe, K. Takayama, and S. Kinoshita, J. Gen. Appl. Micro-

biol. 13, 279–301 (1967).
7. R.M. Keddie and G.L. Cure, J. Appl. Bacteriol. 42, 229–252

(1977).
8. I.J. Bousfield, J. Gen. Microbiol. 71, 441–455 (1972).
9. K. Yamada and K. Komagata, J. Gen. Appl. Microbiol. 18,

399–416 (1972).
10. Y. Komatsu and T. Kaneko, Rep. Ferment. Res. Inst. 55, 1–5

(1980).



1336 GLYCOSYLATION OF RECOMBINANT PROTEINS

11. W. Lieble, M. Ehmann, W. Ludwig, and K.H. Schleifer, Int. J.
Syst. Bacteriol. 41, 255–260 (1991).

12. K. Ochiai, M. Suzuki, and K. Ando, Nippon Nogeikagaku Ka-
ishi 72, suppl. 2A2, p. 6 (1998).

13. U.S. Pat. 3,080,297 (March 5, 1963), N.L. Somerson and T.
Phillips (to Merck & Co., Inc.).

See also AMINO ACIDS, PRODUCTION PROCESSES; ENERGY

METABOLISM, MICROBIAL AND ANIMAL CELLS;
FERMENTATION MONITORING, DESIGN AND

OPTIMIZATION; METABOLITES, PRIMARY AND

SECONDARY.

GLYCOSYLATION OF RECOMBINANT
PROTEINS

DAVID C. JAMES

KYM N. BAKER
University of Kent
Canterbury, U.K.

KEY WORDS

Glycan
Glycosylation
Mass spectrometry
Oligosaccharide
Posttranslational modification
Recombinant protein

OUTLINE

Introduction
Oligosaccharide Structures Present on
Recombinant Glycoproteins
N-Linked Glycans
O-Linked Glycans
Glycan Biosynthesis

Glycoprotein Analysis
Mass Spectrometry
HPLC
Capillary Electrophoresis
Gel Electrophoresis of Carbohydrates

Controlling Glycosylation
Choice of Host Cell
Genetic Engineering of the Host Cell
Genetic Engineering of the Recombinant
Glycoprotein
Control of the Host Cell Environment
Oligosaccharide Synthesis In Vitro

Summary
Bibliography

INTRODUCTION

Recombinant proteins produced by animal cell expression
systems can be subject to numerous posttranslational
modifications that can result in a structurally heteroge-
neous product. Glycosylation is the most extensive of all
posttranslational modifications, and for proteins destined
for therapeutic use, this source of molecular diversity may
be of particular significance. For example, distinct protein
glycoforms may possess different properties such as bio-
logical activity, receptor binding, stability, immunogenic-
ity, and clearance rate in vivo (1). The carbohydrate com-
ponents of glycoproteins can also play crucial roles in
protein folding, oligomer assembly, and secretion pro-
cesses. Recombinant protein heterogeneity therefore rep-
resents an important issue for the biopharmaceutical in-
dustry and regulatory authorities, with regard to product
characterization and definition, consistency, potency, and
purity (2–4). Authorities such as the U.S. Food and Drug
Administration are now demanding increasingly so-
phisticated carbohydrate analyses as part of the “well-
characterized” product or process validation. Therefore,
within the biotechnology/biopharmaceutical industries
there is now considerable interest in technologies enabling
recombinant glycoprotein analysis and control of glycopro-
tein heterogeneity.

Although there has been much progress in the field of
glycobiology in recent years, with a plethora of published
information on biological properties of carbohydrates (5,6),
methods of glycan analysis (7–10), cellular biosynthetic
pathways, and the molecular cell biology of the key en-
zymes involved (11–18), this article highlights key biopro-
cess factors that may influence the glycosylation of a re-
combinant protein produced by an animal expression
system.

Oligosaccharide Structures Present on Recombinant
Glycoproteins

Although there is considerable diversity in the types of
protein–carbohydrate conjugates that occur naturally, re-
combinant glycoproteins produced by eukaryotic expres-
sion systems are mainly associated with N-linked glycans
(N-glycosidic bond to the amide group of an asparagine res-
idue within the consensus sequence Asn-X-Ser/Thr) or O-
linked glycans (O-glycosidic bond to the hydroxyl side
group of either a serine or threonine residue). Carbohy-
drates are also components of the glycophosphatidylinosi-
tol (GPI) anchor used to secure some proteins to cell mem-
branes.

The molecular diversity of recombinant glycoproteins
arises from two major sources: variable glycosylation site
occupancy, also called macroheterogeneity (i.e., the pres-
ence or absence of glycans), and microheterogeneity (vari-
ation in carbohydrate structures at individual glycosyla-
tion sites). In the case of the former, the presence of
sequence motifs or amino acids necessary for glycosylation
within the polypeptide sequence does not guarantee their
glycosylation. For example, at the cellular level N-
glycosylation site occupancy at Asn-X-Ser/Thr sequons
may be related to several factors including oligosacchar-
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Figure 1. The heterogeneity of recombinant human IFN-c produced by Chinese hamster ovary
cells. Each component of the deconvoluted electrospray mass spectrum represents a different IFN-
c protein varying in number of glycosylation sites occupied, structure of N-glycans at individual
sites, and C-terminal proteolytic clipping. Source: From Ref. 22.

yldolichol substrate availability, oligosaccharyl transfer-
ase activity, rate of protein synthesis, competition with
protein folding, and other cotranslational events (19,20).
Protein structural or polypeptide sequence factors may
also be significant; for example, the target glycosylation
sequon Asn-X-Thr has been found to be 40 times more sus-
ceptible to glycosylation by oligosaccharyltransferase than
the Asn-X-Ser sequence (21).

Recombinant glycoproteins should most appropriately
be considered as populations of individual “glycoforms,” as
illustrated for recombinant IFN-c produced by Chinese
hamster ovary (CHO) cells in Figure 1. In general terms,
the relative abundance and distribution of protein glyco-
forms within a glycoprotein population are a function of
the following:

1. The host cell and expression system employed
2. The interaction of the host cell and recombinant gly-

coprotein product with the bioprocess environment

N-Linked Glycans

All mature N-linked glycans contain a common triman-
nosyl core sugar structure, a pentasaccharide consisting
of three mannose (Man) residues and two N-acetylglu-
cosamine (GlcNAc) residues (Man�1-6(Man�1-3)Manb1-
4GlcNAcb1-4GlcNAc-(Asn)). This can form part of simple

oligomannose structures or be extensively modified by the
addition of other GlcNAc, galactose (Gal), fucose (Fuc), and
sialic acid (N-acetyl- or N-glycolylneuraminic acids; NeuAc
or NeuGc) residues. N-linked chains can be classed into
three main subgroups: high-mannose type, complex type,
and hybrid type (Fig. 2). High-mannose-type glycans con-
tain �-linked mannose chains bound to both arms of the
trimannosyl core. Complex-type chains contain no extra
mannose residues and have �-linked GlcNAc residues
bound to the trimannosyl core, with Gal and NeuAc resi-
dues added subsequently. Commonly, there may be �1-6-
or �1-3-linked Fuc residues added to the core (Asn-linked)
GlcNAc. Hybrid-type chains contain both �-linked Man
residues bound to the �1-6-linked Man arm of the triman-
nosyl core, while complex-type chains are bound to the
�1-3-linked Man arm. However, numerous possible varia-
tions are commonly found. Following are the basic sources
of N-glycan heterogeneity:

1. The degree of branching of complex type chains
(number of antennae). For example, the complex
chain illustrated in Figure 2 contains two branching
chains from the trimannosyl core and is thus termed
a biantennary-complex-type chain. Typically, com-
plex N-linked glycans may be binantennary, trian-
tennary, or tetraantennary.
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Figure 2. Common N-glycan structures found on glycoproteins.

2. The presence or absence of terminal sialic acid resi-
dues linked to antennae.

3. Variation in the type of sialic acid; N-acetyl and N-
glycolyl variants are the most common.

4. The presence or absence of a ‘bisecting’ GlcNAc at-
tached to the trimannosyl core b-linked mannose
(which prevents branching)

5. The presence or absence of terminal poly-N-
acetyllactosamine repeats (Galb1-4GlcNAcb1-3-).

6. Unusually, sulfation at GlcNAc residues or phos-
phorylation at Man residues.

O-Linked Glycans

O-linked glycosylation is extensive in structural proteins
such as proteoglycans. Although the majority of O-linked
glycans are bound to either a serine or threonine residue
core, small glycan structures can also be O-linked to the
side chain of hydroxylysine or hydroxyproline. O-Glycans
may occur as a single N-acetylgalactosamine (GalNAc) res-
idue, disaccharides NeuAc�2-6GalNAc/Galb1-3GalNAc,or
larger glycans of up to 10 residues attached to the core
GalNAc containing Gal, Fuc, and GlcNAc residues (Fig. 3).

Glycan Biosynthesis

The synthesis and elongation of glycan structures is an
ordered, rather than random, process that begins in the

rough endoplasmic reticulum and is completed in the
trans-Golgi network. In the case of N-glycans, efficient
transport of recombinant glycoprotein through the consti-
tutive secretory pathway of eukaryotic cell expression
systems is a prerequisite for high-level production of
recombinant protein and modification of N-linked oligo-
saccharides. In the case of the latter, the ordered cellular
localization and activity of glycosidase and glycosyltrans-
ferase enzymes define the sequence and structure of N-
glycans associated with the secreted protein (11,14–16,23–
25). This dynamic process is mediated by the trafficking of
secretory vesicles between distinct subcellular compart-
ments and by molecular interactions within those com-
partments (26).

N-glycosylation may itself be necessary for efficient se-
cretion of some proteins (27,28). Recent studies have
shown that secreted or membrane-targeted proteins be-
come concentrated in an intermediate compartment (IC)
between the endoplasmic reticulum (ER) and the cis-Golgi
(29,31). Although the nature of this compartment remains
obscure at present and may not be solely a vesicular trans-
port system but a microtubule-directed system (32), dis-
tinct molecular markers of the IC, such as the membrane-
bound mannose-binding lectin ERGIC53 (28,33,34) or
homologs such as p58 (35), which cycles between the ER,
IC, and cis-Golgi (36), may function to specifically regulate
the sorting of glycoproteins.

As shown in Figure 4, biosynthesis of N-linked glycans
begins with the cotranslational en bloc transfer of a large,
high-mannose oligosaccharide terminating in glucose (Glc)
residues (Glc3Man9GlcNAc2) from a dolichol pyrophos-
phate–linked precursor to an appropriate Asn residue in
the nascent polypeptide chain. This process, catalyzed by
the oligosaccharyltransferase (OST) complex, occurs in the
lumen of the ER. This is followed by the subsequent re-
moval of the three terminal glucose residues via an �-
glucosidase (steps 1–3, Fig. 4), a quality-control process
that has been shown to play an important part in the cor-
rect folding and assembly of some secreted proteins
through interactions with the molecular chaperones cal-
nexin and calreticulin (37,38).

Subsequent trimming of mannose residues by ER and
Golgi-specific �-mannosidases is followed by addition of
terminal GlcNAc, Gal, and sialic acid and core fuc residues
by glycosyltransferases utilizing nucleotide-sugar sub-
strates imported into the lumen of Golgi compartments by
specific transporters (antiporters) (39). Control of glyco-
sylation reactions is complex and relies upon a multiplicity
of molecular, cellular, and physiological interactions such
as relative distribution of enzyme activities, substrate
availability, and rate of protein transport (25). In some cir-
cumstances, local protein structure may serve to modify
glycan processing. For example, it is well documented that
terminal galactosylation and sialylation of IgG N-glycans
in the Fc region at Asn297 is restricted by steric hindrance
(40,41). However, in general, key control points that con-
tribute to N-glycan heterogeneity are those catalyzed by
the following:

1. ER and Golgi mannosidase I, GlcNAc transferase I
(conversion of high-mannose to complex-type gly-
cans)
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Figure 3. Biosynthesis of O-glycans. R represents Ser or Thr.

2. GlcNAc transferases II, IV, V (degree of branching of
N-glycans)

3. GlcNAc transferase III (bisecting GlcNAc)
4. �-2,3 and �-2,6 sialyltransferases (degree of sialyla-

tion and linkage)
5. CMP-NeuAc-4-hydroxylase (conversion of NeuAc to

NeuGc)

Mathematical modeling of this complex process has re-
cently been attempted to permit comparison of strategies
to obtain specific protein glycoform distributions (20,42).

The biosynthesis of O-linked glycans is similar to that
of N-glycans and undergoes similar competition and regu-
lation of its glycosyltransferases. It has been well reviewed
by Schachter and Brockhausen (43), and four of the basic
core structures and known biosynthetic pathways are out-
lined in Figure 3. Although many of the glycosyltransfer-
ases involved in N-glycan processing have been identified
and cloned, most of the O-glycan transferases, with the
exception of the core 2 GlcNAc-transferase, have not yet
been cloned. This is in part due to the low percentage of
glycans present on recombinant proteins that are O-
linked.

GLYCOPROTEIN ANALYSIS

Underpinning our ability to control protein glycosylation
is the necessity to monitor and in some cases completely
characterize the recombinant glycoprotein product. More
routine profiling of glycoform populations may also be use-

ful to ensure reproducible product quality, batch-to-batch
consistency, and product stability. Recent advances in an-
alytical technology now permit relatively rapid and de-
tailed assessment of glycoprotein and glycan structure by
a variety of different methodologies, yielding information
of varying complexity (9,44).

The choice of analytical strategy employed for charac-
terization of a recombinant glycoprotein will depend on
factors such as level of structural information required
(e.g., site-specific glycosylation, oligosaccharide structure
or monosaccharide composition, etc.), sample composition,
and critically, the amount of protein available for analysis.
Although some techniques, such as mass spectrometry, are
now proving indispensable for many applications, it is a
combination of complimentary techniques that will often
provide the total analytical solution (45,46). The principal
techniques currently employed are highlighted in the fol-
lowing sections.

Mass Spectrometry

Increasingly prevalent among current analytical strate-
gies are mass spectrometric methods. Since the early
1980s, the emergence of “soft” ionization methods for bio-
polymer characterization by mass spectrometry (MS), such
as fast atom bombardment (FAB), electrospray ionization
(ESI), and matrix-assisted laser desorption/ionization
(MALDI), has provided a formidable weapon in the armory
of the analytical biochemist. There are several excellent
reviews describing the application of this technology for
protein and peptide analysis in detail (7,47–49).
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Figure 4. Biosynthesis of N-glycans. Sche-
matic diagram illustrating the major enzy-
matic steps leading to the synthesis of a typi-
cal complex biantennary glycan.
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Vesicular transport

Fast Atom Bombardment Mass Spectroscopy. FAB-MS
and its variant, liquid secondary ion MS (LSI-MS) have an
upper mass limit of �15 and �25 kDa, respectively, and
thus can be used only to directly characterize smaller gly-
coconjugates such as glycopeptides (50,51). Because mol-
ecules tend to fragment in the ion source, this technique
has been employed successfully to provide detailed se-
quence, linkage, and branching pattern information for N-
linked glycans (52); however, derivatization of the carbo-

hydrates by permethylation, peracetylation, or periodate
oxidation is frequently necessary to obtain strong signals
and provide linkage information. This technique is not
generally amenable to rapid analysis of mixtures of gly-
copeptides or oligosaccharides, and successful operation of
instrumentation and interpretation of spectra requires
substantial specialist training. It is reviewed in detail by
Peter-Katalinic (53).
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Matrix-Assisted Laser Desorption/Ionization Mass Spec-
troscopy. MALDI-MS is a relatively simple technique. Bio-
polymers (theoretically up to 300 kDa) are cocrystallized
on a metal surface in the presence of a molar excess (typ-
ically �5000:1) of a low molecular weight, strongly UV ab-
sorbing matrix. Biopolymer and matrix ions are desorbed
by a short laser pulses (typically at 337 nm, 5 ns), and the
gas phase ions are electrostatically directed into a time-of-
flight (TOF) mass analyzer. Analyte resolution (width of a
peak at half height divided by the mass/charge (m/z) ratio)
using MALDI TOF-MS (typically �500) is �0.1% for con-
tinuous ion extraction MALDI or �0.01% for MALDI with
delayed ion extraction (54). This technique can be used to
identify and characterize heterogeneous samples of glyco-
peptides (55–57), and released oligosaccharides (enzymat-
ically or chemically) (58–61), and for the simultaneous
sequencing of oligosaccharides in conjunction with exogly-
cosidase digestion (62,63). Recent reports highlight the use
of MALDI-MS to rapidly monitor the site-specific glycosyl-
ation of a recombinant glycoprotein by interfacing it with
HPLC-based peptide mapping (64). There are few exam-
ples of MALDI-MS glycoform profiling using whole glyco-
proteins, a result of the extensive heterogeneity of natural
and recombinant glycoproteins. However, glycoproteins of
less than 20 kDa, with perhaps only a single occupied gly-
cosylation site, may be amenable to more detailed analysis.
For example, variably sialylated forms of CHO-cell-derived
recombinant interleukin 4 (�17 kDa) have been observed
by Tsarbopoulos et al. (65).

Electrospray Ionization Mass Spectroscopy. ESI, typically
in combination with a single- or triple-quadrupole mass
analyzer, is capable of determining the molecular weight
of whole recombinant glycoproteins or glycopeptides up to
100 kDa, with a mass accuracy of �0.01% at a resolution
routinely in excess of 1,000. Ionization of biopolymers in
volatile solvents results in the production of multiply
charged molecular ions (averaging 1 proton/kDa), and con-
ditions are sufficiently mild that noncovalent interactions
can often be observed because covalent bonds are not dis-
rupted. The resulting mass spectrum of multiply charged
molecular ions is then “deconvoluted” to yield a single zero-
charge peak. The advantage of ESI-MS is that it may be
coupled on-line with liquid chromatography (LC) or capil-
lary electrophoresis (CE) to analyze complex samples such
as proteolytic digests at low picomole to femtomole sensi-
tivity.

The increased resolution and softer ionization afforded
by ESI-MS makes this technique the most attractive
method for direct analysis of recombinant glycoprotein
populations because individual glycoforms can often be re-
solved. For example, heterogeneous glycoform populations
of recombinant human interferon c have been analyzed by
James et al. (22) (Fig. 1). ESI-MS interfaced with LC has
proved to be the method of choice for direct, sensitive anal-
ysis of protein digests. Selective, on-line identification of
glycopeptides within these complex mixtures can be
achieved by the use of operating conditions that enhance
the formation of oxonium fragment ions (e.g., HexNAc� �
204 Da), such as collision-induced dissociation (66). Iso-
lated glycopeptides may be analyzed in detail by ESI-MS

directly (67,68) or in combination with exoglycosidase di-
gestions to provide a more extensive site-specific structural
analysis of N- and O-linked oligosaccharides (69). Al-
though ESI-MS may be interfaced with CE for analysis of
glycoproteins and glycopeptides, some CE separation pro-
tocols rely on acidic buffers, which are compatible with
ESI-MS but unsuitable for separation of sialylated glyco-
conjugates (70).

Methods for glycoconjugate analysis by MALDI-MS and
ESI-MS have been reviewed in detail by Burlingame (8).

HPLC

Liquid chromatographic techniques have been extensively
employed to separate underivatized and derivatized oli-
gosaccharides released enzymatically or chemically (e.g.,
by hydrazinolysis [71]) from glycoproteins. These ap-
proaches can most conveniently be described as being
based on oligosaccharide size or charge.

Low-resolution separations based on hydrodynamic vol-
ume, such as those employing gel permmeation chroma-
tography (e.g., Bio-Gel P4), were utilized in combination
with limited exoglycosidase digestion of oligosaccharides
to provide structural information (72). However, this ap-
proach has largely been superceded by the development of
high-resolution normal-phase separations using amide-
based media, in combination with simple procedures to flu-
orescently label oligosaccharides at the reducing terminus
(73,74). This technology may also be used in combination
with exoglycosidase sequencing and for analysis of glyco-
proteins in polyacrylamide gels (63,75).

Charge-based separations, distinguishing between dif-
ferently sialylated glycans, have typically involved reso-
lution of borohydride-reduced oligosaccharides by high-pH
anion exchange chromatography with pulsed amperomet-
ric detection (HPAE-PAD) (76), although effective separa-
tion of fluorophore-derivatized glycans has also been dem-
onstrated with amine-based columns now available
commercially (73).

Capillary Electrophoresis

CE is proving itself to be a versatile analytical tool for
(glyco)protein analysis both by itself (77,78) and in com-
bination with other analytical techniques such as mass
spectrometry (70,79). There are now several examples of
glycoprotein analysis by CE, from analysis of intact gly-
coproteins (80–83), glycopeptides (84) and released oligo-
saccharides (85–87), to individual monosaccharides (88).
These examples employ a variety of separation mecha-
nisms (e.g., capillary zone electrophoresis, micellar elec-
trokinetic capillary chromatography, capillary isoelectric-
focusing) designed to enhance the resolution of the specific
analyte(s) in question.

Gel Electrophoresis of Carbohydrates

Separation of released oligosaccharides in polyacrylamide
gels after derivatization with fluorescent labels at the re-
ducing terminus provides a simple, inexpensive method for
profiling oligosaccharide populations. Limited structural
information is obtained in combination with exoglycosi-
dase digestions (89,90).
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CONTROLLING GLYCOSYLATION

Given the ability to detect and analyze glycoproteins in
detail, how can recombinant protein glycosylation be con-
trolled? There are five main options currently available:

1. Choice of host cell
2. Genetic engineering of the host cell
3. Genetic engineering of the recombinant glycoprotein
4. Control of the host cell environment
5. Remodeling of protein glycans in vitro

Choice of Host Cell

Different host cell types are known to vary in their ability
to glycosylate recombinant proteins. As there is now a pro-
fusion of expression systems available (mammalian, in-
sect, or yeast cells in culture; transgenic animals and
plants), initial choice of expression system is crucial and
will, to a large extent, govern the type of glycosylation pat-
tern obtained. Common bacterial expression systems such
as Escherichia coli have no capacity to glycosylate proteins
in either N- or O-linked conformations.

Yeast. Most yeast strains tend to hypermannosylate
(the addition of a large number of mannose residues to the
core trimannosyl oligosaccharide) recombinant proteins.
We may infer that this modification would speed clearance
of the glycoprotein from the bloodstream by hepatic and
macrophage mannose receptors (91,92), and it has been
shown to reduce the efficacy of recombinant hepatitis B
vaccine (93). It is possible to use mutant yeast strains (e.g.
mnn-9 or the temperature-sensitive ngd-29) that do not
hypermannosylate recombinant proteins. In these strains,
N-glycosylation is confined to core oligosaccharide residues
containing up to eight mannose residues (93,94).

Insect Cell Lines. The first steps in N-glycan biosynthe-
sis appear to be highly conserved throughout all eukaryotic
cells, including insect cells, such as those commonly de-
rived from the lepidopteran insect Spodoptera frugiperda
(Sf 9). For example, Kawar et al. (95) recently demon-
strated that Sf 9 cells encode and express an �1,2-
mannosidase, similar to other eukaryotic enzymes, that re-
leases mannose from Man9, GlcNAc2. In addition, an
�1,2-mannosidase has been isolated from virus-infected
Sf 21 cells; it acts preferentially on Man-6 oligosaccharides
(96,97). The authors suggest that this is a pivotal step in
glycan processing that determines whether complex or hy-
brid structures are formed.

However, numerous studies have shown that baculo-
virus-infected insect cells differ markedly from mamma-
lian cells in subsequent glycan processing capability. These
perceived limitations in glycosylation have hindered the
wide acceptance of insect cell systems for large-scale pro-
duction of human therapeutics. Whereas mammalian cells
are generally capable of complex-type N-glycan processing,
insect cells produce proteins with truncated glycans, no-
tably trimannosyl core structures (Man3GlcNac2) plus or
minus fucose (55,98–100). The molecular basis for the ac-
cumulation of trimannosyl N-glycans on proteins secreted

by some insect cells (notably Sf-derived cell lines) has re-
cently been elucidated. After initial transfer of N-
acetylglucosamine onto Man-5 by a GlcNAc transferase I
identified in insect cells (101,102), subsequent removal of
mannose and N-acetylglucosamine by a Golgi-specific �-
mannosidase II (103,104) and b-N-acetylglucosaminidase
(105–107) occurs, yielding the trimannosyl core structure.
In some insect cell lines, specifically those derived from
Estigmena acrea, b-N-acetylglucosaminidase activity is ab-
sent, and consequently, N-glycans bearing terminal N-
acetylglucosamine residues are present (107,108). Further
N-glycan processing is cell line specific. For example, sev-
eral studies report the inability of Spodoptera- (Sf 9),
Estigmena-, and Trichoplusia-derived cell lines to sialylate
N-glycans (100,108–110). However, Mamestra brassicae
and Manduca sexta cells have been reported as being ca-
pable of sialylating the N-glycans of recombinant human
plasminogen (111). This group also reported that Sf21 cells
were capable of synthesizing complex N-glycans (112), but
that this was dependent upon time postinfection (113)—
complex N-glycans appearing at later stages of the infec-
tion cycle.

Mammalian Cell Lines. Although phylogenetically more
similar to humans and generally capable of complex-type
oligosaccharide synthesis, commonly used cell lines de-
rived from rodent tissues maintain some key differences in
glycan processing.

Firstly, murine cell lines (e.g., hybridomas, mouse–
human heterohybridomas, C127 cells, and NS0 cells) ex-
press the enzyme �-1,3-galactosyltransferase (�-1,3-
GalT), which leads to the synthesis of glycans terminating
in Gal�1,3-Galb1,4-GlcNAc motifs (114,115). As more than
1% of human serum IgG is directed against this epitope
(116,117), its association with a therapeutic protein would
be undesirable, resulting in rapid clearance. In humans,
apes, old world monkeys, and CHO cell lines the �-1,3-
GalT gene has become inactivated through frameshift mu-
tations (118,119).

Secondly, in contrast to human cells, murine cell lines
have a tendency to confer N-glycolylneuraminic acid
(NeuGc), an oncofetal antigen and immunogenic derivative
of N-acetylneuraminic acid (NeuAc). The hydroxylase en-
zyme that converts CMP-NeuAc to CMP-NeuGc is cytosolic
(120) and has recently been cloned (121). NeuGc has been
found to be associated with the oligosaccharides of an IgM
produced by a human–mouse hybridoma, where it was
twice as prevalent as NeuAc (122). Similarly, comparison
of glycans associated with a chimeric IgG produced by
CHO and NS0 cells revealed modification of NS0-derived
glycans with NeuGc, and not NeuAc, which was linked to
enhanced rate of plasma clearance (123). Proteins pro-
duced by CHO cells have a low NeuGc content, typically
1–2% of total sialic acids (124), and are generally not im-
munogenic (125), although higher levels of substitution
with NeuGc may elicit an immune response (126). CHO
and baby hamster kidney (BHK) cell lines lack the func-
tional �-2,6-sialyltransferase (ST) enzyme found in human
and murine cells and synthesize exclusively �-2,3-linked
terminal sialic acids. This alteration has been addressed
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by transfection of CHO and BHK cells with an �-2,6-ST
gene, as discussed later.

Lastly, although not of immunological significance, an-
other variable N-glycan modification that may be associ-
ated with recombinant proteins derived from CHO cells is
the addition of poly-N-acetyllactosamine repeats (Galb1-
4GlcNAcb1-3-) to terminal Gal residues on the antennae of
complex oligosaccharides (126–129).

Transgenic Animals. There are very few studies describ-
ing the glycosylation of recombinant proteins produced in
the mammary gland of transgenic animals. The few re-
ports that exist indicate that glycan processing is altered.
James et al. (54) compared the site-specific glycosylation
of recombinant human interferon-c (IFN-c) produced by
CHO cells, Sf 9 insect cells, and the mammary gland of
transgenic mice. In the latter case, N-glycans at one site
(Asn97) were predominantly truncated or of the high-
mannose type, whereas N-glycans at the other site (Asn25)
were of the complex, sialylated variety similar to those as-
sociated with IFN-c from CHO cells.

Similar data has recently been reported for recombi-
nant antithrombin produced in transgenic goat milk,
where one of three N-linked sites (Asn155) in the
transgenic-derived protein was unaccountably associated
with high-mannose-type glycans, not complex glycans as
in the natural human protein (130). Furthermore, the re-
combinant antithrombin contained a GalNAc for Gal sub-
stitution on some N-glycans, was highly fucosylated and
less sialylated than natural human antithrombin, and con-
tained both NeuAc and NeuGc.

The total extent of glycosylation of a recombinant pro-
tein produced by transgenic animals may also differ from
that of its natural counterpart. A recombinant erythropoi-
etin fusion protein produced in transgenic mouse and rab-
bits was less glycosylated overall than the molecule pro-
duced in CHO cells (131). In addition, recombinant human
bile salt–stimulated lipase (BSSL) derived from transgenic
mouse milk exhibited a significantly lower degree of O-
glycosylation than was found for the native enzyme or for
recombinant CHO or C127 cell–derived BSSL (132). In
both cases, however, biological activity was not compro-
mised.

Transgenic Plants. Transgenic plants are now being eval-
uated as a viable option for therapeutic protein production
(133–136). However, not surprisingly, N-glycan processing
in plant cells is substantially different from that obtained
in mammalian cell systems. N-Glycans universally lack
terminal sialic acid residues, and potentially allergenic
residues such as core �1-3-linked fucose (137), xylose or
b1-2-mannose residues have been detected. Recombinant
erythropoietin (EPO) produced in transgenic tobacco cells
was found to have no biological activity in vivo (138), pos-
sibly because of its lack of sialylation and consequently
high clearance rate.

Genetic Engineering of the Host Cell

As already outlined, the glycosylation of recombinant gly-
coproteins is generally host cell specific, being largely de-

pendent on the complement of specific glycosyltransferases
available for glycan processing. Thus, the majority of ef-
forts to augment glycan processing in various host cells by
genetic means has involved introduction of a cloned het-
erologous glycosyltransferase with a desirable processing
activity that is absent in the parental host cell. It should
be stated, however, that successful introduction of a new
biosynthetic activity into a host cell by this route depends
on the preexisting capability of the cell to synthesize the
requisite nucleotide sugar substrate and the ability to
transport it into the Golgi lumen using a specific nucleotide
sugar transporter. For this reason, our ability to engineer
the protein glycosylation capabilities of yeast and insect
cells is restricted at present.

Potential targets for genetic alteration of N-glycans of
recombinant proteins produced by mammalian cells are
summarized in Table 1. In the case of CHO and BHK cells,
which both lack a functional �-2,6-sialyltransferase (�-
2,6-ST), terminal sialylation of N-glycans has received the
most attention. This is primarily for two reasons, (1) the
potential for modulation of the pharmacokinetic behavior
of a therapeutic protein product: the relationship between
terminal sialylation of N-glycans and rate of protein clear-
ance from the bloodstream (mediated by hepatic asialo-
glycoprotein receptors) is now well documented (149–151),
and (2) the production of recombinant proteins with “au-
thentic” humanlike N-glycans consisting of a mixture of
�2-3- and �2-6-linked sialic acids. However, experiments
involving cotransfection of cells with cloned �-2,6-ST cDNA
have met with variable success: although �2-6-linked sialic
acids have been shown to occur in all cases, the absolute
level (mole per mole) of recombinant protein sialylation
was either not determined (152), unaffected (140), or in-
creased in some transfectants but not others (153). A sol-
uble form of the �-2,6-ST expressed in BHK cells did not
modify a model secreted recombinant glycoprotein, indi-
cating that functional activity is dependent upon correct
localization of the heterologous transferase (154).

Recent reports highlight the potential use of CHO cells
expressing heterologous fucosyltransferases for the pro-
duction of bioactive oligosaccharides, specifically Golgi
membrane and secreted forms of fucosyltransferase III for
Lewis (a) synthesis (146), and fucosyltransferase VI for sia-
lyl Lewis X synthesis (145). In the latter case, expression
of the introduced glycosyltransferase was controlled using
antisense technology.

There have also been recent attempts to engineer
baculovirus-infected insect cell expression systems for im-
proved recombinant protein glycosylation. This has been
carried out directly, for example, via the stable expression
of b1-4-galactosyltransferase in Sf 9 insect cells (147),
which resulted in the presence of corresponding terminal
galactose residues on glycans associated with human tis-
sue plasminogen activator secreted after recombinant bac-
ulovirus infection. Alternatively, the glycosylation of pro-
teins produced in insect cells may be improved by the use
of baculovirus expression vectors employing the immedi-
ate-early promoter element, permitting the production of
recombinant glycoproteins with more extensively pro-
cessed N-linked oligosaccharides (155).



1344 GLYCOSYLATION OF RECOMBINANT PROTEINS

Table 1. Targets for Genetic Engineering of Recombinant Protein Glycosylation in Animal Cells

Proteina Purpose Function Reference

Mammalian cells

�2,6-Sialyltransferase F Increase �2,6-sialylation Increase half-life, authenticity 140
Cytosolic sialidase f Eliminate extracellular digestion of N-glycans Increase half-life 141
CMP-Neu5Ac hydroxylase f Eliminate NeuGc Reduce protein antigenicity 121,142
GlcNAc transferase III F Add bisecting GlcNAc Enhance bioactivity 143
�1,3-Gal transferase f Eliminate Gal �1,3-Gal Reduce protein antigenicity 144
Fuc transferase VI F Synthesize sialyl Lewis X Synthesise biologically active oligosaccharides 145
Fuc transferase III F Synthesize Lewis (a) Synthesise biologically active oligosaccharides 146

Insect cells

b1,4 Gal transferase F Increase glycan complexity Mimic mammalian proteins 147
b1,2 GlcNAc transferase I F Increase glycan complexity Mimic mammalian proteins 107

Transgenic animals

�1,2-Fuc transferase F Increase �1,2-fucosylation Synthesise biologically active oligosaccharides 148

aA desired up- or downregulation of the gene is indicated by an arrow.

There is only one example where the transgenic animal
mammary gland has been engineered for altered glycan
processing. Prieto et al. (148) expressed human �-1,2-
fucosyltransferase (�-1,2-Fuc T), which generates the H
blood group antigen, in transgenic mice. Milk from these
animals contained soluble �-1,2-Fuc T, as well as 2�-
fucosyllactose (Fuc�1-2Galb1-4Glc) and modified glycopro-
teins containing the H antigen.

Genetic Engineering of the Recombinant Glycoprotein

There is now a well-documented link between local protein
structure and glycosylation at a particular site (5), in other
words, glycosylation of a protein produced in a single cell
type can be different at individual glycosylation sites. This
may arise due to steric hindrance of glycosyltransferases,
as in the case of the Fc N-glycans of IgG (40,41), or other
peptide–carbohydrate interactions. Thus, by utilizing pro-
tein engineering technology such as site-directed mutagen-
esis, the possibility arises that glycosylation sites associ-
ated with undesirable glycans (e.g., high-mannose) may be
deleted, new sites may be created, or local protein struc-
ture may be redesigned to alter glycan processing at a gly-
cosylation site. Two current examples are highlighted: en-
gineered forms of tissue plasminogen activator (tPA) and
IgG.

Recombinant human tPA produced by CHO cells has
three potential N-glycosylation sites at Asn117, Asn184 (var-
iably occupied), and Asn448 (156), and one O-linked site at
Thr61, which is associated with a single fucose residue. N-
Glycans at Asn117 are invariably of the high-mannose type,
in contrast to the complex-type N-glycans at the other Asn
sites, and are responsible for promoting the clearance of
tPA from circulation via interactions with macrophage and
hepatic mannose receptors (157). Thus, second-generation
tPA molecules, TNK-tPA, have been mutated to remove
Asn117 (N117Q), with the introduction of a new glycosyla-
tion site, Asn103 (T103N). The latter mutation restores fi-
brin binding activity to the wild-type tPA molecule. Sig-
nificantly, the TNK-tPA variant exhibits complex-type

N-glycans at Asn103 and has a 10-fold increase in its serum
half-life (158–160).

Human IgG is glycosylated at Asn297 in the Fc region,
predominantly with a mixture of variably galactosylated,
minimally sialylated biantennary oligosaccharides. Nu-
merous studies have shown that variations in the struc-
ture of these glycans can serve to modulate antibody effec-
tor functions (40,161) via noncovalent interactions
between carbohydrate and local amino acid residues and
Fc receptors (41,162). Lund et al. (161) mutated a number
of amino acid residues proximal to the Asn297 of a recom-
binant IgG3 produced in CHO cells; specifically, residues
241, 243, 264, 265, and 301 were replaced with alanine in
each case. These mutations resulted in increased galacto-
sylation and sialylation relative to the wild-type oligosac-
charide chains, although there was a reduction in antibody
effector functions in some cases.

Control of the Host Cell Environment

For most recombinant proteins produced by mammalian
cells in culture, the cell environment itself can contribute
to product molecular heterogeneity. The following factors
may all influence the structural diversity of glycans asso-
ciated with recombinant therapeutic proteins or antibod-
ies:

1. Serum

2. Ammonium

3. Extracellular glycosidases

4. Method of cell culture

Serum. In light of recent bovine spongiform encephali-
tis epidemics and the desire for control of a fully defined
cell culture environment, there is a trend in industry to
remove serum from culture media. However, the presence
or absence of serum has been shown to affect protein gly-
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cosylation. For an IgG1 monoclonal antibody produced by
hybridomas, Patel et al. (163) demonstrated that ascites-
derived protein differed from serum-free-culture-derived
material only with respect to the content of sialic acid.
IgG1 derived from culture in serum-containing media had
an intermediate sialic acid content and a lower incidence
of outer-arm galactosylation than the other two prepara-
tions. However, for antibodies produced by CHO cells, N-
glycan galactosylation may be improved in serum-contain-
ing medium (164). For other types of recombinant protein,
serum content of the medium may also be significant. Ad-
aptation of BHK-21 cells producing a recombinant mutant
IL-2 from a serum-containing to a serum-free environment
resulted in changes to N-glycan antennarity, sialylation,
sialylation, and fucosylation, as well as an increase in the
overall degree of protein glycosylation (165).

Ammonium. Increases in the concentration of the toxic
catabolite ammonia during cell culture have been linked
to various changes in protein glycosylation. Borys et al.
(166) demonstrated that exogenous additions of ammo-
nium (as ammonium chloride) up to 9 mM decreased the
overall glycosylation of recombinant mouse placental lac-
togen 1 produced by CHO cells in a pH-dependent manner,
this effect being most pronounced at elevated pH (8.0).
Subsequently, it was shown that ammonium ion concen-
trations above 2 mM specifically inhibited the sialylation
of recombinant granulocyte-macrophage colony-stimulat-
ing factor produced by CHO cells (167). This effect was
thought to be mediated by an ammonium-induced eleva-
tion of the acidic trans-Golgi compartment pH, resulting
in reduced sialyltransferase activity in vivo, a concept orig-
inally explored by Thorens and Vassalli (168).

In parallel with this work, it was demonstrated that an
artificial increase in ammonium ion concentration induced
an accumulation of UDP-N-acetylhexosamines in mam-
malian cells, with a concomitant decline in growth rate
(169); in fact the “U ratio” (UTP:UDP-N-acetylhexosa-
mine) was shown to be a sensitive indicator of cell growth
rate. Subsequently, increases in the antennarity of N-
glycans associated with a human mutant IL-2 produced by
BHK-21 cells were also correlated with an increased cel-
lular concentration of UDP-N-acetylhexosamines, as arti-
ficially induced by exogenous glutamine (7.5 mM) or am-
monium (15 mM) (170). In another report, similar
increases in the cellular UDP-N-acetylhexosamine pool
were induced by incubation of BHK cells with glutamine
and uridine (171), which increased N-glycan antennarity
but not sialylation. This suggests that the effect of am-
monium on sialylation alone is due to another mecha-
nism—probably changes in trans-Golgi pH, as discussed
above. In BHK cells, it is now likely that ammonium ions
elevate cellular UDP-N-acetylhexosamine levels by direct
incorporation of ammonium into fructose-6-phosphate to
yield a synthetic precursor of UDP-GlcNAc, glucosamine-
6-phosphate; the reaction being catalyzed by glucosamine-
6-phosphate isomerase (172). Presumably UDP-GlcNAc
transport into the Golgi is stimulated, increasing the avail-
ability of substrate for resident GlcNAc transferases III
and IV involved in N-glycan branching.

In practice, therefore, excessive ammonium concentra-
tions in cell culture should be avoided. Alternatively, use
of the glutamine synthetase (GS) expression system (173)
avoids this issue. Ammonia is utilized enzymatically by the
transfected selectable marker, GS, and does not therefore
accumulate during cell culture.

Extracellular Glycosidases. Sialidase, b-galactosidase, b-
hexosaminidase, and fucosidase have been identified in
cell culture supernatant from CHO and other mammalian
cell lines (174–177). At neutral pH the most active is sial-
idase, which has been purified from CHO cell culture su-
pernatant (178). Gu et al. (179) have demonstrated that
sialylation of recombinant human IFN-c produced by CHO
cells decreased in parallel with loss in cell viability in batch
culture. Therefore elimination of the sialidase from CHO
cells constitutes a viable target for cell engineering (141).
However, the fucosidase purified from CHO cell culture su-
pernatant could not release fucose from the recombinant
CHO cell–produced glycoproteins gp120 or soluble CD4
with the Fuc�1-6GlcNAc linkage, or from human serum
�(1)-acid glycoprotein with the Fuc�1-3GlcNAc linkage
(180).

Method of Cell Culture. The type of culture used to pro-
duce a recombinant protein affects its glycosylation. For
example, during batch and fed-batch cultures of antibodies
produced by NS0 cells, and during recombinant human
IFN-c production by CHO cells, there was a progressive
increase in the proportion of high-mannose (predomi-
nantly Man5GlcNAc2) and truncated N-glycans associated
with the recombinant protein (181,182). The increased ap-
pearance of high-mannose glycans suggests a change in
the glycan processing capability of cells as a function of
time in culture (in this case presumably affecting GlcNAc
transferase I activity, by as yet unknown mechanisms).
This may also be true for truncated N-glycans (lacking ter-
minal monosaccharides), although at present it is more
likely that these derive from the action of extracellular gly-
cosidases, as previously mentioned.

These considerations emphasize the necessity to har-
vest product from batch cultures prior to significant cell
lysis. Furthermore, As a means of ensuring reproducible
product quality, batch-to-batch consistency, and stability,
deleterious changes to recombinant glycoprotein product
heterogeneity may be averted by implementation of appro-
priate monitoring technologies capable of rapid quantita-
tive analyses of intact glycoprotein populations, enabling
control of bioreactor operations (e.g., to avoid late harvest
of undersialylated product).

Few reports describe the effect of long-term continuous
culture on the processing and modification of complex re-
combinant proteins. Goldman et al. (183) have shown
quantitatively that both long-term fluidized-bed perfusion
and batch cultures of CHO cells produce recombinant hu-
man IFN-c with a consistent and highly comparable degree
of glycosylation, monitored as glycosylation site occupancy
and level of N-glycan sialylation. However, as previously
mentioned, the sialylation of recombinant IFN-c produced
in stirred-tank batch culture declined significantly during



1346 GLYCOSYLATION OF RECOMBINANT PROTEINS

the stationary and death phase. Differences in the sialyl-
ation of recombinant human tissue kallikrein produced by
CHO cells from microcarrier culture and from a serum-free
suspension cell recycle process have been reported (130),
in which a reduced degree of N-glycan sialylation was ob-
served with the microcarrier process.

Other Factors. Other factors may affect glycosylation of
recombinant glycoproteins produced by animal cells in cul-
ture to a limited extent, although such effects are likely to
be host cell and recombinant protein specific. For example,
mild hypoxia and elevated pCO2 have minimal effects on
the glycosylation of CHO cell–derived tPA (184,185). In
perfusion culture of BHK-21 cells producing a recombinant
mutant IL-2, nutrient limitations (glucose, amino acids,
dO2) led to short-term changes in macroheterogeneity, but
microheterogenity was largely unchanged (165).

Oligosaccharide Synthesis In Vitro

Advances in the chemical synthesis of oligosaccharides, no-
tably using cloned glycosyltransferases, now permit the
synthesis or modification of N-glycan-type structures
(186,187). Thus, postharvest remodeling of N-glycans on
purified proteins is now possible (e.g., to fully sialylate N-
glycans for improved protein half-life in vivo (188), al-
though cost constraints may limit the commercial appli-
cation of this approach.

SUMMARY

The glycosylation of a potential recombinant therapeutic
protein will contribute to a set of product characteristics
relating to product efficacy, including bioactivity and/or
pharmacokinetic behavior, although these will be protein
specific. Initial choice of expression system is of crucial sig-
nificance and will define the structure of oligosaccharides
associated with individual protein glycoforms, although
other factors implicit in large-scale bioprocess develop-
ment may also be significant. At present, the most realistic
goal may be a consistent, reproducible, humanlike (albeit
heterogeneous) glycosylation pattern. However, an ideal
production process would perhaps result in a single, de-
fined protein glycoform, rather than a mixture of glycoform
variants, each with varying characteristics. This may be
considered as analogous to chiral separation of small-
molecule drugs, where there is a necessity for optically
pure molecules for medical use.

Such control of recombinant protein glycosylation may
possibly be achieved at a number of levels: (1) genetic con-
trol of glycan processing in the host cell, (2) engineering
recombinant proteins for a defined glycosylation status,
(3) control of cell physiology in a bioreactor environment
for enhanced production of specific glycoforms, and
(4) downstream processing to selectively recover specific
glycoforms. Incorporation of any of these developments
into a bioprocess must involve a consideration of clinical
efficacy and potency, technical feasibility, cost of goods, and
regulatory requirements.

Central to these issues is our ability to quantitively
monitor and completely characterize heterogeneous bio-
logical products. Glycoproteins can now be analyzed by a
diverse array of techniques, yielding structural informa-
tion of varying complexity. Recent advances in analytical
methodology permit relatively rapid, detailed assessment
of glycan structure, glycosylation site-occupancy, and par-
ticularly sialylation (extent, type of sialic acid, linkage).
More routine fingerprinting of glycoform populations may
also be useful to ensure reproducible product quality,
batch-to-batch consistency, and stability.
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Figure 1. The Krebs’ cycle and the glyoxylate bypass. The gly-
oxylate bypass is catalyzed by isocitrate lyase and malate syn-
thase. The flux through this pathway is regulated by phosphory-
lation of isocitrate dehydrogenase (IDH).
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INTRODUCTION

Overview

The glyoxylate bypass of the bacterium Escherichia coli
has been used as a model system for the study of metabolic
regulation. E. coli is an ideal organism for these studies

because of the powerful genetic tools that can be used to
achieve experimental manipulations that are not possible
in many other systems. The long-term goal of these proj-
ects is to extract fundamental principles of metabolic con-
trol from a detailed analysis of how each regulatory mech-
anism functions and how these mechanisms interact to
control the entire process.

The Glyoxylate Bypass

Adaptation of E. coli to growth on acetate or fatty acids
requires the induction of the enzymes of the glyoxylate by-
pass: isocitrate lyase and malate synthase (1–4). This
pathway is essential for growth under these conditions be-
cause it prevents the net loss of the entering carbon as CO2

in the Krebs’ cycle (Fig. 1) (5,6).
The glyoxylate bypass is regulated at two levels. Coarse

control of the glyoxylate bypass is achieved by regulating
the transcription of aceBAK. The aceBAK operon encodes
malate synthase, isocitrate lyase, and isocitrate dehydro-
genase (IDH) kinase/phosphatase, respectively. Once in-
duced, the flow of isocitrate through the bypass is regu-
lated by the phosphorylation of IDH, the Krebs’ cycle
enzyme that competes with isocitrate lyase. This phos-
phorylation cycle is catalyzed by a bifunctional kinase/
phosphatase. Both of these regulatory mechanisms are dis-
cussed later.

REGULATION OF TRANSCRIPTION

Regulation of the Glyoxylate Bypass Operon

The regulatory circuits that control aceBAK are illustrated
in Figure 2.
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Figure 2. Regulation of the glyoxylate bypass operon. aceBAK
encodes malate synthase, isocitrate lyase, and IDH kinase/phos-
phatase, respectively. This operon is repressed by IclR and acti-
vated by IHF. The gene encoding IclR is repressed by its own prod-
uct and activated by FadR.

The aceBAK operon appears to respond to metabolic
stress. Full expression is observed only during growth on
acetate or fatty acids. However, the presence of these sub-
strates is not sufficient for induction because the operon is
repressed by the simultaneous presence of preferred car-
bon sources such as glucose or pyruvate (1–4). Poor carbon
sources produce a partial induction of aceBAK even though
the glyoxylate bypass is not required for growth on these
substrates. This partial induction appears to be a response
to general metabolic stress because there is a roughly lin-
ear relationship between the culture doubling time and the
extent of induction when the different growth conditions
are compared. Finally, partial induction of the operon oc-
curs upon growth into the stationary phase on rich
media (6).

The aceBAK operon is transcribed from a single, r70-
type promoter (3). The activity of this promoter is con-
trolled by a repressor protein, IclR, which binds to a site
that overlaps the “�35” box of the promoter (3,7,8). Pre-
liminary evidence indicates that IclR represses transcrip-
tion by competing with RNA polymerase (unpublished).
The mechanism that regulates IclR activity has not been
determined.

A Remote Operator for IclR

We have recently identified a remote site for IclR. This op-
erator lies within the coding region of aceB. Preliminary
evidence indicates that binding of IclR to this site does not
directly repress aceBAK expression. Rather, this site ap-
pears to act cooperatively with the promoter-proximal op-
erator, a site that does repress this operon (unpublished).
Our working model proposes that this cooperativity results
from simultaneous binding of IclR at both sites, with loop-
ing out of the intervening DNA. This type of cooperativity

between remote sites has been most extensively charac-
terized for the lac operon but appears to occur in other
operons as well (9–11).

The Role of Integration Host Factor

Integration host factor (IHF) is a sequence-specific DNA
binding protein that binds to many sites in the E. coli chro-
mosome. This histonelike protein has been implicated in a
wide variety of processes including plasmid replication,
lambda phage recombination, and transcriptional activa-
tion and repression (12–14).

We have identified a binding site for IHF upstream of
the aceBAK promoter. IHF activates aceBAK expression
under inducing conditions by preventing IclR repression.
In contrast, IHF does not appear to affect IclR activity un-
der repressing conditions (15). The carbon-source specific-
ity of the IHF effect amplifies regulation of aceBAK.

IHF can affect transcription by a variety of mecha-
nisms. The most clearly established mechanism is one in
which IHF binds to a site well removed from the promoter,
bending the DNA at an angle of about 140� and so bringing
a remote activator site near the promoter. Similar mech-
anisms have been proposed for IHF in processes as diverse
as plasmid replication and recombination (12–14,16–18).

IHF may also act by direct interactions with other pro-
teins. For example, IHF has been suggested to activate
transcription at three promoters by direct contact with
RNA polymerase, although this remains to be established
(13,14). IHF can also repress transcription by binding to
sites that overlap a promoter. In these systems, IHF prob-
ably acts by competing with RNA polymerase (19).

IHF plays a novel role in the regulation of aceBAK ex-
pression. In their recent review, Goosen and Van de Putte
have suggested that IHF may not participate in transcrip-
tional regulation (13). This is clearly not true for aceBAK,
which requires IHF for full carbon-source sensitivity. How-
ever, the mechanism by which IHF plays this role must
still be determined.

Our working model proposes that IHF and IclR bind
independently near the aceBAK promoter under repress-
ing conditions (Fig. 3). Under inducing conditions, we sus-
pect that IclR undergoes a structural change that causes
the binding of IHF and IclR to become competitive. IclR
repression is relieved under these conditions because the
IHF site is occupied.

Regulation of iclR Expression

The gene encoding IclR is subject to repression by its own
product. IclR achieves this autorepression by binding to an
operator that overlaps the promoter of iclR. This provides
a feedback control mechanism that helps maintain a con-
stant level of IclR (20).

The expression of iclR is also regulated by FadR. FadR
was initially identified because it represses the genes en-
coding the enzymes of fatty acid degradation (21). It was
subsequently shown to activate the transcription of fabA,
a gene whose product participates in unsaturated fatty
acid biosynthesis (22). FadR activates iclR expression and
may provide a link between aceBAK and fatty acids, a car-
bon source that also requires the glyoxylate bypass (L. Gui,
A. Sunnarborg, and D.C. LaPorte, unpublished, 1996).
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Figure 3. Model for the role of IHF in regulation of IclR. IclR
binds to sites that overlap the promoters of aceBAK and iclR. Dur-
ing growth on glucose (repressing conditions), IHF and IclR can
bind simultaneously near the aceBAK promoter. Adaptation to ac-
etate (inducing) produces a conformational change in IclR. This
conformational change prevents IclR from binding when IHF is
bound but has no effect on IclR binding in the absence of IHF.
Repression of aceBAK is released on acetate because of the pres-
ence of an IHF site. Repression of iclR is constitutive because this
promoter does not include an IHF site.

Differential Control by IclR

Perhaps the most unusual feature of this system is the
ability of IclR to differentially regulate aceBAK and iclR.
Whereas IclR-mediated repression of aceBAK undergoes a
striking response to the carbon source, repression of iclR
is nearly constant. This difference is probably an advan-
tage to the cell because induction of iclR expression on ac-
etate would oppose induction of aceBAK. IHF, which is re-
quired for the carbon-source sensitivity of IclR, appears to
be responsible for differential control by this repressor.
aceBAK responds to the carbon source because it has an
associated site for IHF (see earlier). In contrast, iclR does
not respond to the carbon source because it does not have
a site for IHF (15).

Another Role for IclR?

In addition to the regulation of aceBAK and iclR, IclR also
appears to regulate acs, the gene encoding acetyl coenzyme
A synthetase in E. coli. Mutations in iclR reduced con-
sumption of acetate mediated by Acs (23). However, the
precise role of IclR in regulating acs remains uncertain.

IclR Is a Member of a Unique Protein Family

IclR has lent its name to a family of transcriptional regu-
latory proteins. This family is characterized by about 25%
identity throughout their sequences, with particularly
high homology in a region near the N-terminus. This is the
region where we identified sequences that appear to match
the consensus for helix-turn-helix DNA-binding motifs
(24). An “IclR signature” in the C-terminal regions of these
proteins has also been defined in the PROSITE database
(25).

The IclR family is distinct from other families of tran-
scriptional regulators in bacteria. It is broadly distributed,
currently including 19 members found in 12 different

Gram-positive and Gram-negative bacterial species; in
some cases, the function of the protein is known. Others
were identified during genomic sequencing projects, and
their functions remain to be identified. The proteins of
known function regulate a wide variety of catabolic genes.
IclR also fits this pattern because the glyoxylate bypass is
essential for the catabolism of acetate (24,26–31 and the
NCBI database at www.ncbi.nlm.nih.gov).

REGULATION OF PROTEIN PHOSPHORYLATION

Fine Control: The Role of IDH Phosphorylation

Fine control of the glyoxylate bypass is achieved by the
phosphorylation of IDH, the Krebs’ cycle enzyme that com-
petes with isocitrate lyase. This phosphorylation cycle is
catalyzed by a bifunctional protein, IDH kinase/phospha-
tase (32–34).

Structural Basis of the Regulation of IDH

IDH is a member of a large family of dehydrogenases. This
family, comprising at least 17 proteins, includes members
from prokaryotes, yeast, and humans. Although some of
these enzymes act on isocitrate, others act on isopropyl
malate or tartarate. Members of this family exhibit exten-
sive sequence homology, particularly among residues that
have been implicated in substrate binding and catalysis for
E. coli IDH. These enzymes lack the Rossman fold, which
is an important structural feature of many other dehydro-
genases (35–40).

The phosphorylated form of IDH is completely inactive
(33). Inactivation results from the phosphorylation of
Ser-113, an active site residue that forms a hydrogen bond
with isocitrate in dephospho-IDH (41,42). Phosphorylation
has little effect on the three-dimensional structure of IDH.
Rather, it blocks isocitrate binding primarily by electro-
static and steric repulsion (43–46).

The mechanism by which phosphorylation controls IDH
is a striking contrast with regulatory phosphorylation of
glycogen phosphorylase, the only other phosphoprotein
whose structure has been extensively characterized. The
phosphorylation site of glycogen phosphorylase is remote
from the active site. Phosphorylation of this enzyme acti-
vates catalysis by inducing a conformational change
(47,48).

Structure and Mechanism of IDH Kinase/Phosphatase

IDH kinase/phosphatase is expressed from a single gene
and appears to have a single active site that catalyzes the
kinase and phosphatase reactions (4,33,34,49–51). This ac-
tive site also appears to catalyze an ATPase activity that
is more efficient then either the kinase or phosphatase re-
action (52). Our working model proposes that the IDH
phosphatase reaction results from the kinase back reaction
tightly coupled to ATP hydrolysis (reviewed in Ref. 34)
(Fig. 4).

Regulation of the IDH Kinase/Phosphatase

The IDH phosphorylation cycle is controlled by a wide va-
riety of metabolites. Examples include isocitrate, NADP, 3-
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Figure 4. Model for the catalytic mechanism of IDH kinase/phos-
phatase. This model proposes that the kinase and phosphatase
reactions occur at the same active site. The intrinsic ATPase ac-
tivity of IDH kinase/phosphatase, which occurs even in the ab-
sence of IDH, also occurs at this site. The phosphatase reaction
results from the back reaction of IDH kinase coupled to the hy-
drolysis of ATP. E, IDH kinase/phosphatase; IDH, isocitrate de-
hydrogenase; IDH-P, the phosphorylated form of IDH.

phosphoglycerate, pyruvate, and AMP. There appear to be
two distinct mechanisms by which these ligands regulate
IDH kinase/phosphatase (Fig. 5) (4,34,50,53–55).

Access to the phosphorylation site of IDH is controlled
by the substrates of this enzyme. When these substrates
bind to IDH, they induce a conformational change, narrow-
ing the active site cleft and burying the site of phosphory-
lation. Because isocitrate binds only to dephospho-IDH,
this ligand inhibits only IDH kinase. Isocitrate activates
IDH phosphatase by preventing product inhibition by iso-
citrate (56; S.P. Miller, E.J. Karschnia, A.M. Dean, and
D.C. LaPorte, unpublished, 1998).

A second mechanism for regulating this cycle results
from a conformational equilibrium in IDH kinase/
phosphatase. The equilibrium between the kinase and
phosphatase conformations is controlled by metabolites
that bind preferentially to the phosphatase conformation.
Preferential binding activates this activity and inhibits
IDH kinase (S.P. Miller, E.J. Karschnia, C. Romfo, and
D.C. LaPorte, unpublished, 1998).

CONTROL OF METABOLISM

Growth on Glucose

The glyoxylate bypass serves no useful purpose during
growth on carbon sources such as glucose or pyruvate. Un-
der these conditions, aceBAK is repressed by IclR. Al-
though a basal level of IDH kinase/phosphatase is present,
the conditions favor the dephosphorylation of IDH. Pyru-
vate, which activates IDH phosphatase and inhibits IDH
kinase, appears to be the primary regulator of this phos-
phorylation cycle under these conditions (6,34).

Growth on Acetate

Adaptation to growth on acetate requires the induction of
the glyoxylate bypass operon. The mechanisms responsible
for transcriptional regulation have already been discussed.

During steady-state growth on acetate, about 75% of the
IDH is converted to the phosphorylated form. Because
phospho-IDH is completely inactive, partial phosphoryla-
tion of IDH inhibits the Krebs’ cycle and so forces isocitrate
through the glyoxylate bypass (54,57). Under these con-

ditions, isocitrate must be partitioned between the Krebs’
cycle for the production of energy and the glyoxylate by-
pass for the production of metabolic intermediates. The
primary regulators of IDH kinase/phosphatase during
growth on acetate appear to be isocitrate, 3-phosphogly-
cerate, and AMP. Isocitrate and 3-phosphoglycerate act as
indicators of the levels of metabolites, whereas AMP re-
flects the energy needs of the cell (34).

Metabolic Transitions

The flux through the glyoxylate bypass responds dramat-
ically to the culture conditions. For example, addition of
glucose to a culture growing on acetate virtually eliminates
flux through this pathway (57,58). Inhibition of the bypass
is probably advantageous because, when glucose is avail-
able, the glyoxylate bypass is no longer required to replen-
ish metabolites used for biosynthesis. Inhibition of the by-
pass results, in part, from the rapid dephosphorylation of
IDH, increasing this enzyme’s activity and thus diverting
isocitrate through the Krebs’ cycle (54,55). IDH kinase/
phosphatase catalyzes the rate-limiting step in this tran-
sition (55). Long-term adaptation to the carbon source re-
sults from control of aceBAK transcription.

The response of the IDH phosphorylation cycle during
these metabolic transitions is amplified by two mecha-
nisms. Zero-order ultrasensitivity results when one of the
modification enzymes (e.g., kinase or phosphatase) is sat-
urated by its protein substrate. Multistep effects, which
can either enhance or reduce sensitivity, result when an
effector controls more than one step in a protein modifi-
cation cascade (53). The glyoxylate bypass provided the
first experimental demonstrations of these effects. Both
phenomena have since been found in other systems.

Study of the glyoxylate bypass led to the discovery of
another mechanism for sensitivity enhancement: the
branch point effect. This effect results from the competi-
tion between enzymes for a limiting amount of a common
substrate. During growth on acetate, isocitrate levels are
nearly saturating for IDH but are within the pseudo-first-
order range of isocitrate lyase. A consequence of this dif-
ference in saturation is that the flux carried by isocitrate
lyase is ultrasensitive to the phosphorylation state of IDH.
Both the theoretical and experimental studies responsible
for identifying this phenomena were the products of stud-
ies on the glyoxylate bypass (54).

FUTURE DIRECTIONS

The glyoxylate bypass has proven to be a very useful model
for metabolic control. The basic control mechanisms have
all been identified, with the important exception of the
mechanism that controls the IclR repressor. We also have
considerable understanding of metabolite levels, flux
rates, and how these factors are controlled. These studies
have led to the identification of several fundamental prin-
ciples of metabolic control.

Although the basic control processes have been identi-
fied, much remains to be learned concerning their mecha-
nisms of action. How, for example, does IHF control the
carbon-source sensitivity of IcIR? Are the models that we
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Figure 5. Model for the regulation of the IDH phosphorylation cycle. This model proposes that
IDH kinase/phosphatase can exist in two conformations, one favoring the kinase reaction (Kin)
and the other favoring the phosphatase (Pase). This conformational equilibrium is proposed to be
controlled by metabolites such as AMP, which bind preferentially to the phosphatase form. IDH (I)
can exist in either the open or closed conformation, depending on whether the substrates isocitrate
(i) or NADP�/NADPH (N) are bound. The open conformation is a substrate for IDH kinase/phos-
phatase, whereas the closed conformation is not. The site of phosphorylation, Ser-113, is indicated
with a tick mark for dephospho-IDH. Phosphoserine-113 is indicated by .�P

proposed for the catalytic mechanism and regulation of
IDH kinase/phosphatase correct and, if so, what are their
structural bases? As so often happens in biology, the more
we know, the more we realize how much we do not know.
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INTRODUCTION

Validation is the process of “establishing documented evi-
dence that a system will do what it purports to do,” a sim-
ple definition of validation given by the U.S. Food and Drug
Administration (FDA) in 1977 (1). The progression of an
organization with respect to its validation status has been
described by a Validation Capability/Maturity Model (2).
It starts with the “validation unaware,” then shifts to the
“validation aware” once knowledge of the theory is gained.
The organization is then “validation active” when it is
forced to participate by regulations and customer demand.
It moves to the highest level of “validation enthusiast”
when it possesses practical experience, recognizes benefits
and limitations, and encourages others.

An overview of validation has been presented as a com-
plement to distinct limits in the range of product testing.
Validation was developed because of product failures that
were not detected as a result of product testing (3). One
specific event was a sepsis outbreak caused by improperly
autoclaved vials not detected despite sterility testing of a
statistically significant number of vials (4). Other authors
have compiled an early history of good management prac-
tice (GMP) for bulk pharmaceutical drugs (5), early writ-
ings on interpretation of validation guidelines (6), and a
history of validation in the United States (1). The ap-
proaches to issues in biological and pharmaceutical manu-
facturing change as better analytical techniques evolve,
improvements in equipment design and operation are
made, and pilot approaches are tested and proven in time.

Bulk pharmaceutical chemicals [BPCs] are made by
chemical synthesis, fermentation (recombinant or second-
ary metabolite), and/or enzymatic reactions. For BPCs,
FDA guidelines clearly state that the level of GMP rigor
can be modulated based on the position of the step in the
overall process (early steps requiring less depth) and the
specific product (for some products, early steps might re-
quire more depth). A specific evaluation of the FDA’s ap-
proach to BPCs has been documented with the emphasis
placed on determining at what step focused GMP attention
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should be given (7). Although the discussion involves a
specific processing step, the accompanying issue is the
validation of the equipment, portion of the facility, and
operating/testing personnel being used for that processing
step.

Biologics are products made from living organisms that
are complex proteins, viruses, antigens, or antibodies. Pro-
duction may use recombinant cells, animal or insect cells,
plants, or live animals. The guidelines for biologics GMPs
include a history of GMPs for biologics (8), a series of 1989
papers by former FDA inspectors (9–11), and a description
of differences in validation between conventional phar-
maceuticals and biologics (12). Commentary concerning
how the guidelines for drug inspections in effect at the time
(13) applied to inspections of biopharmaceutical manufac-
turing facilities by the FDA also was published with clear
emphasis on purification, formulation, filling, and lyophi-
lization (14). These papers provided insight as to what the
FDA was looking for regarding biologics facility design,
validation, and operation. Although these guidelines now
are almost a decade old, the areas cited still should be ad-
dressed, but in a manner consistent with current GMP
guidelines where changes have evolved. As a result of
these writings, specific guidelines for biotech facilities
were developed (15–18).

There are clear differences in approaches to GMPs be-
tween bulk finishing (tableting, granulation, sterile filling)
and bulk synthesis (fermentation, chromatography) for
both biologics and drugs (19). The focus areas are (1) raw
material variability, specifically natural sources from corn-
steep liquor to fetal calf serum, and the potential for un-
controlled contaminants; (2) product tracking and yield,
specifically use of activity assays rather than mass assays,
and the resulting inability to conduct material balances;
(3) step yields for which it is difficult to account for step
activity losses; and (4) process complexity encompassing
several processing steps (19). Recent progress in defining
a well-characterized biopharmaceutical utilizing advanced
analytical techniques (20) has assisted in providing regu-
latory consistency based on product characteristics rather
than whether the product was approved by Center for
Drug Evaluation and Research (CDER) or Center for Bio-
logics Evaluation and Research (CBER) (21). It has also
permitted processing equipment, procedure, and manufac-
turing site changes to occur late in the clinical develop-
ment of a product (22).

Direct and indirect information is available to compa-
nies about the scope and nature of validation for both GMP
and good industrial large-scale practice (GLSP). Direct
statements are present in the Code of Federal Regulations
(CFR), specifically Sections 21 CFR 210 and 21 CFR 211,
which focus on drugs and pharmaceuticals, and Section 21
CFR 600, which adds additional regulations relevant for
biologics. These chapters discuss outcomes rather than
methods to achieve them and consequently are subject to
interpretation by each company for each type of process.
This thematic approach might be analogous to varied in-
terpretations of Bible verses by individuals based on their
individual lifetime experiences and goals with no single
interpretation universally applicable. Interpretations of
the regulations can also be found in various published

“Points to Consider” and “Guidelines” documents authored
by FDA officials, often with substantial input from indus-
try (23–27). CDER and CBER executive secretariat staff
maintain a list of guidelines and provide them readily on
request. Public conference presentations, panel discus-
sions, and publications by FDA inspectors also offer inter-
pretations, but, as each situation can be different, it can
be difficult for inspectors to speak specifically (or answer a
quick question) and for audience members to directly apply
the approaches presented. The FDA publication entitled
Human Drug cGMP Notes provides some guidance regard-
ing specific policy questions. Finally, the major indirect
method for companies to obtain information is by review-
ing public information about 483 violations and other re-
ports from inspections of other companies. These summa-
ries (obtainable from the “The Pink Sheet” and “The Gold
Sheet” published by F-D-C Reports) usually contain two-
to three-sentence quotes out of situational context and
thus are subject to possible misinterpretation and misap-
plication. Perhaps the most valuable information concern-
ing “reduction to practice” arises from individual compa-
nies who present and publish their specific approaches to
GMP and GLSP. Implementation has been a challenge for
companies as they evolve from research to a development
focus; specifically of note is an early paper published by
Biogen outlining these issues for interferon (28).

FACILITY REGULATORY GUIDELINES

Good Manufacturing Practices

The following of current good manufacturing practice
(cGMP) regulations, as well as validation execution, is not
a complete set of rules but rather a philosophy (29) that is
largely dependent on the process and the company. The
goal of validation is to satisfy Section 211.42 of 21CFR,
which states that the facility and equipment “must be ap-
propriate and suitable for the intended function” (30). Al-
though some may insist that all equipment used in a pro-
cess must be validated, many others have debated about
just how much validation is sufficient. It is most efficient
to judge the need for additional validation through scien-
tific justification for the knowledge demonstrated (31).
Nevertheless, there can be a “keeping up with the Joneses”
philosophy both within and among companies that can
lead to wasteful testing.

Validation activities can form a significant percentage
of the time and money expenditure in a new pharmaceu-
tical plant. Initially validation was essentially a repeat of
installation, construction, and start-up testing and was
considered a redundant task whose goal was merely to en-
sure contractors performed their jobs correctly (30). Often
key senior management may not fully appreciate valida-
tion scope, benefits, limitations, and intensity. This lack of
appreciation is most detrimental if the plant cannot attain
full start-up until commissioning is complete; delayed con-
struction and start-up schedules then compress validation,
timelines (29). Appropriate validation testing will expose
nonconformances and deficiencies in design, construction,
and operation (29). Such revelations can be troublesome,
particularly if they erupt in waves, but they can be helpful
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overall if the end user is permitted to evaluate the problem
and to choose to accept operation with the limitation pres-
ent. Thus, it may not be necessary to resolve every varia-
tion or discrepancy with a modification.

The validation master plan is essentially the validation
specification and can be as important as the plant specifi-
cation itself. It is a structured, detailed work plan that,
although approved initially by the various subgroups in-
volved, should be a working document linking all aspects
of validation from start to finish (29). It might contain a
description of the facility, especially its purpose, function,
and limitations. A preliminary equipment and utility list,
possibly stating what type of testing is required for each
item as well as listing preliminary acceptance criteria, is
useful for identifying needs for validation test equipment
as well as constructing preliminary manpower estimates.
Applicable policies and standard operating procedures
(SOPs), both approved and those yet to be written, can be
referenced, along with floor plans marked with clean/used
equipment, raw material/product, and personnel flow pat-
terns. Finally, a sample protocol might be drafted at this
point to permit agreement on a common template.

There are several segments and types of validation test-
ing, each of which encompasses various activities depend-
ing on the practices of the facility. Grouping of individual
activities within these sections is less important than com-
pleting the required testing to ensure proper and consis-
tent equipment operation for the processes (31). Duplica-
tion of testing among the various validation phases also
should be avoided (31). The major categories of validation
testing are briefly described next. Most of the initial vali-
dation phases lead to subsequent proof of product or pro-
cess specific reliability.

The design qualification (DQ) focuses on a GMP review
to identify potential design weaknesses that may impact
qualification/validation before ordering equipment and
constructing the plant. One approach is to conduct this
GMP review using guidewords, such as contamination,
containment, validation, instrumentation, cleaning, and
sterilization, to examine each aspect of the design (32).
This exercise is best done by representatives of the unit
(either internal or outside the company) that is going to be
conducting the validation. Some project leaders recom-
mend a different unit conduct the validation than executed
the design or construction to maintain appropriate checks
and balances. Others believe that “design/build” strategies
that encompass validation give a single-source responsi-
bility to a single contractor and avoid fingerpointing when
errors are uncovered (33). Potential GMP omissions that
are uncovered during this exercise then can be evaluated
by the validation/design team. Appropriate solutions may
involve additional procedures, extended validation testing,
or design modification.

Installation qualification (IQ) provides documented evi-
dence that the equipment was both built and installed cor-
rectly according to design criteria and manufacturers’ rec-
ommendations. Its primary focus is on documentation
collection and review including manuals, purchase orders,
pressure test data, passivation logs, spare parts lists,
SOPs, hazard operability (HAZOP) results, calibrations
and loop checks, and as-built piping and instrument dia-

grams (P&ID)/isometric drawings. IQ ensures that the or-
dered equipment was received and is safe to operate. Rec-
ommendations for the scope and collection of these
validation commissioning documents (VCDs) have been
documented (34). There is a balance between requesting
sufficient documentation and cataloging of excess, redun-
dant, and unnecessary documents (29). Results of factory
acceptance testing (FAT) as well as site acceptance testing
(SAT) also can be included in the IQ. Typically, the IQ is
essentially a documentation review (30) with some not
willing even to power up the equipment until the IQ has
been executed, reviewed, or even approved. Such con-
straints might hamper timely identification and resolution
of equipment problems, however.

Operational qualification (OQ) provides documented
evidence that the equipment and plant operate correctly
and have the sufficient range of capabilities over the ex-
pected span of operational parameters (29). OQ testing
centers on functional tests of equipment features including
alarm and interlock verification. It includes draft SOP
suitability testing, some aspects of start-up testing, and
overall system capacity checks for utilities (30). Often IQ,
and in some cases OQ, can be performed by mechanical
contractors, and portions of these studies might be per-
formed at the vendor site before shipment of the equip-
ment. The OQ testing needs to be completed satisfactorily
to test the limits of the system at a minimum on the as-
pects on which later performance qualification (PQ) testing
will be done.

PQ provides documented evidence that the plant re-
peatedly can produce product within established specifi-
cations and quality attributes (29). It involves extensive
testing of the process as well as the process equipment.
This testing encompasses many types of qualification and
validation, including steam-in-place (SIP), clean-in-place
(CIP), sterilizing and decontamination autoclave load pat-
terns, glasswasher load patterns, environmental testing
under processing conditions, and analysis of utility quality.
It also includes process validation with example protocol
strategies available (35). Triplicate runs generally are util-
ized to show reproducibility but can become extensive
when combined with upper and lower processing boundary
condition values (1). The concept of a worst-case scenario
is used to minimize testing, but the worst case should be
within the boundaries of normal operating conditions pre-
viously validated for critical parameters and not necessar-
ily an “edge-of-failure” value (1). Before or at least concur-
rent with performance qualification, key analytical
methods utilized should be validated (36).

During facility operation, substantial additional vali-
dation effort is required. This effort includes ongoing
monitoring of utility and environmental quality, periodic
(typically annual) ongoing validation challenges, and re-
validation or equivalency testing prompted by equipment
or process modification. Appropriate pages and previous
acceptance criteria from original protocols might be used
in lieu of authoring new protocols in some instances. In
other cases, ongoing validation protocols might be reused
provided they are written in a generic fashion referencing
umbrella policy documents or SOPs for specific details sub-
ject to alteration. Once the scope of the ongoing validation
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effort is documented and agreed on, the impact of the
planned workload on both equipment downtime and man-
power can be evaluated.

Commissioning, the proper documentation of facility
construction and installation, is an attractive alternative
to validation for noncritical utilities that are not in product
contact, such as cooling fluids or instrument air. Key as-
pects and strategies for commissioning have been docu-
mented (37). Every activity performed by construction, in-
stallation, or start-up personnel is documented although a
formal qualification protocol may not be followed. For full
effectiveness, commissioning should include challenge and
capacity testing (30). Interestingly, one author notes that
when noncritical “commissioned” utilities fail or are prob-
lematic, their critical importance becomes obvious (30).

The extent of validation is notably dependent on the
degree to which in-process controls and end-product test-
ing can ensure quality and safety. Validation thus is most
extensive for biologics products (complex therapeutic pro-
teins and vaccines) and less extensive for well-character-
ized proteins and secondary metabolites (21,38). Refer-
ences are available concerning general validation issues
(38), potential validation problems and pitfalls (29,39),
process validation (6), process validation life cycle ap-
proaches (3), and validation streamlining (40). The details
of validation stages, including example regulatory internal
and external references, sample systems to be examined,
and typical schedules also are available for a model case
(41). In addition, a benchmarking survey on current prac-
tices in the validation of aseptic processing as well as in-
vestigation and additional testing when results are unsat-
isfactory is available; although it is oriented toward aseptic
filling, its approaches might be common to prior aseptic
processing steps (42).

Validation protocols should cross-reference but not in-
clude items subject to change, such as equipment data
sheets and equipment specifications, so that as data sheets
are updated by engineering, the protocol is automatically
updated (29,43). Protocols may be written and even ap-
proved before installation of the equipment, especially
when the facility operations group already is familiar with
the item. For computer equipment, a computer system val-
idation and system life cycle approach has been adopted
(44).

Good Industrial Large-Scale Practices

GLSP (or GILSP) started as the title to a section added to
the Guidelines for Research Involving Recombinant DNA
Molecules in 1991 (45–47). The GLSP level of containment
was recommended for large-scale research or production of
biological materials that have an extended history of large-
scale safe use (48). The major difference between GLSP
and BL1-LS was the reduction of the requirement for a
closed system with inactivation of organisms, elimination
of the need for exhaust gas treatment, and control of aer-
osols by procedure not physical devices (47). It referred to
a level of physical containment, less rigorous than BL1-LS,
which was recommended for recombinant organisms, com-
posed of a nonpathogenic host cell free of adventitious
agents and possessing a history of safe use and a well-

characterized vector/insert free of harmful sequences. The
resulting recombinant organism should be safe to humans
and the environment; specifically, the inserted rDNA
should not make disease-causing substances more resis-
tant to drugs. The new GLSP section in these guidelines
required (47): (1) institutional procedures for control of
production of recombinant organisms (i.e., an evaluation
that health and safety issues are addressed); (2) SOPs and
training to ensure proper culture handling and mainte-
nance of clean workplaces; (3) suitable protective clothing
and facility/equipment containment; (4) proper handling
of environmental discharges; (5) aerosol control when nec-
essary; and (6) spill containment procedures for large
losses. Additional guidelines focus on good lab practices,
such as omitting smoking, mouth pipetting, and eating/
drinking, as well as the establishment of internal accident
reporting procedures.

An outline of BL1 through BL3 issues is available (47)
in which the LS designation is added for large scale, typi-
cally greater than 10 L, to the corresponding laboratory
designation. For BL1-LS, a closed system to reduce the
escape of organisms is required, with a validated inacti-
vation procedure before removing material from the closed
system. Aerosol production is minimized through design
(e.g., sealed sampling devices with filters). Systems are
sterilized before maintenance, and an emergency spill plan
is in effect. BL2-LS requires all BL1-LS requirements as
well as prevention of aerosol generation, enclosure of the
closed system within a secondary containment device (e.g.,
biosafety cabinet), and use of rotating mechanical seals to
prevent leakage. Devices should be installed to monitor
containment integrity during operation. The closed system
should be tested for organism release with a nonrecombi-
nant organism before use and the system should be per-
manently identified with a biohazard symbol. For BL3-LS,
all BL1-LS and BL2-LS requirements are applicable as
well as operating the production equipment at the lowest
possible internal pressure to ensure containment integrity.
The area surrounding the closed system must contain air-
lock access, readily decontaminated surfaces, sealed pen-
etrations to permit decontamination by gas and reduce
cross-contamination into other areas, and hand-washing
facilities with valves that are not hand controlled. Finally,
there should be controlled airflow into the facility and neg-
ative pressure with respect to surrounding areas.

Generally speaking, GLSP guidelines cover National
Institutes of Health (NIH) requirements for working with
recombinant DNA cultures; however cGMP guidelines
may require product protection at the higher BL2 or BL3
levels for some aspects of the process. Specifically negative
pressure can be required for BL2 to protect personnel
while positive pressure can be required for GMP to protect
product. This conflict has been resolved in one instance
using inlet HEPA filtration and higher-pressure surround-
ing areas to provide a barrier as well as physical segrega-
tion of live virus areas (49).

A general outline of safety and containment issues and
practices at various levels is available that includes ex-
amples of monitoring of organism release and suggestions
for what equipment and where on the equipment to moni-
tor (50). A goal distinction can be made spanning the range
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from product to personnel protection (50): “low” avoids con-
tamination of product cultures, “minimal” targets typical
laboratory levels attainable when good laboratory prac-
tices are utilized, and “prevent” aims for no release in the
air, on surfaces, or on personnel.

MAJOR FOCUSES OF FACILITY PERFORMANCE
VALIDATION

Steam-in-Place (SIP)

Strategies. Typically, SIP refers to vessel sterilization,
most commonly that of fermenters and associated tankage.
It can also refer to sterilization of other items such as dead-
end filters in their housings, transfer lines, and cross-flow
microfiltration skids. The basic sequence for a SIP proce-
dure involves air removal, steam injection, condensate re-
moval, and the breaking of vacuum with sterile air (51).
Typically, the vessel contents are heated with venting until
95 �C, at which time backpressure is applied with contin-
ued jacket heating until the vessel temperature is slightly
above 100 �C. Steam then can be introduced through vari-
ous internal ports, such as the sparger line, by turning on
associated steam supplies to these ports, creating a for-
ward flow of steam into the vessel. Alternatively, internal
ports, such as addition ports without subsurface dip tubes,
can be opened to external traps or cracked valves creating
a backward flow of steam out from the vessel. Vessel back-
pressure may be applied by passing the exhaust through
a trap or through a backpressure control valve that per-
mits fine adjustments of the sterilization hold tempera-
ture. To assure proper equipment operation, backpressure
transmitter values should be compared against vessel
pressure gauge readings and should be in agreement with
expected values for the sterilization hold temperature. An
outline of example sterilization procedures for bioreactor,
media sterilization filters, and inoculum transfer lines is
available (52). In addition, a useful reference describing
sterilization theory and practice has been published (53).

The extent of sterilization is calculated using the pa-
rameter F0, the magnitude of which is directly influenced
by the area under the sterilization hold temperature ver-
sus time curve. The definition and examples of the use of
F0 in the design of sterilization cycles is available (54,55).
The F0 value is a measure of the equivalent kill of a test
microorganism, typically Bacillus stearothermophilus
spores for saturated steam applications, at the vessel ster-
ilization temperature relative to that at 121 �C. Although
commonly calculated including only those temperatures at
or above 121 �C, calculation beginning at lower tempera-
tures below 121 �C can be appropriate for larger vessels,
heat-sensitive media, or difficult-to-heat loads. Accounting
for this heat-up time can substantially augment the value
of F0, although the precise amount of this augmentation is
complicated by the need to measure D-values for B. stear-
othermophilus spores in the medium under study at vari-
ous temperatures. A target F0 thus may be calculated on
the basis of temperature mapping results from the system
under study and the D-value of spore suspension in the
medium to be sterilized.

For most SIP systems, the expected temperature and
time required for sterilization are known or can be esti-
mated based on prior experience of the operations group.
Thus, production cycle safety factors need not be excessive
and might be reduced to as little as a 5-min extension of
the hold time or a 1 �C rise in sterilization hold tempera-
ture. Conversely, for transfer line sterilizations where F0

accumulation rises to above 100 min within 5 min post-
steam introduction, it can be beneficial to extend the pro-
duction cycle sterilization time to 20–30 min.

Effectiveness Studies. Effectiveness of SIP cycles is eval-
uated overall by the rate of foreign contamination occur-
ring in the specific vessel for the specific process over time.
Because inoculated cultures might overgrow low-level con-
taminants, a media challenge, preferably with the same
medium to be used during processing, is often conducted.
Often a sterility medium is substituted for the process me-
dium, but care should be taken that the medium ingredi-
ents are of similar quality as typical raw materials, that
current CIP procedures can remove them adequately, and
that the vapor pressure and solids content of the medium
reflect the problematic aspects of the simulated process. A
media hold test typically lasts 7–10 days and uses a growth
temperature of 37 �C for favoring bacterial contaminants
but a lower temperature of 25–30 �C to favor fungal con-
taminants. A compromise temperature of 33–35 �C might
be appropriate if only one set of tests is desired.

For definitive proof of sterilization performance, a
spore-spiked media challenge can be undertaken. Spore
challenges, containing 10�6 spores, are used in the form of
strips for nonsubmerged locations and ampoules for sub-
merged locations. When large particles are involved,
spores can be mixed into gels typical of particle sizes, ster-
ilized, then minced to expose spores during sterility testing
of the challenges. Successful kill of these challenges pro-
vides a sterility assurance of at least a 10�6 log reduction
of spores. Challenges are placed, along with thermocou-
ples, at the hardest-to-heat locations (i.e., those with the
lowest accumulated F0) based on the temperature distri-
bution study results. Examples of challenged locations in-
clude (1) condensate return lines for agitator seal, sample
valve, addition assemblies, and bottom valve, (2) sparger
and vent air filters, and (3) liquid and headspace of vessel.
Typically, the side of the equipment not exposed to direct
steam is the side challenged. A summary of spore challenge
methodologies is available (56,57); many of these meth-
odologies have been established by the food and pharma-
ceutical industries.

During processing, sterile samples are obtained from
individual vessels on average once per day depending on
the facility practices. Sampling might be more frequent if
the vessel contents are to be transferred to other sterilized
fermenters in the near future. Sampling might be less fre-
quent if containment (either product, personnel, or envi-
ronment) is an issue. Samples are evaluated for culture
purity for an inoculated cultivation and for sterility for an
uninoculated cultivation. Aliquots of samples can be sub-
cultured in nutrient-rich broth, incubated at 37 �C to pro-
mote growth of bacterial contaminants, then streaked on
a nutrient-rich agar and reincubated at 37 �C. Subcultures
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can be examined microscopically using Gram stain tech-
niques. In some cases, aliquots can be placed into phenol
red–containing medium and any color change noted (typ-
ically yellow if contamination is present). Loopfuls of sam-
ples can be directly plated onto nutrient agar conductive
to bacterial or fungal growth and incubated at 37 �C or a
lower temperature of about 25 �C, respectively. False pos-
itives on sterility testing have been noted at 0.25% (58).
Automated sterility analysis may reduce the number of
false positives as well as speed up testing by incorporating
fluorescence or other color change endpoints based on met-
abolic end products (58).

SIP sterilization of hydrophobic sparger or vent filters
can be complicated by insufficient air removal. Specifically,
dual filters positioned in series on an SIP system may not
attain sufficient air removal or condensate drainage due to
suboptimal placement of steam condensate piping. Filter
integrity testing after the production SIP cycle (which may
have the hold time extended by adding a safety factor rela-
tive to the fractional test cycle) is required to ensure SIP
did not damage the filter. Although in some cases the filters
might be heat damaged if the sterilization cycle is unusu-
ally long or hot, typically damage is caused by a large pres-
sure differential across the filter, often caused by subopti-
mal cooldown procedures poststerilization that might not
be reviewed during SIP cycle development (59).

Sterilizing filters also may need to be integrity tested
after batch use depending on the GMP issues associated
with the type of product. Recording of filter lot numbers as
well as integrity testing of filters after use can be an im-
portant aid in investigating contamination. Post-use integ-
rity testing can be complicated by the difficulty of removing
certain materials from the filter that can alter the bubble
point or diffusion rate. These issues are best reviewed on
a case-by-case basis with the filter manufacturer, who may
have measured bubble points or diffusion points for differ-
ent solutions in addition to those for water. Pre-use integ-
rity testing often is conducted if the vendor testing certi-
fication is not sufficient for process use, although passing
results do not ensure subsequent filter integrity through-
out the batch. Dual series filters can be used to minimize
the need for pre-use integrity testing but sterilization
strategies need to be adapted to accommodate this ar-
rangement. Post-use integrity testing can be done by re-
moving the filter from its housing, removing the entire
housing from the equipment with the filter intact, or test-
ing the filter while located on the equipment with appro-
priate tie-ins. The latter two methods provide proof of
proper installation of the filter if that is required.

Investigations of Failed Results

Most SIP cycle deficiencies can be corrected via SOP (most
desired) or equipment modifications (less desired). Equip-
ment modifications might be difficult to accomplish for an
automatically sterilized vessel. It should be confirmed that
the act of testing is not inducing failures before imple-
menting corrections, however. Investigation strategies for
SIP failures might also apply to autoclave load pattern
testing failures.

Failures during SIP validation testing might be caused
by test procedure faults rather than proposed SIP cycle

deficiencies. The biological indicator or thermocouple may
be blocking steam/condensate flow, particularly if large
spore strips are used in small process lines. Because spore
suspensions and strips are incubated in nutrient medium
and inspected visually for cloudiness daily, the contami-
nant cultured should be identified to genus and species if
possible. Contamination from handling can result in
growth of Staphylococcus instead of B. stearothermophilus
(60). Contamination after testing by contact with unkilled
spores from positive controls or from bags used to enclose
spore vials might also occur.

The most frequent causes of contamination during fer-
menter operation (61) include construction materials, me-
chanical seals, valves, poor or overly complex design, op-
erator error, instrumentation (e.g., calibration, valve
failure), process air, transfer/feed lines, contaminated in-
oculum, incorrect batch or continuous media sterilization,
and inadequate procedures. A mechanical checklist for re-
turning a fermenter to service after an initial or repeated
contamination can be useful. Factors important in fermen-
ter contamination (62,63) as well as design issues and ste-
rility risks (64) have been documented.

Incorrect specification of procedures often can be re-
sponsible for contaminations. Specifically, direct charges of
powders through the vessel manway or handhole need to
be carefully rinsed into the tank to avoid accumulation of
dry powders on the tank upper side wall. Homogenization
of clumpy hydrophobic media powders should be consid-
ered and sieving of large particles from protein meals (e.g.,
cornmeal) should be conducted. Media that foam on heat
up during sterilization (e.g., medium that contains tomato
paste and soy flour) should be avoided as these excessively
rich laboratory media, developed for screening and initial
growth of a wide variety of organisms, may not be neces-
sary for growth of the desired culture. Use of modified pro-
duction tank medium for the seed tank stage(s) should be
explored instead of using laboratory shake flask seed me-
dium (65).

A monthly contamination tracking system can be used
to present trends in the most probable cause of contami-
nation. These might be classified as (1) a mechanical prob-
lem involving an equipment failure such as leaky valve,
leaky mechanical seal, gasket, probe breakage, or incorrect
temperature calibration; (2) an operational problem in
which SOP procedures were not followed; (3) a cross-
contamination in which contamination detection was not
timely and material transferred into a sterilized tank sub-
sequently was found to be contaminated; and (4) a process
problem in which the procedures specified were not opti-
mal such as incorrect batch sheet instructions concerning
sterilization hold time or temperature. These monthly re-
ports should be circulated to the operations group at all
management levels and mechanical staff, as well as re-
viewed by quality personnel.

Contaminating organisms should be identified both in
a preliminary fashion by microscopic observation and
Gram stain and more definitively using commercial bio-
chemical testing kits or fatty acid analyses. A record of the
types of contaminants as well as ages and processes should
be maintained and evaluated at least yearly for trends.
Yearly contaminants can be classified into categories by
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process, age of contamination (e.g., after sterilization [AS],
after inoculation [AI], �48 h, 48–120 h or �120 h), and
type of organism (cocci, gram-positive, gram-negative rod,
fungal, or miscellaneous). The sterility investigation ex-
perience of the facility then can be utilized to determine
the likely areas where the contamination may have en-
tered. Example guidelines suggest that (1) gram-positive
rods might result from incomplete media sterilization, im-
proper inlet air filter installation, or air filter integrity fail-
ure; (2) gram-negative rods might result from incomplete
water sterilization (perhaps of filter-sterilized nutrient ad-
ditions), jacket leakage into the vessel, or water present in
the inlet air to the vessel; (3) cocci might result from hu-
man contact during either laboratory seed preparation or
seed fermentor inoculation; and (4) fungal contaminants,
although rare, might result from improper inlet air ster-
ilization as well as inadequate cleaning of cracks/crevices
from fermenter ports.

Clean-in-Place (CIP)

Strategies. The goal of cleaning validation is to satisfy
21 CFR 211.67 in which it is stated that written equipment
cleaning procedures should be established and validated.
It should be demonstrated that cleaning procedures con-
sistently reduce product and cleaning agent residuals to
predetermined levels that are acceptable for the processing
steps. CIP was first developed by the dairy industry (66),
and this industry has conducted substantial research into
effective strategies and appropriate CIP skid design. One
major decision important for CIP skid design (67) is the
issue of reuse of acid–base cleaning solutions, which must
be weighed against concerns of cross-contamination and
resoiling of equipment. A second major decision is the de-
gree of dismantling and manual cleaning operationally ac-
ceptable for each piece of equipment. The amount of time
expected to elapse before initiation of cleaning and the
length of time equipment can sit idle before recleaning
need to be established on the basis of reasonable expecta-
tions of operating practices as well as process require-
ments.

Key factors in cleaning effectiveness are the discharge
of cleaning solutions at their operating pH (if acceptable
to site environmental officials) to avoid precipitation of
soil, adequate rinsing of cleaning solutions through all in-
ternals, adequate contact time of cleaning agent/rinses,
adequate velocity for contact of cleaning agent/rinses,
maintenance of optimal temperature during cleaning so-
lution hold time or recirculation time, and proper concen-
tration of cleaning solution. The drainability of equipment
is another key factor in ensuring cleaning effectiveness.
Common problem areas include minor dead legs of a few
milliliters that are not rinsed through during the cleaning
process, circulation pumps that are not completely drain-
able, shadowed areas in which impingement of a spray is
prevented by vessel internals, and crevices from bolts and
fittings. In cases where failed batches are pasteurized or
sterilized in the vessel, dilution of the batch with water
can assist subsequent cleaning efforts.

Often there are multiple points of entry of CIP liquid
into a vessel (e.g., spray balls, air inlet, and vent and trans-

fer lines) and liquid is returned by the reactor drain (67).
Spray balls can be fixed or rotating, removable during pro-
cessing or remaining in batch contact. High pressures and
flow rates can be required for proper impingement for best
cleaning effectiveness leading to heavy utility loads, par-
ticularly for the water rinses. Although in many applica-
tions two spray balls are located at the vessel top, addi-
tional spray balls can be aimed at hard-to-reach locations
such as impeller undersides or behind baffles. The accept-
able level of flooding of the vessel needs to be determined
as the filling of the vessel to at least the lower impeller
may enhance cleaning of lower baffles and bottom me-
chanical portion of the agitator (67).

A typical cleaning scenario (68) may include several
steps depending on the product requirements. These steps
are an initial thorough rinse with lower-quality warm wa-
ter to remove loose soil (particularly at the batch level), a
caustic-based detergent solution to hydrolyze biological
materials, a rinse with deionized water, an acid-based de-
tergent solution to remove traces of mineral salts, a second
rinse with deionized water, and final rinses with higher-
purity water. In some cases, a water boilout (heating of
water to 80–90 �C) is conducted before the final water
rinses. The acid-based detergent typically is not necessary
for fermentation applications, especially if deionized water
used for cleaning, and can be done on an as-needed basis
with 0.5 wt% nitric acid (67). Dilute phosphoric acid and
sodium hydroxide can be used in lieu of acid/caustic-based
detergents for some applications, although the presence of
a surfactant can greatly enhance soil removal. Finally, an
empty vessel sterilization, with condensate flowing out
from the bottom valve, can aid in soil removal.

For cleaning of nonvessels, the ability to document ef-
fectiveness becomes increasingly more difficult. Membrane
filters often are restricted to single product use primarily
because it is difficult to ensure total removal of the prior
product without destructive testing. Filters can be reused
for the same product, but sanitization/sterilization proce-
dures are of concern to minimize unwanted bioburden. For
homogenizers and cell disrupters, cleaning and visual in-
spection of the head are likely to require substantial man-
ual disassembly and rebuilding.

In the case of chromatography columns, significant
resin expense suggests reuse is especially desirable for
multiple products, but product-specific testing for removal
is exceedingly difficult. More commonly, chromatographic
media are dedicated to one product but equipment (e.g.,
columns, piping, pumps) is used for multiple products (69).
Chromatographic media have been reused for multiple cy-
cles (more than 100) of the same product, but validation of
number of multiple uses is required (70). Specifically, the
media and equipment must be compatible with validated
cleaning processes and consideration must be given to
which substances bind reversibly and irreversibly to the
resin (69). Cleaning and sanitization can occupy about 20%
of each cycle period, which encourages the use of larger
versus smaller columns (69). Blank runs are conducted fol-
lowed by a reduced-cycle cleaning run and evaluation of
the contaminant breakthrough potential (69). Finally,
quantification of the functional stability of the resin for
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Table 1. Ability of Various Dilutions of Cleaning Agents
CIP100 and CIP200 to Pass USP Chemical Tests

Solution pH
Conductivity
(lmho/cm)

TOC
(ppm)

CIP100

1% (10,000 ppm) 12.6 1,927 25.7
0.05% (5,000 ppm) 11.4 581 13.4
0.01% (1,000 ppm) 10.7 123 3.5
0.001% (100 ppm) 9.4 8.6 0.57
0.0001% (10 ppm) 6.5 2.9 0.16

CIP200

1% (10,000 ppm) 2.0 7,530 —
0.05% (5,000 ppm) 2.7 872 9.7
0.01% (1,000 ppm) 3.2 179 2.6
0.001% (100 ppm) 4.1 21.4 0.41
0.0001% (10 ppm) 5.1 2.1 0.15

specific cleaning agents can be accomplished by measuring
retention times of various test proteins (69).

Effectiveness Studies. Hardest-to-clean locations should
be identified based on prior experience with the existing
vessel, initial cleaning studies of a new vessel, or the best
judgment of the processing group based on similar vessel
designs. The criteria for sample site location should be doc-
umented. Some examples of common locations include the
air sparger, underside of impellers, batch level, sample
valve, baffles, lifting holes for shaft, fermenter dome, In-
gold ports/plugs, threaded fittings, and bolted internals
and piping dead legs on addition ports. The use of worst-
case scenarios, while a popular approach, may lead to
overly rigorous cleaning that is operationally burdensome
for many nonworse-case processes although the amount of
testing can be reduced for a multiuse facility.

Visual inspection, while subjective, is the most powerful
asset available for the prompt analysis of cleaning effec-
tiveness. Training of inspectors properly concerning where
and how to look can greatly improve the likelihood of iden-
tification of problem areas. Chrome mirrors with extended
arms, powerful flashlights, and clean white cloths can be
utilized to aid inspection. Tank imperfections should be
documented ahead of time to avoid mistaking tank welds,
external coiling coil welds, or tank intrinsic stains as clean-
ing failures. Unfortunately, visual inspection may not be
possible for some pieces of equipment without excessive
mechanical dismantling (e.g., disk-stack centrifuges,
packed chromatography columns). In some cases, the limit
of visual detection has been determined using spiked cou-
pons of typical process soils. For example, the visual de-
tection limit was 100 lg/ 25-cm2 swab area for an active
pharmaceutical ingredient isolated powder (71).

The sampling of rinse water indirectly evaluates equip-
ment cleanliness, but it assumes that the residual soil is
soluble and thus totally removed in the rinse water. Some-
times rinse water samples are taken throughout the clean-
ing process so the progression of cleaning can be evaluated;
this testing can be detrimental to sensitive assay equip-
ment such as total organic carbon (TOC) analyzers that
are not designed for excessively soiled samples. Solution
pH can be especially useful to indirectly detect cleaning
agent residuals because most cleaning agents are concen-
trated acids or bases in addition to carbon-based surfac-
tants (Table 1). In addition, a 100 ppm solution of CIP100
corresponds to a TOC of 4.8 ppm (66); other results are
available for other concentrations (Table 1).

Direct sampling of the vessel interior is accomplished
by a consistent surface swabbing procedure, typically a 25-
cm2 area (5-cm � 5-cm square area or equivalent). Recov-
eries depend on the type of contaminant and type of sur-
face being swabbed (72). Specifically, recovery data for a
purified recombinant DNA protein (containing phosphate
and lactic acid at pH 4.5) varied from 89% for stainless
steel to 62% for polypropylene to 55% for glass (72). Recov-
ery data for stainless steel varied from 67% for whole-cell
homogenate to 82% for formulated protein (containing
mannitol, phosphate, and lactic acid at pH 4.5) and 105%
for purified protein (72). Other recovery data for three
types of media using different types of materials (e.g.,

stainless steel, Nalgene, Teflon, polypropylene, Pyrex) are
available (Table 2).

Rinse water and swab samples can be tested for TOC,
protein content, specific product, residual cleaning agent,
and overall rinse water quality roughly equivalent to that
of the water source used for cleaning (e.g., pH, conductivity,
TOC, bioburden, limulus amoebocyte lysate [LAL]).
Product-specific testing can include ELISA, SDS-PAGE,
and other protein-specific assays. TOC analysis, which de-
tects all carbon-based residuals, is becoming a low-cost,
rapid-turnaround, low-level detection method for applica-
tions when a product-specific test is not required. A de-
scription of the method and analyzer and its limitations is
available (66). The sample TOC content must be within the
range of instrument calibration for accurate results. For
equipment that is to be used wet and without subsequent
sterilization or sanitization, a bioburden study might be
beneficial using both rinse water and swabbing tests. Such
a study should be done after the equipment has been sit-
ting idle for a period of time greater than or equal to per-
mitted idle periods during processing. Procedures have
been documented for bioburden (73) and LAL (74) testing.

A survey of sampling methods (specifically visual, rinse
water, and swab) and assay methods used for early and
later phase processing was conducted for multiple com-
panies as well as details of methods in place at Chiron
presented (75). Case studies of cleaning validation have
been published by Regeneron (76) and Immunex (77). As
processing progresses into downstream isolation steps,
methods for analysis must have greater product specificity
(66), but for upstream steps nonspecific assays such as
TOC are likely to be sufficient. In some cases this require-
ment adds substantial cost and sampling burdens. Accep-
tance criteria are affected by the sensitivity of analytical
equipment in part as well as the amount of residue toler-
able in the equipment for the specific processing step.
Guidelines for carryover levels of product have been estab-
lished for specific products by some companies such as Eli
Lilly (71).

Cleanability studies using different types of materials
can be conducted. The general procedure is to submerge a
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Table 2. Recovery Study Results (Fractional Recovery) for Media from Three Processes Tested in Absence of cells

Material of coupon
Recombinant yeast/chemically

defined medium 1
Recombinant E. coli/chemically

defined medium 2
Mammalian cell culture/Williams

E medium

Stainless steel 0.86 0.80 0.92
Nalgene 0.28 0.58 1.07
Teflon 0.35 0.65 1.11
Polypropylene 0.36 0.86 1.05
Pyrex 0.26 0.61 0.76

Table 3. Cleanability Study Results: Residual TOC after Cleaning of Dried Medium to Point of Visual Cleanliness up to a
10-min rise via Impingement

Material of coupon
Recombinant yeast/chemically

defined medium 1
Recombinant E. coli/chemically

defined medium 2
Mammalian cell culture/Williams

E medium

Stainless steel 0.10 0.13 0.08
Nalgene 0.16 0.08 0.07
Teflon 0.09 0.09 0.09
Polypropylene 0.10 0.10 0.08
Pyrex 0.01 0.14 0.10

coupon in the soil matrix, evaporate to dryness, and then
process it through cleaning solutions/rinses either in stag-
nant trays or using impingement (Table 3). Each surface
is then visually evaluated and swab samples submitted for
TOC testing. Dye removal studies can be conducted, but
these may not be representative because of different rins-
ing characteristics (67). Challenge studies also can be de-
veloped to document log reduction of TOC, bioburden
(based on indicator organisms), or endotoxin by spreading
a known amount of material on the equipment. Usually
more material is spiked than typically is present as a con-
taminant so as to have a quantifiable amount remaining
at the conclusion of the simulated cleaning process. It is
not clear that soil removal is linear between these two
rather disparate concentration ranges.

Validation of a backup cleaning agent is recommended
in case material from the primary supplier becomes un-
available. This assignment might be accomplished by dem-
onstration of equivalency during the initial validation or
as part of a later changeover program. Testing might in-
clude cleanability studies on test coupons and test equip-
ment using worst-case scenarios or conducting equivalency
runs with a new agent in actual processing equipment.

Investigations of Failed Results. Investigation of failed
cleanout procedures generally center on procedural issues
rather than testing interferences as in the case of SIP test-
ing. Common deficiencies include insufficient hold time or
hold temperature for cleaning agent, inadequate contact of
cleaning agent or rinse water with all vessel inner surfaces
and internals, improper amount of cleaning agent used,
and inappropriate cleaning pretreatment steps. Sufficient
time must be devoted to training and clarification of pro-
cedures with operating staff. For example, the equipment
must be properly vented to allow complete rinsing. Be-
cause the rinse water quality depends on both the cleaning
effectiveness and the quality of the source water, proper
water system operation also may impact the investigation.

Laboratory Autoclave Load Pattern Testing

Load pattern testing should be conducted for typical loads
used for laboratory-sterilized materials that are to be
transferred to sterilized process equipment. Items to be
sterilized should be placed in the autoclave such that they
are not touching and there is adequate room for steam to
surround each object. Temperature distribution testing of
the load should be conducted. Even if the accumulated F0

appears satisfactory, spore challenges should still be pur-
sued because spores will be killed efficiently only if moist
heat is present (78). Assuming both the temperature dis-
tributions and spore challenge test results are adequate, a
production run should be performed with the actual ma-
terial to be sterilized. As reasonable, each element in the
load should be tested for sterility either through a test us-
age for equipment or by incubating the liquid load and then
testing sterility either through a test usage for equipment
or by incubating the liquid load and then testing sterility
samples. This production load sterility testing is particu-
larly important to test equipment wrapping closures, abil-
ity of personnel to execute validated load patterns, and the
successful sterilization of a solids-containing medium.

For dry materials, use of the prevac cycle is most desir-
able to remove air from the equipment promptly. If a pre-
vac cycle is not available or not considered reliable due to
equipment failure or fear of disrupting product closures,
then a small amount of water (10 mL in a 4-L bottle) may
have to be added to increase the amount of steam gener-
ated within the bottle. Sterilization of filter manifolds for
nutrient addition is complicated by the fact that hydro-
phobic filters may not be wet enough to generate sufficient
steam for spore kill. This is particularly an issue with au-
toclaving of capsule filters in series because of poor heat
transfer through the plastic filter body and poor steam
penetration through the tubing ends. Dual filters in series
need to be tested carefully, especially when more than one
set is used in a manifolded arrangement that limits steam
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penetration. After each production cycle run of a validated
autoclave load pattern, any filters in the load need to be
integrity tested to ensure that no damage has occurred
during autoclaving. A complete reference on integrity test-
ing of membrane filters is available (79).

For liquid cycles, liquid heat-up times are greatly af-
fected by the container size, fill volume, type of liquid, and
material of construction of the container. There is a conflict
between safety directives to remove glass from processing
areas by replacing glass with plastic containers and the
substantially longer heat-up times observed with plastic
(e.g., Nalgene) carboys because of their low heat transfer
coefficient. Decontamination of liquids or equipment
should be conducted in a different autoclave unit than the
sterilizing autoclave. Decontamination load patterns also
may undergo load pattern validation, although the heat
sensitivity of the individual organism should be considered
during validation. Although worst-case studies using Ba-
cillus stearothermophilus may be appropriate, typical BL1
or BL2 organisms or viruses may exhibit a substantially
lower heat sensitivity, thus reducing the necessary decon-
tamination load cycle time. This potential for reduction
may become particularly important for larger liquid vol-
ume loads.

Generally, the vacuum break filter is steam sterilized
separately before the autoclave load. Periodically, after a
specific number of autoclave loads have been sterilized, the
filter sterilization cycle is run again. Because most vacuum
break filters are not maintained under positive air pres-
sure between the conclusion of the filter sterilization cycle
and the beginning of the autoclave chamber cycle, then this
filter does not necessarily remain sterile once the autoclave
door is opened.

Utilities

Periodic monitoring of utility quality can be a critical factor
to ensure product quality. Monitoring focuses on water,
steam, and air systems in product contact. Frequencies can
vary from daily for water systems to monthly for clean
steam systems. In a few applications, sampling just before,
during, and/or after system use is warranted. Action limits
should be established on the basis of product quality re-
quirements, while alert limits should be established based
on historical data (if available) or a comfortable safety mar-
gin. Because the alert limit level does not impact product
quality but rather serves to warn of the possibility for a
quality problem to occur, it should be set considering input
from the operations group regarding prior or expected sys-
tem behavior.

By far the major testing focus is on water systems be-
cause impurity levels can become concentrated by the large
volumes used in processing. Testing may include USP
chemical analysis, bioburden, and endotoxin depending on
the application. Although sampling of water systems is
complicated by multiple use points, in many cases sam-
pling may be rotated among use points so long as each use
point is sampled on a regular basis. Typically, at least one
bioburden and one endotoxin sample are taken daily from
at least one point of use. Recent changes to the United
States Pharmacopeia (USP) affect purified water and wa-

ter for injection (WFI) testing regimens (80). The goal of
these modifications was to reduce required USP chemical
testing to conductivity, pH, and TOC (66) analysis. Before
this change, numerous chemical tests were required, some
of which were qualitative in nature with end points that
were difficult to interpret. The impact of these new USP
chemical testing procedures needs to be understood so it
can be evaluated for existing water systems (81). Newly
available on-line TOC, pH, and resistivity meters can en-
sure proper system operation according to these new USP
chemical testing guidelines.

Bioburden evaluation is conducted to determine both
the number and type of organism present. Water systems
are subject to the formation of biofilms in which bacteria
attach themselves to piping crevices or cracks. They create
a polysaccharide extracellular matrix that promotes long-
term attachment of both the original and subsequently ad-
hering bacteria. References on biofilm formation mecha-
nisms and control are available (82–84). Like weeds on a
lawn, once present biofilms are difficult to remove so it is
best not to permit them to form initially.

LAL analysis for endotoxin, while primarily a test con-
ducted on clean steam and WFI systems, can also be help-
ful for monitoring operation of USP purified water sys-
tems. In fact, LAL and TOC and bioburden results may be
examined together to investigate excursions. All material
present in water that is quantified as TOC is not neces-
sarily endotoxin because the endotoxin assay is specific for
lipopolysaccharide. All endotoxin should be detected in the
less-specific TOC assay, however. Using the E. coli endo-
toxin standard, TOC levels were measured for 0.25, 0.5,
and 1.0 EU/mL solutions and a linear relationship was ob-
tained:

2TOC (mg/L) � 72.2 LAL (EU/ml) � 5.6(r � 0.99) (1)

Consequently, for an endotoxin limit of 0.25 EU/ml (a typ-
ical action limit for WFI systems), the TOC measured in
the same sample might be as high as 14 mg/L (14 ppm).
Thus, TOC analysis can be a good indicator of rising en-
dotoxin levels and may serve as confirmation of endotoxin
assay results. Similarly, a rise in bioburden from 1 to 100
cfu/mL may not coincide with a noticeable rise in TOC be-
cause 1 to 100 cfu/mL corresponds to a range of 10�4 to
10�6 ppm TOC substantially lower than usually detected
(assuming 10�12 g dcw/cell and 50% carbon content).

Controlled Environments

Controlled environments ensure that there is documented
control of air quality that is appropriate for each process-
ing step. Establishment of classified areas should be ex-
amined carefully to ensure that classification at the pro-
posed level is reasonable while the area is in operation.
Specifically, certain areas that produce powders, mist, or
steam may not be able to achieve class 100,000 conditions
if samples were taken during truly worst-case dynamic
operation. Such areas might include rooms containing
glasswashers, autoclaves, fermenters, or raw material
subdivision operations.

A comprehensive monitoring program should be devel-
oped to include items such as viable airborne particles,
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Table 4. Disinfectant Effectiveness Against Microbial
Challenge

Disinfectant
(dilution ratio, v/v) 1 min 5 min 10 min 45 min

Staphylococcus epidermis

Klenzyme (1:64) 520 480 425 455
CIP100 (1:1280) 420 490 505 375
CIP100 (1:11) 345 345 295 245
Vesphene (1:128) �10 �10 0 0
LpH (1:256) 25 �10 0 0
3M Compublend (1:2) �10 �10 0 0

Aspergillus niger

Klenzyme (1:64) 48 43 38 46
CIP100 (1:1280) 57 55 46 47
CIP100 (1:11) 34 26 30 27
Vesphene (1:128) 0 0 0 0
LpH (1:256) 0 0 0 0
3M Compublend (1:2) 0 0 0 0

nonviable airborne particles, pressure differentials, air-
flow direction, temperature, relative humidity, and surface
microbial contamination present on staff, equipment, work
surfaces, walls, doors, floors, and curtains (85,86). Moni-
toring should be conducted using viable and nonviable air
samplers, contact plates, surface swabs, and settling
plates. A regular monitoring schedule should be instituted,
with some tests taken during simulated or actual dynamic
conditions (while work is occurring in the area). When
bringing an area in and out of GMP service, initially there
might be an intensive amount of monitoring, perhaps 3–5
consecutive days, to show consistency of air quality before
initiation of GMP processing. A summary of environmental
monitoring program characteristics, including additional
references, is available (87).

Evaluation criteria for a laminar flow hood or biosafety
cabinet are dependent on the critical nature of the hood,
specifically whether there is a subsequent sterilizing step
downstream for a sterile product. Monitoring during ac-
tual operation sometimes is considered using either expo-
sure plates or an air sampler. If monitoring is conducted
directly within the work area, then it may interfere with
the technician’s ability to properly manipulate materials.
Conversely, if monitoring is moved to occur in a corner,
then testing is not actually sampling air exposed to prod-
uct. Motorized air samplers interfere with desired airflow
patterns in a biosafety cabinet or laminar flow hood by
creating air currents and noise that can be a distraction to
the technician. Settling plates give a qualitative outcome
because a defined amount of air is not sampled (85). These
plates may selectively attract larger particles and may
need to be exposed for a far longer time than the length of
the actual manipulation (85).

Action and alert limits should be set based on the na-
ture of the step, the ability of subsequent steps to remove
or propagate contaminants, and the product exposure risk
(open versus closed system) (85). Although a typical alert
limit is 80% of the action limit, the alert limit may be set
lower to ensure a comfortable quality safety margin. Data
should be trended over a year to detect seasonal variations.
Often data do not monotonically increase toward the action
or alert limit but rather spike to higher levels because of
a system disturbance.

For action and/or alert limit excursions, identification
of the microorganism class can be useful (e.g., gram-
positive or gram-negative rod, cocci, fungal) but identifi-
cation down to genus and species can be expensive and
burdensome. Such detailed identification may be useful if
documented evidence is needed to support negligible cross-
contamination of cultures during open transfers of multi-
ple processes in the same hood. For any action limit ex-
cursion, there is a need to evaluate what processes may
have been affected and what was the potential quality im-
pact. Typically, such an event is considered a processing
abnormality, and the resulting impact is evaluated by op-
erational personnel in conjunction with relevant quality
groups.

Corrective actions implemented in response to an ex-
cursion might include improved cleaning regimens, rota-
tion of disinfectants (88), altered sanitization frequencies,
monitoring of ultraviolet light intensities, and revised

gowning procedures for the area. Testing of disinfectant
effectiveness (e.g., disinfectant type and contact time)
against a challenge organism also might be useful in trou-
bleshooting reasons for elevated bioburden levels (Table 4).
Documented retraining or simple observation of operating
personnel using the area, sampling personnel, or sample
analysis personnel also may be useful. Additional testing
to determine if the action limit value is a one-time-only or
reproducible occurrence is key to the investigation. Such
testing may consist of repeated sampling of the same lo-
cations or increased sampling locations vertically and hor-
izontally within the area to localize the problem. Often
quality groups may not support additional sampling be-
cause of retesting concerns, but such sampling may be the
only way to effectively and scientifically troubleshoot a
problem. If the additional sampling plan is defined before
execution, then randomness can be minimized. The initial
action or alert limit value should not be discarded; rather,
all the data should be considered together in evaluating
the most probable reason for the excursion.

Constant Temperature Units

Validation testing of constant temperature units centers
on documentation of uniform temperature distribution and
required humidity level throughout the chamber. Testing
is relatively straightforward and inexpensive. Although
the requirements for uniformity depend on the type of unit
and its particular application, typical examples of set-point
deviations might include �1.0 �C for an incubator, �2.0
�C for a refrigerator, and �10 �C for a low-temperature
freezer. Testing with the unit loaded can identify problem
areas such as reduced air circulation in a low-temperature
freezer and excessive heating from a rotary shaker motor
in an incubator cabinet or room. Portions of the unit not
satisfying the testing requirements can be excluded from
use of the process unit if repairs are not made.

Product Changeover

The purpose of a documented product changeover proce-
dure is to ensure that equipment, personnel, and facility
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are ready for the next product (89). The major expense of
time, money, and effort is expended in preparing the equip-
ment. Equipment cleaning is evaluated using equivalency
testing to ensure that existing procedures can clean the
next product, with revalidation recommended if major
changes in procedures are required. Disposables that may
be difficult to clean, such as tubing, filters, or gaskets, may
be replaced, although the mechanical support necessary to
replace every diaphragm in product contact may be exces-
sive. An evaluation of existing equipment SIP/CIP cycles,
autoclave, and glasswasher load patterns, as well as man-
ual equipment-washing procedures, to determine suffi-
ciency for the new process should be conducted. This re-
view should be followed by a cataloging of any changes in
equipment, particularly those necessitating revalidation,
that might be needed for the next process. The facility
preparation spans from the removal of raw materials and
equipment used in the previous process from the area to
updating or revision of batch records and SOPs. Personnel
need to be trained for the new process using batch sheets,
newly developed load patterns, SIP or CIP cycles, and al-
tered SOPs.

Surface testing of equipment and the facility might be
conducted to document the removal of prior product, par-
ticularly for areas in which open transfers are to be con-
ducted. Surface testing after the first run of the new pro-
cess (typically a practice or engineering run) might be
conducted to document the ability of existing procedures
to acceptably clean a new product from the area. This min-
imized testing may only be appropriate if (1) similarity of
processing steps and their components (e.g., media, host
cell organism, contaminating organisms) can be scientifi-
cally justified, with the ability to do this successfully vary-
ing according to the processing step; (2) similarity with re-
spect to TOC recoveries either by comparison testing or
scientific justification is documented; and (3) similarity
with respect to cleanability by comparison testing or sci-
entific justification is documented.

INVESTIGATIONS OF NONCONFORMANCES

There is a tension between facility productivity and pos-
sibility of nonconformance. The results of nonconformance
can be ranked according to their effect on productivity,
schedule, manpower, maintenance, and capital or retrofit
costs. As written in the BPC guide for inspections (90), the
recommended starting point for inspectors is to review
product failures (and by extension failed batches), excur-
sions in monitoring results, and failed validation testing.
It is thus of utmost importance to determine the most prob-
able cause of failure, complete any necessary investigation
reports, and document any resulting corrective actions.
Guidelines for investigation of testing and validation fail-
ures are available (60,91–93). Pressure to obtain a most
probable or assignable cause should not be imposed, and
the cause should be permitted to be listed as “unknown” if
truly no one cause emerges as most likely during the in-
vestigation. A higher-than-normal percentage of unknown
assignments then might prompt reevaluation of investi-
gative or testing procedures and eventually aid in obtain-

ing the real trends in assignable causes for the facility.
Failures believed to be caused by poor equipment design,
inadequate procedures, or suboptimal process develop-
ment should precipitate the appropriate alterations, which
should be evaluated according to established change con-
trol procedures. Investigations are always ongoing, and,
although hypotheses can be formed quickly within the
short window permitted for an investigation, the accuracy
of any hypothesis can be tested and revised in the weeks
and months that follow. Recognition of the scientific nature
of any investigation of a nonconformance should be fea-
tured prominently in any investigation SOPs.
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INTRODUCTION

Biological products are derived from living sources, which
presents special challenges for a heating, ventilation, and
air-conditioning (HVAC) system serving a facility that pro-
cesses and handles these products. The most important
challenge is to prevent microbial contamination, which to
a large measure is controlled by the HVAC system by util-
izing classified spaces, providing containment, and main-



1370 HEATING, VENTILATION, AND AIR-CONDITIONING

taining pressurization. Biological facilities are subject to
federal regulation. The Food and Drug Administration’s
(FDA’s) Center for Biologic Evaluation and Research
(CEBR) is the primary regulating agency in the United
States and its principal concern is the prevention of cross-
contamination between different products produced in a
multiproduct facility (1). Bioprocess procedures are gen-
erally conducted in environments that are cleaner than
standard buildings. The HVAC system assumes a large
part of the responsibility in maintaining these clean en-
vironments. Air used to condition a space must be highly
filtered, properly directed, and able to maintain pressure
relationships within and between adjacent spaces.

HVAC DESIGN PROCESS

Initial Effort

The HVAC design process begins with meetings with pro-
cess engineers, architects, and representatives from the
owner or facility user. The process and instrument dia-
grams (P&IDs) are reviewed, and a general understanding
of the process is conveyed to all interested parties. Opera-
tion of the facility is reviewed, and any plans for future
additions or modifications are discussed.

Basis of Design

After the initial meeting, a written basis of design is pro-
duced that describes the regulations and codes that will
govern the design. Spaces are defined by function, and tem-
perature and humidity requirements are determined.
Room classifications are listed and adjacency of spaces and
pressure relationships are documented. Any unusual or
unique facility requirements must also be designed into
the HVAC system at this time, such as emergency backup
or redundancy for HVAC systems. This is also the stage of
the design process during which alternate studies are con-
ducted to compare options for the HVAC system. The cost
of a backup or redundant HVAC supply system may be
compared with the cost of product loss or experiment in-
terruption should temperatures or airflow go out of control
or specification. Heat recovery from exhaust systems and
thermal storage are examples of other potential areas for
study (2).

Airflow diagrams are produced that show areas served
by a particular air handling system including supply, re-
turn, exhaust, and transfer air between spaces. The basis
of design also describes major equipment to be used and
the level of quality of components and construction mate-
rial.

Cost Estimate

From the basis of design and a plan of the area, a factored
estimate can be developed for budgeting purposes. Prepa-
ration of the estimate usually includes a dollar per cubic
feet per minute (CFM) quote or a budget quote from ven-
dors, as well as previous history to determine air handling
unit costs. Estimates are also made for ductwork, as de-
rived from pounds per CFM history and historic cost data.
Costs for fans, high-efficiency particulate air (HEPA) fil-

ters, terminal boxes, and building management systems
are also included. The level of effort expended to produce
the basis of design will affect the accuracy of the estimate.
Estimates from a basis of design can range from 15 to 25%
accuracy. The estimate at this stage of the project is usu-
ally developed for capital appropriation.

Document Preparation

After owner or user approval of the basis of design, final
plans and specifications are prepared using manual or
computer-aided design tools for preparation of plans and
sections. The utilization of three-dimensional design sys-
tems for document preparation is becoming increasingly
popular. In a three-dimensional system, an electronic
model is built that includes all disciplines, including
HVAC, architectural, structural, electrical, piping, equip-
ment, and so on. From the model interference, checks can
be made that indicate physical conflict. These conflicts are
resolved in the design process, avoiding potentially expen-
sive field modifications and possible project delays.

Bidding and Award

When plans and specifications are completed they are sent
to HVAC contractors for bid and eventual award. Design
and build is also becoming a very popular option, in which
design and construction are performed by a single entity
with potential cost and schedule savings (3). When award-
ing a contract the engineer usually meets with the con-
tractor to review the bid for completeness and technical
accuracy, and to review the contractor’s history on previous
projects performing similar work. Since this is specialized
HVAC work, it is necessary to have a contractor with suf-
ficient resources and similar experience to avoid delays
and potential rework that could increase costs.

REGULATION AND CODE CONSIDERATION

Code Compliance

Codes affect separation of air systems, gowning of people,
airflow rates, exhaust requirements, construction materi-
als, and many other aspects of an HVAC system for bio-
process facilities. If codes are not met, the result can be a
danger to people working in the facility, products that do
not meet specifications, and failure to license the facility.

Classified Spaces

Clean rooms provide clean air in aseptic spaces and are
defined or classified in the United States by Federal Stan-
dard 209E of September 1992. The European Economic
Community (EEC) published guidelines called “Guide to
Good Manufacturing Practice for Medical Products in the
European Community,” which are more stringent than
U.S. FDA regulations (4). Room classifications are estab-
lished by measurement of the number of particles 0.5 lm
and larger that are contained in 1 ft3 of sampled air. Gen-
erally class 100 to 100,000 rooms are used in the bioprocess
industry. Rooms may be classified as clean at class 1 or 10
for other applications, particularly in the microchip indus-
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Table 1. Airbone Particulate Cleanliness Classes

Measured particle size (lm)

Class 0.1 0.2 0.3 0.5 5

SI English m3 ft3 m3 ft3 m3 ft3 m3 ft3 m3 ft3

M 1.5 1 1,240 35 265 7.5 106 3 35.5 1 — —
M 2.5 10 12,400 350 2,650 75 1,060 30 353 10 — —
M 3.5 100 — — 26,500 750 10,600 300 3,530 100 — —
M 4.5 1,000 — — — — — — 35,300 1,000 247 7
M 5.5 10,000 — — — — — — 353,000 10,000 2,470 70
M 6.5 100,000 — — — — — — 3,530,000 100,000 24,700 700

Note: Limits listed are maximum concentrations of particle sizes equal to and larger than the measured particle sizes shown.

try. Table 1 (derived from Federal Standard 209E) shows
the air cleanliness classes.

EEC guidelines classify spaces by alpha character, as
indicated in Table 2, and Table 3 shows the U.S. and EEC
comparison.

Laboratory Spaces

Laboratory spaces are associated with bioprocess facilities.
These classifications range from BL-1 through BL-4, with
BL-1 being the least hazardous. BL-1 compares to a school
science laboratory, while BL-4 labs must provide ultimate
containment and require glove boxes and double HEPA fil-
tration. These laboratory classifications were formulated
in the United States by the National Institutes of Health
(NIH) and are published as guidelines in the Federal Reg-
ister. The guidelines contain requirements for filtration of
air, recirculation of air, containment, and biosafety cabinet
requirements. There are various classifications of biosafety
cabinets, depending on the level of containment required.
The American Society of Heating, Refrigerating, and Air-
Conditioning Engineers, Inc. (ASHRAE) guide should be
consulted and owner requirements considered when se-
lecting the required class and type of cabinet (5).

Other Regulations

Other regulations and guidelines may include those pub-
lished by insuring agencies and corporate or plant guide-
lines formulated from specific industry experience and cur-
rent good manufacturing practices (cGMPs) as published
in the U.S. Code of Federal Regulations parts 210 and 211.
The cGMPs apply to manufacture, holding, or processing
of drugs to ensure safety, purity, and quality of the product.
cGMPs regulate space temperature, and humidity and re-
quire a pressure differential between adjacent rooms of dif-
ferent cleanliness levels and a minimum air change rate
of 20 air changes per hour. The regulation also addresses
class 100 requirements at filling lines and microbiological
testing sites, in addition to laminar flow control equipment
parameters and testing at fill lines. Good practice usually
places class 100 areas in class 10,000 backgrounds, which
have between 35 and 60 air changes per hour in the space,
depending on the activity and particulate generation
within the space. Walls, floors, and ceilings for cGMP areas
are to be constructed of smooth, cleanable surfaces, imper-
vious to sanitizing solutions and resistant to chipping, flak-

ing, and oxidizing. Horizontal ducts, pipes, or crevices that
foster dust accumulation and cannot be easily cleaned are
not permitted.

Figure 1 is a sample graphic depiction of an air classi-
fication drawing that is prepared to communicate to the
design team and reviewing agencies the classification of
each area. This is usually a full-size drawing (scale: 1/8 ft
� 1 ft) and uses various shading symbols to identify each
classified area.

TEMPERATURE, HUMIDITY, AND AIRFLOW

Space Temperature

Generally areas are designed to provide room tempera-
tures from 67 and 77 �F (19 and 25 �C) with a control point
of 72 �F (22 �C). Control of humidity from 40 to 55% is
necessary for personal comfort, to prevent corrosion, to
control microbial growth, and to reduce the possibility of
static electricity. Calculations are made to determine in-
ternal heat gains from lights, people, and equipment in
addition to transmission gains from adjacent spaces to de-
termine if supply airflow quantities are adequate to pro-
vide design space temperature conditions. These calcula-
tions are compared with airflow quantities required by
classification to establish the minimum air required to sat-
isfy both the space cooling load requirements and air clean-
liness classification. Fan heat from recirculating fans can
also be a large heat contributor in clean spaces.

Heat-loss calculations must also be made to determine
heat loss through walls, roof, and floor. It may be necessary
to add additional heat to a reheat coil to overcome these
losses. No credit should be taken for process heat gain in
this calculation, since the process could be dormant and
the space would still need to be maintained at proper tem-
perature. Lower space temperatures may be required
where people are very heavily gowned and would be un-
comfortable at “normal” room conditions. Humans are gen-
erally the largest contributors to airborne particulate in
clean spaces; personal discomfort may cause perspiration,
which significantly adds to the generation of airborne par-
ticulate. To achieve colder room conditions, the tempera-
ture of the supply air to the rooms may have to be colder
than the normal 50–55 �F (10–13 �C), resulting in a greater
dehumidification demand on the air-conditioning system.
The amount of dehumidification required can be deter-
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Table 2. Classification of Clean Areas Defined by the
European Economic Community

Grade

Maximum permitted
number of particles per m3

equal to or above 0.5 lm

Maximum permitted
number of viable

microorganisms per m3

A 3,500 �1

Laminar airflow work station

B 35,000 5
C 350,000 100
D 3,500,000 500

• Laminar airflow speed: 0.3 m/s for vertical flow 0.45 m/s for
horizontal flow.

• Air changes per hour for grades B, C, and D should be higher
than 20.

• U.S. Federal Standard 209E corresponding particle counts are
Class 100 (Grades A and B)
Class 10,000 (Grade C)
Class 100,000 (Grade D)

• It is accepted that sometimes conformity with particle counts
may not be met at point of fill due to generation of particles or
droplets from the product itself.

Clean
corridor

Gowning

Cell
culture

Air lock

Dirty
corridor

Viral
laboratory

Degown
Class 100

Class 10,000

Class 100,000

Figure 1. Air Classification Drawing.

Table 3. Air Cleanliness Classification for Aseptically Produced Products

Operation Parameters United States European Economic Community

Nonsterilized product or container
(U.S.: controlled area) Clean room type Class 100,000 Grade C (Class 10,000)

Maximum particle size
0.5 lm or above

100,000/ft3

(3,531,000/m3)
350,000/m3

(9,900/ft3)
Maximum viable

organisms
2.5/ft3

(88.3/m3)
100/m3

(2.8/ft3)
Airflow rate Minimum 20 air changes/h Higher than 20 air changes/h
Space pressurization 0.05 in water Positive

Sterilized product or container
(U.S.: critical area)

Clean room type Class 100 environment in
class 10,000 background

Grade A (class 100) environment in
grade B (class 100) background

Maximum particle size
0.5 lm or above

100/ft3

(3,531/m3)
3,500/m3

(99.1/ft3)
Maximum viable

organisms
0.1/ft3

(3.53/m3)
Class 100 room with grade A area:
1/m3 (0.03/ft3)
Grade B background
5/m3 (0.14/ft3)

Airflow rate 90 ft/min � 20%
(45.7 m/s)

Grade A: laminar flow work station
Vertical: 0.3 m/s
(59 ft/min)
Horizontal: 0.45 m/s
(88.6 ft/min)
Grade B: higher than 20 air

changes/h
Space pressurization 0.05 in water Positive

mined by use of a standard psychrometric chart by plotting
room, mixed air, outdoor air, and coil conditions. Formulas
to determine cooling coil loads are available from most coil
manufacturers and air handling unit vendors (6). Cooling
coil duty in British thermal units per hour (Btuh; W) is
determined from the enthalpy difference between entering
and exiting cooling coil air dry and wet bulb conditions.

Space Humidity

In some cases where products sensitive to moisture are
handled, the room relative humidity requirement may be
as low as 15 to 20% and may require the use of chemical
dehumidifiers. It is necessary to establish this criteria
early in the design process to allow selection of dehumid-
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Table 4. HVAC Room Balance Sheet

Room
Relative
humidity Area

Room
height

Air
changes

per
Hood,

general
Required
return

Total
supply Transfer air

Room name and number temperature (%) (ft2) (ft) hour exhaust CFM CFM Out In

Viral lab #1—100
(BL2, class 10K) 68 50 544 9 40 1,230 1,984 3,264 170 120

C/C lab #1—101
(BL2, class 10K) 68 50 453 9 40 345 2,323 2,718 170 120

Gowning 102
(BL2, class 10K) 68 50 125 9 40 0 385 750 365 0

Viral lab #2—103
(BL2, class 10K) 68 50 544 9 40 1,230 1,984 3,264 170 120

Clean corridor 104
(BL2, Class 10K) 68 50 1,300 9 40 0 6,905 7,800 1,320 425

Dirty corridor 105
(BL2, class 100K) 68 50 700 9 20 0 3,300 2,100 0 1,250

Degown airlock 106
(BL2, class 100K) 68 50 80 9 20 0 480 240 0 240

ification equipment and add allowances to the construc-
tion-cost budget estimate. The lower the required tem-
peratures and humidity, the more sophisticated the HVAC
equipment becomes, resulting in higher start-up and op-
erating costs. Range of temperature control also affects the
cost of the control and HVAC delivery system. The closer
the space temperature tolerances are, the more sensitive
the controls must be to react. To achieve close temperature
tolerances, the air distribution system must be more ex-
tensive and elaborate to prevent hot or cold spots. An
HVAC room balance, shown in Table 4, is a sample of a
preliminary design document that indicates room tem-
perature and humidity design conditions, in addition to
dimensions. Table 4 also lists room classification air
changes per hour, supply, exhaust, return, and transfer air
requirements. This information is useful in communicat-
ing conditions to the design team and reviewing agencies.
The table should be kept up to date, because it is useful to
installing contractors and the construction supervision
team as a check on ultimate system performance. When
the project is near completion this information is usually
transferred to the construction documents for ease of val-
idation and agency approval.

Calculation of Air Changes

Table 4 indicates a typical range of air change rates gen-
erally used to achieve the desired room cleanliness classi-
fications and to meet federal and local regulations. These
air change rates vary widely in actual practice due to the
level of activity, number and type of particulate generators
in a room (such as people and equipment), and room size
and quality of air distribution. It is generally best to use
historic data to establish airflows, which is usually done
with significant input from the owner based on past ex-
perience or preference. There is nothing sacred about an
air change rate as long as minimum airflow rates required
by code are maintained. The goal is to achieve desired par-
ticulate cleanliness levels and stay at or above a 20 air
changes/h minimum.

To calculate airflow requirements from room air change
rates, the following formula should be used:

air flow (CFM)
3room volume (ft ) • Number of air changes/h

�
60

or (metrically)

3air flow (m /h)
3room volume (m ) • Number of air changes/h

�
60

Adjacency

In the early stages of design, the HVAC engineer must
work with the architect, process engineer, user, and layout
planner, if one is involved, to establish adjacency of spaces.
It is suggested that a computerized drafting system with
block layouts be used to allow the frequent manipulation
that is required to arrive at an optimum arrangement.
During this exercise the layout is primarily determined by
process function and spaces are classified as clean, dirty,
or contained. A contained space is used to contain a prod-
uct or material that could be spilled into an occupied space
or find its way into the building air system. From an HVAC
standpoint it is desirable to keep similarly classified areas
as physically close to each other as possible so they can be
connected to the same air handling system, thereby mini-
mizing duct runs, cost, and air system complexity. It is also
imperative that spaces be arranged to allow people to move
around without disrupting the cleanliness or containment
of the spaces.

Ultimately, as the layout develops, the suites or groups
of spaces will be established and groupings of rooms can
be made for assignment to separate air handling systems.
It is not desirable to mix dirty and clean systems or suites
that may allow the possibility of cross-contamination from
one suite to another. Leaks can develop in a filter, or some
source of contamination could find its way through the air
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Figure 2. Pressurization Diagram.

Table 5. Velocity Pressure to Velocity Conversion:
Standard Air

VP V VP V VP V VP V

0.01 401 0.06 981 0.11 1328 0.16 1602
0.02 566 0.07 1060 0.12 1387 0.17 1651
0.03 694 0.08 1133 0.13 1444 0.18 1699
0.04 801 0.09 1201 0.14 1499 0.19 1746
0.05 896 0.10 1266 0.15 1551 0.20 1791

Note: VP, velocity pressure; V, velocity.

supply or return systems, providing a source for cross-
contamination.

PRESSURIZATION

Requirement and Theory

Pressurization of spaces is required to keep products from
being contaminated by particulate or to protect people
from contact with harmful substances by physical means
or inhalation. Where very severe potential exposure exists,
air packs and breathing apparatus are employed.

Pressurization can best be explained by thinking of air
leaking from a balloon. Pressure is built up inside the bal-
loon and air escapes from a small leak in the balloon. If
the hole stays the same size, a greater pressure differential
between the inside and outside of the balloon will allow
the air to escape at a higher velocity, which can be termed
a higher level of pressurization. As the air in the balloon
is depleted, the pressure differential drops, the rate of air
escaping diminishes, and the velocity decreases. The same
principle applies in bioprocess facilities where rooms are
made as tight as possible to contain air, allowing the air
handling system to build up or reduce pressure in rooms.
These conditions are maintained by airflow, or leakage, be-
tween adjacent spaces caused by pressure differentials cre-
ated by the air supply, return, and exhaust systems. Where
major demarcations of pressure are required, air locks are
used. These are small rooms with controlled airflows act-
ing as barriers between spaces. Standard 209E recom-
mends maintaining pressures of 0.05 in water (12 Pa) be-
tween adjacent spaces with doors closed. During facility
operation as doors are opened the design differential is
greatly reduced, but air must continue to flow from the
higher to lower pressure space, even though at a reduced
flow rate. To maintain a differential of 0.05 in water
(12 Pa), a velocity of approximately 900 ft/min (4.7 m/s)
should be maintained through all openings or leaks in the
room, such as cracks around door openings. In theory the
actual required velocity is less, but in actual practice it is
prudent to use 900 ft/min. Table 5 gives the velocity pres-
sures airflows from 0.01 to 0.20 in water (2.4–48 Pa), which
can be used in approximating airflow between rooms. Lim-
its on pressure drops must be set during the design (usu-
ally 0.05 in water) and observed. The pressure differential
exerts a force on the door that can be calculated. If the force
is too great (0.15 in water/36 Pa), the door may not close
fully or may be difficult to open. This is particularly im-
portant in large complex facilities where many levels of

pressurization may be required. Many facilities now use
sliding doors, and it is essential that the seals be carefully
designed to allow minimum leakage and proper contain-
ment or pressurization.

Pressurization Diagram

Figure 2 indicates levels of higher to lower pressurization
with arrows showing the direction of airflow, (leakage) be-
tween the spaces. In actual practice the calculated airflow
quantities are approximate since in constructing a facility
it is very difficult to build everything absolutely airtight.
A very small unexpected leak or a seal that is not as tight
as expected in design can affect the pressurization and air-
flow required to maintain the design value of differential.
Some flexibility must be built into the air handling system
capacity and controls to compensate for these variations.

One technique to establish pressurization in separate
rooms is to have a common reference for the control sen-
sors. This common reference is usually a mechanical room
or an interstitial space where the pressure is not affected
by changes in the controlled spaces. It may be necessary
to build an elaborate zero pressurization chamber to house
the common sensor to negate the effects of wind or cross-
currents. Referencing spaces to each other can lead to
problems if doors are frequently opened and upsets in pres-
sure occur. The controls may never settle down and tend
to constantly modulate, a problem termed hunting.

Room Seals and Doors

In most facilities the openings around the doors between
rooms are where leaks occur due to pressure differentials
between rooms. In making rooms tight any room openings
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Figure 3. Airflow diagram: 1, 35% filters; 2, 85% filters; 3, pre-
heat coil; 4, cooling coil; 5, fan section; 6, humidifier; 7, air moni-
toring device; 8, constant volume reheat box; 9, constant volume
box; 10, return fan; 11, relief air damper; 12, return air damper;
13, outdoor air damper.

must be sealed with a proper sealant that will not promote
growth of organisms and can be easily cleaned. Areas to
be sealed include ceiling tiles, lighting fixtures, pipe pene-
trations, telephone outlet penetrations, and any cracks or
openings that appear in the structure. A typical door would
have the following dimensions and crack area at the perim-
eter: door size, 3 ft (0.915 m) wide by 7 ft (2.41 m) high;
cracks at top and sides, 1/8 in (3.2 mm) with an undercut
of 1/4 in (6 mm). The calculated area around the door is
equal to 0.24 ft2 (0.024 m2). To achieve 0.05 in water (12
Pa) pressure differential across the door, approximately
215 CFM (375 m2/h) of airflow through the cracks is re-
quired. Door seals around the top and sides are usually
made of closed cell neoprene and should generally be used
to reduce the crack area. To reduce the undercut, a drop-
type seal, which is commercially available, should be used.
The drop type is preferred to a wipe type, since it will not
mar or leave residue on the floor. Air used for pressuriza-
tion must be accounted for in system calculations. Air
through cracks or openings is accounted for as transfer air
and shown in the HVAC room balance table.

Of particular importance is exhaust air from equipment
and hoods that may be on or off at different times during
occupied periods. These variations must be dynamically
compensated for to maintain room pressurization. To
maintain the required balance, numerous systems are em-
ployed using manual and automatic dampers, constant
and variable volume air control boxes, and elaborate air-
flow sensing devices. These components are combined with
control systems and sensing devices to ensure that the
room pressurization is maintained.

AIR HANDLING SYSTEMS

Constant Volume Systems

After block layouts, adjacency layouts, room design crite-
ria, and pressurization levels have been established, the
number and type of air handling systems can be selected.
Air handling systems most commonly used are constant
and variable volume with and without reheat coils for con-
trol. For controlled spaces the most reliable system is a
constant volume system with terminal reheat (CVRH).
This system is not used in less critical or commercial ap-
plications. In a terminal reheat system the air leaving the
cooling coil is set at a fixed temperature, and the terminal
reheat responds to a space thermostat, turning on heat to
satisfy the load. This can waste energy, since air is cooled
and then reheated. Reheat systems require energy to both
simultaneously heat and cool the air, as can easily be dem-
onstrated on a psychrometric chart. Many energy codes
prohibit this practice for comfort applications, however,
where close control of temperature and humidity is re-
quired for process areas the energy conservation require-
ment is waived. The advantages of reheat systems are that
humidity is always controlled (since dehumidification al-
ways takes place at the cooling coil) and each space or zone
that needs temperature control can easily be accommo-
dated by adding a reheat coil and thermostat. Another ad-
vantage of the CVRH system is that airflow is constant,
which makes balancing and pressurization easier to main-

tain. A reheat system is probably the simplest and easiest
of all systems to understand and maintain. Figure 3 is a
typical depiction of an airflow diagram for a CVRH system.

Variable Air Volume Systems

A variable air volume (VAV) system is generally used in
administrative areas and some storage spaces where pres-
sure control is not critical, humidity control is not es-
sential, and some variations in space temperature can be
tolerated. The VAV system works by delivering a constant-
temperature air supply to spaces with reductions in airflow
as cooling loads diminish. This reduction in air results in
a reduced cooling effect, allowing the airflow or cooling to
match the actual room load, which provides the design
space temperature condition. This eliminates the energy
used for reheat and saves fan energy, because the total
amount of air moved is reduced. Some form of perimeter
heating must be supplied for spaces with exterior walls or
large roof heat losses. The perimeter heating can be base-
board radiation or some form of air heating using heating
coils. Finned radiation or convection heating devices
should not be used in clean spaces, since they are not easily
cleaned and allow places for unwanted particulate buildup.
Combinations of systems can be used, especially if variable
quantities of supply and exhaust air are required for fume
hoods or intermittent exhausts.
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Recirculation Systems

In bioprocess facilities large quantities of air may be re-
quired to promote unidirectional flow and air cleanliness.
This is particularly true in a class 100 space. In many cases
the large quantities of air exceed the requirements for cool-
ing, so it is desirable and possible to recirculate air within
the space and only pass enough air through the air han-
dling unit to perform the heating or cooling. In many cases
the recirculating systems are supplied as a separate pack-
age installation. Numerous manufacturers provide these
packages, which include supports, fans, and filters. Some
vendors provide fans that are self-contained with each 2-ft
by 4-ft filter module.

Airflow Sheets

The airflow sheets should be developed on full-size draw-
ings using computer drafting. They should list each space
and show air quantities supplied, returned, and exhausted
from each space. They also must show air transferred into
and out of spaces, and, while quantities should be shown,
they will probably require field modification to attain pres-
surization. The airflow sheet becomes a useful tool for
transfer of information to the owner or user, for agency
reviews, for transmission of information to HVAC design-
ers, and for other engineering disciplines. These docu-
ments are also invaluable to construction contractors and
for system checking by construction managers and balanc-
ing contractors. Airflow sheets provide a pictorial descrip-
tion of each air system and show how the elements com-
prising the system are related.

DEHUMIDIFIERS

Need for Dehumidification

In many cases low relative humidity is required, such as
in drying or powder areas where hygroscopic materials are
handled and would absorb unwanted moisture from the
air. A chemical dehumidifier may be required to obtain the
desired low humidity conditions. The need for a dehumid-
ifier can be determined by utilizing a psychrometric chart,
which will establish a leaving-coil dew point. Normal
chilled water is supplied at 42–44 �F (5.6–6.7 �C) for use in
cooling coils. Depending on the number of coil rows and fin
spacing, a minimum dew point of about 50–52 �F (10–
11.1 �C) can be obtained. This results in a minimum room
relative humidity of approximately 50% at 70 �F (21.1 �C).
To obtain lower relative humidity conditions chemical de-
humidification is employed.

Chemical Dehumidification

Chemical dehumidifiers are commercially available air
handling units that contain a sorbent material (desiccant)
that can be a solid or liquid. Wet dehumidifiers use ab-
sorbents that change physically during the process. Lith-
ium salt solutions are generally used to remove moisture
from conditioned air and are then regenerated by heat,
usually using a steam heat exchanger. Dry dehumidifiers
use adsorbents that do not experience phase changes dur-

ing the process. Silica gel and activated alumna are gen-
erally used. A rotating wheel is commonly used to remove
moisture from the conditioned air. The wheel is regener-
ated by passing heated outdoor air over the wheel to dry
it out. Steam or electric coils are usually employed for re-
generation. Depending on the amount of dehumidification
required and the amount of outdoor air (usually with a
high moisture content), it may be best to combine the de-
humidifier with a conventional air handling unit and only
dehumidify a small portion of the air or just the outdoor
air. The dehumidifier has a high initial cost compared with
a conventional air handling unit. The size should be opti-
mized to do only the required duty with an appropriate
safety factor. Knowledgeable vendors in this specialized
area should be consulted to find the best combination of
dehumidification equipment, system arrangement, and
control for the application. These systems also require
considerable physical space, energy consumption, and
service—important criteria to be considered in system se-
lection.

HUMIDIFIERS

Air handling systems that bring in quantities of outdoor
air for makeup require the addition of moisture to the air-
stream to provide desired space humidity levels. There are
many commercially available devices for providing humid-
ity to air, but the most commonly used are steam grid hu-
midifiers. It is important to use clean steam (7), not plant
steam, which may contain boiler chemicals and impurities
from deteriorating piping and equipment. Humidifiers are
controlled by modulation of a steam valve at the humidi-
fier, and include a chamber to prevent condensation and
water droplets in the duct. The valve is controlled by a
signal located in the return or exhaust airstream or in a
room humidstat. A high-limit stat is placed in the duct
downstream of the humidifier to override the controlling
stat and prevent condensation in the duct. Placement of
the humidifier in the duct is critical and must follow the
manufacturer’s recommendations to prevent condensation
and provide proper dispersion space. Duct downstream of
the humidifier is usually constructed of stainless steel to
prevent rust or corrosion should water be present.

AIR HANDLING UNIT APPLICATION

Air Handling Unit Construction

Conventional air handling units consist of filters, coils, and
fans in a metal casing, with an insulation liner applied to
the inside of the casing. For bioprocess applications the
unit casing must be a sandwich of metal with insulation
between the metal sheets to provide a smooth, cleanable
interior surface that does not foster the growth of organ-
isms. Chilled water or propylene glycol solutions are gen-
erally used for cooling and dehumidification. Direct expan-
sion refrigerant, in which the refrigerant is in the air unit
coil, may be used, but these systems are less reliable than
chilled water or glycol and are more difficult to control in
the narrow air temperature ranges required. Units should
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contain good access doors, view ports, electrical conven-
ience outlets, and interior lighting for maintenance. The
casings should be tightly sealed and designed for pressures
that are higher than commercial applications due to the
generally high system air pressures required for bioprocess
applications. All sealants and lubricants exposed to the
airstream should be food grade to minimize the chance of
air contamination. Units designated as draw-through have
the coils on the suction side of the fan. Blow-through units
have the coils on the discharge side of the fan and have the
advantage of a filter downstream of the coils, reducing po-
tential contamination of the supply duct system. On blow-
through units an air distribution plate must be installed
to properly distribute air evenly over the filter and coils. It
should be noted that if the unit contains a HEPA filter and
the air is ducted directly to the clean space without a ter-
minal HEPA filter, the duct should be constructed of a
clean, smooth, nonflaking material, usually stainless steel.

Air Handling Unit Location

It is best to locate units indoors for ease of service and to
extend the life of the units. They should also be located as
close as possible to the main rooms they are serving to
minimize larger and longer duct runs. Airflow measuring
devices and humidifiers must also be installed, and unit
location must allow enough straight run of duct for instal-
lation and proper operation of these devices. Location of
outdoor air-inlet louvers must be carefully considered. In-
takes are generally located on the building sidewall high
off the ground to minimize dust intake. Intakes should also
be away from truck docks or parking lots, where undesir-
able fumes and particulate are generated. In locating in-
lets the prevailing winds should also be considered, and
any nearby exhausts or fume concentrations should be
avoided to prevent recirculation of exhaust air back into
the supply system.

RETURN AND EXHAUST FAN SELECTION
AND LOCATIONS

Return Fans

Return and exhaust fans are integral parts of the air han-
dling systems and also must be shown on airflow diagrams.
Return fans are used on systems with long duct returns or
that have return system pressure drops greater than 0.5
in water (120 Pa). This allows proper total system balance
and minimizes suction pressure required from the supply
fan. If a return fan is not used, the capacity of the supply
fan can be overextended and it may be difficult to limit and
properly control the amount of outside air being admitted
to the unit. Outside air fluctuations are also more suscep-
tible to exterior wind conditions. Return fans are also
needed when required to provide a negative pressure in
rooms that require containment. Return fans can be of
standard centrifugal type or an in-line type, which works
nicely for installation directly into return ducts in crowded
equipment rooms. Return fans may also be required to
handle varying quantities of air or provide a constant flow
of air at varying pressure conditions. To achieve these con-

ditions some form of damper control, inlet vane, or variable
frequency drive motor control is generally used.

Exhaust Fans

Building exhausts are generally collected and ducted to
exhaust fans in groups or clusters. Exhaust fans should be
located as near to the building discharge as possible since
this keeps the duct under a negative pressure and any
leaks will be into the duct, and not contaminated air from
the duct into an occupied space or mechanical room. For
this reason roof locations of fans are preferred, even
though this may make service difficult in severe weather
conditions. When fans are located in mechanical rooms or
interstitial spaces, it is essential to tightly seal the dis-
charge duct before it exits the building in a roof vent or
wall louver. Roof penetrations should be kept to a mini-
mum to prevent leaks. Fumes and toxic exhausts should
be extended through the roof and terminated well above
the roof line in a suitable stackhead. Designs for stack-
heads are found in most duct manuals and are used to
direct exhaust vertically at high velocities to enhance dis-
persion of fumes and prevent water from finding its way
into the exhaust system (8). Extremely toxic or dangerous
active biological agents may require HEPA filtration or
other treatment, such as incineration, before exhaust to
the atmosphere.

Redundancy

Another important consideration occurs when return or ex-
haust fans are used as part of the containment system.
Should the fans be essential to maintaining containment,
it may be desirable to have a backup fan or redundant sys-
tem. This is essential if loss of containment can be harmful
to humans or would result in an expensive loss of product.
Airflow switches, which give a warning in case of fan sys-
tem failures, are also desirable options for critical systems.
The airflow sensing method to prove flow is preferred to an
electrical motor indication since the motor could be run-
ning with a broken fan belt and the operator would not
know that the fan is not moving air.

HEPA FILTERS

HEPA Filter Description

HEPA filters are used in the final cleaning stages of air to
remove very fine particles. Rough and intermediate filters
that are not as efficient as HEPAs are used to remove
larger particulate matter. This prolongs the life of the more
expensive HEPAs, significantly reducing the cost of filter
element replacement. A HEPA filter, by definition, re-
moves 99.97% of particles of 0.3-lm size. HEPA-type filters
called ultraparticulate arrestences (ULPAs) can be even
more efficient and are commercially available at a greater
cost. Pressure drop across filters is rated for nominal flow
at new clean conditions and is usually about 1 in (25.4
mm), and the systems are designed to change out filters at
approximately 2 in (50.8 mm) or double the clean ratings,
although filters can be operated at higher pressure drops,
which some owners prefer. The higher operating pressures
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result in a greater use of electrical energy to power the fan
to overcome the increased resistance that it must operate
against.

Location

HEPA filters are usually located downstream of heating
and cooling coils in air handling systems since coils are
potential sources of contamination. The most popular
HEPA filter location is in the room ceiling using standard
laminar flow outlets nominally 24 in by 48 in (0.6 m by 1.2
m). These outlets contain manual control dampers, testing
sample ports, a diffusion panel, and a HEPA filter element.
They are commercially available in permanent or throw-
away units where the entire assembly is disconnected from
the flexible duct supply terminal and replaced when the
filter is dirty. Sealing of filters to frames is an installation
problem and is best solved by using a filter frame with a
gel-like seal into which the filter fits. This material does
not support biological growth, and these filters are offered
by several manufacturers.

Bag-In Bag-Out Housings

Where danger of exposure to filter changing maintenance
personnel exists, filters are placed in special enclosures
called bag-in bag-out housings. These units are quite ex-
pensive and employ elaborate sealing methods and a dou-
ble bag arrangement that allows changing of the filter ele-
ment(s) without ever exposing the changer to the dirty
filter or its collected contaminant.

Laminar Flow Workstations

HEPAs are also used in class 100 workstations in single or
double filtration of air to provide sufficient cleaning before
unidirectional (laminar) air distribution to the work space.
These workstations are commercially available in horizon-
tal or vertical flow patterns generally recirculating within
the clean space. Filters are commercially available in
many standard sizes and come with many frame arrange-
ments with different methods used to form a seal between
the filter element and the frame.

TERMINAL AIR CONTROL DEVICES

In most bioprocess applications the volume of airflow must
be controlled to ensure proper air changes and provide air
for pressurization. The choices to control airflow are (1) a
variable flow responding to some pressure or temperature
actuated signal or (2) constant volume to provide a uniform
quantity of air under varying upstream pressure condi-
tions. Many commercial devices, usually called boxes, or
terminal control units, are available that utilize a variety
of air dampening designs—from a simple blade type to
pneumatic bladder type and conical type. Each type has
its own application and associated cost implications. The
published damper design and test data for flow and re-
peatability should be studied against the suspected opera-
tion and matched to the proper application. Dampers are
controlled from pneumatically controlled operators or elec-
tric motors responding to electric or electronic signals.

Pneumatic dampers generally react more quickly to chang-
ing airflow requirements. Dampers and controls should be
selected for linearity of response, repeatability, and per-
centage of error when compared with desired flow. The
damper is generally housed in a device called a volume
control box, which contains deflecting baffles and flow-
measuring or pressure-sensing devices that are used for
flow control. Accuracy of flow control boxes, combined with
the controlling system, must be aggregated to ensure that
the actual flow will be within acceptable limits to control
pressurization. The accuracy of control devices can vary
between 5 and 10% of maximum flow. This built-in inac-
curacy must be calculated when establishing flow differ-
ential rates. For commercial applications, control boxes are
lined with insulating acoustical material, which should be
avoided on boxes used for critical or controlled areas to
avoid dirt catchers or host locations for unwanted growth.

Some vendors offer complete control box systems, in-
cluding controls, supply and return boxes, and a system to
allow tracking. Tracking is a term used to describe when
the control system monitors the supply flow and automat-
ically adjusts the return or exhaust flow to maintain a fixed
CFM differential between supply and return or exhaust.
This maintains the space pressure differential.

AIR TERMINAL OUTLETS

Supply Terminals

In clean spaces the desired distribution of air is unidirec-
tional or acts as a piston of air that reduces turbulence and
eddy currents in the airflow. This piston of air carries par-
ticulate from the ceiling to the floor return and helps to
prevent airborne particulate matter from recirculatingand
contaminating the work space. In most cases it is desirable
to recirculate air within a space through a filter since the
return air has less particulate than typical outdoor air and
does not require extensive heating and cooling. Air termi-
nals should be selected of materials that are nonflaking,
nonoxidizing, and are easily wiped clean.

Location

Placement of outlets should be above work areas since the
cleanest air should be introduced at these spaces. If the
product at the workstation is hazardous to humans the air
should be supplied at the operator’s back and pulled into
the work area to ensure that flow is away from the operator
and any particulate will be captured in the airstream. Con-
tainment velocity at the inlet of a biosafe hood or enclosure
should be about 100 ft/min (0.508 m/s). Airflow near hoods
or enclosures should avoid any air disturbance that could
cause eddy currents or air turbulence. These currents will
upset capture patterns of the hood and make verification
of hood face velocity difficult. Many of the cabinet manu-
facturers have extensively tested capture velocities and
provide excellent data on the actual operating conditions.
When locating terminals and enclosures it is important to
consider movement of personnel within the space and iden-
tify frequently opened doors, which also tend to upset air-
flow patterns. Should the operator pose a threat to the
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Figure 4. Return air wall detail.

product, the airflow pattern should be reversed, with the
air supplied behind the product and blowing past the prod-
uct to avoid contamination from the operator.

Return Terminals

Return terminals are also an important consideration and
are generally located low in the walls for clean rooms. In
class 10,000 to 100,000 rooms low cleanable wall registers
are generally used. In cleaner areas low return wall sys-
tems, termed air walls, are used. The air wall is an almost
continuous opening at the base of the wall with the air
ducted up in the wall system and collected for return to
the air handling system. Air wall inlets are generally lo-
cated not more than 15 ft (4.5 m) in plain view from a
supply terminal to reduce the likelihood of turbulence. Fig-
ure 4 shows a typical return air wall detail.

DUCT MATERIALS, PRESSURE, AND CLEANABILITY

Materials of Construction

Unlined galvanized steel ductwork is used in rectangular,
round, and elliptical (or flat oval) configurations for the
majority of the systems. Because galvanized duct can flake
off or rust, it should not be used downstream of the HEPA
filters to avoid contamination from the duct system itself.
When the HEPA filter is located upstream of the room ter-
minal and a long run of duct is present, the material of
choice for the duct is stainless steel, but this is expensive
and its use should be minimized. Many systems may also
be fumigated or cleaned in place, and the duct material
chosen should not be affected by the cleaning agent.

Duct Pressures

Ductwork systems in bioprocess facilities tend to have
higher system pressure requirements than commercial
systems due to extensive use of filters, volume control de-
vices, and physically complex arrangements. The duct sys-
tem pressures must be calculated and clearly stated on
the contract documents to allow the fabricator to provide
the proper metal thickness and construction methods for

the required system pressures (9). System pressures will
also change as the system is operated with filters that get
dirty or space pressure conditions that vary. Duct systems
must allow for these pressure fluctuations, and the fans
may require speed controls, inlet vanes, or variable pitch
blades to match the varying flow and pressure conditions.

Cleanability

Cleanability of duct systems is important to ensure that if
an installed system gets dirty or contaminated it can be
cleaned. In the design stage care must be taken to locate
access doors in the duct, where they can be easily reached
without compromising a process or violating a controlled
space. It is best to minimize entry of facility system main-
tenance personnel into the clean spaces. All sealed duct
shipped to the site should have only end seals broken, and
then quickly resealed, during final installation. In very
critical applications the duct is factory cleaned and sealed
before shipment to the site. This step removes the oil and
other contaminants present during duct construction but
is expensive. It may be difficult to find sheet-metal fabri-
cators willing to do this work, since they are not always
set up for such procedures and it makes shipping the com-
pleted product difficult.

SYSTEM OPERATING PROCEDURES

Operating Procedure

When the airflow sheets are completed it is appropriate to
finalize the system operating procedure. This is usually a
written document stating how systems are turned on and
off, and it gives a description of their frequency of opera-
tion. For clean spaces general practice is to operate the air
system 15–30 min for purging before beginning production
or use of the space. In some cases it is necessary to operate
a system continuously to ensure that pressurization or con-
tainment is always maintained. When analyzing system
operation it is important to assess how an unexpected sys-
tem shutdown or flow reduction will affect an adjacent sys-
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tem or areas. Exhaust fans and fume hoods that may have
intermittent or varying flows should be clearly noted in the
operating procedure. It is essential that laboratory and
production personnel clearly understand and follow the es-
tablished procedures; otherwise, the air system may go out
of balance if an exhaust or return system is inadvertently
shut down.

System Alarms and Emergency Measures

Alarms that sound to indicate loss of pressurization are
valuable features and essential in the HVAC design of criti-
cal areas. At this stage of design, procedures should be
developed for the air system to accommodate a product
spill or accident in a contained space. The ramifications of
a spill on the air system, controlled space, and adjacent
operations must be evaluated. Cleanup procedures could
include fumigation of the air system, which would require
operation of a relief connection to the ductwork for venting
the fumigant.

Operations Review

The entire step of establishing operating procedures
should ask as many what if questions as possible. System
operation should ensure that the HVAC systems can main-
tain cleanliness and containment requirements. These
conditions must be maintained while operating as close to
normal as possible, as well as during periods of unexpected
problems. Generally the reviewing agencies ask many of
these questions; therefore, it is essential that the design
team be fully prepared with thoughtful, responsive an-
swers.

EMERGENCY ELECTRICAL POWER

An essential step in the HVAC design process is coordi-
nation with the electrical design team. Motor lists for
HVAC equipment must be prepared and reviewed with the
electrical design team. The need for motors designated for
emergency power, variable speed, reduced voltage start-
ing, or other special characteristics must be communicated
to the electrical designers early in the design process. The
sizing of the emergency generator can be greatly affected
by motors required on emergency power from the HVAC
system. Fans, equipment, or sensing devices that require
interlocks must also be picked up by the electrical design-
ers. The motor list must be kept up to date from project
inception through commissioning. The motor list is useful
for a reviewing agency, a valuable tool in training plant
operators, and a great aid in understanding the HVAC sys-
tem.

BUILDING CONTROL AND AUTOMATION SYSTEMS

Sequence of Operation

The automatic control system that controls and monitors
the HVAC system is called by many names: the automatic

temperature control system (ATC), the energy manage-
ment and control system (EMCS), the building automation
system (BAS), or the building management system (BMS).
The first element in the design of the system is the devel-
opment of a sequence of operation, which is a written de-
scription of the HVAC and related systems operation. A
separate sequence is usually written for each air handling
system, describing the complete operation of the system
from control of coils and humidifiers to control of the room
temperature and humidity. Starting and stopping of the
air handling unit fans is outlined, along with interlocking
of exhaust or return fans in relation to the main air system
fan operation. Generally all fans operate at the same time,
which is necessary to maintain pressurization. The se-
quence also addresses abnormal occurrences such as a
smoke detection alarm or failure of an exhaust fan. The
sequence describes what happens to system components
during an abnormal occurrence. It may be necessary to
shut a supply fan down if a major exhaust fan should fail
to prevent or minimize the loss of pressurization. The se-
quence also describes any energy management strategies
to be included in the system, such as a night temperature
setback or reduced ventilation and exhaust rates during
unoccupied periods.

System Architecture

The control system of choice for major facilities, and even
for some small systems, is a direct digital control (DDC)
system. Most major control system vendors and many of
the smaller vendors offer DDC systems that are similar
but contain internal differences. The systems are computer
based and have the ability to communicate within and out-
side the system by coded digital signals. System architec-
ture refers to the major components of the DDC system
and their interrelationship. The architecture is developed
by determining what components are initially required,
what may be required in the future, and how the system
may expand as additional requirements are added. Figure
5 shows a typical DDC system architecture.

Points List

After the sequence of operation is completed and the air-
flow diagrams are defined, the next step is to develop the
alarm, control, and monitoring points list. This is an all-
inclusive list of points that are to be connected to the DDC
system. There are two major types of points: digital and
analog. A digital point is simpler, generally less expensive,
and works on a simple on–off or contact principle. Digital
points are used to start and stop fans, indicate an on–off
condition, or anything that requires only a single contact.
An analog point is used to measure variables such as tem-
perature, pressure, and flow rate. These points generally
use 4- to 20-mA signals that provide varying signals in
response to the parameter measured. The electronic sig-
nals used by the BAS may be transduced from variable
pneumatic or pressure signals. The points list should in-
clude analog control points such as cooling coil valves and
room temperatures. Monitoring points can be digital or an-
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alog, and can include fan run, room temperature indica-
tion, damper position, and room pressure indication.
Alarm points can be either digital or analog and can in-
clude smoke detection in an air handling unit system, high
or low environmental chamber temperature, high room hu-
midity, or loss of room pressurization. Sensors located in
clean spaces should be unobtrusive and installed in a
cGMP acceptable manner.

Estimate of System Cost

The automatic control and monitoring system is a major
cost element in the overall HVAC system for a bioprocess
facility. After the points list is developed a good estimate
can be made for the system cost. Several estimating num-
bers can be used in providing an educated guess of the cost,
with a general range from a low of $500/point to as high
as $1,200/point. Larger systems have lower dollar-per-
point costs because the cost of the computers, monitors,
and printers are diluted over many points. Smaller sys-
tems have higher costs because this dilution effect does not
come into play. Systems with a higher percentage of analog
points over digital points also tend to raise dollar-per-point
costs. Control wiring is also a significant component of the
BAS cost, and long runs of wiring tend to raise the dollar-
per-point cost. When a floor plan is completed, the system
architecture is established, and the points list is com-
pleted, this information should be given to one or more
DDC vendors for a budget estimate. Vendors will make
estimates based on the information provided, take off wir-
ing runs, and suggest panel locations in arriving at the

budget cost. At the completion of this exercise the cost of
this major element can be locked in. Should the cost be
greater than desired some points can be eliminated or the
scope of the system reduced to bring the cost within the
budget. When a system is bid it is recommended that com-
ponent unit pricing be obtained from the vendor to lock in
future costs should additions or modifications be desired.
It is essential that vendors give classes and instructions
on their systems before final turnover to the owner’s op-
erators.

Future System Flexibility

The trend is that after a DDC system is installed the num-
ber of points grows as the user becomes familiar with the
system. Additional points may be added for maintenance,
such as filter change out pressure devices. Run time logs
set up in the system software are useful for lubrication
schedules, belt checks, and so on. This requires software
to log in and integrate data and to print out notices at
preselected intervals of run time. Another useful feature
is the phone modem, which would allow an operator to call
in from a remote location and check on the system opera-
tion. This feature can save a trip to the facility if an alarm
situation develops. Someone at the plant, such as the se-
curity guard who received the alarm, could place a call to
the operator at home. The operator could dial into the BMS
by modem and possibly analyze the problem by reading
some key parameters. He or she could then determine the
severity of the problem and either ignore it until the next
shift or instruct someone on-site to take corrective action.
Even though the original budget may not allow all features
that are ultimately desired, it is good to look toward the
future in anticipation of system expansion and ensure that
the purchased system is capable of desired expansion.

TESTING, BALANCING, AND CLEANING

Testing and balancing for bioprocess systems is more criti-
cal than for commercial systems due to the very complex
systems and higher pressures encountered. Associations of
testing and balancing agencies publish excellent standard
forms and procedures that are used in balancing air and
water systems. Air balancing consists of setting terminal
devices and air-moving equipment to deliver the proper
quantities of air. For bioprocess facilities the additional re-
quirement of establishing pressure differentials between
adjacent spaces must also be set. These differentials are
obtained by adjusting airflows, smoke tests, taking pres-
sure readings, and setting controls. This effort can take
some time as each facility is different and each room has
different leakage characteristics that affect pressurization.
As part of the balancing it may be discovered that duct
systems or rooms are not as tight as designed and may
require additional sealing to obtain the required pressure
differentials. Recall that airflows shown on drawings are
design values and generally require minor adjustment to
achieve the required pressure differentials. A simple so-
lution to many pressurization problems is to keep increas-
ing outdoor air to the system. This can lead to problems if
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design values are exceeded, with heating or cooling coils
not meeting this need, resulting in off-design room tem-
peratures and humidity levels. The air handling unit coils
will use available cooling capacity to condition excessive
quantities of outdoor air, resulting in room supply tem-
perature higher than as designed.

In these cases the rooms or systems should be tightened
to get closer to design values. The optimum time to balance
is when few construction workers or facility personnel are
in the spaces. The balance should be done with all doors
closed, since opening and closing result in system pressure
upsets and make balancing difficult. Before the system is
turned over to the owner, the rooms and ductwork system
must be thoroughly cleaned to allow certification of room
cleanliness conditions. During construction the work areas
should be broom-cleaned after each day’s work and open
duct systems kept closed. If followed during construction,
these procedures will result in an easier final cleanup be-
fore turnover.

VALIDATION

When a bioprocess facility is to be validated, the validating
agency will peruse the HVAC documentation and should
communicate with the design engineers to establish the
validation protocol as it relates to the HVAC system. If
the design is proper, the contractor has properly installed
the system, and the components perform as specified, the
systems should be easily validatable. The validator will
follow a master plan and protocols to verify the actual sys-
tem installation and operation against design values and
intent (10). The physical parameters reported by the BAS
system will be verified by measurements using calibrated
instruments to verify accuracy. Airflow measurements will
be made at supply and exhaust outlets, as well as traverses
across the face of hoods, to verify proper flows and capture
patterns. Filters will be physically tested or challenged to
uncover leaks in the filter media or at seals between the
holding frame and elements. Any leaks will be field cor-
rected. Samples of air will also be taken by the validator
to ensure that the cleanliness requirement for the con-
trolled space is actually maintained by the installed oper-
ating air system. If problems occur they are usually in the
form of pressurization deficiencies or filter leaks. Even af-
ter the mechanical contractor has completed his or her
work, a hole for a pipe could be cut in a room and not prop-
erly sealed, resulting in a change in room pressurization.
Filter elements may not be properly sealed with the frame,
resulting in leaks, or small holes may be discovered in the
filter element as a result of handling or damage during
installation. Should any of these problems occur, and are
not easily resolvable by the validator, it may be necessary
for the HVAC contractor and engineer to lend assistance
in making the system valid. Another important criterion
at this stage is the calibration of airflow monitors, which
should be installed in supply and return systems to critical
areas to ensure that airflow rates are as designed. Tem-
perature and humidity sensors at critical areas should also
be checked for accuracy at this time by actually reading

space conditions and checking against values reported by
the BMS.

SUMMARY

The HVAC system is an essential component in the suc-
cessful operation of a bioprocess facility and must be given
a proper amount of attention during the planning and de-
sign stage. The space requirements for air walls, control
boxes, extensive duct runs, and large air handling units
must be established early in the design process to prevent
unsatisfactory compromises later on. The owner and op-
erators must work closely with the architect and engineer
design team to agree on the HVAC system philosophy and
the proposed operation of the system. The amount of en-
ergy management and control, as well as system redun-
dancy, are among important economic decisions that
should be agreed on during this design process. Compro-
mises made during the design development should make
economic sense, be mutually beneficial, and be understood
by affected members of the project team. It is best from a
cost perspective to resolve HVAC issues as early in the de-
sign process as possible to avoid design delays and more
costly changes later in the design process. This avoids de-
lays in the design process and minimizes the effect of
changes on other engineering disciplines. All parties in-
volved must believe in the HVAC system philosophy to
avoid costly and time-consuming retrofits during construc-
tion or at commissioning, validation, or after the facility
begins operating.
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INTRODUCTION

During the past decade, the industrial use of hemicellu-
lases, especially xylanases, has grown remarkably. Hemi-
cellulases form a group of enzymes that degrade different
hemicelluloses in annual plants and woody materials.
Originally, hemicellulases were studied for use in the total
hydrolysis of waste liquors containing hemicelluloses or for
fractions derived from lignocellulosics. Today, hemicellu-
lases are used for partial or restricted hydrolysis of fibrous
materials containing hemicelluloses. Thus, hemicellulases
have found uses in processing of hemicellulose-containing
plant materials in the food, feed, and pulp and paper in-
dustries. The market for hemicellulases has been growing
since the beginning of the 1990s due to a better under-
standing of the role of hemicelluloses in processing of the

raw materials and to increased knowledge of these en-
zymes. Several commercial hemicellulases with different
properties are now available from enzyme producers.

Hemicelluloses are natural components in cereals, and
their properties and performance in food and feed raw ma-
terials can be improved by the action of enzymes. Exoge-
nous enzymes offer alternatives to chemical additives in
baking, where the application of microbial enzymes is ex-
pected to increase. Most of the added enzyme types are
already present at low levels in the grain raw material.
Commercial enzyme preparations principally consist of the
same enzyme types but are usually of microbial origin. En-
zymes in food and feed applications may also be used for
upgrading the quality of the raw material. In the pulp and
paper industry, the partial hydrolysis of fiber hemicellu-
loses by hemicellulases leads to improved processes and
decreased chemical consumption (i.e., cleaner technology).
The role of hemicellulases has been clearly demonstrated
in improving the bleachability of pulps, whereas in other
applications their impact is less significant.

Most of the enzymes studied in applications have been
hemicellulase mixtures. For a successful application of
hemicellulases a good understanding of both the substrate
and the enzyme complex is needed. A reason for the some-
times fluctuating results on the effects of enzymes in vari-
ous applications is that the preparations tested may con-
tain various activities, including enzymes other than
hemicellulases. Commercial enzyme preparations may
vary considerably in composition and ratio of various ac-
tivities, depending on the source.

This chapter highlights progress in the use of hemicel-
lulases and their properties and exploitation in different
areas (e.g., food, feed, pulp and paper) where the applica-
tions are commercially used.

STRUCTURE AND COMPOSITION OF HEMICELLULOSES

Hemicelluloses are heteropolysaccharides consisting of
several polymers and varying in their monosaccharide
composition, glycosidic linkage composition, substitution
pattern, and degree of polymerization (1). They are often
reported to be chemically associated (e.g., cross-linked) to
other polysaccharides, proteins, or lignin. The structural
characteristics affect physical properties, such as solubil-
ity, viscosity, crystallinity, and porosity and thus the en-
zymatic degradability.

The definition of the term hemicellulose is not very
clear. It mainly refers to plant cell wall polysaccharides
that can be extracted by alkaline solutions. Some hemicel-
luloses are also soluble in water. Hemicelluloses are usu-
ally classified according to the main sugar residue in the
backbone, for example, xylans (D-xylose), mannans (D-
mannose), galactans (D-galactose), and glucans (D-
glucose), the first two being the main groups of hemicel-
luloses. Depending on the origins, hemicelluloses are
substituted, to varying degrees, by side groups (1). In ce-
reals in particular, the term pentosan is often used as a
synonym for hemicelluloses, especially for xylans. Hemi-
celluloses present in cereals and woody materials are dis-
cussed in the following. Pectic substances consisting of
polygalacturonic acid, arabinans, galactans, and arabino-
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(a)

Xyl_Xyl_Xyl_Xyl_Xyl_Xyl_Xyl_Xyl_Xyl

Xyl_Xyl
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Ac Ara

Endoxylanase �-Glucuronidase Esterase
�-Xylosidase �-Arabinosidase

(b)

Glc_Man_Man_Glc_Man_Man_Man
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Endomannanase �-Mannosidase Esterase
�-Galactosidase �-Glucosidase

Glc_ManMan_Man

Figure 1. Enzymes participating in the hydrolysis of xylans (a)
and glucomannans (b): Ph, phenolic groups; Ac, acetyl; Ara, arab-
inose; MeGlcA, methyl-glucuronic acid; Xyl, xylose, Gal, galactose;
Glc, glucose; Man, mannose.

galactans, and noncellulosic b-glucans, which sometimes
are included in hemicelluloses, are not considered in this
review.

Hemicelluloses in Cereals

In cereals, hemicelluloses consist of arabinoxylans, arabi-
nogalactans, and xyloglucans, of which arabinoxylans are
most abundant. The content of arabinoxylans in cereals is
reported to be 1.4–8.5%, with water-soluble fractions con-
tributing 1.5–4.3%. Wheat and rye brans have the highest
content of arabinoxylans. The main component of aleurone
cell walls of cereals is arabinoxylan, and the cell walls of
grain endosperms also contain significant amounts of ar-
abinoxylan.

The arabinoxylans of annual plants have a linear back-
bone of (1,4)-b-D-xylopyranosyl units, which is mainly sub-
stituted with terminal �-L-arabinofuranosyl substituents
attached to carbon 2 and/or carbon 3 of the xylosyl residues
(1). Thus, xylans may be mono- or double-substituted by
arabinose. The xylan backbone often contains other sub-
stituents as well, such as 4-O-methyl-�-D-glucuronic, ace-
tic, or ferulic acids. The ratio of arabinose to xylose may be
used as a simple indicator of the degree of substitution in
arabinoxylans and varies between 0.54 and 0.70. The
structure of arabinoxylans in annual plants varies among
different species and parts. Thus, even arabinoxylans in
aleurone and endosperm have different structures.

Hemicelluloses in Woody Materials

Wood is composed mainly of cellulose, hemicellulose, and
lignin. Depending on the wood species, about 20–30% of
dry weight of wood is hemicellulose. Hemicelluloses are
associated with cellulose and lignin in woods. Not only the
relative amounts but also the chemical composition of
these polysaccharides in softwood and hardwood vary.
Other polysaccharides, such as pectic compounds, are also
present in wood in minor quantities. The distribution of
carbohydrates in the wood fibers varies depending on the
wood species and growing conditions (2). In general, in
softwoods the xylan content of the innermost cell wall layer
(the warty layer), is very high, but otherwise the xylan is
relatively uniformly distributed throughout the fiber
walls. In hardwoods, the outermost layers of fiber walls are
rich in xylan. In softwoods the glucomannan content in-
creases steadily from the outer to inner cell walls.

In wood, the two most common hemicelluloses are xy-
lans and glucomannans. The hardwoods contain mainly
xylan, whereas the amount of glucomannan in softwoods
is approximately double compared with that of xylan.
Hardwood xylan is composed of b-D-xylopyranosyl units,
which may contain 4-O-methyl-�-D-glucuronic acid and
acetyl side groups. 4-O-methylglucuronic acid is linked to
the xylan backbone by O-(1,2) glycosidic bonds, and the
acetic acid is esterified at the carbon 2 and/or 3 hydroxyl
group. The softwood xylan is arabino-4-O-methylglucuron-
oxylan, in which the xylan backbone is substituted at
carbon 2 and 3 with 4-O-methyl-�-D-glucuronic acid and
�-L-arabinofuranosyl residues, respectively. Softwood gal-
actoglucomannan has a backbone of b-(1,4)-linked b-D-glu-
copyranosyl and b-D-mannopyranosyl units, which are

partially substituted by �-D-galactopyranosyl and acetyl
groups (2).

HEMICELLULASES

Due to the complex structure of hemicelluloses, several dif-
ferent enzymes are needed for their enzymatic degradation
and modification (Fig. 1). The two main glycanases that
depolymerize the hemicellulose backbone are endo-1,4-b-
D-xylanase and endo-1,4-b-D-mannanase. Small oligosac-
charides are further hydrolyzed by 1,4-b-D-xylosidase, 1,4-
b-D-mannosidase, and 1,4-b-D-glucosidase. The side groups
are removed by �-L-arabinosidase, �-D-glucuronidase, and
�-D-galactosidase. Esterified side groups are liberated by
acetyl xylan esterase and acetyl glucomannan esterase (3).

Hemicellulases are produced by many species of bacte-
ria and fungi, as well as by several plants. Many micro-
organisms produce a multiple pattern of these enzymes to
degrade the plant materials efficiently. After identification
of the most desirable enzymes for a potential application,
the production of the enzyme can be improved by genetic
engineering. Today, most commercial hemicellulase prep-
arations are produced by genetically modified Trichoderma
or Aspergillus strains.

Most microbial hemicellulases studied are active in
slightly acidic conditions between pH 4 and 6 and at tem-
peratures below 70 �C. More thermophilic, acidic, and al-
kalophilic hemicellulases are of great interest in many
applications. Xylanases that are stable and function effi-
ciently at high temperatures can be produced by thermo-
philic bacteria especially. Several xylanase genes, encoding
proteins active at temperatures from 75 �C up to 95 �C (pH
6–8), have been isolated. The most thermophilic xylanases
so far described are produced by species of the extremely
thermophilic bacterium Thermotoga (4). Only a few ther-
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mophilic mannanases have so far been characterized (5,6).
Xylanases and mannanases with alkaline pH optima have
been detected especially in alkalophilic Bacillus species.

Xylanases

Since xylan is the most abundant hemicellulose in most
raw materials, a major part of the published work on hem-
icellulases deals with the properties and mode of action, as
well as applications of xylanases (7–9). Endoxylanases
(1,4-b-D-xylan xylanohydrolases, EC 3.2.1.8) catalyze the
random hydrolysis of 1,4-b-D-xylosidic linkages in xylans
(Fig. 1). Most xylanases are rather small proteins (molec-
ular mass around 20 kDa) with a basic isoelectric point (pl
8–10). Another group of xylanases has also been identified.
These xylanases, are somewhat larger (molecular mass
over 40 kDa) with acidic isoelectric point (pl 3–5). This
grouping of xylanases is in consonance with the classifi-
cation of glycanases based of hydrophobic cluster and se-
quence analysis (10). The xylanases belonging to the two
identified xylanase groups (glycosyl hydrolase families 10
and 11, formerly F and G) differ from each other also with
respect to their catalytic properties (11). Xylanases with
high Mr/low pl (family 10) seem to exhibit greater catalytic
versatility than the low Mr/high pl xylanases (family 11)
and thus they are, for example, able to more efficiently
hydrolyze highly substituted xylans.

The three-dimensional structures of different low mo-
lecular mass xylanases belonging to family 11 have been
determined (12–14). These enzymes have very similar
structures; they are ellipsoidal, well-packed molecules
having diameters between 30 and 45 Å, and do not contain
any separate substrate-binding domain. Some bacterial
xylanases, however, have been found to contain either a
cellulose-binding domain (15) or a xylan-binding domain
(16). Only one crystal structure of family 10 xylanases has
been solved (17). Figure 2 shows the three-dimensional
structures of a catalytic domain of the xylanase A (family
10) of Streptomyces lividans and the xylanase II (family
11) of Trichoderma reesei.

Most of the xylanases characterized act randomly and
are able to hydrolyze different types of xylans, showing
only differences in the spectrum of end products. The main
products formed from the hydrolysis of xylans are xylobi-
ose, xylotriose, and substituted oligomers of two to four
xylosyl residues. The chain length and the structure of the
substituted products depend on the mode of action of the
individual xylanase (11). Some xylanases, however, have a
rather strict substrate specificity. A unique xylanase that
requires a glucuronic acid substituent in the xylan back-
bone is produced by Bacillus subtilis (18). On the other
hand, xylanases that require at least 24 unsubstituted xy-
lose residues for action are produced by Talaromyces emer-
sonii (19).

Mannanases

Endomannanases (1,4-b-D-mannan mannanohydrolase,
EC 3.2.1.78) catalyze the random hydrolysis of b-D-1,4
mannopyranosyl linkages within the main chain of man-
nans and various polysaccharides consisting mainly of
mannose, such as glucomannans, galactomannans, and

galactoglucomannans (Fig. 1). Mannanases are generally
larger proteins than xylanases (Mr 30–90 kDa) and have
acidic isoelectric points. They also seem to be a more het-
erogeneous group of enzymes than xylanases (i.e., no clear
groups based on biochemical properties have been identi-
fied). According to protein sequences, the known mannan-
ases belong to three different glycosyl hydrolase families
(families 5, 26, and 44) (10).

The mannanase of T. reesei, has been found to have a
multidomain structure similar to several cellulolytic en-
zymes, that is, the protein contains a catalytic core domain
that is separated by a linker from a cellulose-binding do-
main (20). The first three-dimensional structure of man-
nanase was recently published (21).

The main hydrolysis products from galactomannans
and glucomannans are mannobiose, mannotriose, and
various mixed oligosaccharides. The hydrolysis yield is de-
pendent on the degree of substitution, as well as on the
distribution of the substituents (22). The hydrolysis of glu-
comannans is also affected by the glucose to mannose ratio.
Some mannanases are able to hydrolyze not only the b-1,4-
bond between two mannose units but also the bond be-
tween the adjacent glucose and mannose units (23,24).
Several endoglucanases are also able to hydrolyze galac-
toglucomannans.

Other Hemicellulases

Enzymes needed for further hydrolysis of the short oligo-
meric compounds produced by endoenzymes from hemi-
celluloses are b-xylosidase (1,4-b-D-xyloside xylohydrolase,
EC 3.2.1.37), b-mannosidase (1,4-b-D-mannoside mannoh-
ydrolase, EC 3.1.1.25), and b-glucosidase (Fig. 1). b-Xylo-
sidases and b-mannosidase catalyze the hydrolysis of xylo-
and manno-oligosaccharides, respectively, by removing
successive xylose or mannose residues from the nonreduc-
ing termini. Exoglycanases are generally larger proteins
than endoglycanases, with molecular weights above 100
kDa, and they are often built up by two or more subunits.

Side groups that are still attached to oligosaccharides
after the hydrolysis of xylans and mannans by xylanase or
mannanase, respectively, restrict the action of b-xylosidase
and b-mannosidase. The hydrolysis stops at a substituted
sugar unit. The b-xylosidase of T. reesei is unable to hydro-
lyze the linkage adjacent to a substituted xylose unit car-
rying a 1,3-linked �-L-arabinofuranosyl substituent,
whereas the linkage is easily hydrolyzed if the substituent
is 1,2-linked �-L-arabinofuranosyl or 4-O-methyl-�-D-
glucuronic acid (25). Similarly, the 1,6-linked �-D-galacto-
pyranosyl side group restricts the action of b-mannosidase
of A. niger, which is able to only slowly hydrolyze the link-
age adjacent to the substituted mannose unit.

The side groups connected to xylan and glucoman-
nan main chains are removed by �-glucuronidase, �-ara-
binosidase (�-L-arabinofuranoside arabinofuranohydro-
lase, EC 3.2.1.55), and �-D-galactosidase (�-D-galactoside
galactohydrolase, EC 3.2.1.22) (Fig. 1). Acetyl substituents
bound to hemicellulose are removed by esterases. There
are clearly different types of side group cleaving enzymes.
Some of them are able to hydrolyze only substituted short-
chain oligomers, which first must be produced by the back-
bone depolymerizing endoenzymes (xylanases and man-
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Figure 2. The three-dimensional
structures of the catalytic domain of
the xylanase A of Streptomyces livi-
dans and the xylanase II from
Trichoderma reesei. Source: Cour-
tesy of Professor Juha Rouvinen.

Table 1. Benefits of Using Hemicellulases in Different
Industrial Areas

Application area Effect Benefit

Food Dough rheology Improved handling
Loaf volume Quality and yield
Staling rate Improved storage

Feed Nutritive value Cost savings
Feed conversion rate Cost savings

Pulp and paper Bleachability Chemical savings,
quality

nanases). Others are capable of also attacking intact
polymeric substrates. Most accessory enzymes of the latter
type, however, prefer oligomeric substrates. The synergism
between different hemicellulolytic enzymes is also ob-
served by the accelerated action of endoglycanases in the
presence of accessory enzymes. Some accessory enzymes,
such as an arabinosidase and an esterase of Pseudomonas
fluorescens subs. cellulosa and an acetyl xylan esterase of
Trichoderma reesei have been found to contain a multido-
main structure with a separate cellulose binding domain
(26).

Evaluation of Hemicellulases

Enzyme activity is usually determined using isolated nat-
ural substrates. Isolation of a substrate from complex raw
materials, however, often leads to chemical and structural
modification of the substrate. Thus, in hemicelluloses,
some of the side groups may be removed during chemical
extraction, or the average degree of polymerization may
change. Also, the physical status of the substrate in the
activity assay may be different from that in the practical
application. Thus, the solubility of the substrate in the ac-
tivity assay is usually high, whereas in fiber-bound matrix
the substrate is usually insoluble and/or may be also chem-
ically linked to other components. Although the substrates
in activity assays are not identical to the practical raw ma-
terials, they are chosen to correspond to the conditions un-
der which the enzyme will be used. The main advantage
and justification for the use of isolated substrates is that
they give reproducible assay figures. Furthermore, they
are more readily available and consistent and give the op-
portunity to compare different types of enzymes at various
places.

It is well recognized that comparison of enzyme activi-
ties is complicated by the utilization of different analysis

methods (27). Hence, in practical applications, the action
of enzymes must be compared on the actual substrate. In
these tests, the liberation of sugars and/or oligosaccha-
rides into solution is the direct measurement of the action
of the enzyme. This is usually carried out either by reduc-
ing sugar analysis or by HPLC. Several indirect methods
to correlate the activity with the actual effect in the prac-
tical use, such as viscosity determination, have been de-
veloped. However, the most reliable method for under-
standing the effects of different enzymes is to compare the
enzymes and dosages in the final application.

APPLICATION OF HEMICELLULASES

The major applications of hemicellulases in the food, feed,
and pulp and paper industries are described in Table 1.

Food

Enzymes have long been recognized as useful tools for im-
proving the processing behavior or properties of cereal
foods, and their use is continuously increasing. The main
enzymes used are amylases acting on starch, but hemicel-
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lulases have also been used in cereal processing. The main
area in which hemicellulases are used is baking, where
dough handling and bread quality can be improved by the
action of enzymes.

Hemicellulases in Cereal Processing. Endogenous and
added enzymes both have an important effect on the qual-
ity of cereal foods, especially in baking. Although enzymes
act on molecular level, they can induce remarkable
changes in both the microstructure and the functional
properties of cereal foods. Progress has been made recently
in the analysis of enzymes present in flours. The presence
of endogenous enzymes has been suggested to be the cause
of the variation in liquid loss among wheat doughs made
from different cultivars (28). Differences in �-arabinofur-
anosidase, b-xylosidase, and endoxylanase levels have
been detected in various European wheat varieties. Al-
though present only at low levels, these enzymes may con-
tribute to the bread-making performance of flours (29).

Enzymes have been shown to differ in their abilities to
both solubilize insoluble substrates and further hydrolyze
the released fragments. The chemical composition, archi-
tecture, and physical properties of the surrounding tissue
of the cereal cell walls are all of importance if selective
solubilization of the polysaccharides is attempted. Physi-
cal inaccessibility of the substrate may retard or hinder
the reactions, and several enzymes may be needed. As
compared with xylanases, less is known about the other
enzymes acting on the hemicelluloses. The role of ferulic
acid in cereals is interesting. Ferulic acid is esterified to
the arabinose side groups of arabinoxylans, and it has been
suggested that it plays an important role in the architec-
ture of the cell walls and in the cross-linking of arabinox-
ylan molecules. Very recently, it was reported that ferulic
acid esterase influenced the solubilization of b-glucans and
arabinoxylans from barley cell walls (30).

Baking. Flour, water, yeast, and salt are the basic com-
ponents of bread and other baked foods. It is, however,
common practice to improve the processing of dough and/
or the quality of the baked products by adding other ingre-
dients. Process criteria are especially related to dough han-
dling (machinability) and process yield (water retention,
proofing times). The product quality is mostly evaluated
on the basis of appearance (volume, color) and eating qual-
ity (crumb elasticy, flavor) (31). Various bread improving
components, such as emulsifiers, oxidizing agents, and en-
zymes, have been shown to influence bread quality, espe-
cially when lower-quality flours with a low gluten content
are used.

A small amount of arabinoxylans (pentosans) is present
in wheat and rye flour. Insoluble arabinoxylan especially
hinder the development of wheat gluten, which is vital for
the formation of the loaf structure. White flour contains
2.5–3%, whole-meal wheat flour about 5%, and rye as
much as 8% arabinoxylan, which has an important role in
the water binding of dough. Arabinoxylans can bind nearly
10 times their weight of water and may account for ap-
proximately one-third of the water-binding capacity of
dough. By controlled enzymatic hydrolysis of xylans, the
dough becomes easier to handle and the resulting bread

has a larger loaf volume and an improved crumb structure
(32).

To understand the reactions of hemicellulases, several
reports have concentrated on studying the mechanisms of
action of xylanases and other hemicellulases. The release
of high molecular weight water-soluble arabinoxylans from
water-inextractable cell wall material has been shown.
The specific viscosities of extracts from xylanase-treated
doughs were 40–65% higher than those from untreated
dough, because the average apparent viscosity of the ex-
tracted arabinoxylans remained high (33).

It has been suggested that the effect of xylanase on
bread volume improvement can be ascribed to redistribu-
tion of water from the xylan phase to the gluten (continu-
ous phase). Water distribution is of crucial importance in
the dough and bread. The transfer of water from one com-
ponent to another, due to the decreased water-binding ca-
pacity of a partially hydrolyzed polymer, is suggested to be
a major reason behind changed functional properties (34).
The increase in gluten volume fraction gives the gluten
more extensibility, which eventually results in better oven
spring (31).

Xylanases have also been found to improve wheat
dough fermentation stability (35), counterbalance the vari-
able flour quality in wheat bread baking (33), retard stal-
ing, and improve the texture of high-fiber bread (36). They
are also useful in the manufacture of low-fat biscuits (37).

Animal Nutrition and Feed

A part of the energy content in many cereals is locked up
in the form of nonstarch polysaccharides, undigestible for
several animals. Therefore, selected enzymes, such as
hemicellulases, can be added to break down these poly-
mers, leading to increased metabolizable energy. In addi-
tion, degradation of hemicelluloses often liberates starch
and protein, masked by the cell walls in the cereals, in-
creasing their utilization. In some cereals, a large part of
arabinoxylans is soluble and causes high viscosity in the
small intestine of some animal species. Addition of xylan-
ases decreases viscosity and improves feed utilization.

Hemicellulases in Animal Nutrition. Animal feed is pre-
dominantly composed of plant material, and cereals form
the major part of diets for both poultry and pigs. Some of
these raw materials, such as rye and barley, are known to
be less suitable than maize and wheat. This is emphasized
by their gross energy and metabolizable energy in the tar-
get species. Thus barley, with a gross energy similar to that
of wheat, has, in practice, an approximately 10% lower en-
ergy availability than wheat (38). This has previously lim-
ited its value as a feed component as compared with the
more digestible materials. The decreased nutritive value
has been associated with the presence of arabinoxylans in
rye and wheat. Feed utilization and digestion can often be
increased by the addition of external enzymes to the feed.

Endogenous enzymes play a crucial part in an animal’s
own digestion of feed components. External enzymes
added directly to feeds act as supplements to the normal
digestive enzymes already found in animals. The external
enzymes carry out their work on the feed materials present
in the animal’s digestive tract. They can therefore be con-
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sidered as an extension of the animal’s own digestive en-
zyme system, especially in the case of young animals
whose digestive systems are not fully mature. Enzymes
can be added to animal feeds either to degrade soluble fi-
ber, which has an antinutritional effect, or to supplement
the animal’s own digestive enzymes. In the latter case,
supplementation of the feed with amylase or protease is
the current practice. b-Glucanases are also used, especially
for the hydrolysis of barley b-glucans.

The content of arabinoxylan, b-glucan, and other non-
starch polysaccharides in feed raw materials does not re-
main constant, and varies with variety and also with the
climatic conditions under which the raw material is grown.
Prediction of the enzyme response has prove to be compli-
cated. Different methods, such as viscosity measurements
or determination of arabinoxylan level, have been studied
as possible predictors of the nutritive quality with varying
success (39). At present, however, no rapid predictive test
exists that can be applied to raw material evaluation, and
in vivo methods are still the best.

The desired pH optimum of the enzyme preparations
are around 6–6.5, prevailing in the small intestine, the
area in which the majority of the enzyme action of xylan-
ases is believed to occur. The stability of the enzyme both
in processing and in feed is important. Enzymes must be
resistant to the heat processing of the feeds and also to the
transition in the digestive system to the point of action. In
practical feed-mill conditions, the addition of steam in pel-
leting is responsible for the loss of enzyme activity. Com-
mercial preparations may be protected by being absorbed
to a carrier or coated with a steam-resistant material that
hinders access of the steam to the enzyme product. The
intrinsic thermal resistance of an enzyme may thus be im-
proved by a protective system. As the majority of xylanases
used in feed applications have very similar intrinsic ther-
mal stabilities, the thermal stability of different products
is mainly a function of the efficiency of the carrier and/or
coating technology used to protect the enzyme product.
The loss of activity can be to some extent avoided by using
dried enzymes, which are applied after pelleting (38).

Poultry Feed. Wheat has been found to have a variable
energy content, depending on local growth conditions.
While there has been found to be no correlation between
the level of total nonstarch polysaccharides in wheat, a sig-
nificant negative correlation between the level of water-
soluble nonstarch polysaccharides and the average metab-
olizable energy (AME) has been demonstrated. It has been
observed that supplementation of a wheat-based broiler
diet with xylanase preparations improved the AME value
of the wheat used by 7–10% (40). An increased release of
proteins and nonstarch carbohydrates from the cells has
been verified by chemical and microscopic analysis (41).
The addition of xylanase enzymes can therefore be used to
improve the nutritive value of wheat-based diets. This is
now common practice in Western Europe and other areas
of the world where wheat is available as a feed cereal.

Enzyme supplementation of wheat-containing diets is,
however, cost sensitive, and the dosages used may not al-
ways be those that give the maximum effect. In practice,

addition levels vary from 300 to 500 g of enzyme prepa-
ration per ton of feed for broilers (42). Too-high enzyme
dosages have, in some cases, led to an imbalance between
protein and energy.

Due to the inherent variations in biological systems,
small fluctuations in results from place to place have been
observed (38). This should be contrasted with the more tra-
ditional enzyme applications, where the response is much
more predictable and can even be mathematically mod-
eled. It has been observed that wheat with a lower AME
than average responds more to the enzyme supplementa-
tion, thus introducing another source of variation in the
response. Despite this, however, xylanases are now rou-
tinely used in wheat-containing diets for broilers, and con-
siderable efforts are being made to understand their mode
of action and predict their effects. Similar results have also
been obtained with rye-based diets (43). The effects ob-
tained with commercial enzymes may sometimes be due to
the action of several enzymes, as the commercial prepa-
rations often contain several polysaccharide-degrading ac-
tivities.

As compared with broilers, laying hens and turkeys are
more mature animals with a more developed digestive
tract, better able to cope with the nonstarch polysaccha-
rides in cereals and vegetable sources. It has been observed
that the advantage of the extra energy liberated by the
enzyme supplementation of the feed can be gained by
changing the feeding strategy. As the enzyme effect has
been found to decrease during the growth of the birds, ag-
ing, a feeding strategy where enzyme dose is reduced as
the feeding program continues, may provide a more cost-
effective route for improvement of feed efficiency and per-
formance.

Pig Feed. Pig feeds containing very high levels of wheat
are also less common, as the formulation of pig feeds tends
to be multicereal based. According to some experiments,
however, increasing levels of xylanase supplementation,
up to 600 g of the commercial enzyme per ton of feed (con-
taining 20–35% barley and 30–35% wheat), resulted in im-
provement of performance, as measured by feed conversion
ratio and live weight gain (38).

Pig feeds normally contain more by-products than poul-
try feeds because of the overall higher digestive efficiency
of the pig compared with poultry. These by-products can
also be upgraded by enzyme supplementation and, in some
instances, offer higher potentials than the materials from
which they are derived. The presence of noncereal feed raw
materials in the complex diet (e.g., rapeseed meal, sugar
beet pulp, sunflower meal) has been found to diminish the
enzyme effect, as the substrates present were not degrad-
able by the xylanase used. This implies that attention
must be paid to the raw material composition of pig diets
if the maximum enzyme effect is to be achieved (38).

Pulp and Paper

In the pulp and paper industry, hemicellulases are mainly
used to improve the bleachability of pulps. In this appli-
cation, xylanases are the most important group of en-
zymes, although mannanases may also facilitate the
bleaching of certain types of pulps (44). In addition, xylan-
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ases have been present in enzyme preparations used to
improve the drainage (water removal) or deinking of re-
cycled fibers. The mechanisms in these applications are,
however, not clear, and they are obviously not based solely
on the action of hemicellulases.

Pulping and Bleaching Processes. The main aim in chem-
ical pulping is to remove lignin and to separate the wood
fibers from each other to render them suitable for the
paper-making process. In the pulping process, the lignified
middle lamella located between the wood fibers is solubi-
lized by various chemicals. Today, the predominant pulp-
ing method is the kraft process, where the cooking liquors
are incinerated and the cooking chemicals recycled.

In bleaching, the primary goal is to remove the low
amount of residual lignin present in the pulp after cooking
without decreasing the molecular weight of cellulose. Lig-
nin in unbleached pulps typically represents only about 1%
of the dry weight. During pulping, however, lignin is chem-
ically modified and condensed, resulting in poorly degrad-
able structures. Cooking and bleaching are separate pro-
cess phases, differing from each other with respect to the
selectivity of the chemicals used. In the bleaching pro-
cesses, lignin is sequentially degraded and extracted in
several phases. Bleaching sequences are generally com-
posed of at least five phases. Previously, the bleaching of
chemical pulps was carried out with elemental chlorine
and chlorine dioxide. In Europe today pulp is bleached by
elemental chlorine free (ECF) or totally chlorine free (TCF)
bleaching processes, where oxygen, ozone, or peroxide is
used.

Extensive modifications of hemicelluloses take place
during pulping processes. During conventional kraft cook-
ing, part of the hemicelluloses is first solubilized in the
cooking liquor. At the start of the kraft process xylan in
wood is partly solubilized by the alkaline cooking liquid
and many of the side groups are cleaved off. It has recently
been observed that the majority of the 4-O-methylglu-
curonic acid side groups are converted in the early phases
of the kraft cook to hexenuronic acid (45). In the later
phases of the process, when the alkalinity of the cooking
liquor decreases, part of the solubilized xylan is relocated
onto the cellulose fibers (46). Although glucomannan is the
main hemicellulose in softwood, the bulk of glucomannans
are dissolved and degraded during kraft pulping. Repre-
cipitation of glucomannan has not been reported to take
place to the same extent as xylans. Thus, the relative
amount of xylan is increased in pine kraft pulp as com-
pared to pine wood (2).

In addition to xylan, lignin is also partially readsorbed
on the fibers. Lignin has been reported to be linked to hem-
icelluloses, forming lignin–carbohydrate complexes (LCC).
Furthermore, hemicelluloses seem to physically restrict
the passage of high molecular mass lignin out of the pulp
fiber cell wall, and thus the removal of hemicelluloses, es-
pecially xylan, can be expected to enhance the extractabil-
ity of residual lignin from pulps.

Modification of Fibers by Hemicellulases. The effect of
hemicellulases in bleaching is based on the modification of
pulp hemicelluloses, enhancing the removal of lignin in
chemical bleaching. It has been proposed that the action

of xylanases is due to the partial hydrolysis of reprecipi-
tated xylan or to removal of xylan from the lignin-
carbohydrate (LC) complexes. Both mechanisms would
lead to enhanced diffusion of entrapped lignin from the
fiber wall. In softwood kraft fibers, removal of xylan by
xylanases was found to uncover lignin (47). Thus, it can be
expected that removal of xylan improves the extractability
of lignin by exposing lignin surfaces.

The partial hydrolysis of xylan or glucomannan may
also degrade and improve the extractability of LCC. Both
softwood and hardwood kraft pulps have been reported to
contain LCC in which carbohydrates and lignin may be
connected to each other by ether or glycosidic linkages (48).
However, no direct evidence for the type of linkage(s) ex-
isting between hemicelluloses and lignin has yet been pre-
sented. The action of xylanases on both reprecipitated and
LC xylan in enhancing bleachability suggests that it is
probably not only the type but also the location of the xylan
that is important in the mechanism of xylanase-aided
bleaching.

Hemicellulases in Bleaching Processes. The use of xylan-
ases in different bleaching sequences uniformly leads to a
reduction in chemical consumption (8,44). The benefits ob-
tained by enzymes are dependent on the type of bleaching
sequence used, as well as on the residual lignin content
(measured as the kappa number) of the pulp. Originally,
xylanases were studied to reduce the consumption of ele-
mental chlorine. Later, xylanases were combined with
various ECF and TCF bleaching sequences to improve the
otherwise lower brightness of pulp or to decrease the
bleaching costs. In chlorine bleaching, an average reduc-
tion of 25% in active chlorine consumption in prebleaching,
or a reduction of about 15% in total chlorine consumption
has been reported both in laboratory scale and in mill tri-
als. As a result, the concentration of chlorinated com-
pounds, measured as adsorbable organic halogen (AOX),
in the bleaching effluent during mill trials was reduced by
15–20% (8). Today, xylanases are industrially used both in
ECF and TCF sequences. In ECF sequences the enzymatic
step is often implemented due to the limiting chlorine di-
oxide production capacity. The use of enzymes allows
bleaching to higher brightness values when chlorine gas is
not used. In TCF sequences, the advantage of the enzy-
matic step is due to improved brightness, maintenance of
fiber strength, and savings in bleaching costs.

The amount of enzyme needed for the bleaching is also
a key parameter with respect to both enzyme cost and yield
loss. Generally, it seems that although the hydrolysis (the
solubilization of carbohydrates) increases as a function of
the enzyme dosage used, no further benefits can be ob-
tained to the bleachability after a certain limit (49). Thus,
to maximize the positive effect of the enzyme on the pulp
kappa number and brightness, and simultaneously to min-
imize the yield loss, laboratory-scale experiments are
needed to optimize the enzyme dosage.

Enzymatic pretreatment has been shown to be fully
compatible with existing industrial equipment, which is a
considerable advantage of this method, especially when
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Table 2. Cost Savings with Xylanases in Bleaching

Chemical savings
Chlorine dioxide $4 /ton

Costs
Enzyme $1.5 /ton
Acid $0–0.2 /ton

Net savings $2.3–2.5 /ton pulp

Source: From Roehm Enzymes, Finland.

compared with some other competing technologies. Xylan-
ases are typically mixed with water before being added to
the unbleached pulp by a shower bar and allowed to react
in the high-density storage tank for 1 or 2 h before the
subsequent chemical bleaching steps. Presently a number
of mills in North America and Scandinavia use enzymes
continuously.

The approximate price of xylanase in 1997 was less
than $2/ton pulp. Estimations for the capital cost of en-
zyme delivery and pH adjustment varied from $10,000 to
$1,000,000 in 1995. The potential economic benefits of en-
zyme bleaching are significant to the pulp and paper in-
dustry. Calculation of the relative economic benefits in an
ECF sequence reveals that the reduction of the chlorine
dioxide consumption leads to savings of at least $2/ton
pulp (Table 2). The costs of oxygen-based chemicals (ozone,
peroxide) are even higher and the respective savings even
more pronounced.

FUTURE OUTLOOK

Today, hemicellulases are used in three major industrial
sectors: in food as baking aids, in feed for increasing the
nutritional value, and in the pulp and paper industry for
saving chemical costs. Most applications are based on the
action of xylanases, and several commercial xylanase prep-
arations with different properties are available. The future
developments of hemicellulases aim at more efficient and
stable enzymes. Obviously, enzymes with different pH and
higher-temperature optima and stability are desired for
most applications. Thermal stability has been identified as
one of the key properties in all industrial sectors. The use
of monocomponent enzyme products, alone or in optimized
combinations for targeted use, will also become more com-
mon. Tailored side group cleaving enzymes will be avail-
able, in addition to the present major endoglycanases. Al-
ready most of the industrial enzymes are produced by
strains developed by genetic engineering. These tech-
niques are expected to lead to more cost-efficient enzyme
products.
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INTRODUCTION

Hemicellulose is a plant cell wall polysaccharide that is
localized mostly in cell wall middle lamella. It is in close
association with cellulose, lignin, and pectic materials.
This close association contributes to the rigidity and flex-
ibility of the plant cell wall. Hemicellulose is the third-
most abundant polymer in nature. In some plants, it com-
prises up to 40% of the total dry material. Unlike cellulose,
hemicellulose exhibits a wide diversity in both structure
and constitution. The degree of polymerization of hemicel-
lulose is usually less than 200. The type and amount of
hemicellulose vary widely, depending upon plant material,
type of tissue, stage of growth, and so on. For those rea-
sons, it is difficult to obtain a typical sugar composition of
a typical hemicellulose.

Hemicelluloses are heteropolysaccharides that are com-
posed of various hexoses (e.g., glucose, mannose, and ga-
lactose), pentoses (D-xylose and L-arabinose), uronic acids,
acetic acid, and other minor sugars. Thus, by definition,
hemicelluloses are short branched-chain heteropolysac-
charides of mixed hexosans and pentosans that are easily
hydrolyzed (1). The most common form of hemicellulose is
composed of xylose polymer (xylan) that is found in large
quantity in annual plants and deciduous trees and in
smaller amounts in conifers. Xylan of grasses and cereals
is generally characterized by the presence of L-arabinose,
which is linked as a single unit side chain to a D-xylose
backbone. Hydrolysis of hemicellulose in annual plants,
agricultural wastes, and hardwood yields glucose, D-
xylose, L-arabinose, and other minor sugars. Table 1 sum-
marizes the amounts of hemicellulose in different plant
materials; Table 2 summarizes the sugar composition of
selected biomass materials after the hydrolysis.

HEMICELLULOSE HYDROLYSIS

Hemicellulose can be hydrolyzed to its sugar constituents
either enzymatically or chemically. Chemical hydrolysis of
hemicellulose is much easier to accomplish than the hy-
drolysis of cellulose due to the heterogeneous nature of
hemicellulose, its chemical composition, and its low degree
of polymerization. Most acids are good hydrolytic agents.
The most common method of acid hydrolysis uses dilute
mineral acids. Frequently during acid hydrolysis, xylose is
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Table 1. Biomass Constiuents

Type of material Hemicellulose (%) Cellulose (%) Lignins (%)

Monocotyledons

Stems 25 � 50 25 � 40 10 � 30
Leaves 80 � 85 15 � 20 –
Fibers 5 � 20 80 � 95 –

Woods

Hardwood (angiosperms) 24 � 40 40 � 55 18 � 25
Softwood (gymnosperms) 25 � 35 45 � 50 25 � 35

Papers

Newspaper 25 � 40 40 � 55 18 � 30
Wastepaper 10 � 20 60 � 70 5 � 10
Waste fibers 20 � 30 60 � 80 2 � 10

Source: From Ref. 2.

Table 2. Hemicellulose Neutral Carbohydrate Content of Agriculture Residues

% of total sugars

Plant Residues Xylose Arabinose Glucose Others

Corn residues
Cobs 65.1 9.6 25.3 –
Leaves 59 9.4 29.1 2.5
Stalks 70.5 9.0 14.5 5.9
Husks 53.5 12.3 32.6 1.6
Pith 71.5 9.8 15.7 3
Fibers 63.8 6.6 26.8 2.8

Wheat straw 57.9 9.1 28.1 5
Soybean

Stalks and leaves 59.9 6.6 6.1 27.4
Hulls 26.6 12.7 21 39.7

Sunflower
Stalks 60.6 2.2 32.6 4.6
Pith 10.7 11.8 63.5 14

Flax Straw 64.6 12.8 1.2 21.4
Sweet clover hays 49.3 21.9 8.9 9.9
Peanut hulls 46.3 5 46.6 2.1
Sugarcane bagasse 59.5 14.5 26 –

Source: From Ref. 3.

degraded rapidly to furfural and condensation byproducts.
Some degradation products are inhibitory to microorgan-
isms. The toxic effect of those chemicals on cell growth and
ethanol formation of Pichia stipitis and Saccharomyces cer-
evisiae are shown in Tables 3 and 4 (4). The use of a very
dilute acid (less than 0.2% acid by weight), shorter reaction
time, a lower reaction temperature, and rapid removal of
hydrolytic agents are preferred to prevent the decomposi-
tion of sugars, particularly xylose. In recent years, a great
deal of research has focused on the dilute acid hydrolysis
of agricultural residues and wood products to obtain hemi-
cellulose sugars (5,6).

BIOCONVERSION OF HEMICELLULOSE SUGARS

When cellulosic materials are subjected to hydrolysis, a
mixture of monosaccharides is produced. The predominant

sugars released are glucose, xylose, and to a lesser extent,
arabinose, galactose, and mannose. When microorganisms
are exposed to this sugar mixture, the phenomena of
diauxic growth and differential rates of sugar utilization
are often observed. The differential utilization of sugars by
a given microorganism is dictated by sugar uptake, utili-
zation rates, and by the degree of catabolite repression,
which affects specific enzyme activity and biosynthesis. As
a rule, microorganisms prefer glucose over galactose, fol-
lowed by xylose and arabinose.

Because hemicellulose is abundant in nature and re-
newable, extensive research has been undertaken to con-
vert hemicellulose-derived carbohydrates, particularly xy-
lose, into useful products. In this article, the emphasis is
on the utilization of hemicellulose-derived xylose into eth-
anol, xylitol, and 2,3-butanediol. Other products such as
solvents (acetone and butanol) (7) and single-cell proteins
(8) have been reviewed.
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Table 3. The Effect of Potential Inhibitors on Pichia stipitis Growth and Ethanol Production from Xylose

Compounda Concentration (g/L) % Inhibition (Growth) % Inhibition (EtOH)

Furfural 2 99 95
HMF 5 98.6 91.4
Acetate 10 36 69
HBA 0.75 70 84
SGA 0.75 62 80
Vanillin 0.5 88 89

Source: From Ref. 9.
aHMF, hydroxymethylfurfural; HBA, hydroxybenzaldehyde; SGA, siringaldehyde.

Table 4. The Effects of Potential Inhibitors on S. cerevisiae Growth and Ethanol Production from Glucose

Compounda Concentration (g/L) % Inhibition (Growth) % Inhibition (EtOH)

Furfural 2 90 89
HMF 5 89 95
Acetate 10 48 27
HBA 0.75 53 37
SGA 0.75 61 54
Vanillin 0.5 51 30

Source: From Ref. 9.
aHMF, hydroxymethylfurfural; HBA, hydroxybenzaldehyde; SGA, siringaldhyde.

ETHANOL

Ethanol is the most studied metabolic product from xylose
by fermentation. Ethanol can be used as a “neat” fuel sub-
stitute for gasoline. It can also be used as an oxygenated
fuel extender by converting ethanol to ethyl tertiary-butyl
ether (ETBE). Using ethanol as fuel and fuel extender pro-
vides energy security and diversity, improves global com-
petitiveness, reduces trade deficits, revitalizes the agricul-
tural industry, and promotes energy independence. It also
improves the environment by improving urban air quality
and by reducing the threat of global warming. Currently
the production of ethanol from biomass is not competitive.
Many research efforts were made to achieve the economi-
cal production of ethanol from biomass (for review see Ref.
9). In order to increase ethanol production efficiency from
biomass, full and efficient utilization of hemicellulose car-
bohydrates is essential.

Conversion of Xylose to Ethanol by Yeasts

Yeasts are facultative organisms that have the ability to
produce energy for their own use from suitable organic
compounds under either aerobic or anaerobic conditions.
Under aerobic conditions, sugars are metabolized to car-
bon dioxide and water for the production of energy and cell
constituents. Under anaerobic conditions, most sugars are
metabolized to ethanol by a process known as alcohol fer-
mentation. Although many facultatively fermentative
yeasts utilize xylose as carbon source for growth, the abil-
ity of those yeasts to produce ethanol from xylose is limited
(10).

Yeast strains that utilize xylose often produce xylitol
from xylose extracellularly as a normal metabolic activity,
but only a few can produce significant quantities of etha-
nol. The prominent strains that produce ethanol from xy-

lose include Kluveromyces maxianus (11), Pachysolen tan-
nophilus, Candida shihatae, and Pichia stipitis. However,
the efficient production of ethanol from xylose is limited by
the regulation of dissolved oxygen as well as by the imbal-
ance of cofactors in the metabolic pathway during xylose
utilization. In recent years, there have been many efforts
carried out to improve yeast strains to produce ethanol
from xylose more efficiently.

Metabolic Pathway. Ethanol fermentation by yeasts
from xylose can be divided into four distinctive steps. The
first step is the reduction of xylose to xylitol, mediated by
NADPH/NADH-linked xylose reductase (XR). This is fol-
lowed by the oxidation of xylitol to xylulose, mediated by
NAD-linked xylitol dehydrogenase (XDH). Xylulose-5-
phosphate, the key intermediate, is generated from the
phosphorylation of xylulose by xylulose kinase. Xylulose is
then channeled into the pentose phosphate pathway for
further metabolism (Fig. 1). In contrast, a great majority
of bacteria convert xylose into its ketoisomer, xylulose, me-
diated by xylose isomerase (commonly known as glucose
isomerase) as the initial step in xylose metabolism.

Ethanol Yield and Carbon Balance. Starting with 6 mol-
ecules of xylose, 10 molecules of ethanol can be produced
using the combination of two pathways (Fig. 1). The net
equation for the reactions leading to the production of eth-
anol from xylose is

6 xylose to 10 ethanol � 10 CO2

These values are the theoretical maximum yields (same as
for glucose fermentation) that represent the maximum
value, which can be achieved only if no sugar is assimilated
to cell mass or oxidized through the TCA cycle. Of the total
carbon contained in xylose, two-thirds goes to ethanol, and
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Figure 1. Abbreviated pathways
for xylose utilization by microorgan-
isms. (a) Yeast pathway; (b) bacte-
rial pathway; (c) yeast xylitol path-
way. (1) Xylose reductase; (2) xylitol
dehydrogenase; (3) xylulokinase;
(4) xylose isomerase.
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the other one-third is lost as CO2. On a weight basis, the
yield of ethanol from both xylose and glucose is 51%.

Yeasts That Ferment Xylose to Ethanol. Following are the
general characteristics of yeasts that ferment xylose to eth-
anol.

1. Oxygen requirement (12).
a. Oxygen is required for the efficient uptake of xy-

lose.
b. Under low dissolved oxygen (DO) conditions, the

electron transport system is not able to oxidize
NADH efficiently, this causes the imbalance of
NADH/NAD� that leads to the accumulation of
xylitol.

c. An increase in DO will enhance cell growth and
xylose fermentation.

d. When oxygen is in excess, TCA cycle activity is
enhanced, which results in excessive cell growth
and causes the reassimilation of ethanol pro-
duced.

e. The reassimilation of ethanol leads to the accu-
mulation of acetaldehyde and acetic acid.

f. The optimal DO gives the lowest xylitol accumu-
lation with the highest ethanol yield.

2. Enzyme cofactor imbalance

a. Xylose reductase and xylitol dehydrogenase have
different cofactor requirements.
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b. Different nitrogen sources (organic vs. inorganic)
affects the level of xylitol dehydrogenase activity
(13).

c. Different DOs affect the balance of cofactors.
3. Low ethanol tolerance compared with that in S. cer-

evisiae

a. Fermentation is inhibited at an ethanol concen-
tration of 42 to 45 g/L.

4. Xylitol, glycerol, arabitol, and acetate are the com-
mon byproducts.

5. Higher sensitivity to potential fermentation inhibi-
tors than glucose-fermenting yeast strains during
glucose fermentation (Tables 3 and 4).

6. Specific ethanol productivity from xylose is at least
one order of magnitude lower than that in glucose
fermentation by S. cerevisiae.

Natural Yeast Strains. P. tannophilus, C. shehatae, and
strains of P. stipitis are three of the most intensively stud-
ied naturally occurring yeast species that produce a sig-
nificant quantity of ethanol from xylose.

Pachysolen tannophilus. P. tannophilus is an unusual
yeast that was originally isolated by Wickerham (14) from
wood sulfite liquor. This yeast was the first naturally oc-
curring yeast species that was found to produce a signifi-
cant quantity of ethanol from xylose (15). More detailed
studies of this yeast were reported by Slininger et al. (16).
As described in the literature, ethanol production from xy-
lose by P. tannophilus exhibited the following character-
istics:

1. A small amount of oxygen was required for optimal
ethanol production.

2. A lag phase of about 20 h was observed before the
accumulation of ethanol.

3. Ethanol yield was reported to be 0.34 g ethanol per
g xylose consumed (68% of the theoretical value).

4. Optimal temperature for cell growth and ethanol
production was 32 �C.

5. Optimal pH for cell growth was 2.5–4.5, and optimal
pH for ethanol production was 2.5.

6. Ethanol is reassimilated under high DO conditions.
7. Ethanol production was subjected to substrate (55

g/L xylose) and product (30 g/L ethanol) inhibition.
8. Xylitol was accumulated during fermentation.

Candida shehatae. The ability of C. shehatae to produce
ethanol from xylose was first reported by du Preez and van
der Walt (17) in 1983. Since then, many studies have been
conducted relating to the properties of this yeast. As de-
scribed in the literature (18–20), ethanol production from
xylose by C. shehatae exhibited the following characteris-
tics:

1. A small amount of DO is required for maximal eth-
anol production.

2. Cell growth was inhibited at an ethanol concentra-
tion of 37.5 g/L, and cell viability was significantly
lower in the presence of up to 50 g/L ethanol.

3. Glucose and mannose are the preferred substrate in
a sugar mixture.

4. Ethanol yield can be as high as 84% of the theoretical
value (0.43 g ethanol per g xylose consumed).

5. The maximum ethanol production rate was 0.48 g/
g/h at 50 g/L xylose.

6. Xylitol was accumulated under very limited DO con-
ditions due to the accumulation of NADH.

7. Under high DO conditions, the ethanol produced was
reassimilated.

Pichia stipitis. P. stipitis is the most effective natural
yeast for the conversion of xylose to ethanol. This yeast
species shares many characteristics with its close relative
C. shehatae. Toivola et al. (21) performed a systemic
screening program with type strains of some 200 yeast spe-
cies and identified P. stipitis as one of the yeast species that
produces ethanol from xylose. There are many studies that
explored the properties of this yeast in relation to its oxy-
gen requirement, ethanol tolerance, enzyme cofactors bal-
ance, and so on. As described in the literature (22,23), eth-
anol production from xylose by P. stipitis exhibited the
following characteristics:

1. Trace oxygen was required to sustain cell growth and
maintenance.

2. P. stipitis has a higher ethanol (64 g/L) tolerance
than other xylose-fermenting yeasts.

3. Compared with C. shehatae, P. stipitis has a lower
specific ethanol productivity but a higher ethanol
yield.

4. Up to 57 g/L of ethanol can be accumulated by P.
stipitis.

5. Xylitol production by P. stipitis was lower than other
xylose-fermenting yeasts.

6. The optimum temperature for ethanol production
was 25 �C.

7. The optimum pH range for growth and fermentation
was 4–7.

8. Ethanol was reassimilated at high DO levels, and
acetate was formed when ethanol was metabolized.

Genetically Modified Yeasts. Attempts to modify the
xylose-fermenting pathway in S. cerevisiae using the xy-
lose isomerase gene from various bacterial sources have
not been successful (24) in spite of previous reports show-
ing the ability of glucose-fermenting yeast strains, S. cer-
evisiae (25) and Schizosaccharomyces pombe (26), to pro-
duce ethanol from xylulose or from xylose in the presence
of xylose isomerase (glucose isomerase) (27) (Fig. 2). Other
approaches of improving yeast strains through genetic re-
combination have met with some encouraging results.

Saccharomyces cerevisiae. Kotter and Ciriacy (28) stud-
ied xylose utilization of a S. cerevisiae transformant that
expressed two key enzymes (xylose reductase and xylitol
dehydrogenase) derived from P. stipitis in xylose metabo-
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Figure 2. Production of ethanol from xylose by Baker’s yeast in the presence of xylose isomerase.
Source: From Ref. 27.

lism. Under fermentative conditions, the transformant
converts only half of available xylose to xylitol and ethanol.
The acquired ability to ferment xylose was interpreted to
be a result of the duel cofactor dependence of XR and the
generation of NADPH by the pentose phosphate pathway.
The limitation of xylose utilization in the transformant
was likely caused by an insufficient capacity of the non-
oxidative pentose pathway, as indicated by the accumula-
tion of sedoheptulose-7-phosphate and the absence of
fructose-1,6-diphosphate and pyruvate accumulation.

Recombinant Yeast Saccharomyces 1400 (pLNH33). The
recombinant yeast strain Saccharomyces 1400 (pLNH33)
was developed using the high-ethanol-tolerance Saccha-
romyces yeast 1400 (29) as the host and cloned with the
xylose reductase and xylitol dehydrogenase genes from P.
stipitis, and the xylulokinase gene from S. cerevisiae. Sac-
charomyces 1400 (pLNH33) was shown to ferment both
sugars in a 1:1 mixture of glucose (52.8 g/L) and xylose
(56.3 g/L) (Fig. 3) to ethanol under microaerobic condition
in a relatively high yield (84% of theoretical value) (30). A
final ethanol concentration obtained was 50 g/L after 48 h
of incubation. This recombinant was also shown to produce
ethanol from glucose and xylose that were derived from

corn fiber during simultaneous saccharification and fer-
mentation process in the presence of a fungal cellulase
(31).

Conversion of Xylose to Ethanol by Bacteria

A wide range of bacterial species utilizes D-xylose and L-
arabinose as carbon and energy sources. In most case, the
direct isomerization of aldopentoses to their corresponding
ketoses is the first step in pentose metabolism. For ex-
ample, D-xylose is converted into D-xylulose, and L-
arabinose is converted into L-ribulose. L-Ribulose can be
converted into D-xylulose by epimerase. D-xylulose is the
key intermediate for further metabolism. For this reason,
most bacterial species can readily utilize L-arabinose as
well.

Bacterial species, particularly those belonging to Kleb-
siellae and Erwinia, and Escherichia coli, are well known
for their ability to metabolize hexoses and pentoses to pro-
duce either neutral compounds (butanediol, acetoin, and
ethanol) or mixed acids and ethanol: Research on the pro-
duction of ethanol from pentoses by bacteria has revolved
around the improvement of such bacteria through genetic
recombination.
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Klebsiella oxytoca M5A1. Pyruvate decarboxylase and
alcohol dehydrogenase genes encoding the ethanol path-
way from Zymomonas mobilis were transferred into K.
oxytoca (32) The transformant, K. oxytoca M5A1, was able
to divert pyruvate from the normal fermentative pathway
to ethanol production. K. oxytoca M5A1 was able to pro-
duce ethanol from both glucose and xylose in excess of 40
g/L with an efficiency of 0.48 g of ethanol per g xylose and
0.5 g of ethanol per g glucose. The maximal volumetric
productivity for both sugars was similar (ca. 2 g/L).

Klebsiella planticola. Multicopy plasmids containing the
Z. mobilis pyruvate decarboxylase gene were inserted into
K. planticola. The transformant was shown to produce 31.6
g/L ethanol from a mixture of sugars (79.6 g/L) that in-
cluded xylose (33). The yield of acids (formate, acetate, lac-
tate) and butanediol was reduced significantly.

Escherichia coli. Pyruvate decarboxylase of Z. mobilis
was transferred into E. coli (34). The transformant was
able to produce 39.2 g/L ethanol from 80 g/L xylose with

an indicated yield of 96% of the theoretical value. The max-
imal volumetric productivity was 0.7 g ethanol per liter per
hour in batch fermentation (35).

Zymomonas mobilis. Two operons encoding xylose as-
similation enzymes (xylose isomerase and xylulokinase)
and pentose phosphate pathway enzymes (transaldolase,
and transketolase) were constructed and introduced into
Z. mobilis (36). The transformant, CP4 (pZB5), was able
to not only grow but also ferment xylose anaerobically into
ethanol. This transformant also acquired the ability to fer-
ment glucose and xylose simultaneously with a slower rate
of xylose than glucose utilization. Anaerobic fermentation
using equal amounts of glucose (25 g/L) and xylose (25
g/L) in mixture gave an ethanol yield of 25 g/L ethanol
with 95% of the theoretical yield within 30 h.

Conversion of Xylose to Ethanol by Mycelial Fungi

Several filamentous fungi belonging to the genera Fusar-
ium, Mucor, Rhizopus, and Monilia are known to ferment
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both glucose and xylose to ethanol (37). The early work on
xylose metabolism in Fusarium lini indicated the potential
for ethanol production from xylose by this fungus (38).
Overall, the slow rate of ethanol production from xylose by
fungi is undesirable because it would add to capital costs
in industrial application. However, because additional eth-
anol can be obtained from xylose, the use of mold for this
purpose is an option.

XYLITOL

Xylitol is a five-carbon sugar alcohol that occurs naturally
in small quantities (less than 0.9 g/100g) in many fruits
and vegetables that constitute part of human diet. It is the
only so-called second-generation polyol sweetener that is
allowed to have specific health claims in some world mar-
kets. Unfortunately, it is one of the most expensive polyol
sweeteners. Availability and cost of production are the ob-
stacles impeding the increased use of xylitol. On an indus-
trial scale, xylitol is produced through chemical reduction
of xylose derived from hemicellulosic hydrolyzate. Birch
hydrolyzate is the most common substrate. The chemical
process is expensive because of the high temperature and
high pressure required for hydrogenation of xylose. Fur-
thermore, extensive steps for separation and purification
add to the cost.

Xylitol can be formed as a metabolic intermediary of D-
xylose utilization by a wide range of microorganisms. It is
converted from xylose either by NADPH-dependent alde-
hyde reductase, or from xylulose by NADH-dependent xy-
litol dehydrogenase (Fig. 1). Many natural yeast strains
have the ability to produce a significant quantity of xylitol
from xylose extracellularly as a normal metabolic activity.
The prominent strains that produce xylitol include Can-
dida sp. (39), Candida boidinii (40), Candida guillermon-
dii (41), Candida parapsilosis (42), Candida tropicalis (43),
and Debaryomyces hansenii (44). However, xylose is an ex-
pensive substrate for xylitol production. Recent advances
in obtaining xylose-rich hemicellulose hydrolyzates from
lignocellulosic materials can provide ample substrate for
the biological production of xylitol inexpensively. As a re-
sult, xylitol can be potentially produced from such mate-
rials as an option for effective utilization of lignocellulosic
biomass.

Usually the weight yield of xylitol produced from xylose
by naturally occurring yeast species is around 75 to 80%.
Two of the reasons for the relatively low yield are the
growth of cells and the need for energy maintenance. Ide-
ally, xylitol overaccumulation would occur if the pathway
from xylitol to xylulose was cut off, but this is unrealistic
because of the redox balance. The next option is to reduce
the activity of xylitol dehydrogenase. Therefore, the
mutation–selection technique, based on differential
xylose–xylitol utilization, can be applied to obtain high-
xylitol-producing organisms. Based on this principle, a mu-
tant strain from a proficient xylose-utilizing Candidayeast
was selected; it had xylitol weight yields as high as 90%
from xylose (45).

The production of xylitol from hemicellulosic materials
has been considered as an alternative approach in the util-

ization of the xylose fraction of biomass substrates and the
production liquid of fuels and chemical feedstocks. Over
the years, many studies have been conducted utilizing the
hemicellulose portion of agricultural residues for xylitol
production. The materials studied include sugarcane ba-
gasse (39,46), Eucalyptus wood (47), and rice straw (48).

2,3-BUTANEDIOL

Butanediol (butylene glycol) is a colorless and odorless liq-
uid with a high boiling point (180–184 �C) and a low freez-
ing point (60 �C). The heating value of butanediol (27,198
J/g) is similar to that of ethanol (29,055 J/g) and methanol
(22,081 J/g). It can be dehydrated to methylethyl ketone
(MEK) and used as an octane booster for gasoline or as
high-grade aviation fuel. MEK can be dehydrated to 1,3-
butadiene and dimerized to styrene. Therefore, butanediol
has a diverse industrial usage particularly as a polymeric
feedstock in addition to its use for manufacturing butadi-
ene or antifreeze (49).

Among many isomers, 2,3-butanediol is the only one
that can be produced by microorganisms. Bacterial species
of Klebsielleae are known to metabolize hexoses and pen-
toses derived from hemicellulose to produce 2,3-
butanediol, acetoin, and ethanol as metabolic products.
Other groups of enterobacteria such as Erwinia also utilize
hemicellulose-derived carbohydrates to produce mixed ac-
ids and 2,3-butanediol. Research on the production of bu-
tanediol and its immediate precursor, acetoin, from renew-
able biomass has revolved around the microorganisms
Klebsiella oxytoca (K. pneumonia) and Enterobacter aero-
genes (Aerobacter aerogenes).

Butanediol-producing bacteria utilize all the major sug-
ars (hexoses and pentoses) to produce butanediol in high
yield and high concentration (up to 10%, w/v) under opti-
mum conditions (e.g., DO, pH, etc.) (49,50). Three en-
zymes, �-acetolactate synthetase (ALS), �-acetolactate de-
carboxylase (ALDC), and acetoin reductase (AR), are
directly responsible for the accumulation of 1 mole of bu-
tanediol from 2 moles of pyruvate (51). In K. terrigena and
E. aerogenes, these enzymes are encoded by the gene budB
(ALS), budA (ALDC), and budC (AR), respectively. The
three genes are organized in an operon and activated by
transcriptional products of the budR gene (52). The ex-
pression of the operon is optimal under anaerobic condi-
tions at low pH environments and in the presence of a low
concentration of acetate. The metabolic pathway leading
to butanediol formation is shown in Figure 4.

DO has a profound effect on butanediol production and
end-products distribution. Oxygen supply is important be-
cause it determines the flow of carbon source via the res-
piratory pathway versus the butanediol-producing fermen-
tative pathway. The role of oxygen supply on biomass and
butanediol accumulations has been studied extensively.
Butanediol yield may be optimized by minimizing the
available oxygen. However, with a small oxygen transfer
rate, the cell yield will be low, causing the total reaction
rate to slow down. In the presence of excessive oxygen,
metabolism leads to the oxidation of NADH to NAD�. A
high NAD�/NADH ratio leads to excessive biomass accu-
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mulation. There is a general agreement among the inves-
tigators that the oxygen supply rate is perhaps the most
critical criterion for the performance of butanediol fermen-
tation (see Ref. 53 for detail).

In addition to DO, the pH environment also exerts great
influence on the product distribution and yield. In entero-
bacteria, the type and ratio of fermentation products
formed depend on two biochemical constraints: the need to
maintain redox balance, and the requirement for main-
taining the pH of the medium in a physiological range.
Therefore, in a different pH environment, different relative
amounts of end products are formed, resulting in an in-
creased proportion of neutral compounds and decreased
pH of the medium (53). Under a neutral or high-pH envi-
ronment, bacteria tend to utilize a carbon source for cell
growth and organic acid production. It has been shown
that when the pH is lower than 6, over 50% of the pyruvate
was channeled into butanediol production. Under this con-
dition, enzymes of the butanediol pathway can constitute
as much as 2.5% of the total protein in E. aerogenes (54).

Zeng et al. (55), investigated the effect of pH on growth
and product formation from glucose by E. aerogenes in a
continuous culture operation and found the pH range of
5.5–6.5 is optimal for butanediol and acetoin production.
A similar pH optimum was also observed in K. oxytoca. In

general, the biomass concentration increases steadily with
increased pH. At high pH, butanediol concentration de-
creases and there is a concomitant increase of acetic acid
production. Acetic acid has a dual role in the regulation of
butanediol formation. It serves as activator for butanediol
accumulation at low concentration. At a concentration of
10 g/L or higher, it inhibits butanediol production (56). The
strength of acetic acid inhibition depends on the concen-
tration of its undissociated form, HAc. and the concentra-
tion of HAc is in turn determined by the pH.

The production of butanediol from lignocellulosic ma-
terials has been considered as an alternate approach in the
conversion of biomass substrates to liquid fuels and chem-
ical feedstocks. Over the years, there have been many
studies utilizing agricultural residues for butanediol pro-
duction. The materials studied include hardwood hemicel-
lulose fraction (57,58), wheat and barley straws (59), corn
stover (59), and corn cobs (60).
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INTRODUCTION

Before the advent of monoclonal antibodies and genetically
manipulated cell lines, the major use of primate and hu-
man cells was as a substrate for viral vaccine manufacture
(e.g., polio, rubella, and measles in human diploid cells
MRC 5 or WI 38 [1]).

It was not until the mid 1970s that it was considered
that continuous cell lines may also prove useful for vaccine
production. At the same time, there was a great deal of
interest in the use of interferon in clinical studies. The ma-
jor source was from primary human leukocyte cultures,
but the amount produced was very limited.

Exploitation of animal cell lines in the field of biotech-
nology as opposed to bacteria, filamentous fungi, and yeast
has occurred relatively recently because of complex culture
media, slow population doubling times, and low productiv-
ity levels of cells. The ability of animal cells to glycosylate

proteins in an active form, unlike bacteria, has led to new
developments in manufacturing, purification, and recom-
binant DNA technology in the engineering of cells for pro-
duction of therapeutic proteins. Strict safety standards
must be set for any biological manufacturing process in-
volving eukaryotic protein production, research into the
adaptation of suitable cell lines, the latest bioreactor de-
velopment, immortalization methods, and cell products
are discussed in this article.

HUMAN CELL LINES

Human Diploid Cells

In the 1950s there was an urgent need to produce a vaccine
to combat polio, which led to the use of primary monkey
kidney cells for growing the virus. This was successful un-
til it was discovered after a large amount of vaccine had
been released that monkeys were infected with wild simian
viruses (e.g., SV40) (2).

The unreliability of primary cell culture led to the de-
velopment of human diploid cells, such as MRC 5 and WI
38 (1), and human fetal lung fibroblasts, which were not
infected by SV 40 and are now the preferred substrate.

Human diploid cells are particularly susceptible to vi-
ruses pathogenic to humans (e.g., polio, echo, arbo, rhino,
measles, rubella, and coxsackie A9) and are very valuable
for their isolation and development of vaccines (1–3).

These two cell lines are nontumorigenic, essential when
considering using human diploid cells for live virus vac-
cines in humans (4); have a finite life span (because they
have no malignant characteristics) (5); and begin to se-
nesce after passage (5). These cells must be cryopreserved
to prevent cross-contamination, genetic drift, microbial
contamination, and maintenance of low passage stocks
(6–9).

MRC 5 and WI 38 are free of latent and oncogenic vi-
ruses and are genetically stable; therefore, they are the
permitted cell lines used for producing products such as
vaccines for human use (5), although MRC 5 is preferred
because of its higher replication rate and better tolerance
to environmental changes (1).

Human Carcinomas

Useful in the study of cancer and drug therapy, human
carcinomas are also useful models for the study of normal
and pathophysiological events in vivo (10). Two human co-
lon cell lines particularly useful are CaCo 2 and HT 29
because they undergo enterocyte differentiation in vitro
(11). They have been widely used for studies on the barrier
properties of the human intestine for drug transport and
the cytoprotective activity of potential drugs and their
pharmaceutical formulations (12).

A rotating wall vessel (RVW) designed to simulate cell
cultivation conditions on earth in the microgravity of space
has been set up using these cell lines (13). Reduced shear
forces allow the cells to grow in three-dimensional form, to
differentiate and to mimic the in vivo tissues. This type of
bioreactor could provide an environment for cell cultures,
enabling novel cell aggregate configurations that may be
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usefully applied in the field of pathogenesis of infection and
tissue engineering.

PRIMATE CELL LINES

Vero

The Vero cell line was established in 1962 to overcome the
problem of using primary monkey kidney cells that were
infected with the SV 40 virus (14–16). The use of primary
tissue for poliovirus vaccine became more difficult because
of international agreements on the conservation of wild
animals. The Institute Merieux in France extensively
tested the Vero cell line, demonstrating that Vero cells
show no tumorigenicity, contain no aberrant viruses, and
sustain efficient proliferation of various vaccine viruses
(16). As a result, killed polio vaccine using Vero cells in-
stead of primary monkey kidney cells has been available
in France since 1984. Production is carried out on micro-
carriers in large-scale bioreactors.

Vero is a classical cell line that is still used as a capable
substrate for virus reproduction of a wide variety of com-
pletely unrelated viruses, such as arboviruses, hemor-
rhagic fever viruses, rubella, measles, herpes, and growth
of rickettsiae. (Unfortunately, Vero cells do not culture
wild-type influenza viruses, which still need to be cultured
on primary monkey kidney cells for identification.) Vero
cells have been one of the most powerful basic resources
for the entire field of animal virology in the past quarter
of a century and will be a major cell substrate for virology
and biotechnology in the years to come.

Other primate cell lines, such as COS 1 and COS 7 Af-
rican green monkey kidney cells transformed with the SV
40 virus, have been found along with Vero cells to express
HIV-1-like particles once transfected (17). This important
development offers an alternative to the use of live virus
vectors for the production and evaluation of AIDS vaccines
based on noninfectious particles.

Table 1 summarizes some of the versatile human and
primate cell lines that are currently being used in the bio-
technology industry and the products they have to offer.

IMMORTALIZATION

Primary cell lines can be maintained in vitro for a limited
period. As cells approach senescence (34), they are unable
to synthesize DNA. They reach a crisis point where cell
division ceases and the cells die, this is known as apoptosis,
or programmed cell death.

The ability to develop immortalized cells in vitro is a
powerful tool for the biological investigator. The immor-
talization of cells establishes continuous cell lines that play
an important role in the study of the biology of cell growth,
differentiation, and senescence. Large-scale culture of im-
mortal cell lines enables the production of large quantities
of DNA or any cell product for research or for the phar-
maceutical industry.

The development of the biotechnology industry and the
requirement for eukaryotic cells in the post-translational
processing of protein products of cells has placed a great

deal of pressure on the scientific and regulatory commu-
nities to provide continuous cell lines from specific cell line-
ages that are safe to use and with phenotypic properties
relevant to their tissue of origin.

Table 2 provides the most up-to-date examples of the in
vitro methods used in the immortalization of primary cul-
tures of various cell types.

BIOREACTORS AND PRODUCTS

Bioreactors are used to obtain the maximum quantity of
protein required. Fermenters are used for cell lines that
grow in suspension or for high-density production of cells
(e.g., HIV-1 and HIV-2 in human T lymphoblastoid cells).
Fixed-bed bioreactors are advantageous because they pro-
vide close cell-to-cell contact, which is important for virus
transfer (18). Porous glass spheres in fixed-bed systems
retain nonadherent cells and provide large quantities of
HIV.

For attached cell lines (e.g., 293, human embryo kidney)
(29), solid-support bioreactors have been developed either
by a stirred-tank reactor using microcarriers (55) or
hollow-fiber culture systems (56). For example, the polio
vaccine is prepared in Vero cells grown on microcarriers in
1,000-L tanks (16).

Medium replacement is important when growing cells
on a solid support or in suspension to sustain growth and
protein production. A constant supply of growth factors
must be supplied while reducing buildup of inhibitory me-
tabolites such as lactic acid and ammonia (29). Serum-free
formulations must be considered when dealing with extra-
cellular protein purification from mammalian cells. Other
environmental aspects to be considered for efficient man-
agement of bioreactors are low shear forces, high transfer
rates of oxygen and carbon dioxide, and a controlled mi-
croenvironment.

Examples of new bioreactors are the Technomouse,
which combines the principle of nutrient and oxygen per-
fusion via silicone membranes and organlike cultivation of
human cells (long-term primary tissue culture is possible)
(56). The VERAX process (57) uses a fluidized bed of ma-
croporous collagen carriers, which is particularly suitable
for the production of secreted recombinant products, such
as Aujeszky herpesvirus in Vero cells.

Products

Interferon was the first cytokine to be made from cultured
animal cells, and it is now prepared routinely at more than
95% purity, showing that scale-up to 10,000 L is possible
and economically viable (26). Originally produced from hu-
man white blood cells, only small amounts could be ob-
tained. NAMALWA, a transformed B-lymphoblastoid cell
line, produces plentiful amounts of interferon and is safe
to use on humans. The final product (Wellferon) is of high
purity, correctly glycosylated, and contains at least six dis-
tinct �-interferons, unlike that produced from Escherichia
coli by recombinant DNA technology (27).

Fibronectin, an effective factor for the growth of
anchorage-dependant cells, is produced by HUH 6 (Table
1), a human hepatoblastoma cell line. At more than 90%
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Table 1. Human and Primate Cell Lines

Cell line name Cell line type Product Use Reference

U 937
THP 1
JM, C 8166
JHAN

Human T-cell
lymphoblast

Supports growth of HIV-1 and
HIV-2

Vaccine production and research 18–22

RPMI 2650 Human carcinoma Growth factors autocrine-
stimulator, TGF-�, and TFG-b

Regulation of cell growth and
productivity in vitro of human
epithelial cells

23

HUH clone 5 Human
hepatoblastoma

Fibronectin Attachment factor in serum-free
media

24

NAWALWA Human
lymphoblastoid

IPSF, II� Improves immuno-globulin
productivity from human
hybridomas

25

NAMALWA Human
lymphoblast

Interferon � when infected with
sendai virus and sodium
butyrate

Treatment of hairy cell leukemia
potentiates cytotoxic T cell and
natural killer cell response

26,27

293 Human embryo
kidney

Supports growth of adenovirus
vectors that carry reporter
genes into neuronal cells

Acetylcholin, esterase

Gene therapy in cystic fibrosis
Structure and function analysis

28

293 transformed with
human parathyroid
calcium receptor

Human embryo
kidney

Recombinant protein (similar to
human plasma factor X)

Structural studies and clinical
evaluation and growth of viruses

29–31

HepG 2
PLC/PRF/5
Hep3B

Human
hepatocellular
carcinomas

Human plasma proteins, e.g.,
transferrin, plasminogen, �-
fetoprotein, albumin (PLC/
PRF/5-albumin not produced)

Experimental models for investigation
of plasma protein biosynthesis and
synthesis of hepatitis B surface
antigen HbsAg (not HepG2)

32,33

Vero African green
monkey kidney

Aujeszky virus and oral polio
virus

Vaccine production 16

TFG � transforming growth factor.

purity, its biological activity is the same as commercial fi-
bronectin from hamster kidney cells, BHK 21 (24), but only
2 L of HUH-6 will produce up to 27 mg of protein.

SAFETY CONSIDERATIONS

Any cell line used for the propagation of a specific product
for the pharmaceutical industry must be vigorously con-
trolled. Fully authentic cell banks provide that safety mea-
sure and are stored in liquid nitrogen for indefinite periods.
We only need to recall the first cell line to be isolated, HeLa
in 1950, deemed to be the single most important tool of
biomedical research in the past 50 years. It was sent all
over the world, resulting in mass cross-contamination and
millions of dollars of medical research being lost.

Guidelines have been set for the acceptability of using
human diploid cells for the production of live virus vaccines
in humans (58) to ensure that there are no extraneous mi-
crobial contaminants or transforming factors (59,60). The
increasing use of animal cells for the production of recom-
binant proteins and vaccines means that standardization
in this field is ever more important to ensure the provision
of safe and reliable therapeutic diagnostic reagents
(61,62).

A further major concern is the long-term risk of malig-
nancy represented by heterogeneous contaminating DNA,
especially if it were to contain potentially oncogenic se-
quences (e.g., hepatitis B vaccine produced by recombinant

DNA techniques). The World Health Organization (WHO)
has published strict guidelines on the use of cell lines for
vaccine production (63).

FUTURE TRENDS

Gene Therapy

Recently, treatment of human genetic disorders has been
mediated by gene transfer technology, especially for mono-
genic disorders such as cystic fibrosis. Research has been
carried out into the feasibility of using a defective nonrep-
licating recombinant adenovirus vector to transfer a re-
porter gene (e.g., b-galactosidase) into neuronal cells (28).
Human embryonal kidney cells 293 were used as a pack-
aging cell and cotransfected with the vector, which could
then be inserted into cystic fibrosis patients. Gene therapy
replaces the specific gene sequence into a target cell (28).

If this is successful, this may lead to an improvement
in controlling monogenic diseases in which only a minority
of cells are required for genetic alteration in order to re-
place a deficient enzyme.

Bioartificial Liver

Liver failure is the major cause of mortality in the United
States, with 30,000 deaths per year. There are no artificial
devices available, transplants are effective but donors are
limited.
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Table 2. In Vitro Methods

Cell line type Method of transformation Uses References

Human umbilical vein
endothelial cells

Low-level radiation, oncogenes, SV40,
spontaneous somatic cell hybridization
with a human osteosarcoma

Von Willebrand factor, prostacyclin (e.g.,
ECV304 and EA.hy926)

35–39

HPEC A1, human
placental cells

Plasmic pRNS1 lipofection Endothelial characteristics after 80 cell
divisions

40–43

Human B lymphocytes Epstein-Barr virus Express normal B-cell markers, e.g., HLA
class I and II antigens, tissue typing,
Genetic research

44,45

Human dermal fibroblasts SV40 T antigen Oncogenic transformation, aging,
senescence

48

Monkey kidney epithelium
47/17/3, 42/17/8, ori-11/7

Genetic engineering, oncogenes, polyoma
large T, H-ras

Alternative to primary cell culture 49–51

Human embryo kidney 293 Sheared human adenovirus 5 DNA Sensitive to human adenoviruses;
isolation of transformation defective
host range mutants of adenovirus type
5 and titration of adeno type 21

52,53

293N3S Produced by passaging 293 in nude mice Large-scale production of viruses in
bioreactors

54

A temporary support to support biotransformation and
detoxification functions is required to sustain patients
waiting for a donor or until the liver has repaired itself.

Development of a hollow fiber reactor using hepatocyte
entrapment with rabbit and rat models has been success-
ful, and scale-up is now being developed for human clinical
trials (64).

CONCLUSION

The products and cell lines of human and primate origin
discussed in this article have contributed to the general
acceptance of using animal cells as the substrate for pro-
duction of therapeutic proteins.

Many proteins are now obtained by expressing the gene
concerned in Chinese hamster ovary cells by recombinant
DNA technology, but human and primate cell lines are
used as well. Many proteins will always be made more sim-
ply in bacteria, yeast, or insect cells and in the future by
chemical synthesis. But until then, where glycosylation of
proteins is necessary and chemical refolding of bacterial
products is not always possible for full pharmaceutical ac-
tivity, mammalian cells will still be used, especially with
the constant improvement in protein-free and serum-free
formulations and improvement in higher cell densities
through bioreactor research.
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INTRODUCTION

The creation of hybridomas capable of producing monoclo-
nal antibodies (MAbs) was accomplished by Koller and Mil-
stein in 1975 (1). Two decades later, the number of MAbs
used in research, purification, and immunoassay applica-
tions is large and has sustained continued growth (2–5).
The medical applications for MAbs have not lived up to
expectations, lagging behind other biologicals, because
only a relatively small number have received approval by
the FDA (6–8) (Fig. 1), four for therapeutic and five for in

vivo diagnostic use (Table 1). However, this could change
rapidly in the near future. In 1996, of the 12 biologics ap-
proved by the FDA, four were MAbs (9). Two MAbs were
approved in 1997 (10), one of which (Zenapax) was the first
approved humanized antibody. Three Biologic License Ap-
plications (BLAs) for MAbs were also filed in 1997 (11–13),
and one was filed in May 1998 (14), for a total of six under
review by FDA at that time. In addition, of the 350 bio-
pharmaceutical products in development, more than 70
are MAbs, and several are in pivotal clinical trials near
completion (15–18) (Fig. 2). Thus, the number of fillings of
BLAs with the FDA and international regulatory agencies
for MAb-based products could see significant growth in the
future, to be followed by corresponding approvals.

MAbs are routinely produced in vivo and in vitro. For
in vivo production, mice (mostly BALB/c) are the preferred
species. The abdominal cavity of pristane-primed mice is
used to incubate injected hybridoma cells, which grow and
secrete MAb that concentrates in the ascitic fluid. The
MAb-rich ascites is collected by repeated needle aspiration
(tapping) of the animals (19,20).

With the advent of mammalian cell culture scale-up for
the production of recombinant proteins during the 1980s
(21–26), concomitant with the high expectations regarding
the potential uses and demand for MAbs (27–31), the cul-
tivation of hybridoma cells was intensively studied. This
lead to the development of a variety of bioreactors, culture
media, and culture processes (31–44), many of which,
when properly combined and used, easily generate re-
quired quantities of high-quality material at relatively low
cost.

Genetically engineered MAbs, such as chimeric, hu-
manized, MAb fragments and fusion proteins, are pro-
duced in mammalian and insect cells, microorganisms, and
transgenic animals and plants (45–57).

Production of human MAbs using human cells still pre-
sents important challenges, although progress has been
made (58–60). More significant advances have been made
with the use of bacteriophage display technique and the
development of transgenic mice, which express the human
genes for antibody production (61,62). These animals when
inoculated with antigens produce only human antibodies.
Their esplenocytes can be isolated and fused with murine
myelomas to produce stable hybridomas that produce hu-
man MAbs, although containing murine glycosylations in-
stead of human. The time and procedures needed to gen-
erate these hybridomas are the same as for conventional
murine hybridomas.

As clearly seen in Table 1, very different processes for
MAb production have been made to work in cost-effective,
validated fashion. The choice will depend on the intended
application, scale required, personnel experience, and
available infrastructure. With the available technology,
even with the present limited level of understanding of mu-
rine hybridoma physiology, setting up a culture process for
MAb production should be a relatively straightforward ex-
ercise.

HYBRIDOMA GROWTH AND MAb PRODUCTION

The performance of a process involving cultivation of hy-
bridomas or any other cells will be the result of the com-
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Table 1. Monoclonal Antibodies Approved by the FDA (by May 1998)

Product Company Indication Approval date Production method

Orthoclone OKT�3 Ortho Biotech, (Raritan,
NJ)

Reversal of acute kidney transplant
rejection

June 1986 Ascites (63)

Reversal of heart and liver
transplant rejection

June 1993 Ascites

OncoScint CR/OV Cytogen (Princeton, NJ) Detection, staging, and follow-up of
colorectal and ovarian cancers

December 1992 Airlift fermentation

ReoPro Centocor (Malvern, PA) Antiplatelet prevention of blood clots
in the setting of high-risk PTCA

December 1994 Extended perfusion
(spin-filter) (44)

Eli Lilly (Indianapolis, IN) Prevention of cardiac ischemic
complications in patients
undergoing PTCA

November 1997

CEA-Scan Immunomedics (Morris
Plains, NJ)

Metastatic colorectal cancer imaging June 1996 Ascites

MyoScint Centocor (Malvern, PA) Myocardial necrosis imaging agent July 1996 Extended perfusion
(spin filter)

Verluma Boehringer lingelheim
(Ridgefield, CT)

NeoRx (Seattle, WA)

Small cell lung cancer imaging agent August 1996

ProstaScint Cytogen (Princeton, NJ) Recurrent prostate cancer imaging
agent

October 1996 Extended perfusion
(hollow fiber) (64)

Rituxan Idec Pharmaceuticals (San
Diego, CA)

Genentech, Inc. (S. San
Francisco, CA)

Low-grade non-Hodgkin’s lymphoma November 1997 Suspension culture

Zenapax Hoffman-La Roche, Inc.
(Nutley, NJ)

Prevention of acute graft rejection in
kidney transplant

December 1997 Suspension culture

Source: Based on Ref. 9.
Note: PTCA � percutaneous transluminal coronary angioplasty
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Figure 2. Number of MAbs on test at different stages of clinical
trials.

bination of three main factors: the cell line, the culture
medium, and the bioreactor conditions.

The Hybridoma Cell

Preparation of Hybridomas. Hybridomas are prepared
by fusing splenocytes (antibody-producing spleen B lym-
phocytes) from antigen-treated animals and myelomas (1).
Splenocytes do not propagate indefinitely in vitro but my-
elomas do, so when both types of cells are fused, the hy-
bridomas formed are able to propagate and produce the

antibodies. Many detailed protocols for preparation of hy-
bridomas have been described in the literature (2,65–69).

There are two preferred and widely used murine
myelomas that descend from a transplantable murine
(BALB/c) plasmacytoma, MOPC 21, that was adapted to
in vitro culture and renamed P3K (70). These two myelo-
mas are P3-X63-Ag8.653 (71) and NSO/1 (65), and both
have lost the ability to produce the heavy and light chains
of the original MOPC 21 antibody (IgG1). A third nonpro-
ducing cell, Sp2/0-Ag14 (72), was obtained through several
steps (73) and is itself a hybridoma derived from the fusion
of myeloma P3-X63-Ag8X and splenocytes from a BALB/c
mouse (74). The use of any of these cells guarantees that
the antibodies produced by hybridomas derived from them
will correspond only to those specified by the genes from
the splenocytes used in the fusion. Monoclonality, however,
will only be ensured when the proper procedures are used
to clone and subclone the hybrids produced (68,75–79).
Cloning and subcloning are also required to select stable
clones that retain the antibody class and the specific pro-
ductivity (see “Hybridoma Stability”).

Preparation and Characterization of Hybridoma Banks.
After clone selection, it is important to ensure the avail-
ability of homogeneous and healthy cell stocks, and this is
accomplished by preparing cell banks. For industrial ap-
plications, cell banks are prepared at several stages: re-
search, master cell bank (MCB), manufacturer’s working
cell bank (MWCB), and end-of-production cells (EPC).
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Table 2. Characterization of Hybridoma Banks

Test MCB MWCB EPC

Sterility � � �

Mycoplasma � � �

Growth and production kinetics � � �

Authenticity � � �

Species-specific viruses � � �

Retroviruses �a � �a

Adventitious viruses in vitro assay � � �

Adventitious viruses in vivo assay � � �

Source: Ref. 80 and 81.
aRetrovirus testing is not required for murine hybridomas (81).

MCBs are intended for the preparation of MWCBs, which
in turn, are prepared to ensure a supply of homogeneous
cell seed for manufacturing purposes and for the life of the
product, and EPC banks are for quality control and vali-
dation purposes (80,81). The successful preparation and
maintenance of cell banks requires very healthy, exponen-
tially growing cells, the use of fresh medium and appro-
priate quality and quantity of cryopreservant (usually, di-
methylsulfoxide [DMSO]) at time of freeze, and storage in
monitored liquid nitrogen freezers. Detailed procedures
and protocols for preparation, freezing, and storage of hy-
bridoma stock banks are well described in the literature
(82–84). Characterization of the banks is required to en-
sure identity, consistent performance, and lack of contam-
inating adventitious agents. The characterization includes
recoverability of the cells upon thawing, identification of
cell species, growth and production kinetics of the cells,
and testing for the presence of endogenous and adventi-
tious infectious agents (Table 2).

Hybridoma Stability. Somatic variation (antibody class
shift) resulting in structural MAb variants produced by hy-
bridomas have been reported (85–87). This phenomenon
occurs as a normal evolutionary event of the humoral im-
mune response, but once stable hybridoma clones are se-
lected its frequency is low. The most frequent instability
problem in hybridomas seems to be a decrease in MAb
yield that correlates with the emergence of nonproducing
cells (88–94). Nonproducing hybridomas arise with the loss
of chromosomes 12 for the heavy and 16 and 6 for the light,
k, and j chains, respectively (95–98). Loss of chromosomes
occurs with higher frequency shortly after fusion, so it is
very important to clone and subclone to ensure the selec-
tion of stable clones. Interspecies hybrids such as murine/
human or murine/rabbit have increased chromosome seg-
regation compared to murine/murine, which results in
more frequent instability problems (35,99).

For extended cultivation processes, it is important to
evaluate the performance of the cells beyond the intended
incubation time and to compare the quantity and quality
of the MAb produced during the runs and to prepare EPC
banks as mentioned above (100).

The Culture Medium

The culture medium has to provide, at a minimum, an en-
ergy source and all nutritional requirements of the cells.

Energy Sources. Hybridoma cells use glucose and glu-
tamine as the preferred sources of energy. Evidence sug-
gests that glucose and glutamine use by mammalian cells
in culture is under reciprocal regulation (101–103). Hy-
bridomas are derived from tumor cells (myelomas) and as
such metabolize glucose mainly through glycolysis (104).
Many hybridomas generate lactate in quasi-stoichiometric
levels compared to the glucose used; the lactate accumu-
lates in the medium, and in later stages of the culture it
can be used by the cells (105,106). Glucose utilization rates
range from less than 1 to more than 10 pmol/cell/day (43);
the sugar is required by hybridomas and growth does not
occur in its absence.

Glutamine is also essential for growth and maintenance
of cultures, and its utilization rate, which ranges from less
than 1 to more than 5 pmol/cell/day (43), depends on the
concentration. Glutamine addition has been shown to in-
crease the longevity of cultures, which translates into
higher MAb yields (107–109). Recent studies have shown
that glucose and glutamine consumption can be redirected
to minimize lactate and ammonia production by using a
rational medium design and a feeding strategy. Applica-
tion of such approaches in fed-batch culture has led to very
high levels of cells and MAb (110).

Pyruvate is both produced and consumed by hybrid-
omas at different rates (line dependent), but its addition
to the medium is not required for growth or MAb produc-
tion.

Nutritional Requirements
Amino Acids. Mouse cells, like other animal cells, are

unable to synthesize certain (essential) amino acids, and
these have to be provided in the medium. Nonessential
amino acids can be synthesized by the hybridomas, but are
frequent components of some media formulations (i.e.,
Ham’s F-12, and others [111]). Addition of these amino ac-
ids results in lower energy requirements by the cells be-
cause anabolic amino acid metabolism is eliminated. De-
pending on the cell line, this supplementation may also
result in higher specific growth rates.

Lipids. Lipids are essential structural elements of all
cell membranes, and one type, the phospholipids, are the
most abundant components of membranes (112). Starting
from ethanolamine and fatty acids, hybridomas synthesize
phosphatidyl ethanolamine (113), from which they can
then derive other phospholipids (114,115). Hybridomas re-
spond differently to lipid supplements, and specific effects
on cell and MAb yields have been reported (116).

Vitamins and Inorganic Ions. These components are re-
quired by hybridomas and mammalian cells in general.
Sufficient amounts are included in most media formula-
tions (111), and limitations are not frequently observed un-
der normal non-high-density growth conditions.

Oxygen. Hybridoma specific oxygen consumption rates
have been reported to range from 1 to 40 pg/cell/h (117–
119). Oxygen is one of the main limiting factors in the
maintenance of viable populations in high-density perfu-
sion cultures. In most instances, hybridoma cells will be
unaffected by a wide range of oxygen concentrations. How-
ever, high oxygen concentrations (i.e., 100% or more of air
saturation) can inhibit growth rates and induce cell lysis



HYBRIDOMA, ANTIBODY PRODUCTION 1409

Table 3. Commercially Available Serum-Free and Protein-
Free Media for Hybridoma Growth and Production of
MAbs

Media

Protein
content
(mg/L)

Availability
as liquid (L)

or powder (P) Suppliers

UltraDOMA 30 L Bio-Whittakera

UltraDOMA-PF 0 L, P Bio-Whittaker
Hybridoma-SFM 20 L Gibco BRLb

PFHM-II 0 L, P Gibco BRL
CCM1 2100 L, P HyClonec

SFX mab low L HyClone
PFmab 0 L HyClone
HB 101 780 L, P Irvine Scientificd

HB 102 780 L, P Irvine Scientific
HB 104 780 L, P Irvine Scientific
HB PRO 1 L, P Irvine Scientific
HB GRO 50 L, P Irvine Scientific
Ex-Cell 610 11 L, P JRH Biosciencese

Ex-Cell 620 11 L, P JRH Biosciences
QBSF-51 45 L Sigmaf

QBSF-52 45 L Sigma
QBSF-53 408 L Sigma
QBSF-55 65 L Sigma
QBSF-56 428 L Sigma
Hybri-Max 0 L Sigma

aBio-Whittaker, Inc., 8830 Biggs Ford Rd., Walkersville, MD, 21793; U.S.
tel. 800-638-8147/301-898-7025; fax 301-845-8338; international fax
301-845-8291.
bGibco BRL, Life Technologies, Inc., P.O. Box 9418, Gaithersburgh, MD,
20898; U.S. tel. 800-828-6686; fax 800-331-2286; international fax
301-258-8238.
cHyClone Laboratories, Inc., 1725 South HyClone Rd., Logan, UT 84321-
6212, U.S. tel. 800-492-5663; fax 800-533-9450; international tel.
801-753-4584; International Fax 801-753-4589.
dIrvine Scientific, 2511 Daimler Street, Santa Clara, CA 92705-5588; U.S.
tel. 800-577-6097/800-437-5706; fax 714-261-6522.
eJRH Biosciences, 13804 W. 107th Street, Lenexa, KS 66215-0848, U.S. tel.
800-255-6032; international tel. 913-469-5580; fax 913-469-5584.
fSigma Chemical Company, P.O. Box 14508, St Louis, MO 63178-9916; U.S.
tel. 800-325-3010/800-848-7791; fax. 800-325-5052; international tel.
314-771-5750; international fax. 314-771-5757.

in later culture stages, presumably through the production
of damaging oxygen radicals. In some hybridomas, the op-
timal concentrations of dissolved oxygen for growth and
MAb production are different (118,120).

Carbon Dioxide. Most hybridomas will initiate growth
well in an air atmosphere without additional CO2. How-
ever, CO2 produced by the cells has a significant effect on
the culture pH. Because of accumulation of CO2 and lactic
acid, the pH of batch cultures without base addition may
drop to values below 6.5.

Basal Media. Most media used in mammalian cell cul-
ture are based on the balanced salt solution. For hybrid-
oma work, Dulbecco’s Modified Eagles Medium (DMEM)
and a 1:1 mixture of DMEM and Ham’s F-12 (111) are com-
monly used and contain the nutritional requirements dis-
cussed. These formulations have been modified often to in-
crease cell and MAb yields.

Supplements. A universal supplement used in cell cul-
ture is animal serum. Serum contains nutrients and many
factors that directly or indirectly stimulate hybridoma
growth.

Basal media supplemented with serum (usually 10% or
less fetal bovine serum [FBS]) will allow exuberant growth
of murine hybridomas in either stationary (i.e., T flasks)
or suspension (shake flasks or spinners), and cultures in
simple batch mode without optimization will yield, in most
cases, from 1 to 3 � 106 cells/mL and from 10 to over 100
mg/L of MAb. If needed, serum depleted of immunoglob-
ulins can be used to minimize their contamination of the
product (121).

Serum can be replaced by combinations of supplements
such as insulin, transferrin, ethanolamine, and selenium,
which are employed in serum-free formulations (122,123).
Proteins and other contaminants are reduced when util-
izing serum-free formulations and eliminated with
protein-free formulations. Studies on serum-free and
protein-free media are abundant in the literature (122–
129), and several convenient commercial formulations are
available (Table 3). Addition of basic proteins and sper-
mine, a low molecular weight polyamine, to serum-free me-
dia has been found to stimulate IgM production by a hu-
man hybridoma line (130).

Most murine hybridomas adapt readily to one or more
of these media, with growth kinetics, cell, and product
yields often as good or better than those in serum-
containing media. In addition, when done properly, the
cells respond well to freezing in serum-free and protein-
free media (123,128,130), as shown in Table 4. Additional
advantages in using serum-free and protein-free media in-
clude the reduced risk for introducing adventitious agents
of animal origin, such as retroviruses and prions, which is
a significant concern if the MAb product is intended for
therapeutic applications (131–133).

Bioreactors

A large variety of in vitro systems are used to grow hy-
bridomas, including multiwell plates, Petri dishes, T
flasks, multiplate containers, hollow fiber cartridges, roller

bottles, shake flasks, spinner flasks, airlift fermentors, and
stirred-tank fermentors (30–44). The bioreactors provide
the vessel and the physicochemical environment, which in-
cludes, among the most important factors, pH, tempera-
ture, agitation, gas exchange, redox potential, and osmo-
larity.

Effect of pH. Hybridomas can tolerate pH extremes (i.e.,
6.4 to 8) if adapted gradually. Uptake and utilization of
nutrients are affected by pH; for instance, glucose and glu-
tamine utilization rates increase when the pH is alkaline
(Fig. 3). Cultures evolve toward acidity because of the pro-
duction of lactic acid and CO2. To control the pH, sodium
bicarbonate is frequently used as a buffering agent and is
initially added to media in concentrations of grams per li-
ter. Organic buffers such as 2-[4-(2-hydroxyethyl)-1-
piperazinyl] ethanesulfonic acid (HEPES), 2-morpholinoe-
thanesulfonic acid (MES), 3-morpholino-propanesulfonic
acid (MOPS) or others (134) are also used at concentrations
of 10 mM or higher.
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Table 4. Growth and MAb Production by Three Hybridomas Cultivated in 2-L Spinner Flasks Using Serum-Free and
Protein-Free Media

Line A Line B Line C

Media SFa PF SF PF SF PF

Maximum viable cell concentration (� 106/mL) 1.2 1.5 1.9 1.9 1.6 1.5
Specific growth rate (h�1) 0.038 0.022 0.04 0.043 0.041 0.033
Doubling time (h) 18.3 31.5 17.3 16.1 16.9 21
Maximum MAb concentration (mg/L) 74 108 62 76 90 106

Source: F.J. Castillo and J. Thrift, unpublished results.
Note: All hybridomas were derived from BALB/c splenocytes. Line A was derived from fusion with P3-X63Ag8.653 myeloma (71) and produces IgM. Lines B
and C were derived from fusion with P3NS1/1-Ag4-1 myeloma (65) and produce IgG1 and IgG2a, respectively.
aData correspond to averages obtained in 8 and 6 consecutive passages, respectively in serum-free (SF) medium containing bovine transferrin and insulin
and protein-free (PF) medium containing chelated iron to replace transferrin. The adapted cells had been frozen in corresponding media formulations sup-
plemented only with 10% DMSO as cryoprotectant, and were grown as described upon thawing.
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Figure 3. Effect of pH on the utilization of glucose and glutamine and the production of lactate
and ammonia by line XMMLY-B. The hybridoma was grown in chemostat culture at a dilution rate
of 0.017 h�1. Data were collected at each pH after reaching steady states. (a) Glucose concentration
(�), lactate concentration (�), ratio of lactate produced to glucose utilized (�). (b) Glutamine
concentration (�), ammonia concentration (�), ratio of ammonia produced to glutamine utilized
(�).

Maximum specific growth rates are usually observed at
pH values between 6.8 and 7.3, but growth and MAb pro-
duction are frequently optimal at different pH values. A
production process may consist of a growth phase in which
the pH is controlled at a certain value, followed by a pro-
duction phase where the pH is adjusted to the value that
maximizes product secretion.

The quality of the secreted MAb can be affected by the
pH in the medium either by facilitating chemical changes
or, when low, by providing a favorable environment for the
action of released acidic proteases (106,135–137). Thus,
the effect of pH on growth, productivity, MAb yields, and
MAb quality should be determined to maximize yields and
product consistency.

Effect of Temperature. Optimal temperature for mye-
loma and hybridoma growth is 37 �C, and the cells recover
from excursions to slightly higher temperatures. Lower

temperatures cause decreases in growth and MAb produc-
tion (138), but the cells are not affected and recover
promptly when placed again at 37 �C. Myelomas and hy-
bridomas can be maintained at room temperature for sev-
eral days, which is convenient for shipments of cells in cul-
ture. For permanent storage a liquid nitrogen freezer is
essential. A properly frozen hybridoma stock, upon thaw-
ing and placed in culture with fresh medium, will usually
resume growth within 48 hours.

Effect of Agitation and Gas Bubbles. Concerns about
shear sensitivity of mammalian cells prompted the devel-
opment of airlift fermenters for use with mammalian cells
(139) and hybridoma growth (140,141) that are used for
commercial production of MAbs (Table 1). However, expe-
rience has shown that each line is different (142), shear
sensitivity depends on culture conditions (143–145), most
hybridomas are not especially sensitive to shear stress in
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culture, and some can stand very harsh agitation. Bubble-
cell interactions cause damage, but shear-protective
agents such as the polyol Pluronic F-68, which is fre-
quently added to cell cultures, can minimize the damaging
effects of bubble disengagement (144–145).

Redox Potential. Although the oxidation–reduction po-
tential (redox potential) is routinely measured on-line in
microbial fermentations, the same is not frequently done
in cell cultures. Little understanding of correlations be-
tween the redox potential on growth or MAb production
exist (146), but optimal values may be defined and applied
in the future.

Effect of Osmolarity. Hybridomas, like other mamma-
lian cells, grow uninhibited in osmolalities ranging from
260 to 300 mOsmol/kg H2O (approximate osmolarities of
260 to 300 mmol/L [147]) and commercial basal media are
designed to have these values by adjusting the NaCl con-
tent. High osmolarity has been reported to inhibit growth
rate and cell yields (148), but also to induce higher MAb
secretion at later stages of cultivation (149–153). Some
amino acids and analogs act as osmoprotective agents for
hybridomas and can even increase specific antibody pro-
ductivity (154).

Growth Kinetics

Requirements for hybridoma growth are a viable inoculum
and proper extracellular environment, including essential
nutrients and suitable physicochemical conditions.

When all these conditions are met, hybridomas, like all
other eukaryotic cells in culture, have kinetics of growth
similar to microbial cells and also obey the exponential
growth law (155,156). Hybridomas are not anchorage de-
pendent and grow as well in nonagitated cultures, such as
multiwell plates, Petri dishes, T flasks and hollow fiber
bioreactors as they do in agitated containers, including
roller bottles, shake flasks, spinner flasks, or fermenters.
Hybridoma cells grow monodispersed, and in batch cul-
tures, in most media, they reach concentrations of several
million per milliliter, with viabilities of well over 90%
throughout the growth phase.

When growth data are plotted as viable cell counts
against time, a typical batch growth curve of hybridoma
may contain the six phases observed in microbial culture:
lag, accelerating growth, exponential growth, decelerating
growth, stationary, and decline (156). A lag period is gen-
erally observed when starting cultures using cells thawed
from frozen stocks. Upon thawing, the cells go through an
initial period of adaptation, but once exponential growth
is attained no lag period will occur upon subculturing pro-
vided that the cells are passaged to fresh medium while
still growing exponentially. If a culture is maintained be-
yond the exponential phase, a lag often is observed upon
passage, and such cells are said to have been overgrown.
The longer cells are maintained in the spent medium be-
yond the exponential phase, the more likely that a lag pe-
riod will occur in the next culture (157). Ultimately, there
will be a point of overgrowth past which all cells will die
either by apoptosis or by necrosis (158), induced by star-

vation or toxic metabolite buildup (159–164), and the cul-
ture can no longer be recovered.

During exponential growth, doubling times for most hy-
bridomas are between 14 and 23 h, corresponding to max-
imum specific growth rates ranging from 0.05 to 0.03 h�1.

Hybridomas have been grown in chemostat cultures at
dilution rates ranging from critical (Dc), which is equiva-
lent to maximum specific growth rate (156), to less than
10% of Dc. Viability decreases with dilution rate (Fig. 4a),
and a common observation with all hybridomas is that an
intrinsic minimum specific growth rate of approximately
0.02 h�1 exists for all of them (164,165) (Fig. 4b). A mini-
mum specific growth rate was also reported for other cells
and attributed to nutritional limitations (166). Death of
hybridomas at low dilution rates may be mostly by apop-
tosis induced by nutritional limitation(s) and reduced pro-
tein synthesis. A practical implication of this phenomenon
in a continuous culture process is that the fraction of dead
cells will increase with decreases in the dilution rate
(purge rate in high-density perfusions [156]). The ratio of
viable/dead cells will have effects on MAb concentrations
and homogeneity and on the longevity of production runs,
all of which impact product yields.

MAb Production Kinetics

MAbs are produced by viable cells (167). Patterns observed
for MAb production by hybridomas are the same as those
seen with microbial cells for product formation (168), and
most can be defined either as growth-associated, partly
growth-associated, non-growth-associated, or negatively
growth-associated (169–178).

Figure 5 shows the growth and MAb production of two
hybridomas in batch cultures. One clearly has growth-
associated production (a), and the second (b) has a non-
growth-associated pattern with more that 90% of the MAb
produced after growth has ceased.

Specific productivities of several hybridomas at differ-
ent dilution rates in continuous chemostat cultures are
shown in Figure 6. The pattern of line XMMEN-A was non-
growth-associated, whereas that of all other hybridomas
tested in the group was growth-associated. The specific
pattern is very important in defining the productivity pro-
file of continuous cultures, and depending on the system
and its mode of operation, the bleed or harvest rate will
have to be adjusted for maximum productivity (156). In
high-density cultures, productivity can also be affected by
other factors, external or autocrine (179), which may not
be obvious or predictable in low-density cultures and that
need to be evaluated under operation conditions.

The validity and usefulness of applying the microbial
growth and non-growth-associated concepts to the produc-
tion of proteins by animal cells, including hybridomas, has
been questioned (180). However, it is clear that for two cell
lines with different productivity profiles (as shown in Fig.
5), the optimal harvest times will be very different, and
this will have a significant impact on the corresponding
operations.

MAb Production Processes

In Vitro. MAb yields by most hybridomas in simple
batch cultures without optimization are in the 10 to 100
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Figure 4. Changes in viability (a) and specific growth rates (b) with dilution rate in chemostat
culture of several hybridomas. Cell lines (Table 5): XMMEN-A (	), XMMME-C (�), XMMLY-B (�),
B-17 (�), XMMCO-E (
), XMMLY-F (�), XMMME-D (x), XMMID-G (�).

mg/L range. Production of milligram quantities can be eas-
ily accomplished using T flasks, spinner flasks, shaker
flasks, or roller bottles. Gram quantities require either
more of these containers and more labor or the use of larger
vessels such as fermenters. Productive batch cultures need
a minimum of conditions, which include an exponentially
growing inoculum, a buffered medium with an initial pH
adjusted between 7.2 and 7.5, and the temperature of in-
cubation regulated at 37 � 0.5 �C. Growth kinetics, specific
MAb productivities, and other characteristics of several
hybridomas grown with these conditions in batch suspen-
sion cultures and in different vessels are complied in
Table 5.

Fed-batch culture of hybridoma growth continues to
evolve, and very high MAb yields, in the order of grams
per liter, have been reported recently (110,181–184). This
may become the process of choice in future commercial
operations.

High-density continuous processes can be done at many
scales with available preassembled equipment. The sys-
tems vary in their complexity, instrumentation, and re-
quirements for infrastructural support. Some are easy to
set up and operate, but others require special training and
experience. All demand attention in order to be used rou-
tinely in successful ways, but they are reliable and pro-
ductive when understood and operated properly (39–44).

In Vivo. Production in ascites has the advantage of high
concentration, and it is widely used. It is commonly used
in the production of small quantities of MAb for research
and diagnostic purposes; two of the approved MAbs for
medical use are made using ascites technology (Table 1).
Contract suppliers can provide ascites at different scales

from a few milligrams to kilograms per year. Facilities de-
signed for production of up to kilogram quantities of MAbs
under cGMP are operated for contract manufacturing by
companies such as Charles River in Massachusetts and
North Carolina and Genzyme Transgenics. Although
clearly not the preferred method of production for thera-
peutic MAbs, as explicitly stated by the Committee for Pro-
prietary Medicinal Products (185), validated and cost-
effective ascites processes exist, and several MAbs in
advanced clinical trials are made in ascites.

Emerging in vivo processes involve the use of transgenic
animals. Reports of high yields in the milk of goats and
other animals coupled with effective separation and puri-
fication techniques may make this a competitive technol-
ogy for certain applications (186). However, for regulatory
and strategic reasons, it is advisable to adopt in vitro pro-
cesses for production of pharmaceutical-grade MAbs. The
use of animals for production of MAbs for therapeutic ap-
plications will have to deal with, among other complica-
tions, the growing concerns of potential bovine spongiform
encephalopathy or other prion contaminations (133,
187,188).

Production of antibodies in plants has also been done
(50) and may represent a viable alternative for some ap-
plications.

MAb Recovery and Purification

MAbs are secreted by hybridomas, and when using
protein-free media, the cultures contain high MAb/total
protein ratios. In high-density, hollow-fiber perfusion cul-
tures, MAb levels corresponding to more than 40% of the
total protein have been reported (43). For some applica-
tions, a cell-free harvest of this relative composition may
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tivity patterns of several hybridoma cells grown in continuous che-
mostat cultures. Symbols same as in Figure 4.

be used as such without further processing to remove other
proteins present (although contaminating cellular prote-
ases may degrade the MAb upon prolonged incubation).

MAb recovery traditionally starts with cell removal by
centrifugation or filtration. New processes aim at obviating
separation steps by applying the entire culture to a fluid-
ized bed of chromatography beads (189). Purification of
MAbs involves usually two to three steps, which may in-

clude combinations of precipitation or column processes
such as ion-exchange separation; affinity separations (pro-
tein A or dye ligand); or hydroxylapatite, hydrophobic, mix-
mode, and gel filtration (190–192)

PROCESS CHANGES

Process development is a multidisciplinary endeavor
aimed at maximizing yields and minimizing costs while
maintaining product consistency. Traditionally, there has
been reluctance in industry to publish results on the de-
velopment of processes for biopharmaceuticals, including
those for MAbs (34). This reluctance reflects the need to
maintain advantage over competitors.

Significant advances have taken place in the under-
standing of hybridoma physiology and in the development
of highly productive MAb processes. Through the years, a
wealth of information from academia and industry became
available in publications and through other sources. The
development and implementation of an MAb production
process benefits today from this information, and system-
atic approaches to follow have been described (34,193).

Many approved biologicals are manufactured by obso-
lete or suboptimal processes. For instance, OKT3, the first
therapeutic MAb approved, is made with ascites technol-
ogy. It was introduced into the market 12 years ago and
continues to be manufactured by the same process. There
are several reasons for this apparent conservatism in the
biopharmaceutical industry.

First, there is the pressure to expedite manufacturing
for introduction of a biological product into the market. A
recent example of this pressure was that confronted by
Chiron Corporation for the production of Betaseron (re-
combinant interferon-b). After approval of the product in
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Table 5. Batch Culture of Hybridoma Lines in Suspension

Parental MAb
Maximum specific

growth rate
Doubling

time

Specific MAb
productivityb

(pg/viable cell/day)

Line myelomaa type Bioreactor (h�1) (h) A B C

XMMEN-A P3-X63Ag8.653 IgM 2-L spinner 0.05 14 15 13 N/D
XMMEN-A P3-X63Ag8.653 IgM 40-L stirred fermenter 0.05 14 20 15 19
XMMEN-A P3-X63Ag8.653 IgM 40-L airlift fermenter 0.018 37 24 15 18
A-72 P3-X63Ag8.653 IgM 2-L spinner 0.05 14 15 14 15
A-78 P3-X63Ag8.653 IgM 2-L spinner 0.05 14 13 14 13
XMMLY-B P3NSI/1-Ag4-1 IgG1 2-L spinner 0.043 16 52 12 4
B-17 P3NSI/1-Ag4-1 IgG1 2-L spinner 0.033 21 76 10 N/D
B-17 P3NSI/1-Ag4-1 IgG1 40-L stirred fermenter 0.023 29 �80 20 22
XMMME-C P3-X63/Ag8 IgG2a 2-L spinner 0.043 16 40 2 N/D
XMMME-D P3NSI/1-Ag4-1 IgG1 2-L spinner 0.038 18 90 5 N/D
XMMCO-E P3NSI/1-Ag4-1 IgG2b 2-L spinner 0.035 20 90 5 N/D
XMMLY-F P3NSI/1-Ag4-1 IgG2a 2-L spinner 0.046 15 70–90 50–75 40
XMMID-G Sp2/0 IgG2a 2-L spinner 0.035 20 100-12 10 15
XMMID-G Sp2/0 IgG2a 40-L stirred fermenter 0.036 19 100-15 10 10

Note: N/D � no data.
aAll splenocytes used in fusions were of BALB/c origin.
bA � during exponential growth; B � at peak viable cell density; C � during stationary phase.

July 1993 for the treatment of relapsing-remitting multi-
ple sclerosis (194), the company had an initial shortage of
manufacturing capacity. It was forced to establish a com-
puterized lottery system to supply between 12,000 and
20,000 patients the first year until capacity was brought
up in line with the demand (195). Obviously, with such
pressing needs, there is little incentive to introduce process
changes that may produce further delays.

A second and very important cause has been the diffi-
culty of introducing process changes after pivotal phase III
clinical testing or after commercialization of a product.
Regulatory approval of process changes could only be ob-
tained after the results of extensive and costly testing in
toxicology and efficacy provided guarantees that the
changes were not altering significant properties of the
product (196). Thus, in several instances, introduction of
process changes has either been abandoned or postponed
as long as the difficulties and costs implied could not be
offset by the potential gains.

More recently, the established dogma in the production
of biopharmaceuticals that “the process defines the prod-
uct” has lost its absolutism. This has been an evolutionary
process guided by caution. New powerful techniques are
being used for characterization of biologics, and experience
gained with the clinical use of these products has helped
redefine the relevance of microheterogeneity and the po-
tential problems with contaminants such as residual DNA,
proteins, and endogenous retroviruses (197–198). As a re-
sult, regulatory agencies have gradually adopted a less-
stringent view on the inalterability of the process and the
dedication of facilities and have shifted toward a more flex-
ible position based on the ability to demonstrate equiva-
lence of the products made by different processes and at
different sites. New regulations and guidelines encourage
process improvements when capable of producing equiva-
lent product (199–201). However, it should be kept in mind
that culture conditions may significantly affect the prop-

erties of MAbs (202,203), and efforts should be made to
identify these effects as early as possible in order to guide
the selection of the most advantageous technology for a
process (204).

CONCLUSIONS

With the present accessibility to relevant, practical infor-
mation, availability of hybridoma-specific culture media,
alternative bioreactor technology, and multiple purifica-
tion methods, in most cases a simple MAb production pro-
cess can be easily implemented.
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INTRODUCTION

Oxygen (O2) plays a primary role in cell metabolism and
viability. By serving as the terminal electron acceptor in
oxidative phosphorylation, O2 is important for energy pro-
duction. Oxygenation is a major consideration in the de-
sign of bioreactors for cultivating cells. Although mam-
malian cells do not consume O2 rapidly (the specific O2

uptake rate, , is typically 0.05–0.5 � 10�9 mmol cell�1qO2

h�1) (1,2), O2 can be a limiting factor in part because of its
poor solubility in aqueous media. Oxygen demand by cells
is regulated by environmental conditions such as O2 ten-
sion (pO2), pH, cell type, cell density, and nutrient deple-
tion, all of which may vary throughout the culture period.
To accommodate increasing O2 demands as cultures in-
crease in cell density and proliferative state, a number of
bioreactor configurations have been developed (3): agita-
tion, use of microcarriers for adherent cells, and sparging
can effectively enhance the driving force for O2 transfer.

Although much attention has been focused on overcom-
ing extracellular resistances to O2 transfer, intracellular
events further complicate the development of optimal ox-
ygenation strategies. During aerobic metabolism, the re-
duction of molecular O2 to water may yield three poten-
tially damaging reactive oxygen species (ROS): the
superoxide anion ( ), the hydroxyl radical (OH•), and hy-�O2

drogen peroxide (H2O2). ROS are also produced indepen-
dently of respiration by O2-consuming reactions in the cy-
tosol (4) as well as in the culture medium. ROS can damage
lipids, proteins, sugars, and DNA. Such damage, collec-
tively known as oxidative stress, can lead to damage of the
cell membrane and induction of cell death if it is not coun-
teracted by radical-scavenging defense systems. This dual
nature of O2 should be considered when developing mam-
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malian cell culture strategies, and provides an impetus to
use controlled hypoxic conditions to optimize reactor pro-
ductivity (5). The extent of hypoxia can be characterized
by the extent to which is decreased relative to that forqO2

cells without O2 limitation. Moderate hypoxia not only will
decrease but may also lower ROS concentrations andqO2

increase metabolic efficiency (6). Insights into the physio-
logical responses of cells to hypoxia will facilitate the use
of pO2 as a manipulatable parameter during cell culture,
as well as provide increased understanding of the conse-
quences of an interruption in the O2 supply.

It would not be possible for a cell to respond to O2 dep-
rivation and O2 toxicity without an inherent ability to
sense alterations in pO2. Indeed, cells have evolved com-
plex regulatory mechanisms to ensure metabolic efficiency
and protection against oxidative damage. As the O2 supply
changes, cells in vivo and in vitro adapt through multiple
physiological responses, ranging from altered energy me-
tabolism and production of antioxidants to changes in
growth and differentiation. O2 deprivation elicits homeo-
static responses on the systemic, local, and intracellular
levels. Adaptation at the systemic level involves a system-
wide increase in O2 delivery to the tissues through regu-
lation of breathing, red blood cell mass (erythropoiesis),
and vasodilation. Locally, the tissue response to hypoxia
entails proliferation of capillaries (angiogenesis). Adapta-
tion to O2 deprivation at the cellular level involves a shift
from oxidative phosphorylation and gluconeogenesis to an-
aerobic glycolysis, as well as the expression of stress-
specific proteins. Whether at the organismal or cellular
level, many of the effects noted here are mediated through
a cascade of events that are initiated by the sensing of pO2

and propagated by a signal which ultimately leads to hyp-
oxic regulation of specific gene expression. The proteins
coded for by these genes facilitate cellular survival at low
pO2 and act to restore normal pO2.

This article focuses on the current understanding of O2-
dependent responses of animal cells, particularly those ex-
posed to hypoxic conditions. The effects of pO2 on cells in
a wide range of culture systems are addressed first. Sub-
sequently, the molecular mechanisms by which hypoxia
mediates its effects—O2-sensing, signal transduction, and
gene expression—are examined. Mechanisms used by cells
in vivo have provided the groundwork for uncovering many
of the mechanistic details that underlie the hypoxic re-
sponses of cultured cells. Although different cells exhibit
similar coping mechanisms during periods of O2 depriva-
tion, their specific adaptation to hypoxia is individually
tailored according to cell type and function, as well as the
extent of hypoxia.

CELL RESPONSES TO pO2 AND HYPOXIA

Upon first encountering O2 deprivation, cells respond rap-
idly by altering several properties, such as reducing pro-
liferation, shifting to anaerobic glycolysis, and inhibiting
protein synthesis. Survival under sustained hypoxia re-
quires a second phase of adaptive responses, which are
characterized by extensive cellular and metabolic repro-
gramming. The selective expression of stress proteins and

other specific proteins underlies these secondary pro-
cesses. Upregulated expression of genes involved in gly-
colysis and downregulated expression of those involved in
gluconeogenesis or the TCA cycle is a prime example of this
adaptive mechanism. Immediate and adaptive responses
to changes in pO2 are discussed in the following sections.

Growth, Viability, and Differentiation

The effects of dissolved oxygen concentration (DO) on cell
growth in batch culture have been evaluated by many in-
vestigators (7–12). The DO value for maximal cell concen-
tration in batch culture is typically about 50% of air sat-
uration (50% DO) but may vary considerably with cell type.
Lower values of DO, 5–35% (13) and 0.5% (6), have been
reported for maximal steady-state viable cell concentra-
tions in continuous hybridoma culture. Besides differences
between cell lines, poor batch growth at low DO could re-
sult from added stress from low initial cell concentrations,
glucose depletion, or insufficient time for the cells to adapt
to low DO.

Steady-state cell viability has been shown to increase
as the DO is decreased to 0.1–0.25% DO in continuous cul-
ture (6,13). Enhanced viability at lower DO may reflect less
oxidative stress imposed on the cells. The greater produc-
tion of ROS associated with progressively greater DO could
damage cellular components and induce cell death. Mam-
malian cells are able to tolerate the presence of ROS be-
cause of the action of antioxidants. However, damage en-
sues when antioxidant defenses are overwhelmed by ROS.
Indeed, in a murine hybridoma culture, increased DNA
fragmentation correlated with increasingly hyperoxic cul-
ture conditions from 200% to 476% DO (14). Although max-
imum cell growth in batch culture usually occurs below
100% DO, some cell lines have been adapted to grow at
near-maximal rates at DO values as high as 200% DO (15).
CHO cells have been adapted to 380% DO (16) and, more
recently, a murine hybridoma was adapted for growth at
150% DO by gradually exposing the cells to higher DO lev-
els in continuous culture (17). In both cases, resistance to
O2 toxicity has been attributed to increased activity of
antioxidant enzymes during the adaptation process.

An obvious way to avoid oxidative stress is to reduce
the amount of O2 available to the cells, as was demon-
strated for hybridomas (6). Low pO2 stimulates the prolif-
eration of other cell types, particularly fibroblasts seeded
at low density (18–20). The proliferation rate and lifetime
(i.e., number of population doublings before senescence) of
WI-38 and IMR-90 lung embryo fibroblast cells were in-
creased by reducing the gas-phase O2 concentration from
20% to 2% (19). Based on these findings, Falanga and Kir-
sner (21) set out to establish fibroblast cultures from single
cells, which normally fail to proliferate under 20% O2. Low
pO2 stimulated and maintained single-cell proliferation,
which is consistent with fibroblast proliferation during hy-
poxic situations in vivo (e.g., during wound healing).

Increased clonal growth of cells under O2 concentrations
less than that of the ambient atmosphere suggest that pO2

may play a role in directing developmental processes. In
other words, pO2 in tissues may regulate not only cell
growth and death but also cell differentiation. This hy-
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pothesis and the putative pO2 gradients that exist within
the bone marrow microenvironment provide the rationale
for investigating the effects of pO2 in hematopoietic cell
culture. Earlier work showed that a decrease in the gas-
phase O2 tension from 20% to 5% O2, which better approx-
imates the in vivo environment, enhances the size and
number of hematopoietic colonies originating from precur-
sor cells in semisolid culture (22–25). The documented ef-
fects of pO2 in liquid hematopoietic cultures have been con-
troversial, with optimal production reported under 20% O2

for murine bone marrow cultures (26) and 5% O2 for cord
blood mononuclear cell cultures (27,28). For cord blood
mononuclear cell cultures, Smith and Broxmeyer (29) re-
ported comparable cell numbers for mature cells of various
lineages under 5% and 20% O2. However, for cultures of
CD34� peripheral blood cells, Laluppa (30) obtained
greater production of megakaryocytes and erythroid cells
under 20% O2, while granulocyte production was greater
under 5% O2. In contrast, most reports are consistent in
that low pO2 is superior for the production and mainte-
nance of progenitor cells of all lineages (27–31). As a result,
progenitor cell and mature cell production may be regu-
lated by pO2 in an inverse manner (30,31). Thus, while low
pO2 may be favorable during the early part of cell culture,
higher pO2 later in culture may enhance the differentiation
of certain lineages.

Oxygen also plays a role in the development of other
tissues. For example, placental epithelial stem cells tend
to proliferate when cultured under 5% O2 and to differen-
tiate under 20% (32). The use of three-dimensional tissue
culture models has facilitated the characterization of em-
bryoid bodies (EBs) obtained from embryonic stem cells.
EBs were found to grow equally well and remain highly
viable when cultured under 20% or 1% O2 for the first 5
days of EB differentiation (33). In contrast, embryonic
stem cell plating efficiency and differentiation into the he-
matopoietic lineage are enhanced under 5–7% O2 (34,35).

Antioxidants and ROS

Mammalian cells have evolved a line of defense to limit the
damage caused by ROS generated during aerobic metab-
olism. This antioxidant defense system includes glutathi-
one, vitamin E, and enzymes such as superoxide dismutase
(SOD), catalase, glutathione-S-transferase (GST), and glu-
tathione peroxidase (GPX). In addition, extracellular an-
tioxidants such as albumin, urate, and billirubin also pro-
tect cells against oxidative damage.

High pO2 in culture may increase the production of ROS
to levels that overwhelm inherent antioxidant defenses.
The associated detrimental effects can be overcome by
stepwise adaptation to increases in pO2. Adaptation of hy-
bridoma cells to 100% DO from 10% was associated with
an increase in the specific activities of the antioxidant en-
zymes GPX, GST, and SOD (17). Similarly, adaptation of
CHO cells to growth under 99% O2 was associated with
increased specific activities of SOD, catalase, and GPX
(16). Thus, enhanced tolerance likely is caused in part by
upregulation of the synthesis of these enzymes. For ex-
ample, a cis-acting regulatory sequence that is responsive
to ROS, the antioxidant responsive element (ARE), has

been found to activate the genes encoding the enzymes
GST and NAD(P)H:quinone reductase (36). However, the
activity of some antioxidant enzymes may decrease again
above 100% DO (17), possibly through inactivation by
ROS.

Decreased colony formation at higher pO2 in semisolid
culture suggests that hematopoietic cells are susceptible
to oxidative stress. Indeed, addition of antioxidants such
as monothioglycerol and b-mercaptoethanol to high-pO2

cultures yields colonies similar in size and number to those
in low-pO2 cultures (22,23,37,38). H2O2 and superoxide
concentrations have been found to increase throughout the
duration of bone marrow cell cultures (39). Progenitor cell
production was increased by adding catalase, an H2O2

scavenger, or mannitol, an hydroxyl radical scavenger. In
contrast, even though superoxide levels were decreased,
the effects of SOD addition were negligible.

Rather than adding antioxidants or upregulating their
synthesis through adaptation, an alternate strategy to re-
duce ROS damage is to decrease ROS generation by oper-
ating at low pO2. Although low pO2 can be beneficial in
promoting proliferation, as already stated, and suppress-
ing apoptosis (see following), it may actually sensitize cells
to injury during reoxygenation. Involvement of ROS in
reoxygenation injury has been demonstrated by decreased
damage in tissues treated with antioxidants during reox-
ygenation (40). ROS involvement is also shown by in-
creased glutathione levels during reoxygenation of CHO
cells from severe hypoxia or anoxia (41). Glutathione levels
increase more extensively after more severe hypoxic ex-
posure and increase to a much greater extent after an
abrupt increase in pO2 than during gradual reoxygenation.
Sensitization to oxidative damage could not be attributed
to a decrease in glutathione levels during hypoxia. In fact,
there is evidence to contradict a contribution of decreased
antioxidant levels to sensitization to oxidative stress.
Some antioxidant enzymes, including SOD, GST, and cat-
alase, are part of a family of stress-related proteins that
may be induced during hypoxia (42–44). Upregulated ex-
pression of these enzymes during O2 deprivation may an-
ticipate their role of detoxifying ROS produced during
reoxygenation (45).

It has been suggested that intracellular ROS are me-
diators of apoptosis and may even trigger cell death if pres-
ent at elevated levels (46). In support of this hypothesis,
the features of cells undergoing apoptosis closely resemble
those of cells stressed by oxidative damage in terms of their
morphology, physiology, biochemistry, and gene expression
(47). Intracellular ROS may induce cell death in several
ways, from direct damage of DNA to protein oxidation. If
oxidants induce apoptosis, a natural extension would be
that antioxidants inhibit apoptosis. Indeed, antioxidants
such as N-acetylcysteine (48), N-acetylcarnitine (49),
idebenone (50), and trolox (analog of vitamin E) (51) have
been shown to inhibit apoptosis. Antioxidant protection
against cell death is not confined only to direct oxidant-
induced apoptosis but also to receptor- and growth factor-
mediated forms of apoptosis. This suggests that oxidation
may be a common mechanism in the progression of many
different forms of apoptosis. Studies correlating oxidative
damage with the induction of apoptosis have led to the
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identification of another potential antioxidant, the Bcl-2
protein. The antioxidant role of Bcl-2 is suggested by its
ability to protect cells from H2O2-induced and menadione
(a quinone compound that generates )-induced oxida-�O2

tive death (52,53). Overexpression of the Bcl-2 protein has
also been shown to suppress apoptosis triggered by gluco-
corticoids, irradiation, chemotherapeutic agents, growth
factor deprivation, and tumor necrosis factor alpha
(TNF-�) (47,54). For these reasons, Bcl-2 is thought to in-
hibit cell death by decreasing the generation of ROS, which
would in turn inhibit intracellular oxidation reactions
critical to progression of the apoptotic program. However,
Bcl-2 may have other functions that are unrelated to its
putative antioxidant properties. Under hypoxic conditions
with low levels of ROS, Bcl-2 is still able to protect cells
from apoptotic death (55–57).

Stress-Related Proteins

Redirection of protein synthesis in response to hypoxia is
part of a more general mammalian cell response to stresses
such as temperature elevation and substrate deprivation.
Such adverse conditions elicit expression of specific sets of
stress proteins, namely, heat shock proteins (HSPs),
glucose-regulated proteins (GRPs), oxygen-regulated pro-
teins (ORPs), and hypoxia-associated proteins (HAPs).
Stress proteins play an important role in adaptation to a
new environment, as well as increased resistance to the
same or other stresses. Which sets of proteins are upreg-
ulated varies with the cell type and the type of stress in-
volved. However, recruitment of a specific family of pro-
teins is not restricted to a single stimulus, as would be
implied by its name.

The best-characterized of the stress proteins are HSPs,
in particular the HSP70 family, the members of which are
produced by many cell types as a protective response to
high temperature, glucose deprivation, hypoxia, ischemia,
the presence of heavy metal salts, and reoxygenation (58).
These proteins function as chaperones that decrease pro-
tein denaturation and facilitate protein folding, process-
ing, and trafficking. They are believed to help regulate bio-
logical processes including embryogenesis, differentiation,
growth, and metabolism (59). GRPs have been less exten-
sively characterized, but like HSPs, their response is not
stress specific in regards either to their stimuli for up-
regulation or to their protection against other stresses (60).
Investigations into stress protein induction in response to
hypoxia and ischemia have implicated the upregulation of
HSPs, GRPs, and ORPs. It should be noted that many of
the ORPs have in fact been identified as a subset of the
GRPs (61).

The effects of O2 deprivation and subsequent reoxygen-
ation on the potential coordinated regulation of HSPs and
GRPs have been examined in CHO cells (61). The data in-
dicate that while GRP induction is a sustained response to
prolonged O2 deprivation, HSP induction is only transient.
Furthermore, when cells are reintroduced to an O2-
containing environment, the GRPs are repressed whereas
the HSPs are again temporarily induced. Recently, an an-
tioxidant role for both the constitutive and inducible forms
of HSP70 has been confirmed (62). Overexpression of the

HSP70s in rat cardiomyocytes confers a marked increase
in tolerance to oxidative challenges including exposure to
H2O2, hydroxyl radical, menadione, and hypoxia and reox-
ygenation. This finding is consistent with reports that ox-
idative stress induces expression of a number of HSPs, and
that preexposure to mild hyperthermia or moderate oxi-
dative stress significantly increases resistance of lympho-
cytes challenged with high doses of ROS (63). Interestingly,
HSP32 (heme oxygenase-1) is also expressed in response
to prolonged (�12 h) hypoxia (64).

Redirected protein synthesis is further demonstrated by
the selective expression of ORP150 in cultured rat astro-
cytes exposed to hypoxia, but not in cells exposed to heat
shock, H2O2, Co2�, 2-deoxyglucose, or tunicamycin (65).
Interestingly, the human analog of ORP150 is expressed
in response to a wider range of conditions—exposure to
hypoxia, 2-deoxyglucose, or tunicamycin, but not to heat
shock—in the HeLa and human astrocytoma U373 cell
lines (66). The wider expression range may be a character-
istic of established cell lines because ORP150 induction is
also restricted to hypoxia in human mononuclear phago-
cytes. As discussed earlier, many stress proteins upregu-
lated by exposure to hypoxia are also involved in the re-
sponse to other stresses. The term HAPs has been coined
to describe a unique set of endothelial cell stress proteins
that are distinct from HSPs, GRPs, and most ORPs. Like
ORP150 in primary cells, these HAPs are preferentially
upregulated by exposure to hypoxia, while other stresses
such as heat and glucose deprivation do not induce them
(67). Moreover, HAPs do not offer any cross-protection
against other stresses. The glycolytic enzyme, GAPDH,
has been identified as a HAP. GAPDH expression in the
nuclear fraction of endothelial cells is upregulated mostly
at the transcriptional level, and suggests a nonglycolytic
role for this enzyme (68,69). In contrast, the GAPDH
mRNA content in rat cardiomyocytes remains unchanged
during hypoxia (64).

Although the molecular mechanisms underlying the
regulation of stress proteins by hypoxia and reoxygenation
are still unclear, it is known that their expression is, at
least in part, regulated at the transcriptional level. Thus
far, most insight into these regulatory mechanisms has
been gained from studies of the HSP genes. Transient ex-
posure of cultured myogenic cells to hypoxia has been
shown to transcriptionally activate the HSP70 gene
through binding of a nuclear transcription factor, heat
shock transcription factor (HSTF), to distinct cis-acting
regions, heat shock elements (HSEs), within the 5� pro-
moter (70). Furthermore, it was found that heat shock and
hypoxia induce the HSP70 gene through the same regu-
latory HSTF–HSE complex. However, only one of two func-
tional HSEs is required for heat shock inducibility,
whereas both are needed for hypoxic induction (71). The
activation of HSTF is highly dependent on cellular redox
potential. Thiol-reducing agents inhibit HSTF activity and
the expression of HSP genes in HeLa cells challenged by
heat or other stresses (72), which is consistent with a re-
port that the antioxidant N-acetyl-L-cysteine decreases the
induction of HSP32 mRNA and protein in rat cardiomy-
ocytes exposed to hypoxia (64).
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Cell Metabolism

O2 is a substrate for ATP generation and a modulator of
the oxidation–reduction potential of cell culture media.
Thus, pO2 is a major determinant of the metabolic profile
of a cell, affecting both nutrient consumption (oxygen, glu-
cose, and glutamine) and waste production (lactate and
ammonia) (73). Steady-state metabolic rates, including

, are not greatly affected by pO2 between 10% and 100%qO2

DO (15–150 mm Hg). pO2 dependence above 10 mm Hg is
reflected primarily by changes in the oxidative phosphory-
lation ratios: cytoplasmic [ATP]/[ADP][Pi] and intramito-
chondrial [NAD�]/[NADH] (74). As pO2 and the respira-
tion rate decrease, the rate of ATP synthesis declines. The
resulting excess in ATP consumption over synthesis de-
creases the [ATP]/[ADP][Pi] ratio, which stimulates res-
piration (74). If pO2 is held steady at the lower value, the
[ATP]/[ADP][Pi] ratio will decline until a new steady state
is attained. The rapid turnover of ATP allows these
changes to occur within a few seconds and, hence, respi-
ration appears unaffected by changes in pO2. Moreover, a
decrease in pO2 may also lower the [NAD�]/[NADH] ratio,
which also enhances respiration (74). However, below a
pO2 of about 10 mm Hg, changes in the [ATP]/[ADP][Pi]
and [NAD�]/[NADH] ratios are not sufficient to maintain
baseline respiration rates (74), and steady-state de-qO2

creases with pO2 in a Michaelis–Menten-type manner with
� 1 mm Hg for hybridomas (6,13). Prolonged exposureKO2

to severe hypoxia (80% decrease in ) or anoxia has beenqO2

shown to suppress CHO-K1 cell O2 uptake, as evidenced
by a transiently (�24 h) lower value of at the same pO2qO2

value during reoxygenation (41).
To compensate for reduced aerobic metabolism during

O2 deprivation, the flux through glycolysis increases, with
most of the glucose being converted to lactate. This phe-
nomenon, referred to as the Pasteur effect, has been ob-
served by many investigators (5,9,10,13,73,75). Glutamine
metabolism is also O2 dependent. Glutamine is an essen-
tial nitrogen and carbon source for the biosynthesis of met-
abolic intermediates and for energy production via the
TCA cycle; ammonia and alanine are its major nitrogen-
containing by-products. When excess O2 is available, cult-
weed cells typically obtain most of their metabolic energy
from glutamine oxidation (13). In contrast, when O2 is lim-
iting, cells favor glucose over glutamine for energy produc-
tion. Because glucose metabolism is diverted from provid-
ing metabolic intermediates to providing energy at low
pO2, glutamine is then recruited to a greater extent for cell
mass production. This is illustrated by an increase in glu-
tamine utilization and a diminishing yield of NADH from
glutamine at very low DO (6,13). The greater glutamine
consumption rate also makes more nitrogen available for
biosynthesis, which is consistent with higher specific pro-
duction rates for ammonia and alanine (13,73). Similarly,
Ozturk and Palsson (13) reported a large increase in the
specific consumption rate of most amino acids under anoxic
conditions in continuous hybridoma culture.

Interestingly, the metabolic alterations observed under
hyperoxic conditions may resemble those occurring under
hypoxia. A shift to anaerobic metabolism has been re-
ported in hyperoxic cultures of CHO cells (76), hybridomas

(17), WI-38 cells (9), and human lymphocytes (77). Hype-
roxia has also been reported to increase the glutamine con-
sumption rate (17). At first thought, it is counterintuitive
that there would be an increasing reliance on glycolysis at
high DO. However, the increased glucose consumption rate
may result from O2 toxicity. Enhanced glycolysis may com-
pensate for impaired mitochondrial function under hype-
roxia, as well as provide additional energy to prevent and
repair oxidative damage.

Although an increase in anaerobic metabolism to make
up for energy deficits is useful for surviving O2 limitation,
the greatest defense against hypoxia would be a suppres-
sion of energy demand. This strategy has been perfected
by cells from the highly anoxia-tolerant aquatic turtle. In
response to anoxia, ATP demand is decreased by 90% in
aquatic turtle hepatocytes and by 50% in brain cortical
cells (78).

Protein Synthesis

Protein turnover accounts for a large fraction of the ATP
demand during normoxia (78). Therefore, inhibition of pro-
tein synthesis and degradation under O2-limiting condi-
tions would conserve energy and contribute to maintaining
the ATP supply–demand balance. Indeed, an important
feature and one of the first signs of hypoxia in many cell
types is a rapid and dramatic decline in overall protein
biosynthesis (78–81), which has been attributed to a block
in translation (78,80). Protein synthesis rapidly recovers
to control levels on reoxygenation. Protein degradation is
increased by �30% under hypoxia in NHIK 3025 cervical
carcinoma cells (79), but is decreased by 94% in aquatic
turtle hepatocytes (78). The rapid reduction of protein syn-
thesis that occurs when O2 is limited does not appear to be
in response to blockage of the electron transport chain or
to the associated change in redox state, but rather has been
attributed to the presence of an O2 sensor that senses the
lack of molecular O2 or O2 by-products under hypoxic con-
ditions.

Most reports on the effects of DO on protein production
by cultured cells have been limited to antibody production
by hybridomas and lymphocytes. The effects of pO2 on the
specific antibody production rate (qAb) are cell line specific,
and the optimal DO level for cell growth is often different
than that for antibody production. Over the range from 1%
to 100% DO, qAb may be greater at low DO (7,75), greater
at intermediate DO (6), or largely unaffected by DO
(13,17,82,83). qAb may be decreased below 1% DO (6,84).
However, other investigators have reported no change in
qAb from anoxic exposure in continuous or perfusion cul-
ture (13,85). It must be emphasized that these conclusions
are limited to the conditions tested. For example, although
qAb for the CC9C10 hybridoma cell line was similar for 10–
100% DO, qAb was 50% greater at 125% DO (17). Also, cells
grown in serum-free media (SFM) appear to be more sen-
sitive to low DO. Three hybridoma cell lines cultured in
SFM exhibited a 50–85% lower qAb for DO � 7.5%, while
the same cell lines grown with serum showed no decrease
in qAb even at 3% DO (82).

Much less has been reported regarding the effects of pO2

or hypoxia on recombinant protein production. The limited
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data available suggest that qP is generally greater at
higher DO, but the DO range over which the transition
occurs is cell line dependent. Chotigeat et al. reported an
increase in steady-state follicle-stimulating hormone
(FSH) production with DO by CHO cells in perfused mi-
crocarrier culture; qFSH was threefold greater at 60–90%
DO than at 10% DO (86). Similarly, Wang et al. reported
50–240% greater qEPO by L-929 cells at 75% DO in batch
microcarrier culture as compared to that at 7.5–30% DO,
with a larger increase in qEPO at 75% DO for cells cultured
in SFM (87). In contrast, qtPA by BHK cells was unchanged
at 7.5–75% DO in batch microcarrier culture and then in-
creased with DO up to 225–300% DO for cells in serum-
containing and serum-free media, although qtPA did fall off
at 420% DO (12). Cell growth was inhibited for DO � 75%
of air saturation, so that the maximum tPA titer was ob-
tained at 225% and 150% DO for cells in serum-containing
and serum-free media, respectively. At the other end of the
DO spectrum, Lin et al. examined the effects of O2 depri-
vation on tPA production by CHO cells in perfused micro-
carrier culture (5). qtPA did not decrease from that at 33%
DO during exposure to mild hypoxia (40–60% decrease in

), but was affected by more severe O2 deprivation. qtPAqO2

decreased by 80% during the first day of severe hypoxia
(80% decrease in ), and then recovered to control levelsqO2

during the next 2 days of severe hypoxia. Upon reoxygen-
ation, qtPA transiently (3 days) increased to twice the con-
trol value. During anoxic exposure, qtPA gradually de-
creased by 80% over 2 days and then remained at that
value even for 2 days after reoxygenation (5).

The attraction in using mammalian cells for recombi-
nant protein expression lies with their ability to carry out
complex posttranslational processing, which is often an
important determinant of a protein’s activity in vivo. Few
studies have addressed the effect of pO2 or hypoxia on pro-
tein glycosylation. Regoeczi et al. (88) examined the in vivo
glycosylation of serum proteins obtained from rats placed
in a hypobaric chamber at 380 mm Hg (80 mm Hg pO2).
The only significant difference in transferrin glycosylation
was a greater proportion of molecules fucosylated (fuco-
sylation index) in hypoxic vs. control animals (28% vs. 24%;
p � .02). In contrast, the IgG fucosylation index was lower
in hypoxic animals (10% vs. 20%; p � .012). Chotigeat et
al. (86) examined the effects of DO on the isoelectric focus-
ing (IEF) gel profile of FSH produced by CHO cells in per-
fused microcarrier culture. FSH acidity increased with DO,
as evidenced by an increase in the fraction of FSH isoforms
with pI � 4.5 from 65% at 10% DO to 88% at 90% DO. The
shift of FSH isoforms to lower pI was attributed to more
extensive sialylation at higher DO values, which is consis-
tent with a fivefold greater sialyltransferase activity in
cells at 90% DO vs. that at 10% DO. Lin et al. (5) examined
the specific activity and gel electrophoresis profiles of tPA
produced by slowly growing CHO cells in perfused micro-
carrier culture. Exposure to hypoxia or anoxia and subse-
quent reoxygenation did not significantly affect tPA spe-
cific activity or site occupancy (fraction of tPA molecules
glycosylated at three sites [68 kDa] vs. two sites [65 kDa]).
However, during reoxygenation from anoxia, an extra tPA
band appeared at 70 kDa. This band, which may have re-

sulted from disrupted signal peptide cleavage or altered
glycosylation, disappeared after 3 days at 33% DO.

Growth Factors and Their Receptors

The effects of O2 on hematopoietic cell growth and differ-
entiation may be caused by differences in the production
of growth factors or their receptors with pO2. Oxygen-
regulated production of the cytokine erythropoietin (EPO)
and of several angiogenic growth factors has been well es-
tablished. There is evidence for specific effects of pO2 on
individual cell types. For example, macrophages produce
cytokines in an O2-dependent manner (89), while lympho-
cytes and macrophages that are cocultured under 5% O2

cooperate to produce a factor that stimulates proliferation
of erythroid precursor cells (90). There is also evidence that
cord blood mononuclear cells produce more interleukin 6
(IL-6) under 5% compared to 20% O2 (91).

Changes in growth factor receptor expression in re-
sponse to low pO2 may exhibit different patterns than
those for the respective ligands. For example, while low
pO2 upregulates the transcription and synthesis of trans-
forming growth factor b1 (TGF-b) in dermal fibroblasts, cul-
ture under 2% O2 for 24 h decreases receptor binding of
[125I]TGF-b by 65% and TGF-b type II receptor mRNA lev-
els by 90% (92). Fibroblasts cultured under 2% O2 also
showed decreased receptor binding of [125I]EGF (epidermal
growth factor) that was reversible after 12 h in culture
under 20% O2 (92). For both receptors, decreased ligand
binding was in large part the result of a lower number of
binding sites. Exposure to hypoxia has also been shown to
reversibly decrease [125I]EGF binding to and the number
of available EGF receptors (EGFR) on hepatocytes, with-
out affecting total EGFR protein content (93). Interest-
ingly, there was no effect of hypoxia on [125I]insulin bind-
ing.

MOLECULAR MECHANISMS MEDIATING OXYGEN
EFFECTS

The metabolic and cellular changes that accompany hyp-
oxia are primarily the result of differential gene expres-
sion. The mechanisms underlying these gene-based re-
sponses involve hypoxia sensing, signal transduction, and
ultimately expression of the appropriate gene.

Oxygen Sensing

Despite the advances being made toward identifying O2-
regulated cellular functions, the nature of the O2 sensor
itself and the path of the signal from the sensor to the
machinery that controls protein expression and function
remain unclear. Among the molecules that can bind to and
react with molecular O2 are heme proteins. By analogy to
hemoglobin, heme proteins are thought to change confor-
mational state between oxygenated and deoxygenated
forms, thus regulating their function depending on pO2.
Involvement of a ferroheme protein in the O2-sensing pro-
cess, originally suggested by Goldberg et al. (94), is sup-
ported by several lines of evidence. Although much of the
insight into mechanisms of O2-sensing stems from studies
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on EPO-producing hepatocytes and on carotid body type I
cells, it seems that a heme-based O2 sensor system is pres-
ent in most cell types (95).

The response to hypoxia can be mimicked, both in mag-
nitude and direction, by exposure to cobaltous ions or iron-
chelating agents (96) or blocked by carbon monoxide, hall-
marks of the involvement of a heme-containing protein.
Expression of hypoxia-inducible genes (Table 1) is gener-
ally enhanced in cells treated with desferrioxamine (DF),
an iron chelator. Iron chelators prevent synthesis of func-
tional heme proteins by inhibiting the incorporation of fer-
rous atoms into the heme molecule. Cells with a nonfunc-
tioning O2 sensor are unable to detect O2 present in the
environment and are likely to interpret their state as hyp-
oxic. Furthermore, because iron catalyzes the conversion
of H2O2 to OH• and OH� via the Fenton reaction, iron che-
lators may significantly alter levels of chemical messen-
gers in the O2-sensing pathway and lead to an hypoxic-like
response (97). The heme protein hypothesis is further sub-
stantiated by experiments in which cobalt and nickel sub-
stitute for iron in the heme moiety. These transition metals
exhibit a characteristic low binding affinity for O2, thereby
locking the heme protein in the deoxy conformation and
sending an hypoxic signal. All the hypoxia-induced genes
examined have been shown to be stimulated under such
conditions (Table 1), while hypoxia-inhibited genes are also
inhibited by Co2� and DF. Conversely, the effects of hyp-
oxia can be abrogated by using carbon monoxide (CO),
which substitutes for O2, to lock heme in the oxy confor-
mation (94). Studies on expression of the phosphoenolpyr-
uvate carboxykinase (PCK) gene in primary rat hepato-
cytes (139) further confirm the CO–O2 sensor relationship,
although in this case it acts conversely: PCK gene expres-
sion is inhibited under hypoxia, but is stimulated under
elevated pO2 or in the presence of CO (Table 1). Parallel
effects of CO on O2-sensing are evident in the carotid body,
where ventilation is regulated (142). The current through
K� channels in type I cells is rapidly downregulated by
lowering pO2. Addition of CO to hypoxic type I cells re-
verses the downregulation of K� currents. Collectively,
these data implicate a heme protein that changes confor-
mation on binding O2 or CO as the primary O2 sensor.

It is likely that the O2 sensor is a membrane-bound,
multisubunit cytochrome b protein that binds O2 and re-
duces it to ROS such as superoxide and H2O2, which then
in turn leads to downstream signaling of gene transcrip-
tion. Numerous findings have contributed to this hypoth-
esis. Absorption spectra of hepatoma cells and carotid body
cells coincide with those of type b-like cytochromes that
undergo a shift in conformation in response to changing
pO2 (143,144). Among this group of b-cytochromes are
those that are part of the NADPH–oxidase enzyme com-
plex, which generates H2O2 in an O2-dependent manner.
During hypoxia, the H2O2-generating activity of the oxi-
dase would be inhibited, leading to lower H2O2 levels (4).
In confirmation, the rate of H2O2 production by hepatoma
cells decreased as pO2 decreased (145). A regulatory role
for H2O2 in the coupling of environmental pO2 to intracel-
lular events has been demonstrated: adding exogenous
H2O2 to hypoxic cultures negated the expected increase in
EPO production, while adding antioxidants or catalase to

high-pO2 cultures (to reduce H2O2) increased EPO mRNA
levels (146). H2O2 may have several modes of action in
transducing the pO2 signal to the transcriptional machin-
ery in O2-responsive genes. Thus, it seems likely that
changes in environmental pO2 that regulate cellular func-
tions are sensed by an H2O2-generating heme protein. Re-
cent findings, however, indicate that hypoxic induction of
genes for vascular endothelial growth factor (VEGF), al-
dolase, and tyrosine hydroxylase (TH) does not involve
NADPH oxidase (103,147). In particular, in PC-12 cells DF
and Co2� do not interfere with H2O2 generation by the O2

sensor, but rather affect TH gene expression by a mecha-
nism further downstream from H2O2 formation (103).

O2-sensing also appears to involve the regulation of nu-
cleotide cyclases, heme-containing proteins that catalyze
the conversion of intracellular ATP/GTP to cyclic AMP/
GMP (148). Hypoxia decreases cAMP and cGMP levels,
which in turn may alter stimulation of protein phosphory-
lation pathways. It is not known whether these nucleotide
cyclases actually sense extracellular pO2 levels, similar to
the mechanism proposed for oxidases, or if they are regu-
lated by a signal generated further downstream from the
O2 sensor. For example, H2O2 can affect activation of guan-
ylate cyclase and alter cGMP levels (4). In this way, during
hypoxia, lower concentrations of H2O2 could contribute to
modifying the phosphorylation status of certain proteins.

Contrary to these observations, it is also possible that
heme proteins may not be involved in the hypoxic regula-
tion of certain genes, such as endothelial GAPDH (69). If
a heme protein is involved, it possesses different structural
or functional properties from those involved in other
hypoxia-responsive systems as regulation of endothelial
GAPDH (e.g., by CO) differs from that of EPO or VEGF
(see Table 1).

Signal Transduction

Protein Phosphorylation. A decrease in H2O2 concentra-
tion could transduce the hypoxic signal through several
different pathways, most likely involving protein phos-
phorylation and redox potential. Protein phosphorylation
is an important intracellular transduction mechanism be-
cause of its regulation of several transcription factors. A
heme protein in the bacterium Rhizobium melliloti senses
hypoxia and activates its kinase domain, leading to phos-
phorylation of transcription factors and subsequent gene
expression (149). In eukaryotes, NADPH oxidase, the pu-
tative O2 sensor that operates in some cell types, becomes
phosphorylated on activation (150), suggesting that the de-
pendence of O2-sensing on a phosphorylation cascade is
conserved between bacteria and mammals. Tyrosine phos-
phorylation has been implicated in the hypoxic activation
of NF-jB DNA-binding activity (151) and in the transcrip-
tional and posttranscriptional induction of the VEGF gene
(152,153). The DNA-binding activity of hypoxia-inducible
factor-1 (HIF-1; see next section) is also dependent on its
phosphorylation status. Treatment with phosphatase or
with kinase inhibitors prevented hypoxia-inducible bind-
ing and EPO gene expression, demonstrating the require-
ment for HIF-1 to be in a phosphorylated form (154).
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Table 1. Oxygen-Regulated Gene Expression

Regulation

Stimulus
Hypoxia-
inducible mRNA

Gene Hypoxia DF Co2�

CO
reversala

DNA
element

stability
element References

Miscellaneous

Erythropoietin (EPO) � � � Y HIF-1 P 94,97–102
Tyrosine hydroxylase (TH) � � � HIF-1 Y 103–105
Transferrin (TF) � HIF-1 106
Inducible nitic oxide synthase � HIF-1 107
Heme oxygenase 1 � HIF-1 108
Xanthine oxidase I � 109
Retrotransposon VL30 � HIF-1 110
Hypoxia-inducible factor-1� (HIF-1�) � � � 111
Hypoxia-inducible factor-1b (HIF-1b) � � � 111
Interleukin 2 (IL-2) � 112
Interleukin 4 (IL-4) � 112
Interferon-c (IFN-c) � 112
Ornithine decarboxylase � 113
Interleukin 10 (IL-10) � 112

Angiogenic growth factors

Vascular endothelial growth factor (VEGF) � � � Y HIF-1 Y 96,114–118
Platelet-derived growth factor-b (PDGF-b) � � � 96,119,120
Transforming growth factor-b (TGF-b) � 121
Acidic/basic fibroblast growth factor (a/bFGF) � � 120
Tumor necrosis factor-� (TNF-�) � NF-IL-6 (P) 122
Endothelin � 123
Interleukin 6 (IL-6) � NF-IL-6 112,124,125
Interleukin 1 (IL-1) � 126
Interleukin 8 (IL-8) � NF-IL-6 (P) 124,127
Placental growth factor (PLGF) � � � 96

Glucose transporters

GLUT-1 � � � Y HIF-1 Y 128–131
GLUT-2 � � � 129
GLUT-3 � � � 129

Metabolic Enzymes

Lactate dehydrogenase-A (LDH-A) � � � HIF-1 129,132–135
Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) � � � N 69
Aldolase A � � � HIF-1 129,135,136
Enolase 1 � HIF-1 135,136
Phosphoglycerate kinase 1 (PGK-1) � � � HIF-1 132,136
Phosphofructokinase L (PFK-L) � � � HIF-1 132,136
Pyruvate kinase � 136,137
Hexokinase � 137
Triose phosphate isomerase � 138
Phosphoenolpyruvate carboxykinase (PCK) � � Y 139,140
Tyrosine aminotransferase � 141

Note: DF, desferrioxamine; �, induced gene expression; �, suppressed gene expression; Y, yes; N, no; P, probable, but not proven; HIF-1, hypoxia-inducible
factor-1-binding motif; NF-IL-6, nuclear factor–interleukin-6-binding motif.
aReversal of hypoxic effects by carbon monoxide (CO).

Redox Potential. Although hypoxia-mediated enhance-
ment of DNA-binding activity of several transcription fac-
tors could reflect changes in the phosphorylation state of
these proteins, it could also reflect changes in the cellular
redox state. Cellular redox potential is governed in part by
the ratio of reduced (SH) to oxidized (S–S) thiols that re-

sults from the surrounding pO2. Under normoxic condi-
tions, the equilibrium is maintained by H2O2 either
through direct oxidation of reduced glutathione (GSH) to
oxidized glutathione (GSSG) or through formation of the
hydroxyl radical, which can oxidize glutathione and pro-
tein thiol groups (4). Under hypoxic conditions, the de-
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creasing H2O2 concentration is accompanied by a shift in
the equilibrium toward the reduced forms of glutathione
and protein thiols. This shift in redox state can regulate
the activity of K� channels and the DNA-binding activity
of transcription factors (4).

Several studies have coupled changes in transcription
factor activity with perturbations in the redox state of the
cell. Transcription factors AP-1, NF-jB, and p53, as well
as protein factors such as heat shock proteins (HSPs), are
redox sensitive. An ubiquitous nuclear protein called Ref-1
serves as a redox factor that stimulates AP-1 DNA-binding
activity through single conserved cysteine residues in the
c-Fos and c-Jun proteins that comprise the AP-1 transcrip-
tion complex (155). AP-1 activity is enhanced by antioxi-
dants and reducing agents (155,156), whereas it is in-
hibited by H2O2 (157) and sulfhydryl blockers (155).
Furthermore, data suggest that the c-fos and c-jun family
of genes are regulated at the transcriptional level as well,
with exposure to hypoxia inducing mRNA expression
(114). However, in these latter studies AP-1 activity was
not assessed. In contrast to AP-1, NF-jB activity is in-
duced by oxidative stress: H2O2 can activate NF-jB, while
treatment with thiol reagents or other antioxidants abol-
ishes its activity (156,158). A conflicting report has shown
enhanced NF-jB activity under hypoxic conditions (151).
Like AP-1, it seems that NF-jB also requires reduction of
specific cysteine residues in its DNA-binding domain, since
its association with DNA in vitro is inhibited by alkylating
or oxidizing agents (159). However, there is currently no
evidence linking modification of NF-jB thiol groups to
regulation of its biological activity. This fact demonstrates
the complex nature of regulation of cellular signaling
through redox chemistry.

The functions of HSPs are multifold: they protect cells
from stress from heat, ROS, and sulfhydryl reagents be-
cause they aid protein folding, processing, and transport.
Expression of HSPs is dependent on binding of heat shock
transcription factors (HSFs) to their promoter region. The
relevance of the cellular redox state in the heat shock re-
sponse is demonstrated by the inhibition of HSF activity
and HSP gene expression by thiol reducing agents (72).
The induction of HSP expression with reoxygenation is
consistent with these findings (61).

The role of redox status on the basic helix-loop-helix
(bHLH) group of proteins, a broad group of transcription
factors that share common helix-loop-helix regions re-
quired for dimerization, is also of considerable interest.
Binding and activation of USF, a bHLH transcription fac-
tor, proceeds only when two cysteine residues in the HLH
dimer interface are reduced (160). This mechanism also
implicates redox regulation in the assembly of other tran-
scription factors, in particular of the activation of HIF-1, a
heterodimer consisting of two bHLH transcription factors,
the HIF-1� and HIF-1b subunits (111).

Of the factors mentioned previously, HIF-1 is probably
the most relevant to low-pO2 studies because it is an ubiq-
uitous transcription factor (see Table 1) whose function is
restricted to the hypoxic regulation of a broad range of
physiologically relevant genes (161–163). HIF-1 DNA-
binding activity and the protein levels of HIF-1� and
HIF-1b each increase exponentially as cells are exposed to

decreasing pO2 in vitro within the physiological range. A
half-maximal response was seen between 1.5% and 2% O2

in the gas phase, with a maximal response at 0.5% O2

(124). Maintaining the proper redox ratio is essential for
the hypoxic activation of HIF-1. Changing the redox state
of cells through treatment with oxidizing agents impairs
hypoxia signaling mechanisms by disrupting expression of
HIF-1� and HIF-1 DNA-binding activity (164). HIF-1 must
remain in the reduced state to enable binding to DNA. No
cysteine residues were found in the basic DNA-binding do-
main of either HIF-1� or HIF-1b. However, one cysteine
was found in the HLH region of HIF-1b and several in the
PAS (Per-ARNT-Sim; named for the domain found in the
Drosophila transcription factors Period and Single-minded
and the mammalian aryl hydrocarbon receptor nuclear
translocator protein) domain of each subunit (164). Inter-
action between the HLH and PAS domains is necessary for
heterodimerization of HIF-1� and HIF-1b and for subse-
quent DNA binding. The redox-sensitive activation of
HIF-1 has since been attributed primarily to the HIF-1�
subunit (165).

Another factor that has been shown to activate tran-
scription of specific target genes in hypoxic cells is C/EBPb.
C/EBPb shows a structural feature akin to the AP-1 com-
plex with a cysteine residue similarly positioned as in c-Fos
and c-Jun that is critical for DNA-binding activity
(124,155). C/EBPb protein binds to an hypoxia-inducible
element called the NF-IL-6 site in a tissue-specific manner
(124,125). Although this site is distinct from the HIF-1-
binding motif, the cellular processes leading to gene tran-
scription may still be related. Given the analogy between
the actions of HIF-1 and C/EBPb and the implication that
redox potential plays a role in both HIF-1- and C/EBPb-
mediated hypoxia-inducing mechanisms, the NF-IL-6 site
becomes another important locus for induced gene expres-
sion under O2 deprivation. The presence of tissue-specific
factors regulates whether transcription can be driven by
HIF-1 or C/EBPb.

In addition to increased transcription rates, gene ex-
pression during hypoxia is also regulated by the stability
of mRNA. Redox may also contribute to this posttranscrip-
tional mode of gene regulation. Czyzyk-Krzeska (4) re-
ported that binding of hypoxia-inducible protein factors to
tyrosine hydroxylase mRNA stability elements requires
that they be in the reduced state.

Thus, posttranslational signaling mechanisms that
involve both phosphorylation and sulfhydryl group modi-
fications contribute to the transcriptional and posttran-
scriptional response to hypoxia. HIF-1 activation best ex-
emplifies these modes of regulation. In addition, activation
of HIF-1 may depend on ligand binding. Association of
HSP90 with HIF-1� allows this subunit to change confor-
mation, thereby enabling dimerization with HIF-1b and
subsequent DNA binding of the HIF-1 complex (166). Con-
sidering this information, it now becomes logical to extend
the previous hypothesis suggesting that the signaling cas-
cade begins with a heme protein O2 sensor and is propa-
gated by an intermediate, such as H2O2. Intermediate mol-
ecules are likely to target certain transcription factors,
such as HIF-1, and regulate their binding to the respective
genes.
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Gene Expression

Transcriptional Regulation. The identification of the
aforementioned transcription factors has facilitated our
understanding of O2 regulation of genes and consequently
advanced our understanding of the physiological adapta-
tion to hypoxia. Despite a significant reduction in total
mRNA synthesis when cells are deprived of O2, transcrip-
tion of several mammalian genes that encode for various
hormones, cytokines, and enzymes is markedly increased.
In particular, low pO2 induces expression of genes control-
ling erythropoiesis, ventilation, angiogenesis, and energy
metabolism. Furthermore, the commonality among the
regulatory elements present in these genes suggest that
they are part of a widespread O2-sensing system. Although
beyond the scope of this article, cellular adaptation to the
other extreme, hyperoxia, also involves the upregulation
of certain genes which, in this case, lead to detoxification
of ROS (36).

EPO. Progress in understanding O2-dependent gene ex-
pression has mostly stemmed from characterizing hypoxia-
induced production of erythropoietin (EPO) because the ef-
fects are more dramatic for this cytokine than for the other
O2-sensitive genes studied thus far. EPO is the key hor-
mone in erythropoiesis: synthesized primarily in the adult
kidney and fetal liver, it travels to hematopoietic tissues
where it binds to its receptor on erythroid progenitor cells,
protecting them from apoptosis and allowing them to pro-
liferate and differentiate into mature red blood cells. Un-
der the hypoxic stress of anemia or reduced blood oxygen-
ation, EPO production is as much as 1000 fold greater than
normoxic levels (167). By increasing the number of red
blood cells, EPO enhances the O2-carrying capacity of the
blood. Studies on the transcriptional control of the EPO
gene have been greatly facilitated by the use of the cul-
tured human fetal hepatoma cells Hep3B and HepG2
(168). Increased EPO production under hypoxia in these
model systems mirrors the in vivo response. There is a
close correlation between the level of hypoxia and the pro-
duction rates of EPO protein and EPO mRNA in these
cells.

Regulation of transcription rate involves interactions
between trans-acting elements (transcription factors) and
cis-acting elements within the promoters and enhancers of
regulated genes. The best-studied mechanism of hypoxic
regulation is the binding of HIF-1 to DNA, and is best ex-
emplified by regulation of the EPO gene. The cis element
most critical to hypoxic induction of EPO transcription is
located in the 3�-flanking region of the gene, 120 bp down-
stream from the polyadenylation site. The 3� enhancer in-
cludes three sequences that contribute to the hypoxic re-
sponse: (1) a 5� portion containing the highly conserved
HIF-1-binding site, (2) the middle portion, which does not
bind specific proteins but is necessary for the hypoxic in-
duction of transcription, and (3) a 3� portion containing
highly conserved nuclear receptor-binding half-sites that
resemble known steroid and thyroid hormone response ele-
ments. A variety of hormones act by binding to nuclear
receptors. In particular, the binding of a specific nuclear
receptor, orphan nuclear factor 4, to the EPO enhancer am-
plifies the transcriptional activation by HIF-1, demon-

strates a marked impact on the hypoxic induction of the
EPO gene and contributes to tissue specificity of this re-
sponse (169).

The importance of the 3� enhancer had previously mis-
led some to believe that it was solely responsible for hyp-
oxic induction of the EPO gene. However, transfection
studies with the enhancer revealed that mRNA synthesis
of a reporter gene was only induced about 10 fold, which
is well below the induced level of endogenous EPO mRNA
(170). This discrepancy was resolved through identification
of O2-sensitive elements within the promoter region, 5� to
the EPO gene (171). The 3� enhancer and 5� promoter act
synergistically to achieve at least a 40-fold stimulation of
transcription of the EPO gene under hypoxia, commensu-
rate with endogenous EPO mRNA levels. Similar to the
enhancer region, the EPO promoter contains nuclear hor-
mone response half-sites. Alone, they do not contribute to
hypoxic induction, but they are needed to amplify the in-
duction signal. It has also been proposed that the EPO
gene may be negatively regulated by higher pO2. Other
elements in the EPO promoter including GATA sites and
ribonucleoprotein-binding sites may contribute to the in-
hibition of a constitutive activator protein and lead to re-
pressed transcription under normoxia (167). During hyp-
oxia, when the negative regulators are reduced, they could
be displaced from their corresponding DNA-binding sites
and allow transcription to proceed. This finding is consis-
tent with studies that suggest that under high pO2 the O2

sensor generates greater amounts of ROS that lead to the
inhibition of EPO gene expression (146).

More recently, other transcription factors have been im-
plicated in transducing the signal from the HIF-1 site to
the transcriptional initiator. The non-DNA-binding tran-
scriptional activator P300/CBP binds to HIF-1� and en-
hances hypoxic induction by increasing the response of the
EPO enhancer (172). P300/CBP is a multifunctional pro-
tein that, in addition to regulating several tissue-specific
enhancers, plays a role in controlling the cell cycle and dif-
ferentiation pathways. The HIF-1-binding site within the
EPO enhancer also binds constitutively to a smaller pro-
tein complex consisting of the activating transcription
factor-1 (ATF-1) and the cAMP-responsive element-1
(CREB-1) (173). During hypoxia, these two transcription
factors are displaced by HIF-1. Thus, HIF-1-dependent in-
duction of gene expression involves interactions between
different transcription factors and sequences. It is likely
that these interactions direct the specificity of the hypoxic
response, that is, which genes or cells are affected.

Several findings have led to the conclusion that HIF-1-
mediated induction of gene expression is not restricted to
the EPO gene or to cells originating from the kidney or
liver. Transfection experiments in many different cell lines
using the EPO 3� enhancer coupled to reporter genes have
demonstrated the universality of this O2-sensing and sig-
nal transduction mechanism (174). Factors with similar
affinity for specific DNA sequences within the enhancer
were activated regardless of whether or not the cells were
EPO producing (98,175). Furthermore, mutated EPO en-
hancers, which are known to prevent HIF-1 binding, abol-
ished hypoxic induction of mRNA synthesis of the reporter
genes. O2 regulation of other genes in an HIF-1-dependent
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fashion is confirmed by the observation that the key reg-
ulatory sites for many other O2-regulated genes contain
the HIF-1-binding consensus sequence (see Table 1) with
the core motif CGTG (161). Among those to be discussed
next are the genes encoding TH, VEGF, GLUT-1, and sev-
eral glycolytic enzymes.

TH. The most immediate response to hypoxia at the
whole-body level is the regulation of ventilation. The sen-
sitivity of type I cells in the carotid body to a decrease in
pO2 is greater than in other O2-sensitive cells: inhibition
of conductance through K� channels, membrane depolar-
ization, increase in intracellular calcium, and release of
neurotransmitters occur rapidly. Neurotransmitters con-
vey the hypoxic signal to the sinus nerve. Hypoxia stimu-
lates the protein activity, as well as the fast induction of
gene expression, of tyrosine hydroxylase (TH), the rate-
limiting enzyme in the synthesis of the neurotransmitter
dopamine. The molecular mechanisms by which hypoxia
induces increased TH gene expression have mostly been
explored in PC-12 (pheochromocytoma cell line) cells,
which exhibit similar O2-dependent characteristics as the
scarce type I primary cells (104). A decrease of O2 levels
(to 15% O2 in the gas phase) produces an hypoxic effect.
When PC-12 cells are exposed to 10% O2, TH mRNA levels
reach a maximum within 6 h and are sustained at a high
level for up to 53 h thereafter (4). The initial increase in
TH mRNA is primarily attributed to a rapid induction of
transcription, whereas maintenance of TH mRNA during
long-term exposure to hypoxia involves mechanisms that
enhance mRNA stability (see later section).

The cis elements required for hypoxic induction of TH
are located in a promoter region containing HIF-1, AP-1,
and AP-2 sites (105). As for the EPO gene, binding of the
HIF-1 complex to its site is required for hypoxic induction,
but other interactions are also involved. Binding of c-Fos/
c-Jun heterodimers to the AP-1 site within the TH pro-
moter was shown to increase in hypoxic cells (105). Mu-
tation of the AP-1 site, which prevented binding of these
transcription factors, inhibited hypoxic induction. Another
similarity to regulation of the EPO gene is the possibility
that nuclear receptors may also play a role in cooperation
with HIF-1 for TH (176). Moreover, as with EPO mRNA,
decreases in H2O2 levels caused by the addition of antiox-
idants or catalase induced TH mRNA expression. This sug-
gests that H2O2 serves as an intermediate during the hyp-
oxic regulation of both the TH and EPO genes.

Angiogenic Growth Factors. Angiogenesis is a funda-
mental process not only in development but also in wound
healing, recovery from ischemic injury, and the pathogen-
esis of tumor growth. The common denominator among
these processes is the hypoxic microenvironment in which
they usually occur. The formation of new capillaries in-
creases blood flow to the tissues, allowing delivery of an
adequate supply of O2. Control of vascular functions and
blood vessel proliferation under hypoxic conditions has
been associated with a group of O2-regulated genes that
encode several growth factors important for stimulating
growth and migration to sites of ischemic injury (see Table
1). Some of these genes that have been reported to be in-
ducible by hypoxia share homologous sequences and simi-

lar regulatory mechanisms to those operating in the EPO
and TH genes.

Of the angiogenic cytokines, VEGF, which is believed to
be the central mediator of blood vessel formation, has gar-
nered the most attention. VEGF is produced by many dif-
ferent cell types and tissues, and its expression is signifi-
cantly amplified by hypoxia. Hypoxic induction of VEGF
mRNA has been demonstrated both in vivo and in cultured
cells (115). The preponderance of data suggest that VEGF
regulation employs similar O2-sensing, signal transduc-
tion, and gene expression mechanisms as both EPO and
TH (Table 1). Transfection experiments using reporter
genes localized the cis-acting element containing the well-
conserved HIF-1-binding site to a 28-bp sequence, 900 bp
upstream of the transcriptional start site (116,177). Min-
chenko et al. (178) previously reported that two O2-
responsive elements existed in the 5� and 3� regions flank-
ing the VEGF gene. AP-1- and AP-2-binding sites were also
identified within the VEGF promoter (114,177).

The C/EBPb DNA-binding factor has been found to me-
diate IL-6 induction by hypoxia in endothelial cells and
vascular smooth muscle cells (124,125). Transfection of
IL-6 promoter–reporter gene constructs revealed the
NF-IL-6-binding site as the hypoxia-inducible element,
suggesting that a similar mechanism may account for hyp-
oxic induction of other genes that contain NF-IL-6 sites,
such as TNF-� and IL-8.

Genes Involved in Energy Metabolism. To maintain via-
bility and function, cells have carefully choreographed
strategies of nutrient utilization. During periods of O2 dep-
rivation, when the O2-dependent tricarboxylic acid cycle
and oxidative phosphorylation are impaired, cells adapt by
generating ATP primarily through anaerobic glycolysis.
Because the glycolytic pathway produces much less ATP
than oxidative metabolism, the glycolytic capacity of the
cells must be enhanced under hypoxic conditions. The rate
of glycolysis can be increased by transporting more glucose
into the cell, by upregulating the activity and synthesis
of glycolytic enzymes, and by downregulating expression
of gluconeogenic enzymes that consume large amounts of
ATP. As discussed next, hypoxia governs expression of the
genes involved in all three modes of adaptation.

In the first mode, glucose uptake increases to compen-
sate for lower ATP yields. The expression of glucose trans-
porters has been found to increase in response to several
environmental stimuli. Most notably, hypoxia induces
insulin-independent glucose transporter 1 (GLUT-1) pro-
tein and mRNA both in vivo and in various cell lines (179).
The induction of GLUT-1 contributes to sustained energy
levels under hypoxic stress in muscle cells, endothelial
cells, adipocytes, HeLa cells, and HT 1080 (fibrosarcoma)
cells. Increases in glucose uptake and lactate production
are consistent with increases in glucose transport
(128,180). It is likely that hypoxic regulation of the
GLUT-1 gene, whose enhancer contains two phorbol ester
response elements and a cAMP response element, depends
on synergy between multiple cis-acting elements and tran-
scription factors (95). In addition to GLUT-1, its isoform
GLUT-3 is also induced by hypoxia in the HepG2 hepatoma
cell line, whereas GLUT-2 expression is inhibited (129).
The isoform-specific regulation of glucose transport coin-
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cides with the decrease in the apparent Km for glucose ob-
served under hypoxia: GLUT-3, which demonstrates the
most dramatic induction by hypoxia, also has the lowest
apparent Km for glucose (128,180). Increased steady-state
levels of GLUT-1 mRNA in response to hypoxia are not
only the result of increased transcription; GLUT-1 is also
subject to regulation through mechanisms that stabilize
mRNA.

The remaining two modes by which pO2 alters glucose
metabolism involve the regulation of a number of glycolytic
and gluconeogenic enzymes. As expected, the response to
hypoxia is opposite in direction depending on the pathway
with which the enzyme is associated (see Table 1). In hyp-
oxic surroundings, increased expression of rate-limiting
glycolytic enzymes would shift metabolism toward glycol-
ysis. However, in a well-oxygenated environment in se-
lected tissues, enhanced expression of PCK would favor
gluconeogenesis.

In general, the three groups of genes—those for glucose
transporters, glycolytic enzymes, and gluconeogenic en-
zymes—exhibit patterns of expression in response to hyp-
oxia that are consistent with their response to transition
metal ions (e.g., cobalt) or iron chelators (e.g., DF), as has
been shown for other O2-regulated genes (Table 1). Some
of these genes possess cis-acting elements, which convey
this response and cross-compete with the EPO enhancer
for binding to HIF-1 (132). This suggests that hypoxic regu-
lation of EPO and certain metabolic genes are linked by a
similar O2-sensing and signal transduction mechanism.
Indeed, the HIF-1-binding consensus sequence has been
found in several of these genes (Table 1).

Because induction of LDH-A activity by hypoxia is one
of the greatest among the glycolytic enzymes, its hypoxia-
inducible elements have been studied in detail. Expression
of the mouse LDH-A gene in response to hypoxia is driven
by cooperation among three domains, which are arranged
similarly to those observed in the EPO 3� enhancer. There
is (1) an HIF-1-binding site, which is required but not suf-
ficient for hypoxic induction of gene expression, (2) an ad-
jacent sequence, which is located in an analogous position
as a critical region in the EPO enhancer, and (3) a cAMP
response element (CRE) (133). At a minimum, in transfec-
tion experiments the HIF-1 site must be accompanied by
either of the other two domains to confer hypoxic induci-
bility. Furthermore, the CRE-binding protein is highly ho-
mologous to P300, which binds to HIF-1� (see earlier dis-
cussion). Despite the substantial induction of LDH-A
mRNA by hypoxia, no effect on its isozyme LDH-B was
observed (129). Therefore, the distinctive pattern of re-
sponse to hypoxia by the genes involved in energy metab-
olism is both isoform- and isozyme-specific, as in the cases
of GLUT-1 (and GLUT-3) and LDH-A, respectively. Finally,
hypoxic induction of LDH and GAPDH, which are used as
a measure of viability and as an internal control for elec-
trophoretic purposes, respectively, may lead to the misin-
terpretation of results collected in the laboratory if the
differential effects of pO2 on their expression are not con-
sidered.

Posttranscriptional Regulation. In addition to the mRNA
transcription rate, the decay rate should not be overlooked;

it, too, is an important contributing factor in increasing
gene expression during hypoxia. A potential advantage as-
sociated with this bimodal regulation of gene expression is
conservation of energy. Initially, hypoxia increases specific
mRNAs through transcriptional induction, but, during
longer exposure times, mechanisms conferring mRNA sta-
bility may take over. This phenomenon is illustrated by the
increase in TH mRNA stability during long-term hypoxia,
which allows maintenance of TH mRNA levels without the
energy demand that accompanies synthesis of new mRNA
molecules (104). Studying posttranscriptional regulation
by hypoxia is complicated by the fact that many inhibitors
of transcription nonspecifically stabilize mRNA. For this
reason, although hypoxic regulation of EPO mRNA stabil-
ity is expected, it has yet to be confirmed. In contrast, using
nonstabilizing transcription blockers and other tech-
niques, hypoxic regulation at the posttranscriptional level
has been demonstrated for VEGF and GLUT-1 mRNAs
(152), in addition to TH mRNA (104).

Both stability and instability elements may be involved
in the regulation of steady-state EPO, TH, VEGF, and
GLUT-1 mRNA levels. These cis-acting sequences within
mRNA could direct secondary structure, act as binding
sites for trans-acting regulatory proteins, or serve as target
sites of nucleases (4). The hypoxia-regulated TH mRNA
stability element has been identified as a pyrimidine-rich
tract in the 3� untranslated region (UTR) termed the
hypoxia-inducible protein-binding sequence (HIPBS). Ox-
ygen regulation by protein binding to this site was con-
firmed first by mutations that prevent protein binding and
consequently decrease TH mRNA half-life and second by
the ability of HIPBS to confer stability on reporter mRNA.
The HIPBS closely resembles sequences in the 3� UTR of
both EPO and VEGF mRNAs (153,181). Moreover, similar
or the same protein factors as those that bind to HIPBS in
TH mRNA also bind to the homologous sequences in EPO
and VEGF mRNAs (4). The most common determinants of
mRNA stability in mammalian cells are AU-rich elements
(182). In addition to three HIPBS motifs, the 3� UTR region
of VEGF mRNA contains multiple AU-rich stabilizing and
destabilizing elements that also appear to mediate stabil-
ity by forming hypoxia-regulated complexes (111,155).
Thus, in combination with transcriptional upregulation,
the presence of O2-regulated mRNA stability and instabil-
ity elements could account for enhanced gene expression
under hypoxic conditions.
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INTRODUCTION

Inoculum preparation is the part of the fermentation de-
velopment process that secures the microbial genotype for
experimental and/or production purposes by providing a
viable biomass capable of high productivity. Microbial pro-
cesses generally consist of two distinct elements: a biotic
factor the biomass and an abiotic factor (the growth envi-
ronment). Hence, in applied microbiology terms

pheotype � genotype � environment

where the phenotype represents the desired attribute (ac-

cumulation of biomass or a valuable product of that bio-
mass), the genotype represents the collection of metaboli-
cally useful genes and associated gene products, and the
environment provides a system (principally a fermenter)
of control over gene expression, that is, growth and product
formation. At some point in the fermentation development
program, the biotic and abiotic elements must be linked;
this will be defined as the supply of consistent biomass to
the fermenter plus growth medium. The growth and pro-
ductive phases of fermentation are, of course, the subject
of intense investigatory work; much has been written
about the strict control requirements of the fermenter sys-
tem, including the response of the microorganism to the
nutritional and environmental factors. However, the re-
quirements for the inoculum and the influence the inocu-
lum can have on the outcome of the fermentation has re-
ceived only scant attention (in terms of literature
citations). A detailed assessment of the effect of the inoc-
ulum on microbial productivity can be justified, particu-
larly in the case of nonrecombinant microorganisms, on the
basis that commercially useful microbes will be isolated
directly or indirectly from an ecosystem very remote from
the fermentation laboratory, where the influences on
growth are unknown.

Microbial Ecology

The microbial metabolic attribute to be exploited has
evolved as a result of environmental influences unknown
to the fermentation scientist. There is a case to be made
for the basic ecology of the microorganism to be understood
prior to culture preservation and inoculum preparation. A
simple classification of organisms isolated from soil pro-
vides a loose context against which culture maintenance
and development may be defined; soil organisms may be
divided into two basic categories (1,2), the attributes of
which are summarized in the following:

1. Indigenous, or autochthonous species, which have
lower reproductive rates and are specialized for a
particular habitat or more complex/intractable sub-
strate. These are known as K strategists and include
ascomycetes, basidiomycetes, and some actinomy-
cetes.

2. Invaders, or allochthonous species, which have high
reproductive rates and tend to function as pioneer
species utilizing simple soluble substrates. The zy-
mogenous fungi within this group include the sugar-
fungi Mucor, Rhizopus, Trichoderma, Penicillium,
and Aspergillus; organisms such as these may be ac-
tivated by the presence of fresh substrate (breaking
spore dormancy). These types of organisms, some-
times termed r strategists, possess good competitive
abilities, which (along with some K strategists) in-
clude the ability to produce toxins (antibiotics),
which is of obvious commercial interest.
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Cognizance of the background ecology of the microor-
ganism may permit a more appropriate culture storage
and recovery method to be devised to maximize the
chances of the organism successfully colonizing the next
stage in the fermentation process.

Inoculum Development Conundrum

Process optimization must endeavor to replicate those fac-
tors responsible for the expression of the desired attribute
in the totally artificial environment of monoculture; nutri-
ent sufficiency (feast); and relatively stable physical pa-
rameters, such as temperature, pH, and oxygen availabil-
ity. Although relatively few studies on the influence of
inoculum on final stage fermentations have been made, it
is certain that the inoculum preparation stage of most fer-
mentations will affect the expression of the desired phe-
notype, whether qualitatively, quantitatively, or tempo-
rally. Hence, inoculum development is faced with a
fundamental problem; the factors tested in seed stage or
inoculum preparation investigations can only be assessed
retrospectively in various high-productivity, final stage fer-
mentations, remote from the seed stage influence. The con-
clusions drawn from inoculum development studies must
deconvolute effects due to seed from those due to final
stage fermentations. This article therefore seeks to explore
how inoculum preparation can be incorporated into stan-
dard fermentation development programs.

Factors Critical to Inoculum Preparation

To adequately define the essential requirements for inoc-
ulum preparation, it is necessary to identify the elements
that make up the process:

• Culture storage
• Stock culture
• Culture assessment
• Inoculum development
• Inoculation criteria

These elements will now be discussed and placed in the
context of an overall inoculum strategy for fermentation
development.

CULTURE STORAGE

Culture storage is only successful if the subsequent growth
and productivity of the microorganism is consistent with
expectations. Culture storage methodologies have been de-
scribed in several authoritative texts (3–7) and are re-
viewed only briefly here.

Subculture

Depending on how cultures are received for fermentation
development, some growth stage on agar will generally be
required. The method of subculture relies on transferring
colonies from one solid (depleted) medium to a fresh me-
dium. This method is only suitable for short-term storage.
Each transfer to fresh medium provides a comparatively

nutrient replete environment, adaptation to which may se-
lect for an altered phenotypic expression. To minimize this
possibility, minimal media are selected and the numbers
of subcultures carried out are kept to a minimum. Minimal
media agars are prepared in test tubes or screw-top Uni-
versal bottles, with the agars slanted to maximize surface
area. Colonies from a master plate can be streaked onto
the agar slants, allowed to grow for a minimum period, and
then stored for a few weeks.

Desiccation

Removal or immobilization of water from the culture pre-
vents metabolic activity, which is the key requirement of
preservation. Drying methods are suitable for spore-
forming fungi and streptomycetes; the principle is based
on providing a solid, inert surface onto which spore sus-
pensions can be dried. The methods differ in terms of the
solid support that is used, which can include sterile soil,
silica gel, dry sand, filter-paper disks, and various types of
inert beads (glass, plastic, or porcelain). A suspension of
spores (or possibly vegetative culture) is added to the ster-
ile inert support, and after aseptic stoppering of the tube
or vessel the mixture is allowed to dry at 25 �C. This
method provides a mechanism to store, typically, spore sus-
pensions for perhaps months, but it is generally not rec-
ommended for long-term storage of process critical stock
cultures.

Freeze-Drying (Lyophilization)

Freeze-drying removes water from a frozen culture by sub-
limation under a vacuum. It is suitable for the long-term
preservation of many types of culture and is particularly
suitable for the preservation of vegetatively grown cells.
Bacteria, while frequently stored by lyophilization, may be
susceptible to damage by random mutation (7,8). The
benefits of freeze-drying cultures is that the lyophials are
relatively easy to store, transport, and identify. The cul-
tures may be stable for up to 10 years. The disadvantages
include the need to purchase a relatively expensive freeze-
drier and the risk of mutation occurring in stored bacteria,
which may be minimized by storing the lyophials in the
dark at 5 �C.

Freezing

Freezing the culture effectively deprives the cell of water
and slows all metabolic and chemical activity. Intracellular
water deprivation arises as a result of osmotic pressure
induced at temperatures between �5 �C and �15 �C, the
temperature at which ice forms in extracellular fluid but
the intracellular space remains unfrozen (9). Under these
circumstances there is solute enrichment of the extracel-
lular fluid, and water leaves the cell by osmosis, freezes
outside, and the volume fraction of the cell is thus reduced.
The rate of freezing will affect the size distribution of the
ice crystals and with slow cooling will tend to result in
considerable water loss from the cell and large extracel-
lular crystals; rapid freezing (�200 �C/min, obtained by
plunging the sample in liquid nitrogen) will result in
smaller extracellular ice crystals and some intracellular
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ice crystal formation. It is necessary to determine the cor-
rect freezing rate for the particular cell under investiga-
tion. The properties and composition of the growth me-
dium qualitatively affect the success of cryopreservation.
Recovery from cryopreservation may also be critical due to
an effect known as recrystallization, which refers to small
crystals rearranging themselves into potentially more
damaging larger crystals, leading to cell rupture. This may
typically happen at temperatures between �100 �C and
�20 �C. The potentially damaging effects are minimized
by rapid thawing.

To minimize the general effect of ice crystal damage,
high-viscosity cryopreservants are often added to the cell
suspension (in the case of vegetative culture storage);
these may be of two basic types, intracellular (membrane
penetrating) or extracellular (nonmembrane penetrating).
The intracellular agents used include dimethylsulfoxide
(DMSO) and glycerol. Glycerol (added at 5–10% v/v to the
final culture dispensing fluid) has the effect of reducing
lesions due to osmotic shock by reducing the size of ice
crystals. Extracellular cryopreservants include various
carbohydrates, such as sucrose, mannitol, dextrin, and
starch; 20% powdered skim milk and 12% sucrose are
widely used.

The principal advantage of freezing as a method of cul-
ture storage is the relatively long duration of culture sta-
bility. The lower the temperature, the longer the duration.
At �20 �C it is reasonable to consider that microbial cul-
tures will remain stable for 1 to 2 years; at �80 �C, cul-
tures should remain stable for 5 years or more, indefinite
storage is obtained at temperatures of less than �80 �C
using liquid nitrogen. The vapor phase of liquid nitrogen
is �156 �C, and the liquid phase is �196 �C; extreme care
must be exercised when recovering culture vials from the
liquid phase, because leakage of liquid nitrogen into vials
may result in explosion of the sealed ampoules due to gas
expansion at elevated temperatures. The main disadvan-
tages of freezing for culture storage are the relatively high
capital costs for compressor freezers (particularly those for
less than �80 �C) and secure purchasing and management
procedures for maintaining liquid nitrogen stocks and re-
liability of electrical supplies. In addition, frozen ampoules
are not easily transported.

Fungal culture storage may require a combination of all
the methods described earlier for long-term storage, de-
pendent on the morphological characteristics of the strain
in question; for example, aconidial strains may be impos-
sible to preserve by lyophilization (10), but may be stored
on silica gel under liquid nitrogen. Methods appropriate to
bacterial culture storage using both drying and liquid ni-
trogen have been reviewed (11).

STOCK CULTURE

A fermentation development or production process involv-
ing the culturing of commercially significant microorgan-
isms demands that a robust system be in place for stock
culture generation and maintenance. Variability of stock
culture performance cannot be tolerated because culture
variation masks the influence of nutritional or environ-
mental factors within a development program.

What Is a Stock Culture?

The stock culture represents the current microbial invest-
ment in a fermentation program, which is manifested in
both qualitative and quantitative terms. Qualitatively, the
stock culture defines the current genotypic status of a com-
mercially significant microorganism (i.e., its product for-
mation capacity in a defined environment). Quantitatively,
the stock culture is represented by a carefully controlled
holding of cultivar, which will be drawn on for development
and production purposes. At some critical point this hold-
ing must be replenished with equivalent stock culture or
be replaced by an improved stock. Awareness of the micro-
bial ecology of the culture may be important given that the
cultivar will be required to propagate within a new envi-
ronment (the ecological niche represented by fresh fermen-
tation medium) by rapid colonization. If, for example, the
culture of interest is considered to be an allochthonous spe-
cies (r strategist) capable of colonizing fresh medium from
spore inoculum, then the stock culture should be evaluated
as a spore-based stock culture.

Management of the microbial culture resources is the
most important facet of a microbiological bioprocess enter-
prise. Each bioprocess organization defines its own proto-
cols to secure the microbial investment; however, the prin-
cipal objective must be to ensure that the bioprocess
enterprise is never placed at risk due to stock culture mis-
management.

Stock Culture Generation

At various stages in a microbial development program it
will be necessary to generate stock culture. The method
chosen is dictated in part by the preservation protocol ap-
propriate for the fermentation program. In my laboratory,
with a relatively high turnover in new cultures for fermen-
tation development, vegetative stock cultures are often
generated and stored at �80 �C. The stock generation
model for cryopreservation is shown in Figure 1.

The model in Figure 1 assumes that the culture to be
laid down to stock has been evaluated or in some other way
nominated for long-term storage. Hence, prior to long-term
culture storage, working stocks of the same culture will
have been available. Working stock cultures may similarly
be prepared using the model described earlier, but perhaps
with far fewer vials, or they may be preserved using one
of the other methods described previously.

The generation of fresh stocks may be dictated by sev-
eral factors that may or may not be interrelated. As the
stock culture holding is depleted, it must be replenished
with fresh stocks with performance criteria as close to the
existing stocks as possible. Stock culture management pro-
tocols determine at what point this should be; for critical
bioprocesses (main line production) this may be initiated
when 60% to 70% of the existing stock has been utilized.
With less critical bioprocesses, stock culture replenish-
ment may commence when 70% to 80% of the existing
stock is depleted. Fresh stocks are also required when
there is qualitative change in the culture component of the
bioprocess. This may result from a deliberate attempt to
improve the culture by strain improvement or culture re-
selection; alternatively, it may result from an inexplicable,
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Incubation
e.g., 6 days

e.g., 100 × 1-mL vials
...+ cryopreservant

Seed medium
e.g., 100 mLVial/plate:

= inoculum source,
the cultivar

= culture storage vial

Key to symbols:

= shake flask culture= culture generation
   agar plate 

Figure 1. Stock culture generation models. Inoculum source for the first-stock generation is usu-
ally culture grown on agar plates; this is typically a plug (agar plugs are aseptically cut through
the colony center) inoculated to liquid seed medium. The seed medium provenance, selected for
vegetative growth, resides within relevant literature or, in the case of screening derived cultures,
from original cultivation protocols. The incubation conditions for the culture are determined from
the literature or from preexisting protocols. Dispensing of adequately grown vegetative culture to
long-term culture vials is carried out under strict aseptic techniques; the number of vials dispensed
to must be restricted to prevent the heterogeneous distribution of culture between first and last
vials in the series.

irreversible deterioration in culture performance. If fresh
stocks are to be generated from an improved strain, then
the working stocks evaluated as part of the strain improve-
ment process serve as the progenitor to the stock culture
generation model previously described. If, however, the
need to generate new stocks arises from severe culture de-
terioration, then a previous generation stock must be used
for current stock culture generation. This deterioration
may be accounted for by a reduction in culture viability,
culture productivity performance, or microbial or viral con-
tamination.

As new stock cultures are prepared, a family tree of re-
lated strains will be generated. To replenish stocks from
an existing stock culture, a vial of the parental working
stock can be used to generate a new daughter stock. Within
the stock culture model each time a new generation stock
culture is prepared after testing, a portion of that stock
holding must be set aside for permanent retention. In my
laboratory, at each stage in the stock maintenance pro-
gram a portion of the existing stock is nominated as the
master or “crown–jewel” stock and is held inviolable for
process operations but represents a temporal marker in
the history of a culture development program. To keep
track of culture usage and family history, a suitable no-
menclature must be devised. We use a simple decimal no-
tation system in which the integer before the decimal point
represents the current generation number and the figure
after the decimal point represents the sibling stock num-
ber for the current generation.

Eventually even master or crown-jewel stocks may be-
come depleted or obsolete, but within the active lifetime of
a bioprocess, the master stock can only be drawn on in the
event of a catastrophic failure of the main working stocks
due to either an inexplicable loss of viability or perfor-
mance or mechanical failure of the entire culture preser-
vation system. To provide additional protection to the cul-
ture storage facility, a decision may be made to preserve
split stocks not just in separate freezers but also on differ-

ent sites, if possible. This type of stock culture manage-
ment can be determined within an organization’s disaster
planning protocols.

CULTURE ASSESSMENT

The generation of new stocks imposes a profound influence
on the bioprocess, and performance criteria must be re-
established at each stage in the culture maintenance pro-
gram. As with any biological system, the inherent vari-
ability of the culture must be assessed prior to any
development or production processes being committed to
the new stock culture. The elements of culture mainte-
nance that must be in place before an assessment of cul-
ture variability can be carried out include the following:

• Adequate numbers of culture vials (previously found
to be monoculture)

• A suitable seed culture fermentation protocol
• A final or production phase fermentation protocol
• Suitable response variables to the final stage fermen-

tation
• Validated assays for quantitatively determining the

levels of the response variables
• Full supporting documentation to all of the elements

mentioned

Culture variability must be addressed directly by the
use of suitable statistical evaluation procedures. These
procedures are largely based on a system of replication at
each stage of the evaluation so as to obtain sufficient data
describing the spread of variability and the contribution to
total variation by each critical stage in the evaluation pro-
tocol. If the culture is being generated and evaluated as
part of a good management practice (GMP) process, the
stringency of these requirements may be greater. Figure 2
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Figure 2. Culture variability testing model. To ensure adequate data is generated for a statistical
analysis of variance to be undertaken, appropriate numbers of elements at each stage in the pro-
cedure must be selected. In this (model) case, five vials of stock culture are each used to inoculate
each of five seed-media shake flasks. Each seed culture, after incubation to generate adequate
biomass, is used to inoculate each of six final stage fermentations and will be assessed for repro-
ducibility of growth. Half of the final stage shake flasks (three fermentation flasks) are incubated
for a relatively short time and then duplicate sampled; the remaining half are incubated for a
relatively longer time and then duplicate sampled. Each sample can be the source of duplicate or
triplicate assays to enhance the analysis of variance (not shown in the model).

broadly defines the type of testing that may be carried out
using a newly generated or existing stock.

This model permits replication sufficient to explore the
contribution to the total variation of each of the stages ca-
pable of being a source of variation. This is sometimes
known as a nested design, and data arising are analyzed
using standard analysis of variance (ANOVA) procedures.
Not only are data generated that capture the inherent
variation associated with vial-to-vial variation, but the
relative robustness of the remaining system can also be
evaluated. Data from this kind of trial may be summarized
in the form of statistical tables, but perhaps of more use
would be data summarized using graphical plots. Figure 3
represents the actual data obtained for a reproducibility
trial exploring the vial-to-vial variability of a fungal cul-
ture producing an antibiotic.

INOCULUM DEVELOPMENT

As stated earlier, the key to successful inoculum prepara-
tion lies in the outcome in the final stage of the fermen-
tation, hence, evaluation of seed protocols is always ret-
rospective. The factors that can influence the inoculum and
therefore the final-stage productivity are multifarious.
This chapter has already identified certain key functions
that may or may not influence the development of a suc-
cessful seed culture, such as, microbial ecology, culture
storage, and variability. In addition, some of the factors
that may need to be considered in developing a inoculum
preparation strategy include:

• Seed medium
• Seed incubation conditions

• Microbial growth dynamics
• Optimum transfer criteria (qualitative inoculum

variable)
• Volume of inoculum on transfer (biomass concentra-

tion, quantitative inoculum variable)
• Number of seed-stage passages
• Assessing inoculum development

Several of these influences have been investigated in
the past, but often in isolation from one another. The rec-
ognition that inoculum development can play a key role in
fermentation development programs was recognized over
20 years ago; in a remark attributed to Hockenhull but
reported by Calam (12), he stated that “once a fermenta-
tion had started it can be made worse but not better.” De-
spite this recognition, the bioprocess industry (high-added-
value products), appears to have been very relaxed about
setting resources aside to investigate the influence of in-
oculum on final stage fermentation productivities. This is
perhaps somewhat in contrast to the fermentation food in-
dustries, where starter culture methods have been devel-
oped to provide high quality and consistent product.

In the dairy industry, factors such as correct carbon and
nitrogen sources, vitamin and mineral supplements, and
the addition of phage inhibitory agents, antioxidants, and
neutralizers have all been considered important in defin-
ing the correct formulation for bulk starter media for lactic
acid bacteria (13) in cheese production.

In the case of alcohol fermentation, relatively little work
appears to have been done to investigate the influence of
inoculum on alcohol yields. When reported, the studies are
often limited to just one aspect of the inoculum process, for
example, that inoculum levels may vary greatly with Sac-
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Figure 3. Reproducibility data from an antibiotic-producing cul-
ture. A fungal culture subject to a fermentation development pro-
gram generated a number of reisolates that were tested in a re-
producibility trial similar to one described in the model (Fig. 2).
The two reisolates were called 3-101 and 6-103. Preliminary test-
ing in single shake-flask experiments had indicated that although
3-101 was superior to 6-103, the difference was not great, there-
fore, working stocks of both cultures were prepared. In terms of
biomass the two cultures appear very similar, although the vari-
ability of culture 6-103 was greater than that of 3-101. Biomass
data was unavailable for vial 16, but this did not prevent an
ANOVA of the data. In terms of product titer, 3-101 was clearly
far superior to 6-103, both in terms of overall titre as well as vial-
to-vial variation. The ANOVA for these experiments revealed that
vial-to-vial variation was the greatest contributor to variation of
6-103 performance, and that factor tended to mask the true cul-
ture productivity.

charomyces cerevisiae, at between 0.05 and 60% (14). More
recent studies with yeast fermentations have attempted to
define the effect of inoculum on growth and ethanol pro-
duction (15), including investigating at which point in the
microbial growth curve inoculation should take place—in

this case exponentially growing cells were favored. In ad-
dition, these studies were carried out while keeping factors
such as medium formulation, medium sterilization, and
culture growth conditions all constant, while varying in-
oculum size, under these circumstances inoculum levels of
10% were found to generate maximum biomass and, hence,
ethanol.

Fermentations devoted to solvent formation have also
been investigated to determine the influence of inoculum.
The production of acetone, butanol, and ethanol by anaer-
obic fermentation using Clostridium butylicum was found
to be adversely affected by repeated subculturing. This can
be partly ameliorated by incorporating heat shocking and
subculturing into an inoculum development program
wherein the effect of heat shocking the culture to 75 �C for
1.5 min may reduce the degenerative effects of subcultur-
ing (16). Again, more recent studies have confirmed the
deleterious effect of repeated subculture with saccharolytic
clostridia (17). Using Clostridium acetobutylicum it was
recognized that there would be an abrupt decrease in sol-
ventogenesis after 10–12 successive transfers incorporat-
ing heat shock; further, after 25 transfers, the culture
failed to form spores, and after heat shock failed to grow
at all. The dramatic decrease in solventogenesis on sub-
culture was found to be associated with deficiencies in ac-
etate/butyrate CoA transferase and acetoacetate decar-
boxylase activity. The addition of exogenous acetic and
butyric acids maintained solventogenesis to at least the
40th transfer.

The influence of inoculum development for fungal cul-
tures has been investigated. The production of c-linolenic
acid (GLA) by shake flask culture of the sporulation-
deficient strain of Cunninghamella echinulta was found to
be profoundly affected by the use of fragmented mycelia,
increasing biomass and GLA titre (18).

Most investigations into the influence of inoculum in-
volving fungal and filamentous bacterial cultures have
been carried out for the production of various bioactive me-
tabolites at the high-value-added end of the bioprocess in-
dustry, some of the issues of inoculum preparation here
will be now considered in more detail.

Multiple Growth Cycles

The generation of inoculum for large-scale bioactive me-
tabolite production by fermentation generally necessitates
a buildup of active biomass through multiple growth cy-
cles. This is illustrated in Figure 4 for a typical 3,000-L
pilot-plant fermentation.

In developing the multiple-growth cycle seed train, sev-
eral experimental objectives must be met. The first of these
is the seed medium for culture growth. There are virtually
no references to seed stage medium development in the
literature (19,20), however, some general principles do ap-
ply. The seed medium formulation should seek to minimize
nutrient shift effects while supporting good vegetative
growth over a short time scale. The overriding proviso for
seed medium formulation is that high productivity is sup-
ported in the final stage medium. In the case of bioactive
metabolite fermentations, the seed stage fermentation
should not result in production of the metabolite of inter-
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Figure 4. Typical multiple growth cycle fermentation seed train. The illustration indicates the
logistics in preparing the inoculum for a 3,000-L final stage fermentation. In the example given,
the seed train is defined by having a quaternary seed-stage inoculate the final-stage fermentation.
The incubation times defined for each stage of the fermentation are designed to yield optimal
inoculum to the next stage in the process. Throughout the seed train, the shock of culture transfer
to nutrient feast is minimized by maintaining a relatively short residence in each seed fermenta-
tion, thus minimizing the risk of transferring from famine to feast at each stage. Inoculum transfer
volumes impose logistic constraints on the seed train such that at the tertiary seed stage 40 2-L
shake flasks must be inoculated. This represents a risk to the system in terms of contamination
and culture heterogeneity, but small-scale fermenters can be used to overcome these problems.
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Figure 5. Notional quality curve for a seed stage fermentation.
The thought experiment described suggests that there may be a
compromise between inoculum volume and the qualitative attrib-
utes associated with the inoculum. Determining the notional qual-
ity curve requires an investigation into the optimization of the
desired response variable in the subsequent fermentation stage.
This may be achieved by carrying out timed transfers and mea-
suring the physiological status of the organism at each time point.

est. Bioactive metabolites may be growth inhibitory to the
producing strain (and hence are secondary metabolites),
and their presence in the seed stage broth may complicate
or inhibit the final stage product accretion. Sterilization
control profiles for the seed stage medium, just as for the
final stage medium, should ensure that Maillard reactions
(browning) adversely affecting protein and glucose avail-
ability are minimized. Sterilization cycles should also be
designed such that vitamin destruction is minimized and
so the formulation of the seed medium will seek to prevent
trace element precipitation (e.g., phosphate and magne-
sium combinations and iron complexes formed on heating
or pH shifts).

The overall inoculation protocol seeks to define a quality
standard for the inoculum. Earlier studies had identified
that larger volumes of inocula of Trichoderma reesei (in the
range 0.5 to 5.0% v/v) ended to reduce subsequent lag
phases (21). These sorts of studies were extended (22) us-
ing Penicillium chrysogenum for penicillin production; it
had been established that the spore concentration in
shake-flask seed culture was critical to growth and anti-
biotic production. Above 104–105 spores/mL, growth of the
production cultures was good, critical enzyme levels were
high, and penicillin production was good. Below 103 spores/
mL, the fermentations were suboptimal in every respect.
In further studies (23), Penicillium spores were seeded at
different concentrations into seed medium, and samples
were removed at regular intervals and examined for
growth on agar for numbers of viable centers. At some criti-
cal point in the fermentation, the number of viable growth
centers fell by up to 85%, presumably due to aggregation
and increased branching frequency in the hyphae. These
observations have been confirmed by image-analysis work
(24), which demonstrates a morphology shift from dense
pellet formations to more dispersed forms with inocula

above 105 spores/mL. These data tend to confirm the no-
tion of a quality curve for inoculum development, as illus-
trated in Figure 5.

INOCULATION/SEED TRANSFER CRITERIA

Multistage inoculum transfers and the success criteria as-
sociated with those transfers must be determined experi-
mentally. Each stage in the process can be examined in-
dividually, but at some point the seed train protocol must
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Figure 6. Inoculation–seed trans-
fer experimental design. Final stage
shake flask fermentations running
in parallel to the main seed train,
inoculated from seed stage broth
generated in the inoculum train.
Principal objective with this type of
design is to compare productivity
between each final stage fermenta-
tion to help determine if there are
effects due to passage or some other
seed incubation condition.
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Figure 7. Response surface plot for milbemycin production under
the influence of seed stage development factors. The response sur-
face plot shows the final stage titers of milbemycin obtained under
the seed inoculum conditions indicated by the three-dimensional
plots. These data show that percentage inoculum levels into the
final stages were not a key factor. However, passage number was
significant, with quaternary seed stages giving rise to the lowest
final stage titers. Similarly, juvenile seed was optimal for all con-
ditions tested.

be established. As already indicated, seed stage assays
may be expensive in terms of numbers and time required
for full analysis, and care must exercised to ensure that
seed stage data correlate with final stage fermentation
productivity. The use of complex media may impose addi-
tional variation on a multistage process, and wherever ad-

ditional variation is suspected, greater replication in the
data-gathering phase will be required.

The principal physiological markers that can be used
for seed transfer criteria include:

• Biomass density or an analyte reflecting that vari-
able (ATP)

• Gross morphology attributes (particularly for fila-
mentous bacteria and fungi)

• Respiratory gas analysis from aerated fermenters
(carbon dioxide evolution rate)

• Macromolecular titre (DNA, RNA)
• Final stage productivity

Final stage productivity can only be determined by in-
oculating final-stage fermentations from each seed stage
and analyzing for productivity at each stage. The format
for this type of experiment is shown in Figure 6.

INOCULUM PREPARATION STUDIES

There are very few studies reported in the literature ex-
amining the complete inoculum preparation process from
initial inoculation to final stage productivity. Streptospor-
angium cultures that are capable of producing useful sec-
ondary metabolites, including chloramphenicol (25), dihy-
drosinefungin (26), and endothelin-converting enzyme
inhibitors (27), have been investigated for various inocu-
lum stage conditions (28). The factors examined with re-
spect to the inoculum stage of Streptosporangium cultures
include inoculum storage, media sources, and inoculum
size on two antibiotic fermentations. Three culture pres-
ervation methods were examined: spores, slant tubes, and
frozen agar plugs. When each of these sources were tested
in different media and analyzed for growth, slant transfer
tubes were found to be the most effective for maintaining
high growth concentrations in the final stage. Examining
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Figure 8. Fermentation development model incor-
porating seed stage investigations. The model shown
assumes the process starts with receipt of the micro-
bial culture. Seed and final stage media are identified
initially. Fermentations are carried out to assess
growth, and if adequate to the purpose, then culture
stocks may be generated. These stocks must be
tested for variability before further studies can com-
mence. Seed and final stage fermentation conditions
can then be refined with the newly generated and
tested stock culture. The fermentation development
process continues until performance criteria for the
system are met, the process is scaled up, and if nec-
essary further refined. Finally a high-productivity
fermentation can be defined using a well-character-
ized and genotypically secure process.

incubation conditions with various Streptosporangium cul-
tures indicated that aeration and growth phase of the in-
oculum may affect the time course of the final stage fer-
mentation, particularly if that fermentation stage is
relatively short. These influences may be less pronounced
if longer final stage fermentations are required.

The improved production of milbemycin (a macrolide
with anthelminthic properties) from Streptomyces hygro-
scopicus as a result of intensive seed stage development
has been reported (29). In this work an attempt was made
to examine several interacting factors affecting seed stage
development and subsequent final stage production of mil-
bemycin. Time-course fermentation profiles of the seed
stage revealed that a major component of the seed me-
dium, dextrin, was not utilized, and the other major car-
bohydrate component, glucose, could be reduced fourfold
without affecting the productivity of the final stage fer-
mentation. Aside from medium composition, the other seed
development factors investigated included:

• Age of culture at transfer
• Temperature of seed-stage incubation
• Inoculum level
• Passage number of seed stages

Inoculum age was found to have a profound influence
on final stage titers, with more juvenile seeds (10 h as com-
pared to 48 h for the control) proving beneficial to milbe-
mycin production. Inoculum levels could be halved from 4%
v/v without loss of productivity. Passage number was found
to be critical in seed media containing dextrin, as these
seed fermentations showed a marked decrease in final
stage titers in the tertiary and quaternary seed stages.
Studies investigating the combined effects of seed incu-
bation times, percentage inoculum into each seed stage or
the final stage fermentations, and passage number were
undertaken. Figure 7 shows the response surface plot sum-
mary of that work, where by examining the various seed
stage factors, overall the titer of the final stage fermenta-
tion was increased fourfold.

INOCULUM DEVELOPMENT SUMMARY

This chapter has attempted to describe the various influ-
ences that may be examined when trying to define the op-
timal inoculum-development protocols. As indicated from
the literature, this part of the fermentation process has
been largely neglected, and yet the evidence indicates
(from the relatively few studies undertaken) that inoculum
preparation may have a profound effect on the outcome of
a fermentation development process. Figure 8 describes
how inoculum development may be incorporated into the
overall fermentation development strategy for a bioprocess
enterprise.
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INTRODUCTION

Biotechnology has made feasible the production of many
complex proteins of importance in human or animal med-
icine in cultures of single cells, either microbial or animal.
Animal cells (eukaryotic cells) can accomplish the post-
translation modifications of these protein products that
are essential for their biological function. For this reason,
they are often preferred for production to the more easily
grown microbial cells (prokaryotic cells), which cannot per-
form these modifications. Among the several types of eu-
karyotic cells available as hosts for gene expression, insect
cells have some advantages that make them the host of
choice. They can be subcultured indefinitely without being
“transformed” eliminating the possible risk of the presence
of cancer-promoting substances. Insect cells do not require
a suitable substrate for attachment, but grow readily in
suspension, making them easier to grow in commercial-
scale reactors. They are not likely to contain viruses that
would present a hazard to humans or other warm-blooded
animals. The vector used to transfer the foreign gene to
the cell, a baculovirus, is derived from a group of viruses
that infect only arthropods and therefore have no risk for
higher animals. This virus contains several very active
promoters and so the yields of expressed protein can be
very high, as much as 20–250 times that of mammalian
cells. The baculovirus–insect cell system has been used to
express approximately 500 gene products in insect cells,
and 95% of the expressed recombinant proteins have been
biologically active (1). Methods for scaling up production
to 100-L bioreactors have been developed and successfully
tested. In this article, the baculovirus system and the ex-
pression of heterologous genes in insect cells are reviewed
with emphasis on optimizing the expression and scale-up
of production systems. For detailed reviews of baculovirus
genetics and the construction of vectors, readers are re-
ferred to articles by Frieson and Miller, (2) Luckow and
Summers (3), and Kool and Vlak (4).
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BACULOVIRUSES

Classification

The viruses used for the construction of expression vectors
are pathogens of insects, and the early interest in them
was their potential for the biocontrol of insect pests. They
are classified in the family Baculoviridae. Baculoviruses
have rod-shaped nucleocapsids containing a single mole-
cule of circular, supercoiled, double-stranded DNA and are
enveloped. The family contains two genera, the genus Nu-
cleopolyhedrovirus (NPV) and the genus Granulovirus
(GV) (5). Figure 1 illustrates the structure of typical mem-
bers of each of these genera. At this time the expression
vectors have been constructed using two species of the ge-
nus Nucleopolyhedrovirus, Autographa californica NPV,
abbreviated AcMNPV, and Bombyx mori NPV (BmNPV).
The NPV are characterized by the formation in the nucleus
of infected cells of paracrystalline, proteinaceous occlusion
bodies (OB) in which the virions are occluded. The occluded
virion, known as the occlusion-derived virus (ODV), may
contain a single nucleocapsid (SNPV) or multiple numbers
(MNPV). This virion, protected from the environment by
the OB, is the means by which the virus is spread horizon-
tally in nature. A second virion phenotype is also produced
during replication. This virion is primarily a single nuclear
capsid in a loose-fitting envelope obtained as the nucleo-
capsid buds from the plasma membrane and is referred to
as budded virus (BV) or extracellular virus (ECV) (Fig. 2).
This envelope contains terminal peplomers consisting of a
single viral glycoprotein inserted into the plasma mem-
brane during viral replication. Dispersion of the virus
among internal body tissues is accomplished by the virions
of this second phenotype, which is the phenotype used to
infect cells in culture.

Members of this family of viruses have never been found
in animals outside the Arthropoda. Within the arthropods,
these viruses predominantly infect insects and within the
insects the majority have been found in Lepidoptera, the
moths and butterflies. Other than insects, the virus has
been found in diseased shrimp, prawns, and crabs. The
host range of a virus is usually limited to closely related
species within a genus or a family. However, AcMNPV is
the most notable exception in that it has been reported to
infect species in 10 families (6).

Replication

Infection begins when a permissive host consumes food
contaminated with the viral occlusion bodies. The protein-
aceous bodies are dissolved by the alkaline contents of the
insect midgut, and the released virions invade the cells of
the midgut epithelium by fusion of the viral envelops to
the plasma membrane of the cells. Following fusion, the
released nucleocapsids move through the cytoplasm to the
cell nucleus and gain entry through the nuclear pores (7,8).
Inside the nucleus, the nucleocapsids are uncoated and
replication begins.

The synthesis of new viral proteins occurs in a cascade-
like manner. In the baculoviruses the proteins are divided
temporally into immediate early (�), early (b), late (c), and
hyperexpressed late (d). No viral proteins associated with

the nucleocapsid are required for the initiation of mRNA
production (transcription) or early protein synthesis
(translation). Immediate early genes are transcribed by
the host RNA polymerase II, and transcription begins very
soon after infection. The presence of �-gene products ini-
tiates the transcription of b genes. The synthesis of the �
and b proteins usually occurs within 3–6 h after infection
and has been defined as the time up to the beginning of
viral DNA synthesis.

At around 6 h post infection, the infected cells exhibit
hypertrophy of the nucleus and the accumulation of a gran-
ular chromatin known as the virogenic stroma. This stage
coincides with the beginning of viral DNA synthesis, be-
lieved to be directed by an �-amanitin-resistant RNA poly-
merase, and the transcription of the late or c genes. The c

polypeptides include most of the structural proteins of the
virions. Assembly of virions begins in the virogenic stroma
about 12–18 h post infection. The nucleocapsids assembled
during this period bud from the cell nucleus and are trans-
ported to the plasma membrane at sites where the viral
protein, gp 64, has been inserted. Here the nucleocapsid
buds from the cell and acquires its envelope.

Beginning about 18 h post infection, the d genes, such
as those for polyhedrin and p10, are transcribed and were
originally referred to as very late genes. These two genes
are transcribed until cell death and now are referred to as
“hyperexpressed” genes. Also at this time, the nucleocap-
sids no longer bud from the cell nucleus, but rather become
enveloped within the nucleus and are enclosed in the poly-
hedrin, forming the occlusion bodies or polyhedra that give
these viruses their name, “nuclear polyhedrosis virus”
(Fig. 3). Because the ODV are not needed to infect cell cul-
tures and the polyhedrin is synthesized in large amounts,
this gene site was the first to be used in constructing ex-
pression vectors. Additional information on the Baculovir-
idae may be obtained in The Biology of Baculoviruses, Vols.
I and II (9), and in the review of Adams et al. (6).

THE CULTURE SYSTEM

Choosing a Cell Line

Two cell lines, the Sf-21AE (10) and Sf-9, a clone of the
Sf-21AE (11), from the ovaries of the fall armyworm Spo-
doptera frugiperda have been widely used in studies with
vectors constructed in the AcMNPV. Vectors constructed in
the BmNPV are replicated in the Bm5 cell line (12). The
BmNPV infects only the silkworm and thus far has been
limited to cell lines from that insect. The AcMNPV infects
32 insect species (13) with cell lines available from many
of them (Table 1). In addition to lines from several different
species, there are different lines from a variety of tissue
sources, such as embryo, ovary, blood cells, and fat body.
These represent a wealth of potentially valuable host ma-
terial in which foreign genes could be expressed. The Sf-9
cell line is used for the majority of studies, principally be-
cause it is available from commercial sources or from the
American Type Culture Collection; it grows well in suspen-
sion, and many of the commercial cell culture media were
developed using that line or its uncloned parent, Sf-21AE,
to evaluate cell growth.
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Figure 1. (a) Electron micrograph of a section of a polyhedra of
a virus from the genus Nucleopolyhedrovirus. (b) Electron pho-
tomicrograph of granules of a virus from the genus Granulovirus.
p, polyhedrin matrix; v, occluded virus particles; g, granulin ma-
trix.

Figure 2. Release of budded virus of the gypsy moth NPV from
infected gypsy moth ovarian cell lines. Bar 0.5 lm.

Figure 3. Formation of polyhedra in the nuclei of gypsy moth fat
body cells, IPLB-LdFB, infected with LdMNPV. Viewed with No-
marski differential interference contrast optics. Bar 100 lm.

For ease in scaling up from laboratory studies to com-
mercial production, cells that grow well in suspension
without clumping, have relatively short population dou-
bling times, and achieve high saturation densities are the
most desirable. In media containing low levels of the sur-
factant Pluronic F-68, cells of the two spodopteran lines
grow well in suspension in vessels with a capacity of at
least 30 L. Population doubling times have been in the

range of 18–24 h, and saturation densities of 5–8 � 106

cells/mL were achieved in batch systems. Saturation den-
sity was reached in 6–8 days depending on the level of in-
oculum used. The Tn-368 cell line from the cabbage looper,
Trichoplusia ni (16), and the line Mb-0503 from the cab-
bage moth, Mamestra brassicae (17), also grow well in sus-
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Table 1. Insect Cell Lines Susceptible to ACMNPV

Cell line Tissue of origin Species of origin Reference

IPLB-Sf-21 Pupal ovary Spodoptera frugiperda 10
IPLB-Sf-21AE, clone SF-9 Pupal ovary Spodoptera frugiperda 11
IZD-MB0503 Blood cells Mamestra brassicae 14
NIAS-MaBr-85 Larval fat body Mamestra brassicae 14
Tn-368 Adult ovary Trichoplusia ni 14
IPLB-TN-RR Embryo Trichoplusia ni 15
BTI-TN5B1-4 Embryo Trichoplusia ni 15
IPLB-LD64BA Pupal ovary Lymantria dispar 14
IPLB-LdElt Embryo Lymantria dispar 15
UFL-AG-286 Embryo Anticarsia gemmatalis 15
BCIRL-HZ-AM3 Pupal ovary Helicoverpa zea 15
BCIRL-HV-AM1 Pupal ovary Heliothis virescens 14
UCR-SE-1 Neonate larvae Spodoptera exigua 15
NIAS-LeSe-11 Larval fat body Leucania separata 15
IPRI-MD-108 Blood cells Malocosoma disstria 14
FPMI-MS-5 Neonate larvae Manduca sexta 15
IPRI-CF-1 Neonate larvae Choristoneura fumiferana 15
IAFEs-1 Ovary Euxoa scandens 15

pension and have been used by several investigators for
the expression of genes in AcMNPV.

A recently developed cell line, TN-5B1-4 from T. ni (18),
grows attached to a substrate and may be a line of choice
in the production of expressed gene products secreted from
the cells or where profusion is required for optimum yields.
However, the cells are not obligatory substrate dependent,
and substrains have been adapted to culture in suspension
systems. These cells have been patented and are also avail-
able from commercial sources.

Product Yield. The levels of recombinant proteins pro-
duced in these few cell lines range from extraordinarily
high, 1,000 mg/L, to less than 5 mg/L. The choice of the
cell line used in production appears to be an important
reason for the wide range in yields. Hink and his colleagues
were among the first to examine the effect of the host cell
line on product yield (19). Recombinant AcMNPVs express-
ing either the gene for pseudorabies virus glycoprotein
(gp50T), human plasminogen (HPg), or b-galactosidase
(b-gal) were tested in 23 different cell lines. The lines were
selected to enable comparisons among lines from insects
with different levels of susceptibility to AcMNPV and
cloned lines with their parent line as well as the level of
expression of each of the three genes in a cell line.

As might have been expected, no single line produced
the highest yield from all three genes. Susceptibility of the
insect for the wild-type virus was not a guide for selecting
cell lines. Generally high yields corresponded to a high per-
centage of wild-type infectivity, but a high percentage of
infectivity did not always result in high yields of expressed
protein. M. brassicae is reported to be very susceptible to
AcMNPV; however, four of the six lines from this insect had
low sensitivity to the wild-type virus. One of these four cell
lines did show expression of a recombinant gene. One line
of the six had 78% of the cells infected by the wild-type
virus and produced the second highest levels of b-gal but
only moderate levels of HPg. The yields of expressed pro-
tein from two T. ni cell lines, with an almost fourfold dif-

ference in the percentage of cells infected by wild-type vi-
rus, corresponded to percent of infected cells except for
gp50T, which was produced equally by both cell lines. Two
lines from embryos of the gypsy moth, an insect not sus-
ceptible to the AcMNPV, were 70–78% infected with wild-
type virus. Both produced moderate yields of HPg and
gp50T. One, LdElta, produced more b-gal than Sf-21AE but
not Sf-9. Betenbaugh et al. (20) also compared the yields
of b-gal from Sf-9 and LdElta and found that LdElta pro-
duced slightly more b-gal activity on a per milliliter basis
and on a per milligram of protein basis. LdElta also pro-
duced 38% more of the rotavirus protein VP4 than did Sf-9.
Results of Hink et al. (19) were also mixed when the infec-
tivity of cloned lines was compared with that of the parent
uncloned line. The two clones, Sf-9 and Cl-15, of the S.
frugiperda line Sf-21AE were several times more sensitive
to the wild-type virus. However, the parent Sf-21 produced
higher yields of HPg and b-gal than either clone. The clone
of the Spodoptera exigua line, although equally susceptible
to the wild-type virus, did not produce as high yields of any
of the recombinant proteins as did the parent.

The foregoing studies were done in suspension culture,
but similar comparisons have been made in static cultures
in which differences in the effect of cell contact inhibition
among cell lines must be taken into account. Cell growth
in static cultures is often inhibited when the cell density
becomes such that the cells are in contact with each other.
Wickham et al. (21) screened eight cell lines in static cul-
tures for the production of b-gal. In five of the eight cell
lines, the effect of contact inhibition was moderate to se-
vere, causing a three-to sixfold decrease in yield when the
cells were infected at confluency. The production of BV also
declined with increasing cell density. The cell lines
Sf-21AE and Sf-9 were the least affected. These cells tend
to attach lightly to a substrate and continue to grow even
after confluency is reached. The cell line BTI-TN-5B1-4
was most affected.

When the density effects were eliminated by inoculat-
ing each cell line at an appropriate cell density, the
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BTI-Tn-5B1-4 and the BTI-TnM cell lines produced 216
and 236 international units (IU) of b-gal/mL culture, re-
spectively, compared to 97.2 and 104 for Sf-9 and Sf-21AE,
respectively. Yields from the other cell lines tested were
between these values. On a per cell basis, 5B1-4 and the
M. brassicae line Mb0507 produced more than 1,000 IU per
million cells and Sf-9 produced only 204 IU per million
cells. The amount of b-gal produced per microgram of cel-
lular protein by 5B1-4 and Tn M cells was 4.5 to 5.0 times
greater than for Sf-21AE and Sf-9 cells.

The b-gal produced by the vector cell systems tested was
retained within the cells. To determine if expression in a
vector cell system in which the product was secreted into
the surrounding medium was different, Wickham et al.
(22) studied the expression of a gene for secreted alkaline
phosphatase (SEAP) using the same eight cell lines as
hosts. The cells were infected at a multiplicity of infection
(MOI) of 10 and the cultures were harvested after 3 days.
The 5B1-4 cells produced 5 to 10 times more SEAP per
milliliter than any of the other lines, and 77% of the SEAP
was secreted. The Mb0503 cell line produced the least
SEAP per milliliter, but 85% was secreted. In Sf-9 cells
only 59% of the SEAP was secreted. If secreted products
are important factors in production or recovery of ex-
pressed proteins, then the choice of cell line should take
this into consideration.

Posttranslational Processing. The capability of extensive
protein processing by insect cells is particularly important
in the preparation of human and animal vaccines. How-
ever, knowledge of the biosynthesis and catabolism of gly-
coprotein glycans from invertebrates, in particular from
insects, has been described as “at best fragmentary” (23).
The use of the baculovirus expression system to produce
foreign proteins resulted in expanded interest in the post-
translational processing of proteins by insects. Cultured
insect cells can perform O-linked and N-linked glycosyla-
tion, phosphorylation, mryistoylation, and palmitylation,
folding, or cleavage of certain proteins to their active state.
Contrary to early reports, some insect glycoproteins do
contain sialic acid, and cultured cells can process nascent
glycoproteins to sialylated, complex structures (23). Native
proteins from the normal host animal differ slightly from
those proteins produced in mammalian cells from other
animals. Thus, proteins processed in insect cells would be
expected to differ from the native protein. Glycoproteins
expressed in Sf-9 cells are usually smaller than their na-
tive counterpart, which results from differences in glyco-
sylation because the unglycosylated molecules are the
same size as the native unglycosylated molecules. How-
ever, most of the more than 500 gene products expressed
in insect cells that undergo co- and posttranslation pro-
cessing are very similar in biological activity or antigenic-
ity to the native protein. Glycosylation and other post-
translational modifications of foreign proteins by cultured
insect cells are reviewed by Marz et al. (23) and Luckow
(24).

Results from baculovirus–cell studies are inconsistent
if not contradictory. Kuroda et al. (25) showed that a fowl
plague virus hemagglutinin expressed in Sf-9 cells lacked
galactose and sialic acid. However, a human plasminogen

expressed in Sf-21AE cells contained complex type sialic
acid-containing side chains normally found in this protein
(26). This was the first documentation that these complex
type sialic acid side chains could be produced in proteins
from insect cells. As Sf-9 is a cloned line derived from
Sf-21AE it is not clear what caused the differences. In stud-
ies where O-glycosylation is required, results are similarly
unclear. The native human insulin receptor expressed in
Sf-9 was not detectably glycosylated (27), however, the
pseudorabies viral protein, gp50, was glycosylated (28).

Studies on the phosphorylation of proteins expressed in
Sf-9 cells reveal considerable variation in the levels and
sites involved. In his review of the subject, Jarvis (29)
noted that in his work the simian virus 40 large tumor
antigen (SVT ag) expressed in Sf-9 cells was phosphory-
lated at different sites than in mammalian cells, but that
others had reported no difference in the phosphorylation
patterns of the p40x protein in Sf-9 and in human lymphoid
cells. Jarvis also noted that in a study by Hoss et al. (30)
those phosphorylation sites in SVT ag protein recognized
by cytoplasmic kinases were better utilized than sites rec-
ognized by nuclear kinases. The SVT ag protein and sev-
eral other proteins were also acetylated in Sf-9 cells. The
only processing pathway that seems to be missing in the
spodopteran cells, Sf-21AE and Sf-9, is one for �-amidation
(29).

Jarvis summarized his review by saying that the avail-
able results indicate that lepidopteran cells can adequately
process foreign proteins with the exception of the �-
amidation and some cleavages at sites containing basic
amino acids. This conclusion is based upon studies with
only one cell line and a single clone of the line. The differ-
ences already demonstrated in the capabilities of the par-
ent line and its clone in glycosylation should provide an
inducement to test additional cell lines. For example, cell
lines from the insect fat body are more difficult to culture,
but this organ is very important for the processing of me-
tabolites in the insect. Baculoviruses replicate very effi-
ciently in fat body cells, and lines from this tissue might
very well contain processing pathways that are even better
than those in the two lines used thus far.

Choosing a Medium

The first insect cell lines were developed by Grace (31) us-
ing a medium he developed. This medium became the stan-
dard for the culture of cells from lepidopterous insects, and
most media developed later were based on it. One of the
first modifications of Grace’s medium was the TNM-FH
medium of Hink (16), who added lactalbumin hydrolysate
and yeast extract to the Grace formulation. Hink used this
medium to establish the Tn-368 line from the cabbage
looper. This was followed by a medium developed by Gar-
diner and Stockdate (32) that contained tryptose broth.
This medium, originally called BML-TC/10, is sold today
by several suppliers under the name “TC-100.” A more de-
fined modification of the Grace medium, IPL-41, was de-
veloped in 1981 by Weiss and colleagues (33). Several trace
metals and vitamin B12 were added to the Grace formu-
lation. Maltose replaced some of the sucrose, and the levels
of several amino acids were changed. All these media are
sold by several media suppliers either as dry powders or
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as liquids. Generally all the media require supplementa-
tion with 5–10% fetal bovine serum (FBS). When the me-
dia are used in suspension cultures, methyl cellulose or
Pluronic F-68 is added. Most of the commonly used lepi-
dopteran cell lines will grow well in any of these media,
and a cell line seems to adapt easily from one to another.

The requirement for FBS presents some problems when
insect cells are to be used for the production of gene ex-
pression products. It is expensive, the quality varies from
lot to lot, and the supply is sometimes unreliable. There is
also the possibility of introducing bovine viruses or myco-
plasmas into the medium with the serum. Finally, the se-
rum proteins complicate the downstream recovery and pu-
rification of the expressed protein. For these reasons, there
has been a great interest in the development of protein-
free media. The IPL-41 medium was the starting point for
the development of most of the protein-free medium.
Maiorella et al. (34) developed the first such formulation.
The FBS was omitted and the IPL-41 was supplemented
with 0.4% ultrafiltered yeast extract and a lipid emulsion
containing cod liver oil, fatty acid methyl esters, choles-
terol, and �-tocopherol (added as an antioxidant and free
radical scavenger).

The population doubling times and the maximum cell
densities of Sf-9 cells grown in this medium were equal to
those of the cells in serum-supplemented IPL-41. Yields of
macrophage colony-stimulating factor from cells infected
with a baculovirus containing the gene for this protein
were equivalent in both the IPL-41-FBS-supplemented
medium and the serum-free medium. There are a number
of protein-free media available from commercial supplies
that are, presumably, similar in composition to the me-
dium of Maiorella et al., and the yields of foreign gene prod-
ucts from cells grown in these media generally have been
comparable to yields in FBS-supplemented media.

Reporting on the development of the serum-free me-
dium SF900, Weiss et al. (35) showed that Sf-9 cells
reached higher maximum cell densities and had shorter
population doubling times on the serum-free medium than
on Grace’s medium plus 10% FBS. Similar results were
obtained with the TN-368 cell line, where the final cell den-
sity was almost twofold higher in the serum-free medium
compared to growth in Grace’s � FBS. The production of
b-gal in serum-free medium was 152% of that in Grace’s
medium � serum. A maximum of 500,000 units/mL was
produced in 6 days in shaker flask cultures.

The growth of Sf-21AE cells in stirred tank bioreactors
was compared using serum-supplemented medium (TNM-
FH, TC-100, TC-100 � 2.5 g/L tryptose phosphate broth,
IPL-41, and IPL-41 � 2.5 g/L tryptose phosphate broth)
and serum-free medium (Ex-CELL 400, EX-CELL 401,
and the Sf900) (36). Similar final cell densities and popu-
lation doubling times were obtained with the TC-100, the
IPL-41, and the serum-free media. The additional supple-
mentation of either TC-100 or IPL-41 with tryptose phos-
phate broth gave superior growth compared to all other
media.

Hink and colleagues (19) compared yields of gp50T,
HPg, and b-gal from the cell lines Sf-21AE, Sf-9, TN-368,
and EAA in the serum-free medium of Maiorella et al.
or FBS-supplemented TNM-FH, IPL-41, and TC-100.

The results did not consistently favor either serum-
supplemented or serum-free media. For example, Sf-9 cells
produced more HPg in serum-free medium but more b-gal
in serum-supplemented medium. Results with Sf-21AE
were reversed—more HPg with serum-supplemented and
more b-gal with serum-free medium. These studies were
done in static culture systems with the cells attached to
the growth surface.

When EX-CELL 400 was used as the serum-free me-
dium, the b-gal produced by either Sf-21AE, Sf-9, or
TN-368 was one-eighth to one-third lower than the levels
produced by these cells in TC-100 � FBS (37). These stud-
ies were also done in static cultures. Comparison of the
replication of wild-type virus in the two media indicted
very similar levels of BV produced in either serum-
supplemented or serum-free medium. Similar numbers of
polyhedra were produced in each test system and the spe-
cific activity, as determined by bioassay, was the same as
or higher in the serum-free medium than in the serum-
supplemented medium.

Although it is clear that the choice of medium is an im-
portant factor in optimizing either the replication of wild-
type baculoviruses or the expression of recombinant gene
products, the available data give little guidance in choos-
ing a medium. The currently available protein-free media
appear to provide adequate nutritional support for the pro-
duction of recombinant gene products. With the advan-
tages such media provide in the downstream harvesting of
the gene product, they are the most desirable. As the phys-
iology and metabolism of insect cells in culture become
better understood, improved media formulations will cer-
tainly be developed. At this time, testing various combi-
nations of cell lines and media is the best approach to op-
timizing yields.

Preparing a Recombinant Baculovirus

Recombinant baculoviruses, because of the large size of
their genome, are prepared using a multistep process to
insert the foreign gene into the viral genome. Beginning
with a bacterial plasmid, the first step is to select or con-
struct a suitable transfer vector and insert the desired for-
eign gene. Then, susceptible insect cells are simulta-
neously infected with the transfer vector and wild-type
AcMNPV DNA (transfection). In the infected cell, the two
DNAs recombine and produce the new recombinant virus.
The progeny from this virus must then be isolated and
separated from the wild-type virus progeny produced in
cells infected only by the parental DNA. This step is typi-
cally accomplished by infecting a monolayer of cells and
reisolating the virus from well-isolated foci or plaques.
Usually, three cycles of plaque purification are required to
ensure the complete separation of the recombinant and
wild-type viruses. Recombinant viruses have been pre-
pared most often from the AcMNPV and less frequently
from BmNPV, but the same or similar methods should be
useful in preparing recombinants from other NPVs. For
excellent detailed discussions of preparing recombinant
baculoviruses, see Refs. 24, 38.

Selecting a Transfer Vector or Plasmid. The transfer vec-
tors have three features in common: (1) they are bacterial
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plasmids that have an origin of replication and an
antibiotic-resistant marker to aid in selection when the
plasmid is amplified in Escherichia coli; (2) the plasmid
also has a suitable viral promoter and a suitable restriction
enzyme site for cloning downstream from the promoter
site; and (3) the cloning site is flanked by native AcMNPV
DNA to promote homologous recombination. When the
polyhedrin promoter is used in constructing the vector,
the nature and the amount of the 5� upstream sequence of
the gene in the native DNA has an important effect on
the expression of the foreign gene (39,40). Transfer vec-
tors used with some baculovirus are of three types: (1) vec-
tors to express a single foreign gene, (2) coexpression
vectors that contain the gene for a marker protein, such as
the Escherichia coli LacZ gene, and a gene for the desired
protein, and (3) dual expression vectors containing genes
for two foreign proteins. Many of these vectors are de-
scribed in the literature and can be purchased from com-
mercial sources (e.g., Clontech, Palo Alto, Calif.; Phar-
Mingen, San Diego, Calif.; Invitogen, San Diego, Calif.;
Life Sciences Inc, Gaithersburg, Md.; Stratagene, San Di-
ego, Calif.). Descriptions of several baculovirus vectors,
some commercially available, are given by López-Ferber et
al. (38).

The first, and perhaps most commonly used, cloning site
was the polyhedrin gene site. This gene is not essential for
maintenance of the virus in cell culture and is abundantly
expressed in the infected cell, often to as much as 50% of
the total protein produced in an infected cell. Another non-
essential gene site often used is the p10 gene, which codes
for a fibrillar protein with a relative molecular weight of
10,000. It also is expressed in the late phase of virus rep-
lication in copious quantities. These two gene promoters
have been used together to construct vectors for multiple
gene expression by a number of researchers (e.g., 41,42).

Transfection. Transfection is the next critical step in the
development of a recombinant baculovirus. Procedures
used should be designed to optimize the recombination be-
tween the vector and the viral DNA. The commonly used
coprecipitation of DNA with calcium phosphate requires
inexpensive reagents that are simple to prepare. The cal-
cium ions and DNA are mixed together and allowed to form
a fine precipitate, which when combined with cells will
bind to the cell surface and facilitate the transfer of the
DNA into the cell. DEAE-dextran, poly-L-lysine polyomi-
thine, and polybrene have also been used to transfect in-
sect cells. The efficiency may sometimes be improved by
treating the cells with dimethylsulfoxide or glycerol to os-
motically shock them. Typically, only 0.1–1.0% of the prog-
eny viruses are recombinants, requiring that large num-
bers of plaques must be screened to locate the few
containing recombinant viruses. Cationic lipids can also be
used in transfection. One such preparation, Lipofectin, is
commercially available. A procedure for using this mate-
rial was described by Trotter and Wood (43), who typically
obtained virus populations containing 15% recombinants
with the Lipofectin procedure using the supercoiled form
of DNA.

Kitts et al. (44) reported that the proportion of recom-
binant progeny viruses can be increased to about 25% by

using linearized viral DNA instead of the circular DNA.
DNAs that can be linearized at a specific point are pre-
pared by introducing a unique enzyme recognition site.
The vector has sufficient sequences from both sides of the
restriction site on the viral DNA to facilitate homologous
recombination. Recombination closes the cut and restores
circularity to the viral DNA, thereby permitting replica-
tion, as it is believed that linear DNA cannot be replicated.
In this system, the number of progeny viruses is greatly
reduced, making the location of recombinant virus much
easier.

PRODUCTION PROTOCOLS

Choosing a Bioreactor

The insect cell lines Tn-368, Sf-21AE, and Sf-9 do not re-
quire attachment to a substrate to grow, and thus suspen-
sion culture systems are favored for the production of re-
combinant gene products. In all suspension systems the
cells must be kept uniformly distributed throughout the
medium to provide equal access to nutrients and prevent
the localized buildup of toxic metabolites. The dissipation
of the energy required to maintain this needed homoge-
neity can cause significant cell damage. The larger the sys-
tem, the more of a problem will be damage resulting from
mechanical agitation. Animal cells and insect cells in par-
ticular, because of their relatively large size and the lack
of protective cell wall, are more susceptible to mechanical
damage than microorganisms. A number of systems have
been developed to overcome this problem and provide a
means for the economic production of insect viruses and
gene expression products.

Laboratory Scale. For research purposes, shake flasks
or spinner flasks are usually the systems of choice. Shake
flask culture systems are simple, require no expensive
equipment, and provide an excellent environment for
growth of insect cells. Neutra et al. (45) reported that
shake flasks with working volumes up to 120–150 mL sup-
ported growth of the Sf-9 cells to a final density of 5 � 106

cells/mL with a doubling time of 20 h. The cultures were
incubated on an orbital shaker at 100 rpm. Working vol-
umes of 25–45% of the flask volume were found to be most
satisfactory. Cultures infected with an engineered baculo-
virus containing the E. coli LacZ marker gene produced
about 600 mg/L of b-gal.

Spinner flasks also are easy to use and require little
expensive equipment. They have the added advantage that
the culture vessels used can be easily modified to add aer-
ation equipment or the incorporation of electrodes for
monitoring pH or other parameters. This permits the use
of larger working volumes and allows the quantitative
monitoring of some culture conditions. Although there are
several different designs for culture vessels, the basic de-
sign is one in which a magnetic bar or paddle is suspended
in the growth chamber and driven by an external magnet.
Standard spinner flasks are available with fluid volumes
from 25 mL to 36 L. Many designs have side arms that
provide access without removing the cap. Larger vessels
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have ports in the lids for pH and O2 probes, medium ad-
dition and removal, and gas inlets.

Working volumes in spinner flasks range from 32% to
80% of capacity and rotation speeds of the stirring bar are
from 50 to 100 rpm. In working volumes less than 500 mL,
oxygen transfer from the headspace of the flask into the
agitated culture medium is sufficient to meet the require-
ments of the insect cells (46). Cameron et al. (47) found
that with agitation of 100 rpm oxygen levels became lim-
iting at working volumes of 1000 mL. Therefore, in these
small cultures sparging is not needed and the only shear
forces affecting the cells result from the agitation of the
medium. Eberhard and Schügerl (48) demonstrated the
importance of agitation speed in designing culture sys-
tems. In cultures with a working volume of 100 mL in
1000-mL flasks at an agitation speed of 35 rpm, cells set-
tled to the bottom and growth was reduced as a result of
localized depletion of oxygen and nutrients. Final cell den-
sities increased with increased agitation speed, up to 100
rpm, until oxygen levels were no longer growth limiting.
Kioukia et al. (49) compared the growth of Sf-9 cells in
100-mL spin flasks, 50-mL working volume, stirred at
speeds of 80, 120, and 150 rpm. Optimum cell growth be-
fore infection was at 120 rpm. Viral infection was enhanced
at 150 rpm but, as in the noninfected cultures, cell damage
occurred. It appears that 100 to 120 rpm is adequate for
nonaerated spinner cultures if there is sufficient head-
space in the vessel. Culture volumes greater than 1 L re-
quire aeration and thus present additional problems in bio-
reactor design and operation.

Scale-Up. Once the need for culture volumes exceeds 1
L, providing sufficient oxygen for cell growth and virus rep-
lication becomes a serious problem. Hink and Strauss (50)
reported that the dissolved oxygen (DO) level in a 2-L bio-
reactor decreased from 100% to 2% in 24 h during the
growth of the Tn-368 cells. The amount of sparging re-
quired to maintain the DO level at 100% caused excessive
medium foaming and vacuolation of the cells. Infected cells
consume oxygen at almost twice the rate of uninfected
cells, thus increasing the supply problem. Tramper et al.
(51) attempted to identify the sources of shear stress and
to establish the level at which Sf-9 cells were damaged.
They found that the critical shear stress at which cell vi-
ability began to decline was 1–4 N m�2. This result agreed
with the data of Hink and Strauss for the TN-368 cells.
They found, as did Hink and Strauss, that cell death oc-
curred at stirrer speeds greater than 220 rpm. They also
observed that cell survival in the foam was very low and
that the number of viable cells decreased with every bubble
burst. Their conclusion was that the dispersion of gas in
the medium by means of stirring and sparging sufficient
to provide the needed oxygen would result in a larger death
rate than the growth rate of the cells and that membrane
bioreactors or oxygen supplied through semipermeable
tubing might be required to solve this problem.

The effects of hydrodynamic forces on insect cells in cul-
ture were reviewed by Chalmers (52), and his conclusions
are discussed here briefly. Cells in sparged, agitated cul-
ture systems are subject to shear forces associated with
gas bubbles under three conditions: in the region where

the bubbles are injected into the medium, during the free
rise of the bubbles to the surface, and at the air—medium
interface at the top of the vessel. The preponderance of
data reviewed by Chalmers indicated that most of the cell
death occurred at the air–medium interface. During the
rise of the bubbles through the medium, cells became at-
tached to a bubble and death occurred when the bubble
ruptured at the surface. According to studies by Trinh et
al. (53), on the average 1,200 Sf-9 cells were killed per bub-
ble burst when suspended in TNM-FH medium without
protective additives. Only 292 cells killed were present on
the bubble film; the remainder was believed to be in the
thin layer of medium surrounding the bubble. No cells
were killed when the medium contained 0.1% Pluronic
F-68.

Protective additives are important components of media
for insect cells grown in suspension culture systems.
Vaughn (54) used 0.15% methyl cellulose for the first cul-
ture of lepidopteran cells in spinners. Hink and Strauss
(50) found that 0.3% methyl cellulose allowed them to in-
crease the impeller speed from 100 to 220 rpm in a 4-L
stirred tank fermentor. However, the most successful pro-
tectant has been Pluronic F-68. Maiorella et al. (34) and
Murhammer and Goochee (55) used it for the culture of
Sf-9 cells in an agitated, sparged bioreactor and in an air-
lift bioreactor. Murhammer and Goochee reported that
population doubling times and final cell densities were not
affected by concentrations up to 0.5% Pluronic F-68. Max-
imum viability of 95–99% was achieved with 0.1%. This
concentration also was used by Maiorella et al. and is the
concentration most frequently used for insect cell cultures.

Murhammer and Goochee suggested that Pluronic F-68
protected cells by interacting with the cell membrane and
that this interaction was the basis for the protective mech-
anism. Photographs presented by Chalmers (52) show that
in the presence of 0.2% Pluronic F-68, no cells attach to
gas bubbles in the culture medium. Therefore, much of the
killing of cells when the bubbles rupture at the air–
medium interface was avoided. The mechanism that pre-
vents the cell–bubble interaction is not known, but effects
have been quite striking. The development of scale-up pro-
tocols for the growth of insect cells on a commercially fea-
sible scale now is concentrated on the use of the standard
stirred tank reactors or airlift fermentors rather than the
development of specialized vessels.

Sparged Stirred Vessels. The sparged, stirred tank fer-
mentors used extensively for many types of microbial fer-
mentations can be operated inexpensively and their scale-
up is straightforward. Glass fermentors with working
volumes of a few liters to stainless steel tanks with capac-
ity up to 8,000 L have been used for a number of years for
the production of biologicals in mammalian cells. The most
notable examples are the production of foot-and-mouth vi-
rus vaccine, interferon, and monoclonal antibodies. These
vessels, used to culture animal cells, are round bottomed
and fitted with agitators having marine propellers or one
or more Rushton-type turbine stirrers. The stirrers may be
driven directly or by external magnetic drives. To protect
the cells from contact with air bubbles and the damage
that occurs when those bubbles break, some specialized
aeration systems have been designed in which the air is
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introduced into the medium stream inside rotating stain-
less steel mesh cages that exclude the cells.

With the discovery of the protective effect of Pluronic
F-68, most insect cell culture is now done in the more typ-
ical sparged, stirred tank. Overton and Kost (56) reported
the use of 36-L stirred vessels to produce human synovial
phospholipase A2 in Sf-9 cells. The vessels were fitted with
a ring sparger with 2-mm holes, and DO level was main-
tained at 50% by oxygen sparging. The expression level of
purified product from this system ranged between 1.0 and
1.5 mg/L and was comparable to that from shake flasks.
Silberklang et al. (57) have described the scale-up of a
stirred tank system of 70 L to produce antistasin, an an-
ticoagulant protein from a leech, in Sf-9 cells. They used
an open-pipe (5-mm-diameter), sparged Chemap fermen-
tor equipped with hydrofoil impellers. The key to their suc-
cess in scale-up, they considered, was the use of a strain
of the Sf-9 cells that had been well adapted to suspension
growth by serial passage in small spinner cultures for 6–8
weeks before freezing the cells in the master cell bank.

Airlift Bioreactors. Airlift bioreactors have been used for
some time to culture fragile cells such as hybridoma cells.
These vessels consist of two tubes, one inside the other. Air
is sparged in the bottom of one tube, the riser. As the air
bubbles rise to the top of the riser the difference in density
between the medium in that tube and the second tube, the
downcomer, results in circulation of the medium and cells
without the need for mechanical stirring. Possible damage
to fragile cells from the turbulence and resulting shear
forces in the eddies at the ends of the stirrer blades is
avoided. Insect cells were considered to be more sensitive
to these forces than most other animal cells and so many
investigators studied their growth in the airlift bioreactor.

The airlift bioreactors have been modified for use with
attachment-dependent cells such as the BTI-TN-5B1-4 line
by adding glass beads or other materials to the downcomer
tube, which is modified to retain them. The beads form a
packed bed to which the cells attach and are then bathed
in oxygenated medium. This method avoids the shear
forces the cells encounter when the beads are maintained
in suspension in stirred tanks. A model system describing
the effects of such parameters as the ratio of riser area to
downcomer area, airflow rate, and DO to the growth of the
5B1-4 cells has been developed by Kumar and Shuler (58).

Maiorella et al. (34) used an airlift bioreactor in their
early studies on the scale-up of Sf-9 cells for recombinant
protein production. Pluronic F-68 was added to the me-
dium to protect the cells from damage by the bursting bub-
bles. It also limited the buildup of foam so that no addi-
tional antifoam was needed. Bubble size was controlled at
0.5–1.0 cm in diameter by selection of a sparger with the
appropriate orifice diameter. A sparging rate of 420–1260
mL/min was used as this provided an adequate supply of
oxygen but did not cause excessive turbulence or foaming
in a 21-L vessel. Cell growth was equal to that in 100-mL
shake flasks, and the production of recombinant human
macrophage-stimulating factor reached 40 mg/L in 4 days.

Rice et al al. (59) compared the growth and production
of recombinant protein by Sf-9 cells in an 8-L stirred tank
vessel and in a 6-L airlift vessel and found that the cell
growth was almost identical in the two systems. Popula-

tion doubling time in the airlift was 22.5 h and in the
stirred tank 21.9 h. Maximum density of the Sf-9 cells in
the airlift was 4.94 � 106 cells/mL compared to 4.91 � 106

in the stirred tank. Yields, specific activity of the recom-
binant human protein kinase, were also virtually identical.
They also considered the relevant costs of each system. In
the laboratory the cost of providing temperature control,
DO control, and other operating expenses were about
equal. However, Rice and his colleagues estimated that the
cost of scaling up the airlift system to 36 or 45 L would be
98% more than that of scaling up the stirred tank system
to the same level. Other examples of the use of these sys-
tems for the production of recombinant proteins from in-
sect cells can be found in the proceedings of a workshop on
the subject (60).

Establishing Culture Conditions

Sterility. All animal cells must be grown under sterile
conditions. The very rapid growth rate of most microor-
ganisms compared to that of animal cells means that even
the presence of small numbers of microorganisms at the
beginning of the fermentation will result in the overgrowth
of the animal cells by the microorganisms. This will cause
the loss of the fermentation or at least a significant reduc-
tion in the yield and additional problems in product recov-
ery.

Insect cell culture media generally contain heat-labile
components and, therefore, must be filter sterilized. Liquid
media obtained from commercial media suppliers are ster-
ile and the sterility need only be maintained by use of
proper microbiological technique. If the media are pre-
pared on site, pressure filtration, using compressed air or
nitrogen, through a filter stack consisting of a depth pre-
filter, a 0.45-lm membrane filter, and finally a 0.22- or
0.01-lm membrane filter held in a stainless steel filter
holder, is recommended. In the preparation of small
batches of medium the filtered medium is usually collected
aseptically into sterile vessels and held refrigerated until
needed. In this situation it is feasible to run sterility checks
before the batch of medium is used. When large volumes
of medium are required for a single production run, it may
be most practical to prepare and sterilize the medium just
before use. Clarifying filters need not be sterile and may
be separate from the sterilizing filters. Sterilizing filters
should be located as near to the fermentors as practical
and should be tested for integrity before use. Venders pro-
vide methods and equipment for this test.

Small fermentors can be assembled and sterilized by
autoclaving, assuming an autoclave large enough to hold
them is available. All parts of the system must be thor-
oughly cleaned and sanitized using one of several deter-
gents sold for this purpose. To prepare the vessel for au-
toclaving, all access ports should either be fitted with the
correct tube or probe or plugged. Oxygen and pH probes
should be prepared according to instructions provided by
the manufacturers. Glass connectors should be secured,
the tips plugged with a nonabsorbent material such as
glass wool and covered with aluminum foil. The vessel
should be filled with water or phosphate-buffered saline to
the working level. The sterilizing time will depend on the
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size of the vessel. The vessel must be vented at all times
and should not be removed from the autoclave until the
vessel has cooled somewhat to avoid drawing nonsterile air
into it. The vessel can then be closed, placed in a sterile
hood, if possible, and allowed to cool completely. The water
is then aseptically removed and the culture medium
added.

Fermentation vessels too large or too heavy to be placed
in an autoclave are steam sterilized in place. Proper design
of the system is very important to achieve sterilization of
such equipment. Steam vapor must contact all the parts of
the system to be sterilized. Steam must enter the vessel in
such a manner as to replace all the cold air, and the re-
sulting condensate must be adequately drained from the
system. Pockets and crevices in the system must be
avoided or minimized. Perhaps most important, standard
operating procedures must be developed and the operating
personnel well trained in those procedures. Sterilization is
discussed in more detail by Bergman (61).

Oxygen Supply. Insect cells require oxygen to grow and
will rapidly deplete the dissolved oxygen in the culture me-
dium. Oxygen availability is critical to optimum yields of
both wild-type virus and recombinant protein production.
Determining a suitable level of dissolved oxygen and de-
veloping ways to maintain that level have been the sub-
jects of considerable research. The oxygen utilization rate
(OUR) for insect cells, 3.5–9.9 � 10�17 mol cell�1 s�1, is
slightly higher than that of many other animal cells. More-
over, the rate increases to nearly double by 12–18 h follow-
ing virus infection and then declines to near that of unin-
fected cells. This period of maximum OUR corresponds to
the time of c-gene expression and the production of virions.

The infected insect cells are also more fragile than un-
infected cells. Thus, simply increasing the sparging rate or
the agitation may be counterproductive. One possible al-
ternative may be lowering the incubation temperature
from 27 �C to 25 �C, which increased the oxygen solubility
and lowered the OUR of Sf-9 cells by 26% without a re-
duction in yield of recombinant b-gal (62). However, DO
levels between 20% and 60% will support optimum cell
growth and virus replication and have been achieved in
most bioreactors with sparging raters that do not cause
significant cell damage. See the review by Taticek et al.
(63).

Feeding Strategies. Bioreactors may be operated in sev-
eral ways related to the way nutrients are supplied to the
cells. Batch, fed-batch, semicontinuous, and perfusion
methods have all been tested for growing insect cells.
Stirred tank bioreactors operated in a batch mode are the
most common microbiological fermentations. They are
simple, inexpensive, and easy to scale up. In this system
medium is added to the bioreactor and inoculated with the
desired cells and then run until cell growth or product pro-
duction stops. During this time the cell nutrients are grad-
ually depleted and metabolic waste products accumulate
in the tank. pH may change as a result of the accumulation
of such waste products as ammonia or lactic acid. One of
these changes can eventually become growth limiting.
However, a baculovirus infection ultimately results in

death and lysis of the cell, and this may terminate the fer-
mentation before any of the metabolic factors become lim-
iting. Therefore, the batch method, using a carefully de-
signed starting medium, may provide optimum yields with
the least cost.

Additional cell growth or product production may be ob-
tained with the fed-batch system, if either nutrient deple-
tion or waste accumulation has terminated cell function
before the lysis of infected cells. Limited studies on the
accumulation of ammonia in cultures of insect cells indi-
cates that ammonia does not accumulate to toxic levels
unless the glucose is depleted (64,65). The addition of am-
monia in the form of NH4Cl or (NH4)2SO4 up to a concen-
tration of 10 mM was not inhibitory to cells of either the
Sf-9 or BTI-EAA lines. Growth did slow somewhat at a
concentration of 30 mM, indicating that these cell lines are
considerably less sensitive to ammonia than many mam-
malian cells (64). If adequate concentrations of glucose
were present, the concentration of ammonia found in both
these studies did not approach these levels (64,65). Simi-
larly, insect cells produce only small amounts of lactic acid
during growth in an adequately oxygenated culture. Bé-
dard et al. found that lactate was consumed by Sf-9 cells
at the end of the growth period (64). They attribute the
difference between lactate production in mammalian and
insect cells to the presence of a complete TCA cycle in in-
sect cells but not in many mammalian cells.

The advantage of the fed-batch system appears to be
from the replacement of depleted nutrients. Feeding can
be done simply by adding additional complete medium to
the culture. Lindsay and Betenbaugh (66) found that the
resuspension of high cell density cultures of Sf-9 cells in
fresh medium at the time of infection resulted in a fourfold
increase in yield of the recombinant b-gal. However, this is
somewhat inefficient because many of the components in
the medium are not severely depleted during a normal
growth cycle; for example, it is unlikely that any vitamins
or inorganic salts become growth limiting. If the growth-
limiting nutrients can be identified, only they need to be
supplemented.

Few of the amino acids in a medium are depleted more
than 50%. The need for amino acids varies among insect
cell lines. Mitsuhashi (67) determined the amino acid re-
quirements of cell lines from six different insect species.
Only five, cystine, histidine, isoleucine, methionine, and
threonine, were essential for all six cell lines. In the study
of Bédard et al. (64) only methionine, of these five, was
consumed by Sf-9 and BTI-EAA cells. However, the non-
essential amino acids glutamine, glutamate, and aspartate
were extensively depleted. No amino acid was depleted to
growth-limiting levels.

Wang et al. (68) found that the specific yield of a recom-
binant protein from Sf-9 cells was increased 100% by feed-
ing glucose and glutamine to high cell density cultures im-
mediately after infection. The amount added returned the
levels to approximately those in fresh medium. Lee and
Park (69) demonstrated that the addition of Yeastolate to
a culture of Sf-9 cells in stationary growth phase would
stimulate further growth and increase the final cell density
about 3.5 fold, but no information on the critical compo-
nents of the Yeastolate was given.
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Semicontinuous culture is another way to maintain
suitable levels of oxygen and nutrients to support optimum
virus replication or recombinant protein production in high
cell density cultures. In these systems, cells are grown in
one vessel and when high cell densities are reached, a por-
tion of the cell suspension is transferred to one or more
new vessels, fed with fresh medium, and inoculated with
virus for production. Fresh medium is also added to the
cell culture vessel to continue the production of cells. At
the time the virus or recombinant protein is harvested
some medium may be left in the production vessel to in-
oculate the next batch of cells. Such systems have been
used with TN-368 cells (50) and with Sf-9 cells (70) for the
production of wild-type AcMNPV. A similar two-stage sys-
tem was used with B. mori BM-5 cells for the production
of recombinant proteins (71).

Perfusion culture systems have supported the highest
final cell densities, �107 cells/mL, achieved with insect
cells. In perfusion cultures the fresh medium flows through
the culture vessel at a constant rate and all the cells are
retained in the vessel during the entire process. This
method requires that the cells be removed from the efflu-
ent either by filtration or entrapment, as in hollow fibers.
This method reduces the amount of headspace needed in
a fermentor because the medium can be oxygenated before
entering the fermentor. Cells are exposed to a steady-state
environment, and higher cell densities per unit volume are
possible. The perfusion is either “open,” in which the me-
dium passes through the bioreactor and is collected, or
“closed” in which the medium is reused after oxygen has
been added and, if necessary, the pH adjusted.

Deutschmann and Jäger (36) were able to maintain
Sf-21AE in exponential growth for 16 days in a perfused
1.4-L stirred tank. The maximum cell density achieved
was 5.5 � 107 viable cells/mL. Perfusion was started after
72 h of cultivation and maintained at a constant rate for
the duration of the fermentation. Oxygen was provided
through a polypropylene membrane, 5 m/L working vol-
ume. As the cell density increased, available oxygen was
increased by increasing pressure in the vessel and finally
by aerating with pure oxygen. When the cell density
reached the maximum, DO could not be maintained, in
part because of membrane fouling, and limited oxygen was
given as the reason growth stopped.

Weiss and Vaughn (72) produced wild-type AcMNPV in
Sf-21AE cells in a perfusion system using a 3-L Moducul-
ture vessel equipped with Biospin filters. Cultures with a
cell density of 1 � 105 cells/mL were inoculated at a MOI
of 0.005 plaque-forming units (PFU)/mL. Medium was per-
fused in the open mode at 600 mL/day for 6 days. A 98%
infection resulted with a yield of 1 � 108 polyhedra/mL. A
total of 6.6 L of spent medium containing 2.4 � 109 BV/
mL was produced, a 10-fold increase over the yield from
batch spinner cultures.

Caron et al. (73) established Sf-9 cells in a 4-L stirred
tank perfusion system using a custom-designed tangential
flow filter to separate cells and medium and reoxygenated
the used medium, eliminating the need for sparging the
culture. The culture was incubated in the batch mode until
the cell density reached 3 � 106 cells/mL. Perfusion then
began at a rate of 1.4–2.8 mL/min. When the culture

reached a cell density of about 1 � 107 cells/mL, the vol-
ume was reduced to 1 L, the cells infected with the recom-
binant virus, and serum-free medium added to return the
volume to 4 L. During the production phase the culture
was perfused with medium containing only 0.5% or 1.0%
serum instead of 10% FBS. Cell density increased from 4
� 106 to 15 � 106 cells/mL in 3 to 4 days. However, the
average protein production in this system was reported to
be only 76% of that in shaker flask cultures. The lower
level was believed to result from the serum level during
the infection stage and not from the conditions of culture
during the production phase.

Infection Strategies
Passage Effects. As described earlier, baculoviruses pro-

duce two different virions during their replication: the bud-
ded virus (BV), released from the cell by budding through
the plasma membrane, and the virion enclosed in the poly-
hedra, the occlusion-derived virus (ODV). The ODV re-
leased from the occlusion body under alkaline conditions,
pH above 9.5, is highly infectious through the gut of a tar-
get insect, but is infectious to cells in culture only at ex-
tremely high concentrations and therefore is of little use
in cell culture studies. The BV are very infectious to cell
cultures and are the standard means of infecting cells with
either wild-type or recombinant viruses. Continued pas-
sage in insect cell culture of a baculovirus using the BV
results in the gradual decline in polyhedra yield and infec-
tivity of the polyhedra produced (74).

To avoid these passage effects, it is standard practice to
use only low-passage virus in vitro studies. A master bank
of virus inoculum is prepared, usually from the blood of
insects fed polyhedra, and stored frozen. To prepare this
material, susceptible insects in the midlarval stage of de-
velopment are fed a dose of polyhedra sufficient to kill 90%
of them. When the infected larvae begin to show signs of
disease, they are bled by cutting a rear leg and collecting
the blood in ice-cold cell culture medium. The collection in
cold medium is required to prevent enzymatic oxidation of
phenols to toxic quinones in the hemolymph upon exposure
to air. In addition, antioxidants may be added to the me-
dium. The diluted blood is centrifuged at low speed to re-
move the blood cells and the supernatant filtered through
a sterile 0.45-lm membrane filter. The filtered blood is di-
vided into small volumes and frozen at �80 �C. This blood
is used to prepare the subsequent passages in cell culture.
Generally a large amount of the third-passage in vitro vi-
rus is prepared and becomes the working stock. With the
AcMNPV, this allows the buildup of seed inoculum and a
production run of several viral replications before signifi-
cant passage effects develop. Not all viruses will remain
stable for this many in vitro passages. Slavicek et al. (75)
found that the wild-type gypsy moth NPV was not stable
for more than one in vitro passage. However, they were
able to select a strain with greater stability for cell culture
studies.

Wickham et al. (76) demonstrated the generation and
accumulation of defective interfering (DI) particles within
high in vitro passage baculovirus. DI particles build up in
in vitro culture systems as a result of continued passage
of the virus at high MOIs. These particles, identified mi-
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croscopically by their shorter length, were lacking large
sections of their DNA. Typical of DI particles, they caused
large reductions in the amount of recombinant protein pro-
duced in cells infected with MOIs of more than 0.01 plaque-
forming unit/cell. To avoid the accumulation of defective
particles the cells must be inoculated with dilute virus sus-
pensions, low MOI. In a system where the residual culture
is left in the production vessels to inoculate incoming cells,
the level of infectious virus gradually increases with each
run, and with each passage the proportion of defected par-
ticles also increases. To delay the buildup of DI particles,
De Gooijer et al. (77) proposed a mathematical model for
the infection of insect cells with NPV in a semicontinuously
or continuously operated two-stage reactor. Such a reactor
was assembled and the model tested as a semicontinuous
system (78). The system consisted of two 1- or 2-L reactors
connected in sequence. Cells were grown in the first reactor
and used to inoculate the second, the production reactor.
The culture in the production vessel was established with
300 mL of cell suspension and additional cell suspension
was added for the next 3 days until the working volume of
800 mL was reached. The production reactor was then op-
erated as a batch reactor for 1 day. Production of b-gal was
35 U/mL for 7 runs compared to an average of 22 U/mL
when operated in a simple batch mode for 12 consecutive
runs of 5 days each. As predicted in the model, the amount
of infectious virus produced began to decline at this point
in each system, as did the production of b-gal, as the result
of the buildup of DI particles.

MOI and Cell Density Effects. The MOI used may also
affect the total yield of virus or recombinant protein.
Dougherty et al. (79) found that with a MOI of 5, 98% of
the Tn-368 cells were infected in 24 h and at a MOI of 20,
99% were infected. Brown and Faulkner (80) found that in
monolayer cultures of Tn-368 cells the yield of wild-type
virus was constant for increasing MOIs from 0.001 to 1.0,
increased with increasing MOI until 10, and then began to
decline. They suggested that at higher MOIs at which cells
were infected by several particles that damage to the cell
membrane caused the decrease in virus yield. Licari and
Bailey (81) reported that in monolayer cultures of Sf-9 cells
infected in early log phase of growth that the yield of b-gal
was constant for MOIs between 0.1 and 10, but lower at
0.01 and 100. However, when monolayers were inoculated
in the late log phase the yield increased with increased
MOI from 0.1 to 100. It is not clear why MOIs greater than
that required to infect 100% of the cells should increase
yield. In suspension culture, studies to optimize the pro-
duction of recombinant protein from Sf-9 cells demon-
strated that MOI did not affect yield and could be chosen
on the basis of technical needs or economic objectives with-
out sacrificing yield (80). A very high MOI of 580 plaque-
forming units/mL to infect high density cell cultures, 4–5
� 106 cells/mL, combined with medium replacement was
used for optimum yields in an airlift fermentor (82). To
obtain sufficient virus to inoculate a large bioreactor at
these high MOIs requires concentration of culture super-
natants, which may not be economical unless the increase
in yield is substantial.

The time of infection also has significant effect on the
yield of recombinant protein obtained. Vaughn (83) dem-

onstrated that monolayer cultures that had reached con-
fluency at the time of inoculation produced little or no prog-
eny virus. This was later confirmed by Wood et al. (84),
whose data suggested that contact inhibition was the
cause. The optimal time for infection is related to the MOI
used (81,85). It is a very narrow period and is dependent
on the cell density and the growth stage of the cells at the
time of inoculation. Maiorella et al. (34) found that the
yield of recombinant protein was reduced by 60% if cul-
tures with high cell densities were infected in the station-
ary phase rather than the log phase. King et al. (86) ob-
tained similar results but also noted that in their studies
only 50% of the cells were infected at the MOI used. They
implied that this was because the uninfected cells contin-
ued to grow and depleted the nutrients. Once infected with
a baculovirus, insect cells do not divide. In cultures with
low cell densities inoculated with a low MOI, the unin-
fected cells will continue to divide and the progeny cells
become infected by viruses produced from viral replication
in the cells infected with the original inoculum. The cycle
will continue until all cells are infected or until the nutri-
ents are depleted. This is the common practice in batch
culture systems. An advantage is that less seed virus must
be produced outside the bioreactor. However, there is less
control over the passage of virus, and the time required to
complete the fermentation may be extended. If the protein
produced is degraded by enzymes released from lysing
cells, yields may be lower under these conditions even if
the amount produced is high.
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INTRODUCTION

Insects and other invertebrates include more than half of
the animal species that have been identified on the planet.
A number of these invertebrates are valuable to the cloth-
ing industry where they are used in the production of silk.
From an agricultural perspective, however, insects are a
major pest of crops and other plant life. Developing meth-
ods to control the proliferation of insects has been a con-
tinuing aim of the agricultural and forest service indus-
tries. As with other animal species, these hosts are capable
of maintaining and transmitting viral infections. One ap-
proach that has been considered for many years to control
insect proliferation is the application of insect-specific vi-
ruses. As a result, a substantial body of knowledge has
evolved over the past 20 years concerning the structure
and function of insect viruses. Through these biological ad-
vances, it is now possible to alter the genetic content of
these insect-specific viruses and incorporate heterologous
genes from other organisms. The development of geneti-
cally altered insect viruses has had a tremendous impact
on the development of enhanced viral biopesticides and on
the production of recombinant DNA products of biotech-
nological interest. Baculoviruses such as the Autographica
californica nuclear polyhedrosis virus (AcMNPV or
AcNPV) and the Bombyx mori nuclear polyhedrosis virus
(BmNPV) can be modified to incorporate genes from mam-
malian, insect, plant, and viral sources, among others. In-
sect cells or insect larvae are then infected with these al-
tered viruses to generate recombinant proteins for
applications such as structure and function studies, diag-
nostics, and vaccines. To generate the large quantities of
recombinant protein and virus needed for biotechnological
and biopesticide applications, efficient and scaleable pro-
duction processes have been developed. These processes
must be particularly sensitive to the characteristics of the
baculovirus expression vector system (BES or BEVS),
which includes both a cell growth and infection stage. Vari-
ous insect cell hosts, viral vectors, and expression meth-
odologies are being explored along with alternative media
formulations and different bioreactor operating strategies.
These efforts are examined in the following sections.

INSECT CELL LINES

Insect cell lines have been established from nearly 100 dif-
ferent species within the following seven orders of Arthro-
poda: Lepidoptera, Diptera, Homoptera, Hymenoptera,
Orthoptera, Hemiptera, and Coleoptera. These lines are
isolated from eggs or embryonic, larval, or adult tissues

such as hemocytes, ovaries, imaginal discs, testes, midgut,
and fat body using methods that are now well known
(1). The procedures typically involve the lysis of tissue fol-
lowed by suspension in a rich serum-containing medium
in tissue culture flasks. The nutrients are replaced peri-
odically, and the cultures are monitored until cell division
is observed. The cells are then subcultured after one to
several weeks to obtain a new cell line. Eventually, the cell
lines are screened for desired properties such as short dou-
bling times, virus susceptibility, recombinant gene expres-
sion, or posttranslational processing. Clonal isolates can
be obtained that have better growth or gene expression
properties, as was the case in the development of the Sf-9
clone from the established cell line (IPLB-Sf-21) of the fall
armyworm, Spodoptera frugiperda. Both of these cell lines
are now widely used for the replication of AcMNPV and
production of recombinant proteins.

The screening of established cell lines led to the iden-
tification of a Trichoplusia ni (cabbage looper) cell line
(BTI-TN5B1-4), with the trade name High Five� (Invitro-
gen, Inc.), which often provides recombinant protein yields
superior to those of Sf-9 and Sf-21 (2). Originally an
attachment-dependent cell line, High Five cells have been
adapted to suspension growth in many laboratories. Ad-
aptation to suspension is aided by the addition of 50–2,000
U/cm3 heparin to prevent clumping, but the heparin
should be removed prior to viral infection and expression
of products (3,4). Shown in Figure 1 is a micrograph of
healthy and AcMNPV-infected Sf-9 and High Five cells.
Commercial serum-free media have been developed for
High Five, Sf-21, and Sf-9 cell lines. Because the Sf-9 cell
line produces higher levels of the extracellular virus, this
cell line is often used for virus production, whereas the
High Five are used for heterologous gene expression. Al-
though High Five and Sf are the cell lines of choice for
many applications, recombinant protein production from
AcMNPV has been achieved in a number of other cell lines
such as those isolated from Heliothis, Lymantria, Plutella,
and Trichoplusia (5,6). A smaller variety of cell lines from
Bombyx mori (silkworm) and Lymantria dispar (gypsy
moth) are available for infection with BmNPV and Lyman-
tria dispar nuclear polyhedrosis virus (LdNPV), respec-
tively.

Cell lines are usually cultured at the laboratory scale
in polystyrene culture flasks or roller bottles. Those cell
lines that are not anchorage dependent can be grown in
shaker flasks or small suspension-culture flasks. Cells are
monitored for number density and passaged one to two
times per week by subculturing into fresh medium.
Attachment-dependent cells must be dislodged by agita-
tion, scraping, or enzymatic treatment. Following a lag
phase, the cells grow logarithmically with doubling times
between 0.5 and 2 days. Maximum cell densities are typi-
cally in the range of 106 cells/mL but may rise as high 107

cells/mL in some cases. Cell size is in the range of 10 to 20
lm, and culture temperatures are typically between 25
and 30 �C. Stocks of cells can be cryopreserved in liquid
nitrogen using medium and dimethylsulfoxide (DMSO).
Recovery is achieved by a rapid thaw and can be enhanced
by using a serum-bearing medium prior to freezing the
cells.
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Figure 1. Insect cell morphology. (a) Healthy Sf-9 cells grown in insect culture medium. (b) Sf-9
infected with wild-type AcMNPV baculovirus. (c) Healthy BTI-TN5B1-4. (d) BTI-TN5B1-4 infected
with wild-type AcMNPV baculovirus. Photographs taken at 32�.

VIRUSES

The most widely studied and utilized insect viruses are the
baculoviruses, a helper-independent eukaryotic DNA vec-
tor that can infect a wide range of lepidopteran (butterflies
and moths) insects and insect cells. “Baculo” refers to the
rod-shaped capsid that is characteristic of these viruses,
which are 40–50 nm in diameter and 200–400 nm in
length. The two most widely studied baculoviruses, Ac-
MNPV and BmNPV, contain DNAs that are approximately
130 kb in length. The relatively large size of the virus al-
lows for the encapsulation of large pieces of foreign DNA
in addition to the essential viral DNA.

The infection of a single cell by the baculovirus is illus-
trated in Figure 2. Baculoviruses are deposited in two
forms, budded and occluded, in the infected cells (7,8). At
the initial stages of infection, membrane-enveloped viruses
bud from the plasma membrane of an infected host 10–14
h after infection in a form commonly referred to as extra-
cellular virus (EV), nonoccluded virus (NOV), or budded
virus (BV). A second form of the virus, the occluded virus
(OV), forms in the nucleus of an infected cell beginning at
20–24 h after viral infection. This intracellular virus is en-
veloped and encased within a crystalline viral protein ma-
trix called polyhedrin. These protein crystals, called occlu-
sion bodies, polyhedra, or polyhedral inclusion bodies
(PIBs), may be as large as 5 lm in diameter and contain

many virions (Fig. 3). The OV encased within the poly-
hedrin protein matrix may contain multiple nucleocapsids
within a single envelope for multiply embedded nuclear
polyhedrosis viruses (MNPVs), or a single nucleocapsid per
envelope for single nuclear polyhedrosis viruses (SNPVs).
In addition to nuclear polyhedrosis virus (NPV), a second
type of occluded baculovirus, the granulosis virus (GV), in-
cludes one or, very rarely, two virions embedded in a much
smaller protein matrix called a capsule or granule. Most
baculoviruses used as biopesticides and all baculoviruses
used in biotechnology are NPVs, although a few GVs have
shown potential for future applications.

It is the OV that is responsible for transmission of the
virus from insect to insect, as shown in the baculovirus life
cycle depicted in Figure 4 (8). After death and decomposi-
tion of an infected insect, the polyhedra are deposited on
vegetation where they are ingested by other feeding insect
larvae. Transported with food to the midgut, the polyhedra
are dissolved in the alkaline environment, subsequently
releasing virions into the lumen of the midgut. These vi-
ruses then fuse to the epithelial cells where they cause an
infection in the midgut tissue. The infected cells then re-
lease BV, which are responsible for secondary infection of
other tissues by spreading through the hemolymph and
trachea. The infected larva continues to feed for 5–7 days
until it becomes listless. The larval cuticle melanizes, and
the muscular structure dissolves in a process called melt-
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Figure 2. Single-cell replication life cycle of the natural baculovirus, AcMNPV. Primary infection
by occluded virus occurs upon disintegration of the polyhedrin matrix and subsequent fusion to the
plasma membrane. Budded virus produced within the cell proceed to initiate the secondary infec-
tion process. Source: Adapted from figure appearing in Baculovirus Expression Systems and Bio-
pesticides, M.L. Shuler, H.A. Wood, R.R. Granados, and D.A. Hammer, Wiley-Liss, 1995. Reprinted
by permission of John Wiley & Sons, Inc.

ing or wilting. The larva eventually ruptures, releasing
about 25% of its dry weight in the form of PIBs, which are
spread over vegetation for consumption by other insects
and reinitiation of the infection cycle.

BACULOVIRUS GENE EXPRESSION

Baculovirus gene expression of viruses such as AcMNPV
occurs over four phases: immediate early (�), early (b), late
(c), and very late (d). During the immediate early phase,
viral genes are expressed using host cell factors. The im-
mediate early gene products then control the expression of
the early genes, whose products are responsible for cyto-
skeletal rearrangement and nucleus enlargement. Exten-
sive viral DNA replication occurs about 5–7 h after infec-
tion, followed by expression of the late genes. The late
phase extends from 6 until 20–24 h postinfection and in-
volves the assembly of nucleocapsids, the transport and
release of budded virus (BV), and the degradation of the
host genome. The formation of occluded viruses occurs dur-
ing the very late phase, beginning about 20–24 h post-
infection. The occluded viral particles can accumulate for
3–5 days until the infected cells lyse.

Two genes abundantly expressed during the very late
phase are the polyhedrin and p10 genes. The product of
the polyhedrin gene (polh) is the 29-kDa protein that forms

the crystalline matrix of the occlusion particles protecting
encased virus nucleocapsids. The product of the p10 gene
is a 10-kDa protein that forms large fibrous arrays in the
nucleus and occasionally in the cytoplasm. In 1983, it was
observed that viruses containing deletions in the polyhe-
drin gene were stable and could be replicated in cells in
culture (9). Though the cells infected with these viruses
lack the characteristic occlusion particles, production of
BV was unaffected. Furthermore, these BV could be col-
lected from the cell culture media and used to infect other
cells in order to passage the altered virus. Because the
polyhedrin gene is nonessential for BV infection and prop-
agation in cell culture, the construction of a recombinant
baculovirus can be accomplished by replacing the polyhe-
drin gene with a foreign gene such as interferon-b (10). In
this way, the foreign gene, now under the control of the
very strong polyhedrin promoter, is expressed, instead of
the polyhedrin gene at the very late phase of AcMNPV in-
fection. Similarly, it was observed that disruption of the
p10 gene resulted in disruption of the fibrous matrix, but
the formation of BV was not affected. Subsequently, recom-
binant baculovirus constructs containing foreign genes in-
serted under the control of the p10 promoter were used to
produce heterologous proteins in place of the p10 protein
(11). Because the polyhedrin and p10 are very strong late
promoters, with as much as 50% of the total stained pro-
tein consisting of polyhedrin (12), these promoters have
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Figure 3. Electron micrograph of AcMNPV infection in S. frugiperda. (a) Nuclear membrane,
(b) polyhedrin inclusion bodies, and (c) virions at 48 h postinfection (magnification 15,000�).
Source: Micrograph courtesy of G. Williams.

the potential for very high rates of foreign gene expression.
One disadvantage of this system is that production of het-
erologous protein is accomplished late in the viral infec-
tion, at which time host cell function is deteriorating. Fur-
thermore, the insect host eventually succumbs to the
infection, thus requiring a new batch of insect cells to be
grown and infected each time recombinant protein is to be
produced.

In an effort to avoid the problems associated with insect
cell death due to virus infection, a number of vectors have
been developed that allow the stable integration of foreign
DNA into insect cell hosts. Stable expression of heterolo-
gous proteins using these integrated vectors has been
achieved in several insect cell lines including Sf-9, Dro-
sophila S2, and lines from Aedes albopictus (13). However,
expression levels are in most cases many times lower than
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Figure 4. Life cycle of the natural
baculovirus, AcMNPV. Source:
Adapted from figure appearing in
Baculovirus Expression Systems
and Biopesticides, M.L. Shuler, H.A.
Wood, R.R. Granados, and D.A.
Hammer, Wiley-Liss, 1995. Re-
printed by permission of John Wiley
& Sons, Inc.
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with baculovirus, so these systems have yet to approach
the popularity of BES. Stable expression systems are likely
to find niche applications when lower expression is accept-
able in return for desirable host processing functions.

CONSTRUCTION OF RECOMBINANT BACULOVIRUSES

More than 500 different baculoviruses of the Baculoviridae
family are currently known. For use as a vector to deliver
foreign genes into insect cells, the most extensively used
is AcMNPV (14). BmNPV (15) has also been used but to a
much lesser extent, and work is currently in progress to
develop expression systems based on other baculoviruses
including LdNPV and granulosis viruses. Techniques for
manipulating AcMNPV to generate recombinant baculo-
viruses is discussed here because this subtype is the most
widely investigated and the procedures are similar for
many other baculoviruses. AcMNPV is a large, double-
stranded, circular DNA virus for which the complete nu-
cleotide sequence has been determined (16). The large size
of the baculovirus DNA prohibits the typical recombinant
DNA manipulations used for cloning with bacterial plas-
mids. Consequently, an alternative approach involving
plasmid transfer vectors and allelic replacement (homolo-
gous recombination) was developed and remains the most
popular method for foreign gene insertion into the bacu-
lovirus. Many improvements have been made for gener-

ating recombinant baculoviruses, but almost all are based
on homologous recombination.

The first step in allelic replacement involves the manip-
ulation of a transfer plasmid in Escherichia coli by cloning
and subcloning techniques to insert a foreign gene down-
stream from a baculovirus promoter, typically those for
polyhedrin or p10. The promoter and gene are also flanked
by baculovirus DNA derived from a nonessential locus
such as polyhedrin or p10 genes. The recombinant transfer
plasmid is then mixed with native baculovirus DNA, and
the mixture is transfected into insect cells using calcium
phosphate or cationic lipids. A small fraction of the bacu-
loviruses will undergo homologous recombination with the
transfer plasmid to create a recombinant baculovirus con-
taining a heterologous gene under the control of the ap-
propriate promoter (Fig. 5). The recombinant baculovirus
constructs may be identified by examining for the absence
or presence of a particular baculovirus or plasmid function
due to the insertion of the foreign gene.

The initial screening technique involved identification
of plaques of insect cells containing occlusion-minus (occ�)
infections as a result of the deletion of the polyhedrin gene
from the original baculovirus DNA. Occlusion-positive
plaques include an opaque light refractile characteristic
that can be visually distinguished from the characteristics
of occ� plaques under the microscope. However, picking an
occ� clone is a formidable task for inexperienced research-
ers because young nonrecombinant plaques often show no
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Figure 5. Homologous recombination. A baculovirus gene locus
(usually p10 or polyhedrin) is targeted for homologous recombi-
nation using a transfer vector that includes flanking homologous
sequences and, in some cases, encoding a selectable marker. The
recombination event (represented here by X’s) results in the re-
placement of sequences flanked by the homologous areas with the
sequence of the foreign gene.

sign of “occlusion,” and recombination frequencies can be
as low as 0.1%. These difficulties resulted in the time con-
suming and tedious isolation of recombinant baculovirus
through multiple rounds of plaque purification. The first
modification of the system was the use of the bacterial gene
lacZ to produce chromogenic recombinant plaques that en-
hance plaque purification (17,18). Significant progress in
isolating recombinant baculovirus was achieved by deri-
vatizing the circular, double-stranded wild-type baculo-
virus into a linear form through the introduction of a
unique restriction site (Bsu36I) at the polyhedrin locus
(19). A higher proportion of recombinant viruses was ob-
tained when the linearized baculovirus genome was co-
transfected with a transfer vector, because the infectivity
of the linearized virus alone was substantially reduced be-
low wild-type levels. More recently, a faster approach that
can generate pure recombinant baculovirus in 7–10 days
was reported (20). This technique uses a novel baculovirus
shuttle vector (bacmid) that can replicate in E. coli and
infect susceptible lepidopteran insects. The homologous re-
combination event and screening for the recombined bac-
mid occur entirely in E. coli. A recombinant baculovirus is
then generated by introducing the composite bacmid into
insect cells in culture and harvesting the virus from the
medium. This approach eliminates the need for plaque pu-
rification because only the recombinant baculovirus is gen-
erated during the initial infection.

Other expression vectors are available that provide for
the expression of up to four genes in the same baculovirus
construct. These constructs may include one or more poly-
hedrin, p10, or heat shock promoters to control expression
of the foreign genes. Infection of insect cells with several
viruses, each containing multiple genes, can provide si-
multaneous expression of numerous proteins in one insect
cell. Constructs containing baculovirus promoters such as
IE1 and core that are activated earlier in the infection are
also available (21). Specialized vectors that include histi-
dine tags, which help facilitate protein purification, as well
as gp64 or melittin fusions, for enhancing protein secre-

tion, are also available. For a laboratory not experienced
with BEVS, it is advisable to employ the linear baculovirus
genome with a lethal deletion and selectable marker or the
E. coli bacmid shuttle vector as the initial method for gen-
erating recombinants. Many kits are now commercially
available that include the transfer vectors and baculovirus
DNA for generating recombinant baculovirus constructs.

POSTTRANSLATIONAL PROCESSING

Because insects are eukaryotic organisms, the derived cell
lines are capable of performing many of the posttransla-
tional processes including secretion, folding, and glycosyl-
ation observed in higher organisms. In fact, insect cells are
often the expression system of choice for the rapid gener-
ation of functional eukaryotic proteins. However, the post-
translational processing may not be identical to that per-
formed in the native environment. It may be worthwhile
to compare the protein expressed in the insect cells with
the native protein to determine if significant differences in
posttranslational processing exist that will detract from
subsequent structural or functional analysis. Some of the
posttranslational processing events that are observed in
insect cells are described in the following sections.

Glycosylation

A majority of secreted and membrane proteins are glyco-
sylated, and the attached oligosaccharides can play critical
roles in cellular targeting, structural stability, resistance
to proteolysis, immunogenicity, and circulatory half-life.
The oligosaccharide residues are added to the protein at
specific amino acids during processing in the endoplasmic
reticulum (ER). Subsequently, these oligosaccharides are
trimmed and modified during processing in the ER and
Golgi compartments. Both N-linked and O-linked glyco-
sylation have been observed in insect cells.

During N-glycosylation in both insect and mamma-
lian cells an initial Glc3Man9GlcNAc2 group is added to
the Asn residue of the Asn-X-Ser/Thr sequence. Glucose
and mannose residues are then trimmed from the
Glc3Man9GlcNAc2 group. However, the level of trimming
and subsequent modifications are likely to be different in
insect cells than those observed in mammalian cells. Re-
cent evidence indicates that these differences may depend
significantly on the particular insect cell line used. Many
initial studies of N-glycans from heterologous glycopro-
teins obtained from Sf-9 or Sf-21 cells indicated the pres-
ence of only high-mannose type (Man9-5GlcNAc2) or short,
truncated, paucimannosidic (Man3-2GlcNAc2) oligosaccha-
rides, sometimes including an �(1,6)-linked fucose (22,23).
In contrast, studies with recombinant human plasminogen
indicated that insect cells could synthesize complex N-
linked oligosaccharides (24). Several more recent studies
on heterologous glycoproteins have indicated that cer-
tain insect cell lines can synthesize hybrid and complex
oligosaccharides. Analysis of N-glycans of heterologous
interferon-c secreted from Estigmena acrea (Ea-4) con-
firmed the presence of complex, hybrid, paucimannosidic,
and high-mannose N-linked oligosaccharides (25). In con-
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trast, Spodoptera frugiperda (Sf-9) cells were observed to
produce only hybrid, paucimannosidic, and high-mannose
N-glycans. A complete description of the N-glycans for in-
tracellular and secreted IgG2a from High Five cells indi-
cated the secretion of complex, hybrid, and paucimannos-
idic glycoforms (26), along with the intracellular retention
of glycoforms that were principally high mannose. A com-
parison of the N-glycans of IgG from High Five cells with
those attached to an IgG3a from the mammalian NS/0 cells
reveals significant similarities and some differences in the
glycosylation properties of the two cell lines (Table 1).
Based on the intracellular and extracellular N-glycans of
IgG, a putative pathway for oligosaccharide processing in
T. ni cells has been proposed (Fig. 6). The initial mamma-
lian ER pathway, including trimming of the terminal glu-
cose and mannose residues, seems operative. Insect cell
processing diverges from mammalian cell processing in the
pathways leading to the paucimannosidic structures, with
the critical step likely to be the cleavage of the GlcNAc
from the �-(1,3) branch by a possible Golgi b-N-
acetylglucosaminidase (28). Other significant differences
in insect cell processing are the �-(1-3)-linked addition of
fucose, also observed in the processing pathway of plants,
and the absence of any attached sialic acids (25,26,29). Re-
cently, glycoprotein processing has been manipulated in in-
sect cells by the expression of glycosylation pathway en-
zymes in order to generate glycoforms even more similar
to those produced by mammalian cells (21,30).

O-glycosylation, which involves the addition of carbo-
hydrates to hydroxylated amino acids such as serine or
threonine residues, has been observed for several recom-
binant proteins produced by baculovirus-infected insect
cells. A pseudorabies viral glycoprotein, gp50, and extra-
cellular domains of the respiratory syncytial virus protein
were found to contain the attached monosaccharide
GalNAc and lesser amounts of the disaccharide Galb1-
3GalNAc (31). In mammalian cells, only the disaccharide
form was observed in the presence or absence of attached
sialic acids. Activity levels of the relevant glycosyltrans-
ferases in the insect cells and mammalian cells supported
the particular distribution patterns observed.

Other Posttranslational Processes

Many proteins expressed in insect cells are directed to the
appropriate cellular compartment including the nucleus,
cytoplasm, organelles, plasma membrane, or extracellular
space. For secreted proteins, a short (15–40 amino acids)
signal peptide is present for translocating polypeptide
from the cytoplasm into the endoplasmic reticulum (ER).
This signal peptide, whether from mammalian, plant, or
yeast sources, is usually cleaved correctly by the signal
peptidases in insect cells. However, signal peptide process-
ing is not always efficient, especially for peptides from
plants or other distant eukaryotes. In fact, a complete ab-
sence of processing has been observed in at least one case
(32). Replacement of the original signal peptide with an-
other signal peptide from a protein such as melittin of hon-
eybee venom (33) or the gp67 and EGT proteins (7) from
AcMNPV can help to alleviate this limitation in some
cases. Sometimes, a substantial fraction of proteins des-

tined for secretion will be retained intracellularly in incor-
rectly folded forms or as aggregates. Coexpression of chap-
erones or folding enzymes can reduce aggregation and
enhance secretion of recombinant proteins that rely on
such folding assistance factors (34). Other posttransla-
tional processing steps including phosphorylation, fatty
acid acylation, �-amidation, and N-terminal amidation
have also been observed in insect cells or insect larvae.

APPLICATIONS

Baculovirus-infected insect cells often provide high levels
of expression of heterologous proteins, leading to the use
of this system across a broad spectrum of applications and
fields. BES has been used for the production of proteins for
structure and function studies, vaccines, multisubunit as-
semblies, and diagnostic reagents (35). Furthermore, in-
sect cells have been exploited as tools for examining the
role of proteins in physiological processes. The application
of BES products as therapeutics is also under considera-
tion, though it is not currently a major application of the
technology. Finally, the use of baculoviruses as biopesti-
cides, the original motivation for studying these viruses,
represents a major thrust of the technology (4,36). Wild-
type baculoviruses have been used as efficacious pest con-
trol agents for many years but have a limited host range
and can take between 5 and 10 days to debilitate insect
larvae. A number of genetic modifications, mostly centered
on replacement of polyhedrin or p10 genes with heterolo-
gous insect toxins, have been implemented to lower viral
killing time and reduce the duration of pest feeding. Some
of the heterologous genes that have been considered are
listed in Table 2. A major concern in the development of
baculovirus pesticides is the potential safety of these
agents. However, extensive studies have concluded that
baculoviruses have a very low range of infectivity and will
not infect beneficial insects or mammals. Inclusion of a for-
eign gene under the control of a baculovirus promoter ap-
pears to present little danger as well.

LARGE-SCALE PROCESSING: CELL CULTURE OR LARVAL
PRODUCTION

Structure and functional characterization studies and di-
agnostic reagents often require product levels beyond the
scale of small shaker flasks. Biopesticides will require
huge amounts of the final product for use in field trials.
The production of these large quantities of heterologous
proteins or baculoviruses will require the use of large-scale
cell culture or insect larvae. Insect cell culture provides an
environment in which the process parameters can be care-
fully controlled and monitored (4,7). It also allows for the
utilization of a single cell line with more uniform post-
translational processing than can be achieved in larvae.
Purification of proteins from cell culture medium, espe-
cially serum-free medium, is usually easier than from lar-
vae of infected insects. Larvae will include significant lev-
els of other insect proteins, and the presence of larval
proteases can lead to a degraded final product. In contrast,
the use of larvae may provide substantial cost advantages
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Table 1. Comparison of Glycosylation Patterns of IgG Produced in Insect Cells (Trichoplusia ni) and Mammalian Cells
(NS/0)

Insect IgG lysate
(mol %)

Insect IgG supernatant
(mol %)

Humanized murine IgG NS/0
(mol %)

High-mannose structures

M

M    GN    GNM    M

M    M    M

M    M

3.0 – –

M

M    GN    GNM

M    M    M

M    M

12.6 – 1

M

M    GN    GNM

M    M

M    M

9.9 – 2

M

M    GN    GNM

M    M    M

M

19.2 – 2

M

M    GN    GNM

M    M

M

2.6 – 7

M

M    GN    GNM

M

M

2.0 – 23

Hybrid structures

M

M    GN    GN

GN    M

1.2 1.6 2

M F

M    GN    GN

GN    M

14.2 7

GN    M F

M    GN    GN

M

0.3 2.7 –

M F

M    GN    GN

G    GN    M

– – 4
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Table 1. Comparison of Glycosylation Patterns of IgG Produced in Insect Cells (Trichoplusia ni) and Mammalian Cells
(NS/0) (continued)

Insect IgG lysate
(mol %)

Insect IgG supernatant
(mol %)

Humanized murine IgG NS/0
(mol %)

M

M    GN    GN

G    GN    M

– – 2

Low-mannose structures

M

M    GN    GNM

F

F

11.8 18.0 –

FM

M    GN    GN

M

9.5 16.7 –

Complex structures

GN    M F

M    GN    GN

GN    M

5.6 16.0 22

GN    M F

M    GN    GN

G    GN    M

8.1 14.2 9

G    GN    M F

M    GN    GN

GN    M

– 5.3 10

G    GN    M F

M    GN    GN

G    GN    M

– – 5

Source: Data for T. ni from Ref. 26; data for mammalian cells from Ref. 27.

for the production of recombinant proteins. The cost of
commercial media used in cell culture can become prohib-
itive for large volumes, and a significant capital invest-
ment is required for purchasing large bioreactors. Some
posttranslational processing events such as glycosylation,
secretion, and carboxy-terminal amidation also may be
more efficient in larvae (37). These considerations may
warrant the consideration of insect larvae as an alterna-
tive method for the production of recombinant proteins.

Cell Culture Processes

Increasing the volume and mass of production from a small
100-mL spinner flask to a large 100-L bioreactor is not a
simple linear process (13). Many of the process parame-
ters, especially the delivery of O2 and mixing, change when
production is moved to a large bioreactor. Even so, large-
scale production of proteins in BES has been achieved in
100-L bioreactors while maintaining cell growth kinetics

and productivity. Issues that are relevant to cell culture
scale-up are addressed next.

Bioreactors: Stirred-Tank versus Airlift

Both airlift and agitated–sparged (stirred-tank) bioreac-
tors have been successfully used for the production of re-
combinant proteins and virus in larger scales. Stirred-tank
bioreactors typically consist of glass, carbonate, or stain-
less steel vessels containing a marine or paddle impeller
driven by an overhead motor (Fig. 7). Temperature, oxy-
gen, and pH can be controlled. Temperature control can be
maintained by immersion in a water jacket, using circu-
lating cooling and heating coils, or by enclosure in a con-
trolled incubator. Stirred-tank bioreactors typically re-
quire the injection of air or oxygen into the bioreactor at a
position below the impeller. Air can also be supplied to the
head space in order to limit the amount of oxygen sparged
directly into the bioreactor. An alternative to the stirred-



INSECT CELLS AND LARVAE, GENE EXPRESSION SYSTEMS 1467

M

M

M M

M GN GN

M

M

M M

M

M

M GN GN

M

M

M M

M

M M

M GN GN

M

M

M M

M M

M M

M GN GN

M

MGlGlGl

M M

M M

M M

M GN GN

M

M

M

M

M

M GN GN

M

M

M

M M GN GN

M

M

M

M M GN GN

M

MGN

M GN GN

M

MGN

M M GN GN

M F

M GN GN

M

MGN

GN F

M GN GN

M

MGN

F

M GN GN

M

M

F

M GN GN

M

M

GN F

M GN GN

M

MGN

GN FG

M GN GN

M

MGN

GN

F

Figure 6. N-glycan processing pathway in T. ni insect cells. The oligosaccharide chain consists of
the following saccharide units: F, fucose; Gl, glucose; GN, N-acetylglucosylamine; M, mannose.
(Figure shown as published in Differential N-Glycan Patterns of Secreted and Intracellular IgG
Produced in Trichopulsia ni Cells, T.A. Hsu et al., The Journal of Biological Chemistry, 1997.
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Table 2. Genes Utilized to Increase the Insecticidal Effects of Recombinant Baculoviruses

Name of gene Effect(s) of expressed gene on host insect % increase in insect killing

Diurectic hormone Reduction of hemolymph volume 20
Juvenile hormone esterase Feeding cessation and blackening —
Bacillus thuringiensis toxin Feeding cessation (2 � LD50)a

Scorpion toxin (AaIT) Paralysis, body tremors, and dorsal arching 30–40
Mite toxin (Txp-1) Paralysis 30–40
Wasp toxin (antigen 5) Premature melanization and low weight gain —
AcNPV deletion mutant lacking ecdysteroid

UDP-glucosyltransferase gene (egt) Reduces larval feeding times 20% reduction in ST50
b

aLD50, the dose necessary to kill 50% of the larval population.
bST50, the time necessary to kill 50% of the larval population.
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Figure 7. Configuration of stirred-tank and airlift reactors.

tank bioreactor is the airlift bioreactor in which liquid cir-
culation through the bioreactor is driven by the lifting force
created by injection of air or oxygen through the bottom of
the bioreactor (Figure 7). This bioreactor includes an inner
draft tube that carries the air/oxygen and liquid medium
up through the bioreactor to the surface of the medium in
order to set up circular flow of medium within the bioreac-
tor.

A side-by-side comparison of a 6-L airlift vessel and an
8-L stirred-tank vessel (5.5-L working volume) containing
Sf-9 cells in serum-free medium showed similar growth
rates, cell viabilities, and cell densities throughout the cell
growth period (38). Doubling times were about 22 h in both
cases, and the growth curves were similar to those
achieved in 100-mL spinner flasks, demonstrating the
scaleability of each approach. Most importantly, produc-
tion of a recombinant protein (kinase C-g) was virtually
identical for both vessels in terms of protein yield and ac-
tivity. Consequently, the principal consideration for choos-

ing a production vessel is likely to depend on availability
and cost. Stirred-tank vessels of many different sizes are
readily available, whereas airlift scale-up requires that a
constant height-to-circumference ratio be maintained in
order to allow airlift function. This can lead to very tall
vessels for large bioreactor volumes. The stirred-tank fer-
mentation system can be implemented without a commer-
cial vendor, if necessary, by purchasing a large motor and
vessel, whereas an airlift system is usually purchased as
a single unit from a commercial source.

Though stirred-tank and airlift are the principal bio-
reactor configurations used, some variations in these two
types are available. Clumping of attachment-dependent
cell lines in suspension, such as with High Five, is com-
mon, so bioreactor configurations that allow attachment-
dependent cell growth and infection have been developed
(3,39). These attached cell lines are typically grown in
roller bottles or on supporting particles such as glass beads
or microcarriers. The supporting particles are then incor-
porated into immobilized perfusion or airlift bioreactor
configurations. In addition, bioreactors in which oxygen is
supplied through membrane tubing have been utilized,
though not extensively for large-scale cell culture (40). As
the size of the bioreactor increases, the amount of tubing
required for efficient mass transport increases signifi-
cantly.

Process Monitoring Techniques

Cell growth and infection in insect cell bioreactors are usu-
ally monitored by following total and viable cell numbers
by means of trypan blue staining and counting with a he-
macytometer. Cell viability typically drops after several
days after baculovirus infection of an insect cell culture.
Given the labor-intensive and invasive nature of this as-
say, other techniques have been considered for monitoring
cell growth and infection, both off-line and on-line (40).
Coulter� particle counters and optical density (OD) mea-
surements taken using a fiber optic probe can speed the
cell counting process considerably during the cell growth
period. Alternatively, growth can be monitored on-line
through indirect measurements of cellular respiration
such as oxygen uptake rate (OUR) or CO2 production rates
(CPR). Monitoring the infection process is much more chal-
lenging, though several techniques are under development
to supplement trypan blue staining. OUR can be used to
follow the infection process because of the transient in-
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Figure 8. Insect cell attachment to bubbles rising through cul-
ture medium. Grid spacing is 100 lm. Source: Photograph cour-
tesy of J. Chalmers.

crease in oxygen consumption that occurs during the ini-
tial stages of the baculovirus infection. Other tools that
have been used to monitor the infection process include
epifluorescence microscopy of live and dead cells using fluo-
rescence stains, as well as flow cytometric monitoring of
DNA to track virus production (41). Fluorometric assays
can be used to examine protein production directly in
stained cells and will supplement conventional bioassays
and SDS-PAGE analysis.

Oxygen Supply

One of the critical nutrients that must be supplied to an
insect cell culture during the growth and infection stages
is oxygen. Oxygen consumption rates per cell range from
10�17 to 10�18 mol/cell s and can increase by 30% or more
during the initial stages of infection. Absence of sufficient
aeration and oxygen supply during the infection stage can
inhibit the viral infection and lower recombinant protein
yields several fold (42). Consequently, it is important to
monitor the dissolved oxygen level in large-scale insect cell
bioreactors using commercially available probes. Some re-
searchers have suggested that dissolved oxygen tension
(DOT) be maintained at about 50% saturation to reduce
the required oxygen sparging that is potentially lethal to
insect cells (43). However, it is more important to ensure
that the DOT always remain above 20% air saturation to
prevent any limitations during the infection period.

Cell Damage During Sparging

Oxygen supply to the bioreactors is typically provided
through sparging of oxygen or air into the bottom of a
stirred-tank or airlift bioreactor. The oxygen is transferred
from the gas to the liquid as the bubbles rise up the bio-
reactor. In order to provide sufficient mass transfer area,
the air is bubbled through small openings. Impeller rota-
tion can enhance bubble breakup further to increase the
surface area available for mass transfer. The resulting
bubble size is typically 1–5 mm in diameter, and the Rey-
nolds number of a rising bubble can vary from 100 to 1,000
in conventional bioreactors (44). It is now known that the
sparging of oxygen or air can cause significant damage to
insect cells as well as mammalian cells in suspension (45–
47). This cell damage is principally due to the adhesion of
cells to bursting gas bubbles at the gas–liquid interface. In
contrast, agitation is likely to be less of a factor in causing
cell damage in many sparged bioreactor environments.
Suspended cells can often tolerate high agitation rates as
long as the gas–liquid interface is removed (48,49). Cell
damage from agitation may occur in some cases due to the
formation of Kolmogorov eddies on a length scale compa-
rable to the size of a cell (48,49).

High-speed video microscopy studies have been used to
observe directly cell–bubble interactions during the bubble
rise through an insect cell culture medium (46,47). Cells
attach independently or in clumps to a rising bubble and
are carried upward through the fluid (Fig. 8). These cells
then accumulate in high concentrations in the foam layer
at the surface of the medium. The rupture of bubbles at
the gas–liquid interface leads to the formation of upward
and downward liquid jets that generate large shear

stresses sufficient to damage or kill insect cells attached
to the bubbles. The cell concentration in the jets is higher
than in the medium, and more than 75% of these cells are
killed by bubble rupture and jet formation. Approximately
1,200 Sf-9 cells can be killed per bubble rupture (44).

Much of the cell damage due to bubble rupture can be
prevented by the addition of surfactant polymers such as
Pluronic F-68 at concentrations in the range of 0.1 to 0.2%
(46,50–52). The addition of Pluronic F-68 prevents the ad-
hesion of cells to bubbles and eliminates the damage to
cells caused by bubble breakup at the liquid surface. The
polymeric surfactants may prevent cell adherence to bub-
bles by lowering the interfacial tension at the gas–liquid
interface. Most commercial serum-free cell culture media
for insect and mammalian cells include Pluronic F-68, al-
though other surfactants such as methylcellulose, serum,
carboxymethylcellulose, bovine serum albumin, and dex-
trans have been considered as well. Unfortunately, only a
limited selection of surfactants can be used because the
interaction of the surfactants with the cells may affect
membrane permeability and cause cell lysis (44).

Media Formulation

Media formulations are derived from elements originally
identified in the insect hemolymph and include salts, vi-
tamins, amino acids, sugars, organic acids, and trace ele-
ments (53,54). A number of proprietary commercial serum-
free media are available for insect cell growth, including
Express 5 and Sf900II from Gibco-BRL, and Excell 401 and
405 from JRH Biosciences. These media are derivations of
noncommercial media such as Grace’s, TNM-FH, TC-100,
and IPL-41 that were supplemented with 5–20% fetal calf
serum and used for many years in the cultivation of insect
cells. The serum-free media are supplemented with lipids
(cholesterol, �-tocopherol acetate, cod liver oil fatty acid
methyl esters, b-sitosterol, and stigmasterol), yeast extract
(yeastolate), and Pluronic F-68 in addition to other propri-
etary alterations (55,56). Antibiotics such as penicillin G
and streptomycin are often added to the medium during
cell culture.
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Media sugars, including glucose, maltose, and fructose,
can be partially or completely consumed during insect cell
growth and recombinant protein production. Also, a sig-
nificant fraction of the amino acids, including glutamate,
glutamine, serine, asparagine, threonine, aspartate, and
arginine, can be consumed during insect cell growth. How-
ever, much of this consumption may be devoted to energy
use by the cells rather than the production of biomass
(54,55). In contrast, a significant increase in the level of
alanine is realized during Sf-9 cell growth experiments in
IPL-41 medium; the amino acid may represent a sink for
ammonia released during amino acid catabolism. Other
amino acids remain relatively balanced throughout the in-
sect cell growth experiment. Because the level of amino
acids present in IPL-41 medium is far in excess of that
required for biomass production, media alterations that re-
duce these amino acid levels may lead to more efficient
nutrient utilization (56). Also, a more detailed character-
ization of the yeast extract components critical to cell
growth may eventually result in the development of a truly
defined medium for insect cell culture (53,56). The con-
sumption rates of these nutrient components may change
slightly but not significantly following baculovirus infec-
tion (43).

Cell Culture By-products

A significant amount of carbon dioxide is exhausted due to
nutrient oxidation. Metabolites including lactate and other
organic acids (pyruvate, �-ketoglutarate, fumarate) can
also accumulate during growth and infection. The produc-
tion of lactate from Sf-9 cells is generally lower than that
observed with mammalian cells and poses no inhibitory
effect on growth, although, lactate levels can increase sig-
nificantly following DO limitations (57). The metabolites
secreted in cell culture may change significantlydepending
on the cell line. Ammonia may be produced or consumed,
depending on the particular cell type and cell culture con-
ditions. In fact, much higher levels of lactate and/or am-
monia are generated by T. ni and B. mori cells when com-
pared to Sf-9 cells (43,58). In addition to toxic metabolites,
the accumulation of proteases has been noted during the
late viral infection stage and may be correlated with re-
combinant protein degradation (43). The most common ap-
proach to prevent protein degradation is to include a cock-
tail of protease inhibitors with the viral infection medium
and during the protein purification process.

Most insect culture media are not buffered with carbon
dioxide, so there is no need for a CO2 environment for
growth. The optimal pH for growth of most insect cells is
between 6.2 and 6.3, though the pH of Sf-9 cultures in an
uncontrolled medium can reach a minimum value between
5.9 and 6.1 (40). Because pH variations in the medium will
affect both the growth and infection stages (59), pH control
is suggested for optimal productivity in large-scale cell cul-
tures. Osmolarity is another variable that should be con-
sidered, although, varying the osmolarity from 350 to 385
mosm/kg did not alter the insect cell growth rate more
than 10% (60). Most media osmolarities range from 320 to
375 mosm/kg.

Batch Production Techniques

Recombinant baculovirus and heterologous proteins have
been produced using batch, fed-batch, and continuous pro-
duction modes. However, batch production of recombinant
proteins remains the method of choice for most users. Typ-
ical processing of insect cells involves the batch cultivation
of cells in a small suspension vessel, followed by a gradual
scale-up of the cultures into progressively larger bioreac-
tors. The cells are grown to a maximum cell density in one
vessel and then pumped through steam-sterilized lines to
increasingly larger vessels containing fresh medium. The
optimal growth temperature is usually between 27 and 29
�C, with cell doubling times between 17 and 24 h, depend-
ing on the cell line and medium utilized. Some reports have
recorded that High Five cells have a shorter doubling time
(13–17 h) than Sf-9 cells (20–24 h) (58). In the final
production-scale vessel, the cells are infected with virus
during the exponential growth phase, and the virus or re-
combinant protein is collected at the conclusion of the in-
fection stage (typically between 48 and 100 h postinfec-
tion).

Virus Stocks, Multiplicity of Infection, and Time of Infection

To initiate the infection, an aliquot of virus is added to the
cell culture broth. Virus stocks are made from a single viral
isolate obtained by plaque assay or end-point dilution. The
plaque assay involves the infection of a monolayer of cells
with a low concentration of virus, followed by an overlay
of agarose-containing medium. Eventually, an isolated re-
gion of infected cells, called a plaque, is identified, and an
agarose plug is collected at this plaque location for gener-
ating viral stocks. With the end-point dilution method, the
tissue culture medium is diluted to the point at which any
infection must result from a single infectious virus. Large
stocks of the virus are obtained by infecting a monolayer
or suspension cell culture with the agarose plug (from a
plaque) or tissue culture medium (from the end-point di-
lution). The cell culture medium is then collected after
4–5 days, however, it may be necessary to repeat the in-
fection several times in order to generate a viral stock of
sufficient titer. The viral titer is obtained by determining
the number of plaque-forming units (PFU) per milliliter,
using the plaque assay, or by finding the 50% tissue cul-
ture–infectious dose (TCID50) per milliliter using end-point
dilution. The TCID50 dose per milliliter is then multiplied
by 0.69 to determine the number of plaque-forming units
per milliliter. Several master viral stocks are frozen at
�70 �C for long-term storage, with one master stock kept
at 4 �C in order to generate working viral stocks.

Cells are then infected at a desired multiplicity of in-
fection (MOI), which represents the number of plaque-
forming units per viable cell, from the working viral stock.
In small shaker-flask cultures, cells are typically infected
at an MOI greater than 1 during the mid to late exponen-
tial phase of growth in order to generate a synchronous
infection. Infecting the cells at the highest possible cell
density and cell viability while still in the exponential
growth phase provides high volumetric productivities.
However, an efficient infection is also dependent on the
presence of adequate nutrient levels in the medium. If the
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cells are infected at a point near the end of the exponential
phase or during the stationary phase, insufficient sub-
strates will be available for the viral infection, and low
recombinant product yields will result (42).

In larger bioreactors, infection at a high MOI (�1) may
not be feasible or desirable due to the requirements for
large amounts of virus stock. If cells are infected at a lower
MOI, then the infection of the cells will not be synchronous,
and some insect cell growth will occur prior to secondary
infection by BV generated during the initial infection (60).
If the MOI is too low or cell density too high, the cells will
grow to the late exponential or stationary phase prior to
complete infection, and product yields will be lower. Con-
sequently, it is important to optimize both the time of in-
fection (TOI) and MOI to ensure that all cells are infected
by virus and that sufficient substrates remain for virus
and/or protein production (61). This optimization is facili-
tated by the use of mathematical models that consider sub-
strate consumption during both cell growth and viral in-
fection (62,63). With these models, protein yields can be
achieved using MOIs as low as 0.0001 that are equivalent
to those obtained with infections at a MOI of 5 (61). Infec-
tions at low MOI and low cell density may be very effective
for cell lines such as Sf-9, but the approach may not be as
successful for cell lines such as TN-5-B1-4, which produce
much lower levels of extracellular virus.

Fed-Batch, Semibatch, and Sequential-Batch Production

It is desirable to grow the cells to a high cell density to
maximize the productive capacity of the bioreactor. Studies
have shown that Sf-9 cell concentrations can reach 3–5 �
106 cells/mL in batch culture for a typical medium. Sup-
plementation of glucose, glutamine, and/or yeastolate can
be used to increase the maximum cell density by at least
50% and enhance recombinant productivity. These nutri-
ents can be added continuously in a fed-batch mode or in
a single dose near the end of the initial growth period (Fig.
9). As an alternative, fresh medium can be fed continu-
ously in a perfusion mode to replace the spent medium
exiting through a hollow fiber device (0.4–0.6 vol/day) to
provide cell densities up to 10 � 106 cells/mL of bioreactor
volume (64). However, the perfusion of fresh medium re-
sults in a slightly lower cell mass yield on a per milliliter
of total medium basis (4.1 � 106 cells/mL total medium)
as compared with nutrient supplementation (6.7 � 106

cells/mL total medium). Another approach that has been
used to increase cell density is the replacement of 80% of
the medium for several consecutive days near the end of
the growth stage. Using the same hollow fiber technology
(0.2-lm pore size), most of the spent media is removed, and
then fresh medium is added to the bioreactor. This ap-
proach can be used to double cell densities up to 11.6 �
106 cells/mL reactor volume (64). Even greater enhance-
ments in cell density can be obtained when nutrient sup-
plementation of glucose, glutamine, and yeastolate is com-
bined with medium replacement (15.8 � 106 cells/mL
reactor volume) (64). A similar nutrient supplementation
strategy is used to enhance the yields of recombinant pro-
teins during the infection stage because the recombinant
product yield is highly dependent on the nutrient levels.

One approach that is used to ensure high product yields is
to resuspend the cells in fresh medium prior to the infec-
tion, or else to add fresh medium to the bioreactor at the
beginning and/or during the infection stage (42). The sup-
plementation of limiting nutrients such as glucose, gluta-
mine, and yeastolate can also be used to enhance the
infection process (4,65–67), eliminating the costly replace-
ment of the entire medium.

Another semibatch operating strategy used for produc-
tion of recombinant baculoviruses and heterologous pro-
teins is the utilization of separate growth and infection re-
actors (Fig. 10) (68). An initial cell growth reactor is
followed by single or multiple sequential infection vessels
in series. After each cycle, the contents from one infection
vessel is pumped to a following infection vessel while the
contents of the last infection vessel are harvested for prod-
uct. The first infection vessel is then filled with medium
and cells from the growth reactor and inoculated with vi-
rus. The cell growth reactor is provided with fresh medium,
and the growth cycle repeated. Some of the cells from the
growth stage may remain in the reactor to serve as an in-
oculum for the next growth cycle (69,70), and a portion of
the contents of the first infection reactor can be left to in-
fect a new batch of cells. However, modeling studies have
indicated that the productivity of this sequential batch sys-
tem is expected to decline after a number of cycles due to
the buildup of mutant viruses known as defective interfer-
ing particles (DIPs) (see later section) (71). The formation
of these mutants is due to the “passage” effect (see later
section). The recombinant protein productivity of the sec-
ond and subsequent infection stages must be monitored
closely for the build-up of these particles, and the second
infection stage must be completely emptied and inoculated
with a fresh sample of virus in order to eliminate the DIPs.
Semicontinuous operation has also been achieved by main-
taining a first-growth reactor in a continuous operating
mode and then gradually filling a second reactor (72). Fol-
lowing the filling of the second reactor, virus is added to
initiate a batch infection in the second stage. At the end of
the infection process, the second stage is emptied in part
or completely, and the filling and infection cycle repeated.
The medium in the infection reactors may also be supple-
mented or replaced by separating the cells from spent
medium by settling, membrane filtration, or ultracentri-
fugation. Since the nutrients are often not consumed com-
pletely in the infection stage(s), it may not be necessary to
replace all the spent media. These sequential-batch pro-
cesses can be achieved with processing times dictated by
the exhaustion of nutrients, decline of cell viability, and
accumulation of recombinant proteins.

Continuous Production Systems

The release of BV from infected insect cells into the cell
culture medium has led to the design and evaluation of
continuous-flow stirred-tank reactors for the production of
polyhedra and recombinant proteins. The utilization of a
continuous system could reduce production costs by 50%
when compared with a batch system (73). Batch systems
have the disadvantage of long down times as a result of
cleaning and sterilization after each run. Continuous sys-
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Figure 9. Various reactor configurations for batch and fed-batch production strategies.

tems typically consist of sequential two-stage continuous-
flow bioreactors in which the first stage is used for cell
growth and the second stage is used for virus production
and heterologous gene expression (Fig. 10). The effluent of
cells from the first stage feeds the second infection stage,
and the effluent of the second stage includes the infected
cells and associated baculoviruses and/or recombinant
product. The BV generated in the second stage is used to
infect the feed from the first reactor. In one study (74), a
60-h mean residence time was maintained in each stage,
and production of polyhedra and recombinant protein was
sustained for approximately 4 weeks. Because about 200
BVs are produced per cell, there is a gradual accumulation
of virus in the second reactor, followed by a severe decline
in productivity after 4 weeks due to the formation of DIPs.

A model that considers the presence of infectious virus
(I-BV), defective virus (DIP), and abortive virus (A-BV) ef-
fectively predicted the accumulation of DIPs and the de-
cline of recombinant protein production for a two-stage
continuous-infection process (71).

Thus, a continuous reactor system is not likely to be
feasible for extended production of baculovirus and recom-
binant protein. However, such a set-up may be used for
production over shorter periods such as a 30-day cycle prior
to the accumulation of DIPs (71). This reactor set-up would
be analogous to a continuous catalytic reactor that expe-
riences gradual catalyst deactivation during its operation
and has to be periodically recharged with new catalyst.
This could be accomplished by a complete shut down and
restart with fresh virus or else by providing a secondary
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Figure 10. Multistage reactor systems. Multistage reactor
systems used for the semibatch and continuous production
of recombinant proteins in insect cell culture using Ac-
MNPV. The initial reactor is primarily used for cell growth,
whereas subsequent reactors contain the insect cells in-
fected with the virus.

feed of fresh virus to the second infection reactor. A contin-
uous set-up provides for larger processing volumes of in-
sect cell culture and recombinant product than does batch
operation, although the yield of recombinant protein in the
effluent may be low compared with batch or fed-batch
operation. A recent innovation in the continuous culture
process has been the sequential combination of a contin-
uous stirred-tank reactor (CSTR) for growth, followed by a
tubular reactor for infection. The tubular reactor provides
for the continuous introduction of baculovirus at higher
MOIs without the negative passage effects present in a
two-stage CSTR system (75).

Passage Effects and Mutant Virus Formation

The continuous passage of viruses in cell culture often
leads to the formation of mutant viruses such as DIPs
(76,77). The DIPs will replicate more rapidly than the
normal-size viruses, and the concentration of DIPs can rise
to as high as 60% of the total virus stock (76,77). These
DIPs average about 200–230 nm in size, as compared with
the standard 330-nm-sized virions (77), and can lack up to
40% of the baculovirus genome due to spontaneous dele-
tions during passaging (76). The deleted segment often in-
cludes the polyhedrin gene and at least one other gene nec-
essary for virus replication. Consequently, DIP mutants
cannot be plaque purified because they replicate only in
cells that are also infected by a normal virus. To avoid the
passage effect, viral passage number should be monitored,
and a low passage master viral titer stock used to generate

working viral titer stocks. If contamination with DIPs is
suspected, then a plaque assay can be performed to reiso-
late the infectious virus. Also, low MOI infections can be
used to minimize DIP formation, but this approach results
in asynchronous infections.

Other mutant viruses, such as ones that result in the
generation of a few polyhedra (FP), have also been ob-
served. The FP mutants substantially lower the number of
polyhedra produced per infected cell and reduce the num-
ber of occluded viruses generated (78). These FP mutants
may have a selective advantage in cell culture by produc-
ing more budded virus at the expense of polyhedra. Unlike
DIPs, FP mutants can be plaque purified. Once again, for-
mation of FP mutants can be minimized by working with
low-passage viral titers and utilizing a master viral titer
stock. Because FP mutants do not include significant virus
levels in the polyhedra, insect-to-insect transmission will
not include FP mutants, which are not capable of spread-
ing through polyhedra infections.

Larval Production Systems

Based on productivity comparisons with polyhedra, ap-
proximately 100–200 larvae will provide a final protein
yield approximately equal to 1 L of cells for an intracellular
recombinant protein (7). The use of larvae eliminates the
need for high capital investments in large-scale bioreactors
but requires the development of systems for insect rearing
and infection. Furthermore, purification strategies must
be implemented to isolate the proteins from insect parts or
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(a) (b)

Figure 11. (a) Photo of T. ni larvae sitting atop a laboratory UV transilluminator table. The upper
larva has been infected (72 h) with a recombinant AcMNPV baculovirus that contains the gene for
green fluorescent protein (GFPuv) placed under control of the polyhedrin promoter. The brightness
is due to the massive overexpression of GFPuv, which has been shown to reach 26% of the total
larvae protein. The lower larva (nonglowing) is the uninfected control. Source: Photograph courtesy
of W. Bentley. (b) Micrograph showing AcMNPV-b-galactosidase infection of T. ni insect larva at 60
h postinfection. Staining represents b-galactosidase expressed in insect cell tissues. Infection has
cleared the midgut and spread to the fat body. Source: Micrograph courtesy of G. Williams.

hemolymph. Typical species considered include Spodop-
tera frugiperda, Trichoplusia ni, Heliothis virescens, Man-
duca sexta, and Hyalaphora cecropia for AcMNPV infec-
tions, and Bombyx mori for BmNPV infections (7,37).
Lepidopteran eggs are available from commercial sup-
pliers and hatch 5 days to 1 week after incubation at 25–
27 �C in a humidified environment under a controlled
light cycle. Artificial diets are also available from commer-
cial sources or may be prepared from components in the
laboratory. Constituents typically include pinto beans,
Brewer’s yeast, ascorbic acid, wheat germ, sorbic acid, 14%
auromycin, and a vitamin mix. The ingredients are com-
bined with agar and then provided to larvae with periodic
replacement to ensure a moist supply of nutrients. It is
important to infect the insects at the appropriate devel-
opmental stage to provide the maximum yield of baculo-
virus or heterologous protein. The insects typically molt
five or six times as larvae with the last stage being the
larval–pupal molt. The intermolt period is the stadium or
instar. Optimal infections are typically achieved one or two
days after molting into the last larval instar. Infections are
accomplished by feeding the insects with polyhedra inclu-
sion bodies (PIBs) or by injecting budded virus (BV) di-
rectly into the hemolymph. For recombinant baculoviruses
that are occlusion negative, injection of the budded virus
is the required method of infection. A small number of
mock-infected insects should also be maintained to check
for possible contamination problems and to provide a com-
parison of infected and uninfected larvae. Shown in Figure
11a is a photograph of an infected T. ni larva expressing
green fluorescent protein as compared with an uninfected
larva (79). Figure 11b shows massive expression of b-
galactosidase in a T. ni larva when infected with AcMNPV
containing the heterologous lacZ gene under the control of
the p10 promoter. At 60 h postinfection the infection has

cleared the midgut and entered the fat body. The best time
to collect product from infected insects is generally prior to
death. For secreted proteins, the product is collected by
bleeding the insects to collect hemolymph, whereas non-
secreted proteins are isolated by homogenization of whole
insects. Unfortunately, homogenization can result in the
release of proteases; these can be minimized by removal of
the insect gut before processing (7,37). Alternatively, a par-
ticular metabolically active tissue such as the fat body can
be removed from the insect and used as a source of the
desired protein (7,37).

CONCLUSION

The use of the baculovirus–insect cell system for heterol-
ogous gene expression and recombinant biopesticides has
grown dramatically since its first application in 1983. Com-
mercially available vectors that provide for the rapid se-
lection and screening of recombinant viruses has made this
technology accessible to most biotechnology laboratories.
The development of serum-free media, the isolation of al-
ternative insect cell lines, and the implementation of effi-
cient bioreactor operating strategies have increased prod-
uctivities and lowered costs. As a result, insect cells are
often the method of choice for rapid and high-level produc-
tion of functional eukaryotic proteins. The use of BES is
likely to increase even more with the growth of genomics
and its associated need for functional characterization of
unknown proteins. However, the application of insect cell-
derived proteins as pharmaceuticals will continue to be
slow due to the different posttranslational modifications in
insect cells as compared with mammalian cells. Future ef-
forts will be directed at enhancing posttranslational pro-
cessing functions and improving protein secretion from
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current and novel insect cell hosts. Other promising areas
include the use of insect larvae and the development of
stable expression systems such as Drosophila S2 cells (80).
With these advances, insects and insect cells are likely to
remain a popular choice for the manufacture of recombi-
nant DNA products.

ACKNOWLEDGMENTS
The authors are grateful to Greg Williams, Jeffrey Chalmers, and
William Bentley for graciously providing unpublished photo-
graphs for this review. Special thanks to Mike Owens for technical
input and assistance.

BIBLIOGRAPHY

1. D.E. Lynn, Tissue Culture Methods 12, 23–29 (1989).

2. T.R. Davis, T.J. Wickham, K.A. McKenna, R.R. Granados,
M.L. Shuler, and H.A. Wood, In Vitro Cell. Dev. Biol. 29A,
388–390 (1993).

3. R.A. Taticek, D.A. Hammer, and M.L. Shuler, in M.L. Shuler,
H.A. Wood, R.R. Granados, and D.A. Hammer eds., Baculo-
virus Expression Systems and Biopesticides, Wiley-Liss, New
York, 1995, pp. 131–174.

4. D.W. Murhammer, Appl. Biochem. Biotechnol. 59, 199–220
(1996).

5. M.J. Betenbaugh, L. Balog, and P-S. Lee, Biotechnol. Prog. 7,
462–467 (1991).

6. W.F. Hink, D.R. Thomsen, D.J. Davidson, A.L. Meyer, and F.J.
Castellino, Biotechnol. Prog. 7, 9–14 (1991).

7. D.R. O’Reilly, L.K. Miller, and V.A. Luckow, Baculovirus Ex-
pression Vectors: A Laboratory Manual, W.H. Freeman and
Company, New York, 1992.

8. M.L. Shuler, D.A. Hammer, R.R. Granados, and H.A. Wood,
in M.L. Shuler, H.A. Wood, R.R. Granados, and D.A. Hammer
eds., Baculovirus Expression Systems and Biopesticides,
Wiley-Liss, New York, 1995, pp. 1–11.

9. G.E. Smith, M.J. Fraser, and M.D. Summers, J. Virol. 46,
584–593 (1983).

10. G.E. Smith, M.D. Summers, and M.J. Fraser, Mol. Cell. Biol.
3, 2156–2165 (1983).

11. J.M. Vlak, A. Schouten, M. Usmany, G.J. Belsham, E.C.
Klinge-Roode, A.J. Maule, J.W.M. Van Lent, and D. Zuidema,
Virology 179, 312–320 (1990).

12. V.A. Luckow and M.D. Summers, Biotechnology 6, 47–55
(1988).

13. R.M. Patterson, J.K. Selkirk, A.B. Merreck, Environ. Health
Perspect. 103, 756–759 (1995).

14. M.D. Summers and G.E. Smith, A Manual of Methods for Bac-
ulovirus Vectors and Insect Cell Culture Procedures, Texas Ag-
ricultural Experiment Station Bulletin no. 1555, 1987.

15. S. Maeda, T. Kawai, M. Obinata, H. Fujiwara, T. Horiuchi, Y.
Saeki, Y. Sato, and M. Furusawa, Nature 315, 592–594 (1985).

16. M.D. Ayres, S.C. Howard, J. Kuzio, M. Lopez-Feriber, and
R.D. Possee, Virology 202, 586–605 (1994).

17. G.D. Pennock, C. Shoemaker, and L.K. Miller, Mol. Cell. Biol.
4, 399–406 (1984).

18. J. Vialard, M. Lalumiere, T. Vernet, D. Briedis, G. Alkhatib,
D. Henning, D. Levin, and C. Richardson, J. Virol. 64, 37–50
(1990).

19. P.A. Kitts and R.D. Possee, Biotechniques 14, 810–817 (1993).

20. V.A. Luckow, S.C. Lee, G.F. Barry, and P.O. Olins, J. Virol. 67,
4566–4579 (1993).

21. D.L. Jarvis and E.E. Finn, Nat. Biotechnol. 14, 1288–1292
(1996).

22. L. Marz, F. Altmann, E. Staudacher, and V. Kubelka in H.S.J.
Montreuil and J.F.G. Vliegenthart eds., Glycoproteins, Elsev-
ier Science B.V., 1995, pp. 543–563.

23. F. Altmann, Trends Glycosci. Glycotechnol. 40, 101–114
(1996).

24. D.J. Davidson, M.J. Fraser, and F.J. Castellino, Biochemistry
29, 5584–5590 (1990).

25. O.W. Ogonah, R.B. Freedman, N. Jenkins, K. Patel, and B.C.
Rooney, Biotechnology 14, 197–202 (1996).

26. T.-A. Hsu, N. Takahashi, Y. Tsukamoto, K. Kato, I. Shimada,
K. Masuda, E.M. Whiteley, J-Q. Fan, Y.C. Lee, and M.J. Be-
tenbaugh, J. Biol. Chem. 272, 9062–9070 (1997).

27. C.C. Yu Ip, W.J. Miller, M. Silberklang, G.E., Mark, R.W. Ellis,
L. Huang, J. Glushka, H. Van Halbeek, J. Zhu, and J.A. Al-
hadeff, Arch. Biochem. Biophys. 308, 387–399 (1994).

28. F. Altmann, H. Schwihla, E. Staudacher, J. Gloosl, and L.
Marz, J. Biol. Chem. 270, 17344–17349 (1995).

29. D.L. Jarvis and E.E. Finn, Virology 212, 500–511 (1995).

30. R. Wagner, S. Liedtke, E. Kreztschmar, H. Geyer, R. Geyer,
and H-D. Klenk, Glycobiology 6, 165–175 (1996).

31. D.R. Thomson, L.E. Post, and A.P. Elhammer, J. Cell.
Biochem. 43, 67–79 (1990).

32. L.C. Iacono-Connors, C.S. Schmaljohn, and J.M. Dalrymple,
Infect. Immun. 58, 366–372 (1990).

33. D.C. Tessier, D.Y. Thomas, H.E. Khouri, F. Laliberte, and T.
Vernet, Gene 98, 177–183 (1991).

34. M.J. Betenbaugh, E. Ailor, E. Whiteley, P. Hinderliter, and
T-A. Hsu, Cytotechnology 20, 149–159 (1996).

35. M. Kidd, V.C. Emery, Appl. Biochem. Biotechnol. 42, 137–159
(1993).

36. S. Maeda, Curr. Opin. Biotechnol. 6, 313–319 (1995).

37. S. Maeda, Ann. Rev. Entomol. 34, 351–372 (1989).

38. J.W. Rice, N.B. Rankl, T.M. Guranuss, C.M. Marr, J.B. Barna,
M.M. Walters, and D.J. Burns, BioTechniques 15, 1052–1059
(1993).

39. G.A. King, J. Kuzio, A.J. Daugulis, P. Faulkner, D. Bayly, and
M.F.A Goosen, Biotechnol. Lett. 10, 683–688 (1988).

40. S.N. Agathos, Cytotechnology 20, 173–189 (1996).

41. M. Al Rubeai, N. Kioukia, and A.N. Emery, Monitoring of
Insect-Baculovirus Culture Processes by Flow Cytometry, Cell
Culture Engineering IV, San Diego, 1994.

42. D.A. Lindsay and M.J. Betenbaugh, Biotechnol. Bioeng. 39,
614–618 (1992).

43. M.Y. Wang, T.R. Pulliam, M. Valle, V.N. Vakharia, and W.E.
Bentley, J. Biotechnol. 46, 243–254 (1996).

44. J.J. Chalmers, in M.L. Shuler, H.A. Wood, R.R. Granados, and
D.A. Hammer eds., Baculovirus Expression Systems and Bio-
pesticides, Wiley-Liss, New York, 1995, pp. 175–204.

45. J. Tramper, J.B. Williams, and D. Joustra, Enzyme Microb.
Technol. 8, 33–36 (1986).

46. A. Handa, A.N. Emery, and R.E. Spier, Dev. Biol. Standard.
66, 241–253 (1987).

47. F. Bavarian, L.S. Fan, and J.J. Chalmers, Biotechnol. Prog. 7,
140–150 (1991).

48. S.K.W. Oh, A.W. Nienow, M. Al-Rubeai, and A.N. Emery, J.
Biotechnol. 12, 45–62 (1989).



1476 INSECTICIDES, MICROBIAL PRODUCTION

49. K.T. Kunas and E.T. Papoutsakis, Biotechnol. Bioeng. 36,
476–483 (1990).

50. A. Handa-Corrigan, A.N. Emery, and R.E. Spier, Enzyme Mi-
crob. Technol. 11, 230–235 (1989).

51. D.W. Murhammer and C.F. Goochee, Biotechnology 6, 1411–
1418 (1988).

52. D.W. Murhammer, Appl. Biochem. Biotechnol. 31, 283–310
(1991).

53. M.J. Fraser, Curr. Topics Microbiol. Immunol. 158, 131–172
(1992).

54. M. Drews, T. Paalme, and R. Vilu, J. Biotechnol. 40, 187–198
(1995).

55. J.P. Ferrance, A. Goel, and M.M. Ataai, Biotechnol. Bioeng.
42, 697–707 (1993).

56. R. Bhatia, G. Jesionowski, J. Ferrance and M.M. Ataai, Cy-
totechnology 20 (1996).

57. W.E. Bentley, M.-Y. Wang, and V. Vakharia, Ann. N. Y. Acad.
Sci. 745, 336–359 (1994).

58. T. Sugiura and E. Amman, Biotechnol. Bioeng. 51, 494–499
(1996).

59. P. Licari, and J.E. Bailey, Biotechnol. Bioeng. 37, 238–246
(1990).

60. J. Zhang, N. Kalogerakis, L.A. Behie, and K. Iatrou, J. Bio-
technol. 33, 249–258 (1994a).

61. K.T.K. Wong, C.H. Peter, P.F. Greenfield, S. Reid, and L.K.
Nielsen, Biotechnol. Bioeng. 49, 659–666 (1995).

62. P. Licari and J.E. Bailey, Biotechnol. Bioeng. 39, 432–441
(1992).

63. J.F. Power, S. Reid, K.M. Radford, P.F. Greenfield, and L.K.
Nielson, Biotechnol. Bioeng. 44, 710–719 (1994).

64. R.E. Spier, J.B. Griffiths, W. Berthold, Animal Cell Technol.
493–503.

65. B. Nguyen, K. Jarnagin, S. Williams, H. Chan, and J. Barnett,
J. Biotechnol. 31, 205–217 (1993).

66. S. Reuveny, Y.J. Kim, C.W. Kemp, and J. Shiloach, Biotechnol.
Bioeng. 42, 235–239 (1993).

67. M.-Y. Wang, S. Kwong, and W.E. Bentley, Biotechnol. Prog. 9,
355–361 (1993).

68. W.F. Hink and E.M. Strauss, in E. Kurstak, K. Maramorosch,
and A. Dubendorfer eds., Invertebrate Systems In Vitro, El-
sevier/North-Holland Biomedical Press, Amsterdam, 1980,
pp. 27–33.

69. J. Zhang, N. Kalogerakis, L.A. Behie, and K. Iatrou, Biotech-
nol. Bioeng. 42, 357–366 (1993).

70. J. Zhang, N. Kalogerakis, L.A. Behie, and K. Iatrou, Biotech-
nol. Prog. 10, 636–643 (1994).

71. C.D. de Gooijer, R.H.M. Koken, F.L.J. van Lier, M. Kool, J.M.
Vlak, and J.A. Tramper, Biotechnol. Bioeng. 40, 537–548
(1992).

72. F.L.J. van Lier, J.P.T.W. van den Hombergh, C.D. de Gooijer,
M.M. den Boer, J.M. Vlak, and J. Tramper, Enzyme Microb.
Technol. 18, 460–466 (1996).

73. J. Tramper and J.M. Vlak, Ann. N. Y. Acad. Sci. 469, 279–288
(1986).

74. F.L.J. van Lier, van G.C.F. Duijnhoven, M.M.J.C.M. de Vaan,
J.M. Vlak, and J. Tramper, Biotechnol. Prog. 10, 60–64
(1994).

75. Y.C. Hu, M.Y. Wang, and W.E. Bentley, Cytotechnology, 24,
143–152.

76. M. Kool, J.W. Voncken, F.L.J. van Lier, J. Tramper, and J.M.
Vlak, Virology 183, 739–746 (1991).

77. T.J. Wickham, T. Davis, R.R. Granados, D.A. Hammer, M.L.
Shuler, and H.A. Wood, Biotechnol. Lett. 13, 483–488 (1991).

78. M.J. Fraser, G.E. Smith, and M.D. Summers, J. Virol. 47,
287–300 (1983).

79. H.J. Cha, M.Q. Pham, G. Rao, and W.E. Bentley, Biotechnol.
Bioeng. 56, 238–243 (1997).

80. J.S. Culp, H. Johansen, B. Hellmig, J. Beck, T.J. Matthews,
A. Delers, and M. Rosenburg, Biotechnology 9, 173–177
(1991).

See also AMMONIA TOXICITY, ANIMAL CELLS; CHINESE

HAMSTER OVARY CELLS, RECOMBINANT PROTEIN

PRODUCTION; CULTURE MEDIA, ANIMAL CELL, LARGE

SCALE PRODUCTION; EXPRESSION SYSTEMS, E. COLI;
EXPRESSION SYSTEMS, MAMMALIAN CELLS; GENE

TRANSFER, GRAM POSITIVE BACTERIA; GLYCOSYLATION

OF RECOMBINANT PROTEINS; INSECT CELL CULTURE,
PROTEIN EXPRESSION; PHENYLALANINE.

INSECTICIDES, MICROBIAL PRODUCTION

SHUJI SENDA

TETSO OMATA

YASUO NINOMIYA
Nitto Denko Company
OsakaJapan

KEY WORDS

Asymmetric synthesis
Bond formation
Chiral
Enantiomers
Esterifcation
Hydrolysis
Lipase
Oxidation
Pheromone
Transesterification

OUTLINE

Introduction
Hydrolysis Reactions

Lipase-Catalyzed Hydrolysis
Other Enzymes as Catalysts for Enantioselective
Hydrolysis

Esterification and Transesterification Reactions
Lipase as Esterification and Transesterification
Catalyst

Reductions
Baker’s Yeast as a Catalyst for the Reduction



INSECTICIDES, MICROBIAL PRODUCTION 1477

Other Enzymes as Catalysts for the Reduction
Oxidation Reactions
C—C Bond Formation Reactions
Conclusion
Pheromone List
Bibliography

INTRODUCTION

Recently, the use of chiral chemicals in insect pest control
has increased. Typically, these chiral chemicals are syn-
thetic pyrethroid insecticides and pheromones, originally
derived from natural compounds. The stereochemistry of
chiral and bioactive products influences their bioactivity
(1). In the case of Japanese beetle and gypsy moth phero-
mones, only one enantiomer is bioactive, but its antipode
inhibits pheromone activity. In the case of olive fruit fly
pheromone, one enantiomer is active in male insects, while
the other is active in female insects. Thus, it is very im-
portant that chiral and bioactive chemicals are synthe-
sized with high optical purity.

Methods of synthesizing chiral chemicals are as follows:

1. Use of natural chiral materials as starting sub-
strates

2. Optical resolution
3. Asymmetric synthesis

Biochemical optical resolution and asymmetric synthe-
sis using enzymes, microorganisms, or tissue cells have
been actively researched, because these methods can pro-
duce chiral compounds with high optical purity. They have
therefore contributed to many useful reviews and re-
ports(2–6).

In this article we discuss recent chiral insecticide syn-
thesis, especially of insect pheromones using microbial
processes. We have classified these processes by their re-
action types.

HYDROLYSIS REACTIONS

Lipase-Catalyzed Hydrolysis

In this field, enzymatic optical resolution using lipase is
the most useful method studied by many researchers. Li-
pase has the following characteristics:

1. It is available at industrial production scale for a
relatively low price.

2. It does not usually require coenzymes for catalytic
reactions.

3. It has a remarkably wide substrate specificity.
4. It is stable in organic solvents.
5. It can catalyze both hydrolysis and esterification.

It is for these reasons that the use of lipase has been widely
reported.

In the case of hydrolysis using lipase, optically pure
(�)-endo and (�)-exo-brevicomin, the attractant phero-

mones of the bark beetle, were synthesized in short steps,
starting from the �-hydroxy ketone derivative, (R)-4-
benzyloxy-8-nonen-3-one, which was prepared via enzyme-
mediated kinetic resolution of racemic 4-benzyloxy-2,8-
nonadien-3-yl propanoate using Lipase OF (from Candida
cylindracea, Meito Sangyo Co.) in phosphate buffer. The
reaction was stopped at 22% yield to obtain high enantio-
meric excess. The unused alcohol, (3RS,4S)-4-benzyloxy-8-
nonen-3-ol, was then reused by conversion to ketone (7)
(Scheme 1).

The enantioselective hydrolysis of tertiary �-benzyloxy
esters [R-C(CH3)(OCH2Ph)CO2CH3] using the same lipase
(Lipase OF) gave various enantiometrically enriched es-
ters and acids on a preparative scale. The positive aspects
of this reaction are (1) the racemic substrates are readily
obtainable, (2) the method of the hydrolytic reaction is
quite simple, and (3) the functional group of the product is
adequately protected. Because the optical purity of carbox-
ylic acid was low after the first reaction, a second reaction
was needed to obtain an optically pure carboxylic acid. We
call these reactions “two-step resolutions.” Using the en-
antiometrically enriched carboxylic acid obtained above,
(�)-frontalin was efficiently synthesized in nine steps to
demonstrate the utility of this method (8) (Scheme 2).

Although discrimination of two enantiomers of a sec-
ondary alcohol whose hydroxy group is located in the mid-
dle of a long hydrocarbon chain is rather difficult, a two-
step resolution of 6-methyl-2-heptyn-4-yl acetate using
lipase (Lipase A, Amano Pharmaceutical Co.) was accom-
plished. The first step was enzymatic hydrolysis of racemic
acetate. The second step of the reactionary alcohol was
acetylation and enzymatic hydrolysis of this ester, with en-
zymatic hydrolysis and chemical hydrolysis of the anreac-
tionary ester. These enantiomerically enriched alcohols
were converted in both enantiomers of (E)-6-methyl-2-
hepten-4-ol, the aggregation pheromone of the American
palm weevil (9) (Scheme 3).

Naoshima et al. showed lipase (Lipase PS from Pseu-
domonas cepacia, Amano Pharmaceutical Co.) catalyzed
hydrolysis of the acetate of racemic alkan-2-ol and alkan-
3-ol carried out in an acetone–water solvent system. This
system led to (R)-alcohol with 80–95% ee at 26–35% yield
and (S)-acetate with 32–69% ee at 40–64% yield. They dis-
cussed enantioselectivity of enzymatic reactions using the
E-value (enantiomeric ratio) developed by Chen et al. (10).
The reaction with a large E-value is more enantioselective.
In these hydrolysis reactions in acetone–water solvents, E-
values were larger than in other solvent systems (e.g., wa-
ter and methanol, water and ethylene glycol, water and
diethyl ether, and water and hexane). In the case of hy-
drolysis of dodecan-2-yl acetate, the E-value in the
acetone–water solvent was 65 compared to 6–25 in other
solvent systems. Similarly, in the case of hydrolysis of
dodecan-3-yl acetate, the E-value in the acetone–water sol-
vent was 11, whereas in other solvent systems it was 5.
The two-step resolution gave enantiomerically enriched al-
cohols as well. The increased enantioselectivity observed
in the acetone–water reaction system was utilized in the
synthesis of optically active natural products possessing
alkan-2-ol, alken-2-ol, or alken-3-ol skeletons, such as
(2R,6R,10R)-6,10,14-trimethylpentadecan-2-ol (the sex
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Scheme 1. Hydrolysis of an enol ester (7).
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Scheme 2. Hydrolysis of �-benzyloxy acid ester (8).
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(3) Hydrogenation

OH OH
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Scheme 3. Hydrolysis of acetyloxy acetylene (9).

pheromone of Corcyra cephalonica), (S)-sulcatol (the ag-
gregation pheromone of ambrosia beetles), (S,E)-10-
tridecen-2-yl acetate (the sex pheromone of the hessian
fly), and 3-octanol (pheromone of ants) (11–13) (Scheme 4).

Though the optical resolution of racemic starting ma-
terial is a convenient method for obtaining both enantio-

mers, the yield of the desired enantiomer cannot exceed
50%. To overcome the low yield, an elaborate procedure,
the asymmetric hydrolysis of meso substrate, has been de-
veloped, an example of which follows. Grandjean et al (14)
synthesized optically pure seaweed pheromones dictyop-
terene A and C�. A key intermediate in this synthesis is
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Second: 100% ee

OAc OAc
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42–64% yield
32–69% ee

Scheme 4. Hydrolysis of 2- and 3-acetoxyhydrocarbons (11–13).

cis-(1S,2R)-1-hydroxymethyl-2-butyryloxymethylcyclo-
propane (�99% ee), which was easily obtained from the
enantioselective hydrolysis of the meso diester, cis-
1,2-bis(butyryloxymethyl)cyclopropane, with the
pig pancreatic lipase (PPL, Sigma) in 95% yield (14)
(Scheme 5).

PPL-catalyzed enantioselective hydrolysis of the meso
epoxydiol diester cis-2,3-epoxybutan-1,4-yl diacetate
yielded (2S,3R)-4-acetoxy-2,3-epoxybutan-1-ol. The yield
of this enzymatic hydrolysis was 71% (90% ee). This en-
antiomerically enriched epoxy alcohol was converted into
two naturally occurring epoxides, disparlure (gypsy moth
pheromone) and ruby tiger moth pheromone (15)
(Scheme 6).

Immobilized lipase was examined for easy separation
of product from catalyst. Naoshima et al. synthesized
(2S,6S,10S)-6,10,14-trimethylpentadecan-2-ol, the sex
pheromone of Corcyra cephalonica, in high enantio-
merically pure form by the two-step resolution of the
2,2,2-trichloroethyl carbonate of (2RS,6S,10S)-6,10,14-
trimethylpentadecan-2-ol with immobilized Pseudomonas
fluorescens lipase (Amano Pharmaceutical Co.) on glass
beads. Catalyst and products were separated by filtration
(16).

Other Enzymes as Catalysts for Enantioselective Hydrolysis

Baker’s yeast was used as a catalyst for enantioselective
hydrolysis. Glanzer et al. prepared (R)- and (S)-1-alkyn-3-
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HOCH2CH2OH
H2O, PH 6.5
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Scheme 5. Hydrolysis of meso-cyclopropanediol diester (14).
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Scheme 6. Hydrolysis of meso-epoxydiol diester (15).

Scheme 7. Hydrolysis of 1-alkyn-3-yl ester
using baker’s yeast (17).

R1 � CH3, C3H7, CH2Cl

R2 � C8H17, C8H15, C3H6COOEt

R2

OCOR1

R2

OH

R2

OCOR1
Baker's yeast

�

70–96% ee 14 to �95% ee

ols via enantioselective hydrolysis of their racemic esters.
While lipase (AY30, SAM II, AK, P), fermenting microor-
ganisms (Rhizopus), and freeze-dried microorganisms
(Brevibacterium) failed in discriminating between enantio-
mers, lyophilized cells of baker’s yeast gave (S)-alkyn-3-ols
and their corresponding (R)-esters with �90% ee (17)
(Scheme 7).

1-Benzyloxy-5-oxo-2-hepten-4-yl acetate was trans-
formed to (4R,5S)-1-benzyloxy-2-hepten-4,5-diol in fer-
menting yeast. Prior to the reduction, the acetate was hy-
drolyzed. Although the high enantiomeric excess was
observed for the diol, the hydroxy acetate arising from the
direct reduction of acetoxy ketone was not in a diastereo-

merically or enantiomerically pure state. Thus, the diol
arose from hydrolysis reduction. (4R,5S)-1-Benzyloxy-2-
hepten-4,5-diol was transformed into (�)-endo-brevicomin
with high optical purity (96.5% ee) (18) (Scheme 8).

In one particular case using microbial processes, hydro-
lysis and the opening of an epoxide occurred at the same
time. Treatment of a diastereomeric mixture of 5,6-epoxy-
6-methyl-2-heptyl pentanoate with crude immobilized en-
zyme preparation derived from Rhodococcus sp. (Novo SP
409) or whole lyophilized cells of Rhodococcus erythropolis
(NCIB 11540) in buffer solution led to (2R,5R)-2-(1-hy-
droxy-1-methylethyl)-5-methyltetrahydrofuran (pityol,
pheromone of the elm bark beetle) and its dia-
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O

OH

BnO

OH
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20% yield
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11% yield

�

O

O

(�)-Endo-Brevicomin

Scheme 8. Hydrolysis and reduction of ketoacetate using baker’s yeast (18).
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� O
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Scheme 9. Enzyme-triggered opening of epoxide (19).

stereomer. Because pityol was not formed from 5,6-epoxy-
6-methyl-2-heptanol in absence of a biocatalyst, it was con-
cluded that this epoxide-opening reaction was triggered by
an enzyme (19) (Scheme 9).

ESTERIFICATION AND TRANSESTERIFICATION
REACTIONS

Lipase as Esterification and Transesterification Catalyst

In many cases, esterification and transesterification using
lipase are performed in organic solvent (20). This has im-
portant implications for their application, as water is not
the ideal reaction medium. In preparative organic synthe-
sis, many compounds dissolve better in organic solvents
than in water, and indeed some compounds are unstable
in water. Lipase is uniquely stable in organic solvent. 12-
Tetrahydropyranyloxy-3-methyldodecanol was resolved
via a Candida rugosa lipase-catalyzed acetylation with vi-
nyl acetate in diisopropyl ether. (S)-enantiomer was acet-
ylated at �96% ee. Some chiral insect pheromones were
synthesized from this material (21) (Scheme 10).

An intramolecular version of esterification and trans-
esterification produces lactones. For example, Sugar et al.
(22) synthesized the Japanese beetle pheromone (R,Z)-5-
(1-decenyl) oxacyclopentan-2-one by means of the enzy-

matic enantioselective lactonization of racemic methyl 4-
hydroxy-5-tetradecynoate, using porcine pancreatic lipase
(PPL) in polar solvent (diethyl ether) at a somewhat low
temperature (10–15 �C). The desired (R)-lactone was ob-
tained (43% yield, 82% ee). After repetition of the enzy-
matic lactonization, as shown in Scheme 11, lactone with
higher enantiomeric excess (97%) was obtained. The nat-
ural enantiomer of Japanese beetle pheromone was pre-
pared from this compound by semihydrogenation.

Fukusaki et al (23) also synthesized the Japanese beetle
pheromone by lipase-catalyzed enantioselective acylation
and lactonization. An acylation of methyl 4-hydroxy-5-
tetradecynoate with succinic anhydride was accomplished
by Lipase PS (from Pseudomonas sp., Amano Pharmaceu-
tical Co.) in diisopropyl ether. This partially enantiomeri-
cally enriched diester was subsequently converted to (R)-
5-(1-decynyl)oxacyclopentan-2-one (over 99% ee) by
lipase-catalyzed enantioselective lactonization with Li-
pase OF (from Candida cylindracea, Meito Sangyo Co.) in
phosphate buffer (23). It should be emphasized that even
in aqueous solution, a lactonization (not hydrolysis) took
place. The sex pheromone of the cupreous chafer beetle,
(R,Z)-5-(1-octeny)oxacyclopentan-2-one, was synthesized
in a similar manner. Using lipase-catalyzed enantioselec-
tive acylation by Lipase PS (Amano Pharmaceutical Co.)
in diisopropyl ether, (R)-enantiomer of methyl 4-hydroxy-
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Scheme 10. Transesterification using lipase (21).
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Fukusaki et al. (23,24)

Sugai et al. (22)

Scheme 11. Lactonization using lipase.

5-dodecynoate was preferentially converted to give (R)-
acyloxy ester (93% ee). Further enantiomeric purification
was carried out by repetition of the enzymatic reaction
(24). Both Sugai et al. and Fukusaki et al. employed E-
values to evaluate the enantioselectivity of the enzymatic
reaction. The enantioselectivity of lactonization by lipase
was not so high. The E-value of the reaction obtained
by Sugai was 20, and that by Fukusaki was 39. However,

the enantioselectivity of acylation by lipase was high. The
E-value of an acylation of methyl 4-hydroxy-5-tetradecy-
noate with succinic anhydride by Lipase PS was 115
(Scheme 11).

Henkel et al. (25) synthesized (5R,6S) and (5S,6R)-
6-acetoxyhexadecan-5-olide (the major component of
mosquito oviposision attractant pheromone) using an en-
antioselective lipase-catalyzed lactonization and the sub-
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Scheme 12. d-Lactonization using lipase (25).

sequent acetylation with vinyl acetate (Lipase SP 382 and
SP 526, Novo Nordisk A/S). Acetylation was achieved at
high temperatures (55–70 �C). In this case, the enantio-
selectivity of lactonization was also low and the selectivity
of acetylation was comparatively high (E-value of 53)
(Scheme 12).

Enzymatic resolution using c- and d-hydroxysulfone for
syntheses of c- and d-lactone was attempted, rather than
using hydroxycarbonic acid or ester. Jacobs et al. (26) dem-
onstrated the resolution of racemic hydroxysulfone using
a lipase (Lipase PS-30). R-(�)-4-hexanolide (the sex pher-
omone of the female dermestid beetle Trogoderma gla-
brum) and (2R,5S)-2-methyl-5-hexanolide (the sex phero-
mone of the carpenter bee) were synthesized via an
intramolecular acylation of the carbonates derived from
these sulfone intermediates, which provided a new and
simple route for syntheses of chiral c- and d-lactones. How-
ever, the enantioselectivity of this enzymatic reaction was
not very high (E-values of 32 for 3-hydroxysulfone and 27
for 4-hydroxysulfone) (Scheme 13).

Enzymatic reactions were also efficiently combined
with chemically mediated diastereomeric control to set up
the enantiomerically enriched building blocks with defined
multiple chiral centers. Kim et al. (27) efficiently resolved
anti-1,2-diol by using lipase PS-catalyzed transesterifica-
tion and achieving the total synthesis of the bark beetle
pheromone (�)- and (�)-endo-brevicomin, starting from
resolved diols.

Enzymatic differentiation of enantiotopic groups in
meso compounds (asymmetrization or desymmetrization)

provided enantiomerically pure compounds with multiple
stereogenic centers in high yield. Mori et al. (28) synthe-
sized (2R,3S)-2,3-(isopropylidendioxy)-4-hydroxypentan-
1-yl acetate, the key intermediate for the synthesis of
(�)-endo-brevicomin. Meso-2,3-isopropylidendioxy-1,4-
butanediol was converted to the optically active monoace-
tate with vinyl acetate and lipase AK (from Pseudomonas,
Amano Pharmaceutical Co.) in high chemical and optical
yield (96% yield, 98.5% ee). The enzymatic esterification of
meso-2,6-dimethyl-1,7-heptanediol with isopropenyl ace-
tate in the presence of Pseudomonas cepacia lipase (Lipase
PS30, Amano Pharmaceutical Co.) in organic medium pro-
vided the enantiomerically enriched monoester with high
enantiomeric excess. In this case, the chemical yield was
not very high, but it was more than 50%. This compound
was used as the synthetic intermediate of the insect pher-
omone tribolure (29) (Scheme 14).

To solve the problem of unsatisfactory enantiomeric ex-
cess of the product in the course of a kinetic resolution, a
sequential use of hydrolysis and acylation with lipase has
been demonstrated in order to secure further enantio-
merically enriched products. This is one pattern of a two-
step resolution. Naoshima et al. (30) synthesized (E)-1-
ethyl-5-methyl-4-heptenyl acetate, the aggregation
pheromone of Cathartus quadricollis (square-necked grain
beetle) using a two-step lipase reaction. The first reaction
was hydrolysis of (E)-1-ethyl-5-methyl-4-heptenyl acetate
with Lipase PS in a phosphate buffer and acetone. The
second reaction was transesterification of the product,
(1R,4E)-alcohol (98% ee) with porcine pancreas lipase
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Scheme 13. Enzymatic resolution of hydroxysulfones (26).

(PPL, Sigma) in isopropenyl acetate and ether (30). The
second example is also shown in Scheme 15. Fukusaki et
al. (31) achieved a yield of enantiomerically pure epoxy al-
cohol using lipase-catalyzed acylation and hydrolysis (Pan-
creatin F, Amano Pharmaceutical Co.). In this case, the
same lipase immobilized on celite was used in both lipase-
catalyzed reactions. These reactions were performed at 5
�C. However, the enantioselectivity of these reactions was
not very high: The E-value was 23 for acylation and 20 for
hydrolysis. Hence, the recrystallization of corresponding
3,5-dinitrobenzoate of this epoxy alcohol was performed to
get an enantiomerically enriched epoxy alcohol. This is the
intermediate of disparlure (the gypsy moth pheromone).

(�)-Exo, (�)-endo-brevicomin, and (�)-frontalin were
synthesized via lipase-catalyzed acylation of oxygen het-
erocyclic structure, 2-(1-hydroxypropyl)-6-methyl-3,4-
dihydro-2H-pyran and 2-hydroxymethyl-2,6-dimethyl-3,4-
dihydro-2H-pyran. Three enzymatic kinetic resolutions
were combined in frontalin synthesis to acquire a high
enantiomeric excess of the product. The first reaction was
hydrolysis of 2-methoxycarbonyl-2,6-dimethyl-3,4-
dihydro-2H-pyran with protease; the second reaction was
transesterification with Lipase MY (Meitou Sangyo Co.),
and the third reaction was hydrolysis with Lipase P. As a
result, enantiomeric excess of the pheromone reached 91%
(32) (Scheme 15).

REDUCTIONS

Baker’s Yeast as a Catalyst for the Reduction

The reduction of ketones is one of the most established
microbial processes and has been extensively investigated

since the 1960s, when pioneering studies revealed the ste-
reochemistry of the reduction in a general sense (33,34).
Alcohol with a high enantiomeric excess can be obtained
using this method.

Acetoacetylated Meldrum’s acid (1,3-dioxan-4,6-dione)
was found to be reduced enantioselectively (�99% ee) by
baker’s yeast to the corresponding (S)-alcohol. Sato et al.
(35) converted this (S)-alcohol to cis-3,6-dimethyl tetra-
hydropyran-2-one, a major component of pheromonal se-
cretion of the male carpenter bee (Xylocopa).

3-Oxo-6-heptenoic acid salt was reduced to the enan-
tiomerically enriched hydroxy acid (�99% ee) by baker’s
yeast as a key step. This enantiomerically enriched hy-
droxy acid was further converted to (S)-4-hexanolide, the
pheromone antipode of the store grain beetle (36)
(Scheme 16).

(S)-4-(Phenylthio)-2-pentanol was sufficiently produced
with high enantiomeric excess by enzymatic reduction of
the corresponding ketone using baker’s yeast. Using this
chiral compound, highly enantiomerically enriched insect
pheromonal compounds having spiroketal structures were
synthesized (37) (Scheme 17).

(2R,5S)-Pityol (the pheromone of the bark beetle, Pityo-
phthorus pityographus) was synthesized using two highly
stereoselective biocatalytic reactions. 6-Methyl-2-oxo-5-
heptene was reduced to (S)-alcohol (sulcatol, the phero-
mone of Gnathotrichus sulcatus) (98.5% ee) by baker’s
yeast. (S)-Sulcatol was converted to urethane by way of
phenylisocyanate, and urethane then underwent epoxy-
dation by the fungus Aspergillus niger. Treatment of this
epoxide major product with sodium hydroxide led to for-
mation of (2R,5S)-pityol (100% ee) (38) (Scheme 18).
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Scheme 14. Enzymatic resolution of the compounds with multistereogenic center.

Other Enzymes as Catalysts for the Reduction

A series of studies using Thermoanaerobium brockii alco-
hol dehydrogenase (TBADH) have been reported. Highly
enantioselective reduction of various methyl- and ethyl-
ketones having a wide range of functional groups, such as
methyl ester, cyano, ethyl ether, phenyl, and chloride as
well as double and triple bonds, is carried out using
TBADH as a catalyst. Reduction of most of the substrates
yields alcohol with an (S)-configuration, arising from
highly selective hydride attack at the re face of the car-

bonyl groups. (S)-(�)-(Z)-Tetradec-5-en-13-olide, one of
several synergistic aggregation pheromones produced by
the male flat grain beetle was prepared from (S)-(�)-
methyl-8-hydroxynonanoate with a high enantiomeric ex-
cess (�99%) in a six-step synthesis (39).

(S)-(�)-Methyl 8-hydroxynonanoate, which was ob-
tained via enantioselective reduction of methyl 8-
oxononanoate with TBADH, was converted to (S)-(�)-
ferrulactone II, the aggregation pheromone of the flat
grain beetle (40).
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Scheme 18. Reduction and epoxydation using microbiological methods (38).

(2S,8S)-2,8-Dihydroxynonane, which was characterized
by synthetically useful C2 symmetry, was also obtained by
the TBADH-catalyzed reaction of nonan-2,8-diol. Keinan
et al. (41) synthesized four isomers of 8-methyldec-2-yl pro-
panoate (the western corn rootworm sex pheromone) using
this single chiral building block (Scheme 19).

OXIDATION REACTIONS

Microbial Baeyer–Villiger oxidations are important reac-
tions in providing enantiomerically enriched lactones.

Asymmetric synthesis of 5-hexadecanolide (oriental hornet
pheromone) using a biological Baeyer–Villiger reaction
was achieved by two strains of Acinetobacter. This allows
a three-step synthesis of (S)-(�)-5-hexadecanolide, as well
as direct access to (R)-(�)-2-undecylcyclopentanone, a pre-
cursor for chemical synthesis of (R)-(�)-5-hexadecanolide.
These products were obtained with optical purities of 74
and 95% (42).

Lebreton et al. (43) performed novel microbiological
Baeyer–Villiger oxidation using fungi. Racemic cyclobu-
tanone derivatives were oxidized to give an enantiomeri-
cally enriched c-lactone with high enantiomeric excess us-
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Scheme 19. Reduction using TBADH (39–41).

ing Cunninghamella echinurata. They synthesized
(�)-multifidine and (�)-viridiene, the major components
of a brown algae pheromone (Scheme 20).

C—C BOND FORMATION REACTIONS

Two enzymatic C—C bond formation reactions of
carbohydrate-related compounds were demonstrated in
pheromone synthesis. The first example is fructose 1,6-

diphosphate (FDP) aldolase from rabbit mussle (RAMA).
This aldolase was used in the synthesis of (�)-(1S,5R,7S)-
exo-brevicomin. This enzyme accepts 5-oxohexanal, as well
as the corresponding 5-dithioacetal, as its substrate, and
catalyzes the stereospecific aldol reaction of dihydroxyace-
tone phosphate (DHAP) and aldehyde (80–90% yield). Af-
ter removal of the phosphate group from the aldol adduct,
the product was converted into the desired bicyclic system.
(�)-exo-Brevicomin was obtained by a deoxygenation of
the side chain (44).
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Scheme 20. Microbiological Baeyer–Villiger oxidation.

Myles et al (45) reported that the commercially avail-
able enzyme preparation of transketolase catalyzed the
condensation of b-hydroxypyruvic acid and 2-hydroxybu-
tylaldehyde to furnish the enantiomerically enriched di-
hydroxyketone with vicinal diol of D-threo configuration.
The remarkable advantage in this is the stereoselective
formation of vicinal diols of a desirable configuration, even
when starting from a racemic 2-hydroxyaldehyde. Indeed,
transketolase accepts only the D-enantiomer of 2-hydroxy-
aldehyde and produces the threo isomer of the product with
very high diastereoselectivity. This dihydroxyketone with
D-threo configuration was transformed into (�)-exo-brev-
icomin in six steps (Scheme 21).

CONCLUSION

In this article we have introduced about 35 chiral phero-
mone syntheses using microbial processes. Many microbial
processes have been developed in this field, and some of
these are already in use. Combination of organic syntheses
with microbial processes will provide efficient routes for
the enantioselective synthesis of bioactive natural prod-
ucts.

Materials of natural product origin are believed to be
more benign to the environment than artificially synthe-
sized compounds. As such, the social demand for reducing
artificial insecticide use to protect the environment has
promoted development of the use of bioactive natural prod-
ucts, as well as products with structures similar to those
of natural products for use as insecticides. It has also pro-
moted development of synthesis technologies of these com-
pounds. Improved technology using microbial reactions al-
lows these chiral compounds to be produced with high
chemical and optical purity at a lower price, and clears the
way to utilize naturally derived materials as biological in-
secticides. These advanced insecticides, like synthetic chi-
ral pesticides and pheromones (typical pheromones in this
article are listed in the next section), reduce impact on the
environment and improve pest control systems.

We did not discuss chiral pyrethroid synthesis in this
article, although practical preparations of chiral pyre-
throid intermediates using microbial processes have been
studied and used in industrial processes (46,47).

PHEROMONE LIST

Ambrosia beetle (Gnathotrichus sulcatus) phero-
mone[sulcatol] (11,38)
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American palm weevil (Rhynchophorus palmarum)
pheromone (9)
Bark beetle pheromone (Dryocoetes autographus, Den-
droctonus frontalis) [endo-brevicomin] (7,18,27,28,32)
Bark beetle pheromone (Dendroctonus bremicomis)
[exo-brevicomin] (7,32,44,45)
Brown algae pheromone (Cutleria mulutifida, Chorda
tomentosa) [multifidene] (43)
Brown algae pheromone (Desmarestia aculeata and vir-
idis) [viridiene] (43)
Carpenter bee (Xylocopa hirutissima) pheromone
(26,35)
Cupreous chafer beetle (Anomala cuprea) pheromone
(24)
Dermestid beetle (Trogoderma glabrum) pheromone
(26)
Elm bark beetle (Pityophthorus pityographus) phero-
mone [pityol] (19,38)
Flat grain beetle (Cryptolestes ferrugineus) pheromone
[ferrulactone] (39,40)
Flour beetle (Tribolium confusum and castaneum) pher-
omone [tribolure] (29)
Gypsy moth pheromone (Lymantria dispar) [disparlure]
(15,31)
Hessian fly (Mayetiola destructor) pheromone (12)
Japanese beetle (Popillia japonica) pheromone [japon-
ilure] (22,23)
Oriental hornet (Vespa orientalis) pheromone (42)
Ruby tiger moth (Phragmatobia fuliginosa) pheromone
(15)

Mosquito (Culex pipients fatigans) pheromone (25)
Seaweed pheromone [dictyopterene A, C�] (14)
Southern pine beetle (Dendroctonus frontalis) phero-
mone [frontalin] (8,32)
Square-necked
Square-necked grain beetle (Cathartus quadricollis)
pheromone [quadrilure] (30)
Store grain beetle (Trogoderma glabrum) pheromone
(36)
Western corn rootworm (Diabrotica virgifera) phero-
mone (41)
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INTRODUCTION

Until 1982 all insulin preparations available were porcine
or bovine insulins prepared by extraction of pancreas. In
1982, Novo launched semisynthetic human insulin, where
porcine insulin was enzymatically converted into human
insulin; later the same year Eli Lilly and Company
launched human insulin of recombinant DNA origin, and
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Novo launched human insulin of recombinant origin in
1988. From Eli Lilly and Company two different produc-
tion methods have been reported. The first method was the
expression in Escherichia coli of insulin A- and B-chains
in two separate systems (1,2), the two chains being isolated
and purified separately and later combined chemically, fol-
lowed by final purification procedures. The second method
reported another expression system, also in E. coli, where
proinsulin was expressed using a tryptophan promotor
with a methionine linkage to proinsulin. This linkage was
cleaved by cyanogen bromide, followed by folding and for-
mation of the correct disulphide bonds (3,2), and finalized
by enzymatic removal of the C-peptide.

This article describes the manufacturing process and
analysis of human insulin produced in Saccharomyces cer-
evisiae. A single-chain insulin precursor is expressed and
secreted into the medium. After initial recovery, the con-
necting peptide is cleaved enzymatically in a transpepti-
dation reaction by the same technology as employed for
enzymatic conversion of porcine into human insulin (4).
The methods for production of human insulin by recombi-
nant DNA technology have been reviewed by Ladisch (5).
The clinical use of human insulin has been reviewed by
Heinemann (6), giving an overview of the clinical devel-
opment resulting from the transition from animal to hu-
man insulin and the characteristics of different types of
formulation and their impact on blood glucose control.

MANUFACTURING PROCESS

Introduction

In the development of a purification process for insulin,
a number of targets must be met. For a product such
as insulin to be injected daily, the purity, measured by
reverse-phase high-performance liquid chromatography
(RP-HPLC), must be very high, and the content of host cell
proteins and DNA must be very low. The production takes
place on a large scale because the world consumption of
insulin is on the order of tons per year. Therefore, the pu-
rification processes need to be both robust and performed
at a very large scale; the implications for process design
were reviewed by Prouty (7). Also the purification process
must be adapted to the actual fermentation process.

The insulin production strategies, based on either E.
coli or yeast technology, include both chemical and enzy-
matic reactions at different stages of the downstream pro-
cessing scheme. This leads to the formation of a number of
insulin derivatives closely related to insulin and conse-
quently difficult to remove by traditional purification
methods. Process-scale RP-HPLC, being a chromato-
graphic separation technique with great separation poten-
tial, has been employed for this purpose by Novo Nordisk
A/S and other companies (8).

Insulin forms crystals readily (9). This aptitude is util-
ized throughout the process, both for the purpose of isolat-
ing insulin from process streams and for removal of im-
purities that do not cocrystallize with insulin.

Throughout the process, insulin purity and concentra-
tion are monitored by RP-HPLC (see the section “Purity”)
because this technique has proven to be applicable even in

very impure process streams such as the fermentation
broth (10).

Expression and Fermentation

Expression and secretion of insulin are achieved by cloning
transformants of S. cerevisiae. This organism was chosen
as host for a number of reasons (11): yeast secretes the
insulin precursor into the fermentation broth, making cell
disruption unnecessary, the disulfide bonds are estab-
lished correctly, yeast is an organism easily grown in large
fermentors, and yeast is an organism producing no toxic
substances.

Investigations of the expression of proinsulin along with
a series of insulin precursors where the C-peptide was ex-
changed by a short peptide (12,13) showed expression of
proinsulin in yeast to be too low to be of industrial interest,
whereas in E. coli the expression is sufficient (1,2). The
influence of the composition of the connecting peptide (ei-
ther amino acid B29 or B30 to A1) on different single-chain
insulin precursors containing 1–5 amino acids in the pep-
tide was evaluated. A single-chain precursor with a 3–
amino acid connecting peptide between B29 and A1 was
chosen for commercial production by Novo Nordisk A/S.

Large-scale fermentations are performed in suitable
fermentors (11). The main fermentor is inoculated at first
as a fed-batch process; and after 3 days the culture is
grown as a continuous fermentation in a simple medium
containing yeast extract as its main nitrogen source. The
insulin precursor is recovered from the fermentation broth
on a continuous basis.

Recovery and Purification

Recovery. The objective of the recovery procedure is to
isolate the insulin precursor from the fermentation liquid
and obtain a stable intermediate product for further pro-
cessing. The recovery procedure is outlined in Figure 1,
and a view of the recovery plant is shown in Figure 2.

Initially, cell removal is performed by centrifugation of
the fermentation broth in disc stack centrifuges. The su-
pernatant is passed through a cation exchange column at
low pH, under which conditions insulin is retained on the
column. Elution of the insulin precursor takes place by in-
creasing the pH. The eluate is filtered to remove the last
traces of yeast particles, whereby the need for containment
further downstream is avoided. The product is isolated
from the eluate by crystallization, the crystals being re-
moved by centrifugation or filtration. After redissolving
the crystals, impurities (mainly host cell proteins) are pre-
cipitated at a pH slightly above neutral by addition of eth-
anol to approximately 60% v/v; at this ethanol concentra-
tion insulin is very soluble. The precipitate is removed by
filtration, and a second crystallization of insulin results in
a product of more than 90% purity, as measured by
RP-HPLC, and suited for intermediate storage at �20 �C.
This intermediate product still contains impurities from
the fermentation broth (e.g., yeast proteins and DNA).

Enzymatic Conversion. The use of enzymatic processes
in insulin manufacturing was initiated in 1979, when con-
version of porcine insulin into human insulin catalyzed by
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Figure 1. Flow chart of recovery process.

Figure 2. Insulin production plant.

trypsin was demonstrated, resulting in the launch of a
semisynthetic human insulin in 1982 (4). Porcine and hu-
man insulin differ by only a single amino acid: the C-
terminal amino acid (B30) of the B-chain is alanine in
porcine insulin and threonine in human insulin. The con-
version of porcine into human insulin is achieved by an
enzymatic process in which trypsin is used in an organic/
aqueous environment to cleave the B-chain after lysine at
B29 and to insert threonine instead of alanine (14).

The enzymatic process may be performed as a one-step
process, a transpeptidation, or as a two-step process in
which the formation of the des-(B30) insulin takes place,
and then threonine is coupled to the des-(B30) insulin in
the form of a threonine ester. The two-step process is used
if a chromatographic purification of the intermediate prod-
uct des-(B30) insulin is required, but the one-step process
is the most simple to perform. In the first industrial human
insulin product, launched by Novo in 1982, the conversion
was carried out as a one-step process. This enzymatic pro-
cess utilizing trypsin also proved useful for conversion of
single-chain insulin precursors produced by recombinant
DNA technology (12–14).

Another enzyme that can be used for the conversion pro-
cesses is Achromobacter lyticus protease (4,13), which com-
pared to trypsin has the benefit of being lysine specific,
thus avoiding the risk of cleavage after arginine in position
B22; such cleavage may occur when using trypsin. Cleav-
age sites are shown in Figure 3.

Purification. The purification process of human insulin
by recombinant DNA technology from yeast is shown in
Figure 4.

After transpeptidation, the crude insulin ester is puri-
fied by RP-HPLC at low pH. The purification step is per-
formed on octadecyl-subsituted silica, and the eluent is an
ethanol-containing ammonium sulfate buffer at pH 3.0. Af-
ter chromatography, the human insulin ester is isolated by
crystallization. This step removes host cell proteins and
trypsin as well as some by-products formed during the
transpeptidation reaction (e.g., cyclic des-(B30) insulin). To
keep trypsin inactive during the purification step, it is es-
sential that the processing be performed under acid con-
ditions. The purity of the resulting product is typically 90–
92%, as measured by RP-HPLC.

After the RP-HPLC process, the human insulin ester is
subjected to anion exchange chromatography in a neutral
acetate buffer at room temperature. This purification
serves the primary purpose of removing any remaining
des-(B30) insulin, which is formed as a by-product during
the transpeptidation reaction. Des-(B30) insulin is a com-
ponent with physical properties very similar to those of
human insulin. The separation is, therefore, based on the
difference in charge between insulin ester and des-(B30)
insulin. In addition, this step also reduces a number of
other differently charged insulin-related derivatives to a
very low level, and host cell proteins are no longer detect-
able after this step. After collection of the eluate from the
column, the product is isolated by crystallization, typically
resulting in more than 94% purity, as measured by
RP-HPLC.

Hydrolysis. Subsequently, in order to remove the ester
group, the human insulin ester is subjected to hydrolysis,
resulting in the formation of human insulin. In the choice
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Figure 3. Human insulin precursor. Cleavage
sites for trypsin and Achromobacter lyticus pro-
tease are indicated.
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Figure 4. The purification process.

of parameters for the hydrolysis, the relative rates of the
desired reaction and the by-product formation must be
taken into consideration.

Among the products from the side reactions are cyclic
by-products (as single-chain B30-A1 human insulin) and
by-products resulting from disulfide-bridge interchange.
The parameters finally chosen to balance these different
effects resulted in a hydrolysis process performed at high
pH and low temperature. It is important to control both
pH and temperature very closely because too high pH or
temperature may lead to destruction of the disulfide bonds.

At the end of the hydrolysis, the reaction mixture is
acidified, and the product is isolated by crystallisation. The
purity of this product is typically more than 94%, as mea-
sured by RP-HPLC.

Final Purification. After hydrolysis the human insulin
must be purified to comply with the specifications for the
bulk product. The product contains several impurities such
as small amounts of human insulin ester, partially cleaved
precursor components, single-chain human insulin, and
deamidated insulin. Reverse-phase chromatography at low
pH, traditionally used for the purification of peptides, does
not suffice to ensure the required purity. This can, however,
be achieved by addition of an RP-HPLC step at neutral pH.
This purification step (RP-HPLC 2 in Fig. 4) is performed
on octadecyl-subsituted silica, and the neutral eluent is
based on ethanol and potassium chloride buffered with
Tris. After chromatography the human insulin is isolated
by crystallization. Primarily this step removes the human
insulin ester and reduces the partially cleaved precursor
components. The purity of the product is typically more
than 99.0%, as measured by RP-HPLC.
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Figure 5. RP-HPLC chromatogram showing the separation of
different insulin species differing by only one amino acid. Column:
Lichrosorb RP-18, 5 lm; solvent A: 0.2 M sodium sulfate, 0.04 M
phosphoric acid in 10% acetonitrile, pH adjusted to 2.5 with eth-
anolamine; solvent B: 50% acetonitrile; flow rate: 1.0 mL/min;
temperature: 40 �C; 50 lg of sample was injected and eluted iso-
cratically at 49% (solvent A) 51% (solvent B).

The final purification step is also based on reverse-
phase chromatography and is performed on octadecyl-
subsituted silica at low pH, the eluent being an ethanol-
containing ammonium sulfate buffer at pH 3.0 (RP-HPLC
3, Fig. 4). After chromatography the human insulin is iso-
lated by crystallization. Primarily this step removes the
single-chain human insulin and reduces the remaining in-
sulin by-products to insignificant levels. The purity of the
product is typically more than 99.5%, as measured by
RP-HPLC.

Bulk Formulation. After the final chromatographic pu-
rification, the product must be conditioned for the subse-
quent drug product formulation. The target is a product
that is stable when stored and with no components un-
suitable for the following formulation. Thus residual salts
and buffers from the chromatographic steps must be re-
duced.

During bulk formulation the product must be treated
carefully to eliminate decomposition. The main risk factors
when handling the product after the final chromatographic
purification are formation of aggregates (fibrillation) and
deamidation of the insulin molecule (15). Aggregation can
be the result of stressing the molecule (i.e., agitation),
whereas deamidation primarily results from prolonged ex-
posure to acid conditions (formation of A21 desamido in-
sulin).

Crystallization is used for the final treatment of both
animal and human insulins, followed by freeze-drying.
Crystallizations are carried out in the presence of zinc; af-
ter the last crystallization the crystals are washed to re-
duce any excess content of zinc. To a wide extent the crys-
tallization processes of insulin bulk production are based
upon the development work done in the 1950s (9).

For special drug types and for other purposes where a
zinc-free product is needed, alternatives to the crystalli-
zation processes can be used. These may include isoelectric
precipitation, gel filtration chromatography, or ultra- and
diafiltration.

The freeze-drying procedure results in a bulk product
with a water content below 10.0% (loss on drying); it is very
stable when stored frozen. Storage as a bulk solution is
possible, but in the case of insulin it is not feasible due to
the demand for very large bulk quantities.

ANALYSIS OF RECOMBINANT HUMAN INSULIN

Introduction

Human insulin is a well defined and well characterized
protein, and recombinant human insulin is chemically,
physically, and biologically equivalent to both pancreatic
human insulin and semisynthetic human insulin (4,16). As
purification methods continue to improve, so does the an-
alytical methodology to demonstrate purity and integrity
throughout the manufacturing process. The requirement
to show process and batch consistency demands an array
of analytical techniques to show any presence of adventi-
tious agents, host cell contaminants, process agents, and
insulin-related by-products. Moreover, changes of the pro-

tein structure during the manufacturing process may in-
fluence the biological activity of the insulin product.

Identification

The primary structure of human insulin can be verified by
amino acid composition analysis, amino acid sequence
analysis, determination of electrophoretic mobility, mea-
surement of retention on RP-HPLC, measurement of mo-
lecular mass, and peptide fingerprinting. The first three
methods are all well established but of limited specificity.

The need to distinguish between the various insulin
products during the manufacturing process was the driv-
ing force in the development of RP-HPLC, the separation
principle being based on hydrophobic differences (17,18).
The RP-HPLC method of choice is based on C18 stationary
phases and mobile phases containing acetonitrile or meth-
anol buffers at pH between 2 and 8. The high selectivity
and resolving power allow the separation of various insulin
species, precursors, and insulin derivatives differing by
only one amino acid (Fig. 5).

Determination of molecular mass by mass spectrometry
is being established in quality control laboratories as a pre-
cise method of identity. Equipped with an electrospray ion-
ization source, the single- or triple-quadropole instru-
ments can determine the mass of insulin within 0.5 Da and
clearly distinguish between deamidated insulin and hu-
man insulin, which have a difference of only one mass unit.

Fingerprinting or peptide mapping is an excellent tool
to confirm the correct amino acid sequence as well as the
proper formation of disulfide bonds. The peptide map is
generated by fragmentation by an enzyme (preferably
Staphylococcus aureus V8 protease) cleaving at a specific
residue (e.g., glutamic acid), thus giving four fragments
easily separated by RP-HPLC. The peptide map of a sam-
ple is then compared to the map of an insulin reference
standard. The patterns should be identical (Fig. 6). Each
fragment peak on the reference map must be characterized
at least once by amino acid sequence analysis and mass
spectrometry.
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Figure 6. Peptide map of insulin sample (bottom panel) compared to a human insulin reference
standard (top panel). Column: Lichorsorb RP-18, 5 lm; solvent A: 0.2 M sodium sulfate, 0.04 M
phosphoric acid in 10% acetonitrile, pH adjusted to 2.5 with ethanolamine; solvent B: 50% aceton-
itrile; flow rate: 1.0 mL/min; temperature: 40 �C; 25 lg of sample was cleared prior to injection and
eluted with a gradient.

The secondary and tertiary structures of human insulin
can be assessed by nuclear magnetic resonance, circular
dichroism, X-ray crystallography, and measurement of bio-
logical activity. Among these methods, only bioactivity is
measured on a routine basis; the other tests are performed
once to fully characterize human insulin.

Purity

Biological products in general require a special assessment
to demonstrate purity, safety, and efficacy. The problems
associated with this are the following:

• The need to establish batch-to-batch reproducibility
because of the biological nature of early stages of the
manufacturing process

• The need for chemical and biological tests to assess
purity and potency where these can be affected by
variation in starting materials, manufacturing pro-
cess, and product stability

• The need to avoid adventitious agents arising from
the starting materials and/or the downstream pro-
cesses; these can be microbiological or associated
with nonmicrobiological contaminants

Routine quality control testing should be designed to take
into account the specific nature of the product. Therefore,
specifications and methods of analysis are developed for
each product. It is generally acknowledged that the final
product cannot be completely characterized, and that in-
process controls are necessary to prove its consistent qual-
ity.

Microbiological Impurities. Each manufacturing step is
performed under conditions designed to keep the biobur-

den low and avoid endotoxins in the recombinant human
insulin. Whereas there is an absolute requirement for ste-
rility in the formulated product, a result of below 100 vi-
able counts/g is acceptable for the drug substance. The ab-
sence of endotoxins is confirmed by either the Limulus
amoebocyt lysate (LAL) test or by a biological test in rab-
bits. Process validation documents complete removal of po-
tential adventitious virus or other agent.

Chemical Impurities
Contaminants. Host cell proteins, DNA, and process-re-

lated chemicals are all impurities that need to be con-
trolled, preferably by validation studies or by in-process/
specification testing. Sensitive assays should be developed
to detect any residual levels of yeast proteins, trypsin used
for the transpeptidation, or DNA to the parts per million
limit. For DNA detection the Threshold� DNA assay is
much preferred to former hybridization assays, mainly due
to its higher sensitivity but also to its robustness. The host
cell contaminant assay is based on antibodies generated
against the yeast proteins from the production strain lack-
ing the insulin gene. Thus antibodies are raised against
proteins ranging in molecular weights from 10 kDa to 100
kDa and thus also covering proteins the size of insulin.
Table 1 shows the reduction of DNA and host cell proteins
during the purification process.

Absence of trypsin can be shown by a trypsin assay
(ELISA or activity), and extensive step reduction studies
have proven a more than 20 log reduction of the trypsin
level.

Related Impurities. Insulin-related impurities are de-
fined as derivatives generated by deamidation, dimeriza-
tion, polymerization, peptide cleavage, and disulfide ex-
change (15), or as intermediate products from the
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Table 1. Purity of Human Insulin or Human Insulin
Precursor During Downstream Processing as Indicated
by RP-HPLC Analysis (%) and Test for Residual Levels
of Host Cell Proteins and DNA

Purity tests

Process step
HPLC

(%)
Yeast proteins

(ppm)
DNA
(ppm)

1. Yeast fermentation broth
2. Isolation of precursor �20 �10,000 1,000
3. Purification of precursor �90 1,000 �3
4. Conversion to Insulin ester �85
5. Purification �94 �1 �0.5
6. Hydrolysis to insulin �94
7. Preparative HPLC �99.0 �1 �0.5
8. Monocomponent Insulin �99.0 �1 �0.5

A
bs

or
ba

nc
e 

(2
1

4
 n

m
)

Time (min)
0 5 10 15 20 25 30

Monocomponent
Insulin

HI
99.9%

35
0.00

0.05

Hydrolysis
HI

0.00

0.05

Purification of
insulin ester

HI-OMe
94.1%

HI-OMe
89.5%

Precursor

0.00

0.05

Conversion

0.00

0.05

Figure 7. Purification steps after conversion of insulin precursor:
RP-HPLC chromatogram of in-process samples from the purifi-
cation process. Column: Lichrosorb RP-18, 5 lm, 4 � 250 mm;
solvent A: 0.2 M sodium sulfate, 0.04 M phosphoric acid in 10%
acetonitrile, pH adjusted to 2.5 with ethanolamine; solvent B: 50%
acetonitrile; flow rate: 1.0 mL/min; temperature: 40 �C; 50 lg of
sample was injected and eluted isocratically at 49% (solution A)
51% (solution B).

manufacturing process (e.g., insulin precursor, insulin es-
ter).

During human insulin manufacture the purity at dif-
ferent process steps is assessed by RP-HPLC. RP-HPLC
on alkylsilane supports has become the method of choice
due to the hydrophobic differences between insulin and the
insulin-related impurities (10,18,19). Separation on ion ex-
change HPLC resin has also been reported (18) and com-
pared with RP-HPLC, but the latter is preferred for in-
process as well as specification analyses. Figure 7 shows
the purity analyses on four different purification process
steps.

Deamidation. Human insulin contains six potential
deamidation sites: the A-chain residues A5(Gln), A15(Gln),
A18(Gln), and A21(Asn), and the B-chain residues B3(Asn)
and B4(Gln). The deamidation in acid and neutral envi-
ronment has been described (15), and it has been shown
that the desamido insulins retain almost full biological ac-
tivity. In order to separate all deamidated forms of insulin,
complementary methods might be used on uncoated cap-
illaries (e.g., RP-HPLC and HPCE [20]). The elution order
of the various desamido forms can hardly be predicted be-
cause it depends on the selectivity of the stationary phase.

Aggregation. Human insulin forms covalent as well as
noncovalent dimers and polymers (15). The association to
dimers and hexamers (noncovalent) is reversible, and at
certain conditions the insulin monomer linearizes and
forms fibrils. These fibrils are unwanted reaction products
of low solubility and can be avoided by proper manufac-
turing precautions (15). The covalent insulin dimers and
polymers form during handling of insulin solutions and
during storage at elevated temperatures.

The method used to quantitate the extent of dimeriza-
tion/polymerization is gel permeation chromatography.
The column support is a silica-based diol, and the mobile
phase should contain a high concentration of acetic acid in
order to maintain the dissociation state of the analyte.

Assay

The potency of human insulin has been determined by bio-
logical assays such as the mouse convulsion assay and the
rabbit blood glucose test. RP-HPLC assay data compared

with bioassays seemed to justify a chemical assay to ex-
press the potency, and such methods are now described in
the pharmacopoeias. The resolution of the RP-HPLC assay
allows a quantitation of the human insulin content in the
presence of even substancial amounts of related sub-
stances. Furthermore, the RP-HPLC assay offers superior
precision with a standard deviation of only about 1%. This
is particularly valuable for the determination of the hu-
man insulin content in a sample and for monitoring sta-
bility studies on bulk drug substance and drug product.

STABILITY

Human insulin manufactured by the method just de-
scribed is very stable when stored frozen, protected from
light. Hardly any change of quality can be detected even
after several years of storage. However, when stored at be-
tween 2 and 8 �C, which is the prescribed storage tem-
perature, insulin preparations will gradually degrade
while forming neutral deamidation products and dimers
(15). Therefore, the shelf life of insulin preparations is lim-
ited to 2–3 years.
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INTRODUCTION

L-Isoleucine, L-valine, and L-leucine are termed branched-
chain amino acids, because the chemical structures and
physical characteristics of these amino acids are similar.
L-Isoleucine belongs to the aspartic acid group of amino
acids, which also contains L-threonine, L-lysine, and L-
methionine, because four of six carbon atoms in these
amino acids are derived from aspartic acid. On the other
hand, L-valine and L-leucine belong to pyruvate group of
amino acids, which also include L-alanine, because all car-
bon atoms in these two amino acids are derived from py-
ruvate. However, these three amino acids are synthesized
by parallel biosynthetic pathways.

L-Isoleucine is one of the essential amino acids and
therefore of importance for the pharmaceutical and feed
industries. Particularly, the primary use of this amino acid
in pharmaceuticals is as part of injectable solutions of
amino acids. Because L-isoleucine possesses two asymmet-
ric carbon atoms, there exist four optical isomers, L-, D-, L-
allo-, and D-alloisoleucine. Therefore, it is difficult to pro-
duce and separate pure L-isoleucine at low cost by chemical
synthetic methods, and research has been initiated to pro-
duce L-isoleucine by fermentative production methods. Al-
though isolation of microorganisms that excrete amino ac-
ids in nature has been attempted and a number of strains
that can excrete L-valine and L-leucine have been found,
none have been detected that can excrete L-isoleucine.

In the early 1950s, Umbarger et al. studied the isoleu-
cine biosynthetic pathway and showed that the precursor
of L-isoleucine could be not only L-threonine, but also D-
threonine and �-ketobutyric acid. Based on these results,
the production of L-isoleucine using D-threonine and �-
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ketobutyric acid as a precursor by fermentation was re-
ported in 1962 (1).

In the late 1960s, the genetic determinants of feedback
inhibition of amino acid biosynthesis were elucidated, and
it was subsequently proved that feedback inhibition of
amino acid biosynthesis was released in mutants resistant
to the corresponding amino acid analogue (2). The cumu-
lative result of these studies is that L-isoleucine is now
produced on an industrial scale by fermentation.

This article will review the biosynthetic pathway and
related enzymes and genes for L-isoleucine synthesis and
will also describe microbial production of L-isoleucine.

BIOSYNTHETIC PATHWAY OF ISOLEUCINE AND ITS
REGULATION

Elucidation of the pathways to L-isoleucine and L-valine
began with the analysis of auxotrophic mutants of Esche-
richia coli and Salmonella typhimurium. These mutants
usually require both L-isoleucine and L-valine for growth,
less frequently only L-isoleucine, and very rarely only L-
valine. The phenomenon was finally understood when it
was found that the two amino acids are produced by a se-
ries of reactions catalyzed by the same enzymes (Fig. 1).
At the first step of the pathway to L-isoleucine, �-ketobu-
tyrate reacts with active acetoaldehyde derived from py-
ruvate by the action of acetohydroxy acid synthase
(AHAS), whereas in case of L-valine, two molecules of py-
ruvate are condensed. The next three steps are catalyzed
in parallel by acetohydroxy acid isomeroreductase
(AHAIR), dihydroxy acid dehydrase (DH), and transami-
nase B (TrB). Threonine deaminase (TD) catalyses the de-
amination of threonine to yield �-ketobutyrate. L-Leucine
branches from the L-valine route at the �-ketoisovalerate
step.

As found in several biosynthetic pathways, feedback in-
hibition and repression function in the regulation of the
isoleucine-valine biosynthesis pathway (Table 1).

The activity of TD is strongly inhibited by L-isoleucine
in most microorganisms. Because it is a competitive inhib-
itor with L-threonine, the degree of inhibition depends on
the concentration of L-threonine. However, it was found
that in Rhodospirillum rubrum, the inhibition by L-
isoleucine of TD is very weak. Although it was reported
that in Pseudomonas aeruginosa the TD gene is constitu-
tively expressed, the TD gene is generally repressed. In
Neurospora crassa, TD is repressed by only L-isoleucine,
whereas in other organisms, TD is repressed by the pres-
ence of L-isoleucine, L-valine, or L-leucine as a multivalent
repression (Table 1).

In E. coli and S. typhimurium, three different isozymes
have been demonstrated for AHAS. The activities of two,
AHAS I and AHAS III, are inhibited by L-valine. Inhibition
by L-isoleucine of AHAS I and AHAS III are not strong
compared with L-valine inhibition, and L-leucine does not
inhibit them. AHAS I genes (ilvBN) are repressed by the
presence of both L-valine and L-leucine as a multivalent
repression, and AHAS III genes (ilvIH) are repressed by L-
leucine. Although another isozyme, AHAS II, does not
show sensitivity to L-valine, AHAS II genes (ilvGM) are
repressed by the presence of L-isoleucine, L-valine, and L-

leucine. In the strain E. coli K-12, lack of AHAS II activity
is caused by a natural frameshift mutation in the ilvG gene
for AHAS II. On the other hand, an active AHAS II (ilvGM
product) is present in E. coli B and W and S. typhimurium,
and these strains are therefore able to grow in a minimal
medium containing L-valine.

In Bacillus subtilis, P. aeruginosa, Saccharomyces cer-
evisiae, and N. crassa, some mutants that require L-
isoleucine and L-valine show no detectable AHAS activity,
suggesting that only one AHAS enzyme may exist in these
organisms. However, no genetic evidence concerning the
presence or absence of AHAS isozymes has been presented
to date. In Brevibacterium flavum, gene disruption studies
show that only one AHAS gene exists in this organism (3).
AHAS enzymes from these organisms are also inhibited by
L-valine.

In addition, the biosynthetic pathway leading to the
branched-chain amino acids in plants is of interest for her-
bicide development. AHAS is the target of a variety of
herbicides (4,5), and inhibition of AHAIR also was dem-
onstrated to result in some herbicidal effects (6). Further-
more, it is noteworthy that in Rhizobium meliloti, the
AHAIR gene is required for nodulation (7).

Thus, because (1) the common enzymes, which show
end-product inhibition and repression, function in the par-
allel branched-chain amino acids biosynthetic pathway;
(2) the pathway is located downstream of biosynthetic
flows of essential amino acids such as L-threonine, L-lysine,
and L-methionine; and (3) the central metabolite for pro-
duction of energy and glucogenesis is linked to this path-
way, it presumed that the regulation of this pathway is
complicated. Although there are a number of reports an-
alyzing the isoleucine-valine biosynthetic pathway, it is
still unclear in E. coli and even less so in other organisms.

BIOSYNTHETIC GENES OF ISOLEUCINE

The nucleotide sequences of the ilv genes from several or-
ganisms have been reported. AHAS enzyme, which is the
first enzyme in the parallel isoleucine-valine biosynthetic
pathway, is composed of a large and a small subunit in an
�2b2 structure in several organisms. It has been suggested
that for all isozymes, the small subunit is important for
maximal catalytic activity of the large subunit and con-
tributes importantly to the regulation of the activity of the
two valine-resistant isozymes in E. coli. Three sets of genes
for AHAS isozymes have been isolated and sequenced from
E. coli. These are the ilvBN genes for AHAS I, the ilvGM
genes for AHAS II, and the ilvIH genes for AHAS III (8–
10). AHAS (ilvBN) genes from Bacillus subtilis (11), Brev-
ibacterium flavum (ilvLS genes) (3), Caulobacter crescen-
tus (12), Corynebacterium glutamicum (13), Lactococcus
lactis (14), Mycobacterium avium (15), and Streptomyces
avermitilis (16) have been isolated, and all contain genes
for a large and a small subunit. However, the presence of
AHAS isozymes in these organisms has not been reported.
In contrast, the large subunit genes of the AHAS isozymes
of the cyanobacterium Spirulina plantensis (17) are not ad-
jacent to their corresponding small subunit genes. This is
similar to the gene organization observed in Arabidopsis
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Table 1. Feedback Inhibition and Repression of Key Enzymes for Branched-Chain Amino Acids Biosynthesis Pathway

Threonine deaminase Acetohydroxy acid synthase

Strains Inhibition Repression Inhibition Repression

E. coli
S. typhimurium

ile ile � val � leu I; val (ile)
II; insensitive
III; val (ile)

I; val � leu
II; ile � val � leu
III; leu

B. subtilis ile ile � leu � (val) val (ile) val � leu
P. aeruginosa ile constitutive val (ile, leu) ile � val � (leu)
S. cerevisiae ile ile � val � (leu) val ile � val � leu
N. crassa ile ile val (ile) val

Note: ile � L-isoleucine; val � L-valine; leu � L-leucine.
aI, II, and III show isozymes of AHAS.

thaliana (18), Nicotina tabacum (5), Brassica napus (19),
yeasts (20), and Synechococcus PCC 7942 (21).

AHAIR (ilvC) genes, whose enzyme catalyzes the sec-
ond reaction in the parallel isoleucine-valine biosynthetic
pathway, have been isolated from Br. flavum (22), Syne-
chocystis sp. strain PCC 6803 (23), B. subtilis (11), L. lactis
(14), Rhizobium meliloti (7), E. coli (24), S. cerevisiae (ILV5
gene) (25), C. glutamicum (13), St. avermitilis (15), A. thal-
iana (26), M. avium (15), and spinach Spinacia oleracea L.
(27), respectively. In E. coli and S. typhimurium, it was
demonstrated that expression of the ilvC genes is induced
by the substrates of the AHAIR enzyme, 2-aceto-2-
hydroxy-butyrate and 2-acetolactate (28). This substrate
induction of ilvC expression is mediated by a positive ac-
tivator encoded by the ilvY gene (29). The ilvC gene is
linked to ilvY, but its transcription is divergent. In R. mel-
iloti, nucleotide sequence analysis of the ilvC region re-
vealed the presence of a short open reading frame, ORF2,
adjacent to the ilvC coding region but transcribed in the
opposite direction. It was proposed that this ORF2 coded
for a putative regulatory protein, but this protein has no
homology with the E. coli ilvY gene product (7). However,
in other bacteria such as Br. flavum, Synechocystis sp., B.
subtilis, L. lactis, S. cerevisiae, and spinach, no open read-
ing frames homologous to the E. coli ilvY gene or to the R.
meliloti ORF2 were detected downstream of ilvC.

DH (ilvD) genes were cloned from E. coli (30), L. lactis
(14), B. subtilis (31), and Ca. crescentus (32), respectively.
In Ca. crescentus, the ilvR gene, which is transcribed di-
vergently from the ilvD gene and which positively regu-
lates the expression of the ilvD gene, was found upstream
of the ilvD region (32). Amino acid sequence comparison
revealed that the IlvR protein is a member of the LysR
family of transcriptional regulators. So far, in other organ-
isms, such a regulator gene has not been reported.

Although the TrB (ilvE) gene was isolated from E. coli
(30), there has been no report of the corresponding gene
from other organisms.

Interestingly, the ilv genes in several bacteria are or-
ganized in clusters scattered throughout the chromosome.
In E. coli, the ilv genes are organized into three clusters,
namely ilvGMEDAYC, ilvIH, and ilvBN (8,10,24,30). In L.
lactis, the ilvDBNCA genes have been shown to cluster in
one region (14). In B. subtilis (23), Br. flavum (3,22), C.
gultamicum (13), M. avium (15), and St. avermitilis (16),
the ilvBNC genes are also found in one cluster.

PRODUCTION OF L-ISOLEUCINE

There have been a number of reports regarding the pro-
duction of L-isoleucine by fermentation. As described ear-
lier, it was found that feedback inhibition in the isoleucine-
valine biosynthesis could be released by isolation of a
mutant resistant to the corresponding amino acid ana-
logue. Attempts to use the analogue-resistant mutant for
production of L-isoleucine were then started.

Kisumi et al. reported in Serratia marcescens (strain
GIHVLAr2795) that a mutant resistant to both isoleucine
hydroxamate and �-aminobutyric acid produced 12 g/L of
L-isoleucine in 72 h in a medium containing glucose as a
carbon source by fermentation (33). Isoleucine hydroxa-
mate was described as an isoleucine antagonist in Serratia
marcescens (34), and �-aminobutyric acid was known as a
valine analogue in E. coli (35). This strain had increased
activities of TD, AHAS, aspartokinase, and homoserine-
dehydrogenase compared with the parental strain and
lacked both feedback inhibition and repression of TD.

Komatsubara et al. reported construction of a
threonine-producing strain by the transduction of an
isoleucine-producing strain of Serratia marcescens (36).
First, strain GIHVLr6426 was isolated as an isoleucine-
hydroxamate-resistant mutant from wild-type Serratia
marcescens. This mutant had high activities of TD and
AHAS enzymes, both of which were insensitive to feedback
inhibition. Genetic analysis indicated that strain
GIHVLr6426 carried two regulatory mutations located in
the ilv region. One, designated ilvA2(Fr), leads to desen-
sitization of the TD enzyme, and another, designated ihr-1,
leads to constitutive synthesis of TD and AHAS enzymes
(36). Previously, a threonine-producing strain of Serratia
marcescens, T-693, which carried four regulatory muta-
tions for threonine biosynthesis and had an increased ac-
tivity of AHAS, was isolated (37). To construct an
isoleucine-producing strain, the strain T-693 was used as
a recipient in transduction. Strain T-803 was constructed
by transferring the two mutations, ilvA2(Fr) and ihr-1, car-
ried by strain GIHVLr6426 into strain T-693. The result-
ing strain had the six regulatory mutations, which are
lysCl(Fr), thrA1l(Fr), thrA21(Fr), hnr-1, thr-1, and
ilvA2(Fr), for threonine and isoleucine biosynthesis and
produced about 25 g/L of L-isoleucine in 96 h in a medium
containing sucrose and urea by fermentation (36).
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Shiio et al. reported L-isoleucine production from glu-
cose by �-amino-b-hydroxyvaleric acid (AHV) resistant
mutants of Br. flavum (38). Previously, it had been dem-
onstrated that in Br. flavum, growth inhibition by AHV, an
analogue of threonine, was reversed not only by L-
threonine but also partially by L-isoleucine, and that
threonine-producing mutants, which were isolated as the
analogue-resistant mutants, accumulated a small amount
of L-isoleucine (39). It was also reported that the AHV re-
sistant strain ARI-129 of Br. flavum produced 11 g/L of L-
isoleucine in 2 days by fermentation (38). Although ho-
moserine dehydrogenase, which is one of threonine
biosynthetic enzymes, from the AHV resistant strain
ARI-129 was insensitive to feedback inhibition by L-
isoleucine and L-threonine, no difference was observed in
the TD enzyme between the parent strain and the AHV-
resistant strain ARI-129. In general, because feedback in-
hibition of TD enzyme by L-isoleucine is competitive with
respect to L-threonine, the degree of the inhibition by L-
isoleucine decreases as the concentration of L-threonine in-
creases (40). Therefore, the authors presumed that the
AHV-resistant mutant ARI-129 also contained a mutation
affecting permeability to L-threonine, and L-isoleucine was
overproduced because of an increase in the intracellular
level of L-threonine, even though the TD enzyme was not
released from feedback inhibition by L-isoleucine. But no
experimental evidence relative to the mechanism de-
scribed above has yet been presented. Furthermore, O-
methyl-L-threonine (OMT), an analogue of isoleucine, in-
hibits the growth of the ARI-129 strain and this inhibition
can be reversed by addition of L-isoleucine. Hence, OMT-
resistant mutants derived from the strain ARI-129 could
be isolated (38). The OMT-resistant mutant, strain
AORI-126, produced 14.5 g/L of L-isoleucine by fermenta-
tion (38). Specific activity of TD enzyme from the AORI-126
strain increased about twofold higher than that of the par-
ent strain and the ARI-129 strain, whereas the degree of
inhibition of the enzyme by L-isoleucine was the same
among three strains.

Ikeda et al. reported L-isoleucine production from glu-
cose by ethionine-resistant mutants of Br. flavum (41). Two
types of L-isoleucine-producing mutants, strains 168 and
14083, were isolated from L-threonine producers by their
enhanced resistance to ethionine. The L-isoleucine produc-
tivity of strains 168 and 14083 were 9.9 g/L and 11.3 g/L
in 2 days by fermentation, respectively (41). The 168 mu-
tant was shown to increase the specific activity of the TD
enzyme, whereas the effect on 14083 was based on the in-
sensitivity of the TD enzyme to feedback inhibition by L-
isoleucine. However, because ethionine is an analogue of
methionine, the reason that some ethionine-resistant mu-
tants have the insensitivity of the TD enzyme is mysteri-
ous. Moreover, Ikeda et al. showed that, when the optimum
fermentation conditions were controlled, including the con-
centration of acetate and ammonium, the L-isoleucine pro-
ductivity of the 14083 strain was 33.5 g/L after 77 h of
cultivation (42).

Eggeling et al. reported that Corynebaterium glutami-
cum ATCC 13032 produces about 13 g/L of L-isoleucine
from a synthetic precursor of 200-mM �-ketobutyric acid
in 119 h by fermentation and also produces up to

about 19 g/L of L-isoleucine in 100 h in fed-batch cultures
(43).

Kase et al. reported that RAM-83, a mutant derived
from a threonine-producing strain of Corynebacterium glu-
tamicum, when successively endowed with resistivity to
such substances as thiaisoleucine, ethionine, 4-azaleucine,
and �-aminobutyric acid, produces 9.7 g/L of L-isoleucine
with a medium containing 10% molasses as sugar by fer-
mentation (44). Although the thioisoleucine and �-
aminobutyric-acid resistant mutations resulted in a sig-
nificant increase in L-isoleucine productivity, it was not
shown which enzyme was released from feedback inhibi-
tion by L-isoleucine (44).

Thus, several fermentation processes for the microbial
production of L-isoleucine have been developed and, in fact,
this amino acid is now produced on an industrial scale.
However, the fermentation processes still have some dis-
advantages because of high carbon consumption during
cell growth, a low conversion rate from the carbon source
to the final product, and high concentrations of by-
products. Because chemical characteristics of branched-
chain amino acids such as L-isoleucine, L-leucine, and L-
valine are similar, it is very difficult to separate them from
each other. Therefore, it is preferable that content of L-
leucine and L-valine in the broth should be low to facilitate
the selective removal and purification of L-isoleucine.

L-ISOLEUCINE PRODUCTION BY LIVING CELL REACTION
PROCESS

We have devised a new process: the living cell reaction
(LCR) process using native immobilization cells of Br. fla-
vum MJ-233 for L-isoleucine and L-valine production
(45,46). This process differs from the usual fermentation
method in that nongrowing viable cells are used, and the
production of L-isoleucine and L-valine is carried out under
conditions of repressed cell division and growth. A minimal
medium lacking the essential growth factor, biotin, was
used as the reaction mixture in the LCR process. For iso-
leucine production, when ethanol was the energy source
and �-ketobutyric acid (�-KB) was the precursor, the pro-
ductivity of L-isoleucine was 26 g/L/day. The content of L-
isoleucine in total amino acids produced in the mixture
was 97%, and the molecular yield from �-KB was 95% (46).
This is expected to result in a simplified purification pro-
cess. Moreover, L-isoleucine could be formed at high yield
for several runs by recycling the same cells. However, two
unnatural amino acids, which were economically difficult
to remove from L-isoleucine by ordinary chromatographic
separation, were found as by-products in the LCR process
for L-isoleucine production. These were identified as nor-
valine (Nva) and O-ethylhomoserine (O-EH) (47). Kisumi
et al. reported previously that Nva was formed from thre-
onine or �-aminobutyric acid by Serratia marcescens in the
fermentation broth of L-isoleucine, and they suggested that
Nva formation was closely related to leucine biosynthesis
(48,49). We reported that Nva formation was depressed by
using a leucine auxotrophic B. flavum mutant in the LCR
process (47). It was also shown that, in Br. flavum, Nva
formation was closely related to leucine biosynthesis. On
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the other hand, Murooka and Harada reported that O-EH
was specifically formed from ethanol by ethanol-assimilat-
ing bacteria (50). Also, Murooka et al. reported that O-EH
was synthesized from ethanol and O-acetyl-homoserine,
which is an intermediate of methionine biosynthesis in
Corynebacterium and Saccharomyces (51). We reported
that O-EH formation was repressed by addition of L-
methionine to the reaction mixture in the LCR process us-
ing Br. flavum (47). However, the homoserine-O-acetyl-
transferase of Br. flavum was not subject to either
inhibition or repression by addition of L-methionine, and
the O-EH-forming enzyme, which converts O-acetylhomo-
serine to O-EH, was speculated to be repressed by L-
methionine (47).

In addition, the LCR process could also be applied to L-
valine production from glucose at high yield. In this case,
the rate of production of L-valine was 35 g/L/day and the
molecular yield from glucose was 80% (46).

Although cloning and expression of ilv genes from vari-
ous organisms has been reported, there is so far no report
regarding L-isoleucine production using a recombinant
strain that increased or improved isoleucine biosynthetic
enzymes by such genetic engineering techniques.
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INTRODUCTION

The kinetic behavior of enzymes has been studied in detail
for a century, beginning with the classic work of Henri (1)
and Michaelis and Menten (2). The objectives have been
threefold: to gain an understanding of the mechanisms of
enzyme action; to illuminate the physiological roles of
enzyme-catalyzed reactions; and, mainly in recent years,
to manipulate enzyme properties for biotechnological ends.
Experimental practice has been overwhelmingly domi-
nated by the first of these aims; most experiments have
been designed as if shedding light on the mechanism was
the principal, or even the only, objective. However, al-
though much valuable information has been obtained in
this way, there are some important aspects of enzyme func-
tion that are obscured when working mainly with isolated
enzymes in conditions far removed from those that exist in
the cell. For this reason the latter part of this chapter will
be devoted to a discussion of enzymes as they behave in
complex mixtures.

MICHAELIS–MENTEN KINETICS

The starting point for any discussion of enzyme kinetics is
the Michaelis–Menten equation, which expresses the ini-
tial rate v of a reaction at a concentration a of the substrate
transformed in a reaction catalyzed by an enzyme at total
concentration e0:

k e a Va0 0v � � (1)
K � a K � am m

The parameters are k0, the catalytic constant, and Km, the
Michaelis constant. The form shown in the middle is more
fundamental than that on the right, but the second form,
in which k0e0 is written as the limiting rate V, is often used
because the enzyme concentration in meaningful units is
often not known. V is the limit that v approaches as the
enzyme becomes saturated (that is, when a becomes very
large) and Km is the value of a at which v � 0.5V (that is,
at which the rate is half-maximal). The ratio k0/Km is
called the specificity constant and given the symbol kA: It
is a more fundamental constant than Km in the analysis of
enzyme mechanisms (i.e., it has a simpler mechanistic
meaning), but the equation is usually written in terms of
V (or k0) and Km nonetheless.

The principal assumption implied by equation 1 is that
the rate of the reverse reaction is negligible: This may be
because the reaction is irreversible for practical purposes,
but even with reversible reactions the reverse reaction can
be made negligible by measuring the rate in the absence
of products and by extrapolating the rate back to zero time,
that is, by estimating the initial rate at a time when no
products have accumulated. Even if there is no significant
reverse reaction, products can still affect the rate of the
forward reaction because product inhibition (discussed
later) is a common phenomenon.

Another assumption is that the reaction is allowed suf-
ficient time to reach a steady state because all reactions
pass through an initial acceleration phase known as the
transient state. This phase is normally very brief (a few
milliseconds), and in practice enzymes are usually studied
under steady-state conditions. Note, however, that this is
made experimentally possible by working with extremely
small enzyme concentrations compared with those that
may exist in the cell. The use of very low enzyme concen-
trations has two important consequences: First, it nor-
mally means that the enzyme concentration can be ne-
glected in comparison with the substrate concentration,
and second it makes the steady-state rate sufficiently slow
to be easily measured and the steady-state phase long
enough to be meaningful. If high enzyme concentrations
were used, the transient state would be as brief as before,
but the steady state would also be very brief, so that there
would be no period in which one could adequately treat the
rate as constant.

Equation 1 may be derived from the following model
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Figure 1. Michaelis–Menten dependence of rate on substrate
concentration. The curve is a rectangular hyperbola through the
origin, approaching a limit of v � V at saturation. The rate is
0.5 V at a substrate concentration equal to the Michaelis constant,
Km, but note that the approach to the limit is slow, so that, for
example, even at a � 10Km the rate is still nearly 10% less than V.

1/V

Slope = Km/V

= +
1/v

–1/Km 1/a

1
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1
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1
V

Km 
V

0

Figure 2. The double-reciprocal plot. This is the most widely used
method of plotting the Michaelis–Menten equation as a straight
line. However, the severe distortion of any experimental errors in
the original data causes it to give a misleading impression.

k k k1 2 3

A � E i EA i EP i E � P (2)
k k k�1 �2 �3

which assumes that the reaction passes through an
enzyme–substrate complex EA, which undergoes catalytic
transformation to an enzyme–product complex EP, which
then breaks down to form products. Although real enzyme
mechanisms may be more complicated than this, every re-
action passes through steps of substrate binding, chemical
transformation, and product release. In simple introduc-
tory treatments the second and third steps are often
treated as a single step, but conceptually they are clearly
distinct. In reactions of more than one substrate, the steps
do not necessarily occur in the order one might guess; that
is, some products may be released before all substrates
have bound, but the general principle that any reaction
involves the same three kinds of step remains valid.

The Michaelis–Menten parameters can be defined as
follows in terms of the rate constants shown in equation 2:

k k k k k2 3 1 2 3k � ; k � ;0 Ak � k � k k k � k k � k k�2 2 3 �1 �2 �1 3 2 3

k k � k k � k k�1 �2 �1 3 2 3K � (3)m k (k � k � k )1 �2 2 3

Note that none of the three parameters has a simple trans-
parent meaning. The interpretations commonly attributed
to them depend on additional simplifying assumptions
that are not always correct. For example, Km is often said
to be equal to the equilibrium constant k�1/k1 for dissoci-
ation of A from EA, but the expression in equation 3 does
not take this form unless k2 is very small. As there is no
good reason for k2 to be small, and indeed ideas of evolu-
tionary optimization of enzyme function lead one to expect
the opposite when the enzyme is acting on its natural phys-
iological substrate, it follows that Km should not, in gen-
eral, be regarded as a measure of the equilibrium dissoci-
ation constant.

Despite these difficulties in providing a detailed mecha-
nistic meaning to Km, it does provide a measure of the
tightness of substrate binding in the steady state, as it is
quite correct to take a/Km as equal to the ratio of the sum
of concentrations of all enzyme complexes (i.e., both EA
and EP) over the concentration of free enzyme. Similarly
k0 provides a valid measure of the capacity of the enzyme–
substrate complex to react to give products, even if it can-
not be interpreted as the rate constant for a unique step
in the mechanism. The reason for the term specificity con-
stant for kA, that is, its relationship to enzyme specificity,
will become clear once inhibition has been considered.

Graphical Analysis

Equation 1 defines a hyperbolic dependence of rate on sub-
strate concentration, as illustrated in Figure 1. The initial
steep rise in v as a increases from zero is rapidly trans-
formed into the phenomenon of saturation, whereby fur-
ther increases in a produce smaller and smaller increases
in v, which approaches, but does not reach or exceed, the
limiting rate V. The rectangular hyperbola makes this type

of plot inconvenient for estimating the values of the kinetic
parameters (because the line does not approach the satu-
ration limit closely enough at reasonable values of a to al-
low direct measurement of V). For this purpose, therefore,
it is usual to transform equation 1 into one of the following
three forms, which underlie the three straight-line plots
illustrated in Figures 2 through 4:

1 1 K 1m
� � (4)

v V V a

a K 1m
� � a (5)

v V V

v
v � V � K (6)m a

The double-reciprocal plot, illustrated in Figure 2 and
based on equation 4, is the mostly widely used, but it is
also the least satisfactory because it distorts the effect of
experimental error to such an extent that it is difficult to
form any visual judgement of where the best line should
be drawn. The other two plots are better, and the plot of v
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Figure 3. The plot of a/v against a. This alternative to the plot
shown in Figure 2 produces much less distortion of the experi-
mental error.

V

Slope = –Km

v = V – Km

v

Km/V v/a

v
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0

Figure 4. The plot of v against v/a. The third way of plotting the
Michaelis–Menten equation as a straight line also avoids the
error-distorting property of the plot shown in Figure 2, and maps
the entire range of observable rates (from 0 to V) onto a finite
range of paper. This is a desirable property because it makes it
impossible to disguise deficiencies in the experimental design.against v/a (Fig. 4, equation 6) has the particular advan-

tage that the entire observable range of v values, from 0
to V, is mapped onto a finite range of graph; this makes it
easy to judge by eye if an experiment has been well de-
signed. On the other hand, it has the disadvantage that v,
normally the less reliable measurement, contributes to
both coordinates, and errors in v cause deviations along
lines through the origin, rather than parallel with one or
the other axis.

In modern practice it is usually best to regard these
plots as for illustration purposes only, and to use suitable
computer programs for the actual parameter estimation.
For this purpose it is not sufficient just to apply un-
weighted linear regression to the straight-line plots, as
this suffers from the same statistical distortions as the
plots themselves. Full treatment would require more space
than is available here, but see Ref. 3. The following two
equations for calculating best-fit values of Km and V give
satisfactory results if the v values have uniform coefficient
of variation (uniform standard deviation expressed as a
percentage), as is usually at least approximately correct:

2 2Rv R(v/a) � R(v /a)Rv
K � (7)m 2 2 2R(v /a )Rv � R(v /a)R(v/a)

2 2 2 2 2R(v /a )Rv � [R(v /a)]
V � (8)2 2 2R(v /a )Rv � R(v /a)R(v/a)

Each summation is made over all observations.

Two-Substrate Reactions

Enzymes that catalyze reactions of a single substrate are
only a small minority of all the enzymes known, but the
Michaelis–Menten equation remains useful for examining
the kinetics of the more common case of a reaction with
two substrates and (often but not necessarily) two prod-
ucts, because such a reaction normally obeys Michaelis–
Menten kinetics when only one substrate concentration is
varied at a time. This is illustrated by the following typical
equation for such a reaction:

k e ab0 0v � (9)
K K � K a � K b � abiA mB mB mA

Although at first sight this appears quite different from

equation 1, it can be arranged in the same form if one of
the two substrate concentrations, for example b, is treated
as a constant:

k b0 e a0� �K � bmB
v � (10)

K K � K biA mB mA
� a

K � bmB

The two fractions in this equation can be regarded as “ap-
parent” values of the Michaelis–Menten parameters for A,
that is, the equation can be written as

appk e a0 0v � (11)appK � amA

with

k b (k /K )b0 0 mAapp appk � ; k � ;0 AK � b (K K /K ) � bmB iA mB mA

K K � K biA mB mAappK � (12)mA K � bmB

Notice that the expressions for the apparent values of k0

and kA are both individually of Michaelis–Menten form
with respect to b, whereas that for the apparent value of
Km is more complicated: This behavior is quite typical and
is one of the reasons why k0 and kA should regarded as
more fundamental parameters than Km. More generally,
the concept of apparent parameters pervades the analysis
of simple cases in steady-state enzyme kinetics, being im-
portant for the study of reactions with multiple substrates
and inhibition.

INHIBITION AND ACTIVATION

Inhibition

For most enzyme-catalyzed reactions, molecules exist that
resemble the substrate closely enough to bind to the en-
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Figure 5. Effect of competitive inhibition on the double-recipro-
cal plot.

zyme, but not closely enough to undergo a chemical reac-
tion. Such a molecule is known as a competitive inhibitor
and causes competitive inhibition, characterized by a rate
equation of the following form:

k e a0 0v � (13)
K (1 � i/K ) � am ic

in which i is the concentration of the inhibitor and Kic is
the competitive inhibition constant. (The qualification
“competitive” and the second subscript c are usually omit-
ted if only this simplest kind of inhibition is being consid-
ered.)

Inhibitors can interfere with catalysis as well as with
substrate binding. In the simplest case, an inhibitory term
affects the variable term in the denominator of the
Michaelis–Menten equation, instead of the constant term:

k e a0 0v � (14)
K � a(1 � i/K )m iu

This is called uncompetitive inhibition, and the inhibition
constant Kiu is the uncompetitive inhibition constant. This
is important as a limiting case of inhibition, but in its pure
form it is not at all common. Much more often one has
mixed inhibition, when both competitive and uncompeti-
tive effects occur simultaneously:

k e a0 0v � (15)
K (1 � i/K ) � a(1 � i/K )m ic iu

There is no particular reason for the two inhibition con-
stants Kic and Kiu to be equal, and most of the mechanisms
one might propose to account for mixed inhibition lead one
to expect them to be different, yet the case where Kic � Kiu

is often given an undeserved prominence in discussions of
inhibition, largely because experiments done many years
ago suggested that it was a more common phenomenon
than it is. This is called noncompetitive inhibition and its
rate equation is the same as equation 15, but with both Kic

and Kiu written simply as Ki.
All of these kinds of inhibition are conveniently dis-

cussed in terms of apparent Michaelis–Menten parame-
ters. In the general case (equation 15), these are as follows:

k k0 Aapp appk � ; k � ;0 A1 � i/K 1 � i/Kiu ic

K (1 � i/K )m icappK � (16)m 1 � i/Kiu

Note that the first two expressions have the same form,
and both simplify to independence of i in the event that
one or other inhibition term is negligible. The expression
for the apparent value of Km is more complicated, espe-
cially when one considers how it varies with the different
types of inhibition: It increases with the concentration of
a competitive inhibitor, it decreases as the concentration
of an uncompetitive inhibitor increases, it may change in
either direction as the concentration of a mixed inhibitor
increases, or it is independent of inhibitor concentration if

the inhibition is noncompetitive. In general it is simplest
to regard kA as the parameter affected by competitive in-
hibition, negligibly so when the competitive component is
negligible, k0 as the parameter affected by uncompetitive
inhibition, negligibly so when the uncompetitive compo-
nent is negligible, and Km just as the ratio of the two, so
Km � k0/kA.

The effects of the different kinds of inhibition on the
common plots as illustrated in Figures 2 through 4 follows
naturally from equation 16. Any competitive effect affects
the apparent value of kA, hence, it increases the slope of
the plot of 1/v against 1/a (Fig. 2), it increases the ordinate
intercept of the plot of a/v against a (Fig. 3), and it de-
creases the abscissa intercept of the plot of v against v/a
(Fig. 4). Conversely, any uncompetitive effect increases the
ordinate intercept of the plot of 1/v against 1/a, increases
the slope of the plot of a/v against a, and decreases the
ordinate intercept of the plot of v against v/a. When both
components of the inhibition are present, both kinds of ef-
fects occur. As an illustration we may consider just one
example, the effect of competitive inhibition on the plot of
1/v against 1/a: Plots made at various different inhibitor
concentrations produce a family of straight lines intersect-
ing on the ordinate axis, as shown in Figure 5, the lack of
effect on the ordinate intercept being a direct consequence
of the lack of effect on the apparent value of V.

Specificity

Specificity is the most fundamentally important property
of enzymes. Although one is often impressed by the cata-
lytic effectiveness of enzymes, accelerating a reaction is
not, in reality, difficult: Heating the reaction mixture in a
sealed tube is an efficient way of accelerating virtually any
reaction, essentially without limit. What is difficult is to
accelerate one selected reaction without at the same time
accelerating a great mass of unwanted reactions. What is
important about an enzyme, therefore, is not that it is an
excellent catalyst for a small set of reactions, but that it is
an extremely bad catalyst—virtually without any
activity—for all other reactions. In other words, the essen-
tial properties of enzymes are that they act under very
mild conditions and are highly specific.

In the past, specificity was often assessed by comparing
the kinetic parameters for different reactions measured in
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isolation from one another, which led to sterile arguments
as to whether specificity was best measured in terms of k0,
Km, or some combination of the two. This type of argument
was resolved once it was realized that the only meaningful
way of defining specificity is as a property of an enzyme
that allows it to discriminate between substrates that are
mixed together. The simplest way to consider this is with
a model similar to that for competitive inhibition, except
that one assumes that both molecules are capable of re-
acting. The equation for reaction of one substrate A in the
presence of a competing substrate A� follows an equation
similar to that for competitive inhibition (equation 13):

k e a0 0v � (17)
K (1 � a�/K� ) � am m

with the inhibitor concentration replaced by a�, the con-
centration of A�, and the inhibition constant by , theK�m
Michaelis constant for the reaction of A� considered in iso-
lation. The rate of reaction of A� is given by the same equa-
tion with an obvious transposition of symbols:

k�e a�0 0v� � (18)
K� (1 � a/K ) � a�m m

It can then be seen that the ratio of rates is the ratio of
substrate concentrations multiplied by the ratio of speci-
ficity constants:

v k /K a k a0 m A
� � (19)

v� k� /K� a� k� a�0 m A

This result, which is still less well known than its impor-
tance merits, is the reason for the term specificity constant.
Note that although inspection of equation 1 suggests that
kA is no more than the parameter that defines the rate at
very low substrate concentrations, no assumption about
the magnitudes of the concentrations was made in arriving
at equation 19. It is thus valid at all concentrations, and
the specificity constant measures specificity at all concen-
trations, not just low ones.

Activation

Activation is the opposite from inhibition, in which a re-
action proceeds more rapidly in the presence of a particular
molecule than in its absence. It is less common than inhi-
bition, and discussion is complicated by the fact that a va-
riety of quite different phenomena have been termed “ac-
tivation.” The most important of these is a confusion
between true activation and the case where the activator
is really a component of the substrate. Numerous ATP-
handling enzymes are said to be activated by magnesium
ions, when in reality the complex MgATP is the true sub-
strate, that is, the species that reacts with the enzyme.
Other metal ions, such as the zinc in a number of enzymes,
may be true activators as they bind to the enzyme itself
and confer catalytic properties on it.

Another misuse of the term activation relates to coen-
zymes such as NAD in many dehydrogenases: Alcohol de-
hydrogenase, for example, may be said to be activated by

NAD, but although consideration of the metabolic pathway
in which the reaction occurs may make it convenient to
regard ethanol as the substrate and NAD as the coenzyme,
this is meaningless when the reaction is considered in iso-
lation. So far as alcohol dehydrogenase is concerned, it cat-
alyzes a reaction that requires two substrates, ethanol and
oxidized NAD; the reaction will not proceed unless both
are present, and neither has any more reason to be called
the substrate than the other.

When such improper uses of the term are excluded,
there remain a number of enzymes for which the true in-
verse of inhibition occurs. In the simplest cases the equa-
tions are just the inverse of inhibition equations, with
terms of the form i/Ki replaced by ones of the form Kx/x (for
an activator X with activation constant Kx). However, the
simplest cases constitute a smaller proportion of the whole
than they do for inhibition. This is because whereas most
inhibitors inhibit completely, in the sense that enzyme spe-
cies with inhibitor bound retain no activity as long as the
inhibitor remains bound, many enzymes subject to acti-
vation retain some activity in the absence of the activator.
As a result, full analysis of activation is often more com-
plicated than it is for inhibition, but this will not be dis-
cussed further here.

Irreversible Inhibition

The types of inhibition considered so far are examples of
reversible inhibition; the inhibitor binds reversibly and
catalytic activity returns when the inhibitor is released.
Irreversible inhibition also occurs, in which the inhibitor
either binds so tightly that for practical purposes it cannot
be removed, or reacts with the enzyme and converts it ir-
reversibly to a form that has no catalytic activity. These
two cases are conceptually different, and the former is
more correctly called tight-binding inhibition, rather than
irreversible inhibition. However, they are not easy to dis-
tinguish in practice, and have similar practical effects and,
hence, similar practical uses.

Although irreversible inhibition has played a smaller
part than reversible inhibition in the academic study of
enzyme mechanisms, it has far greater industrial and
pharmacological importance. This is because competitive
inhibitors, the most common kind of reversible inhibitors,
are almost completely ineffective in complete physiological
systems, for reasons to be considered shortly. By contrast,
whenever irreversible (or tight-binding) inhibition occurs
in a physiological system, it can be expected to have pro-
found effects. Many toxic and pharmacologically active
substances owe their effects to irreversible inhibition.

Both tight-binding and irreversible inhibition manifest
themselves in ways that allow them to be confused with
noncompetitive inhibition, as in equation 15 with the two
inhibition constants equal. This is because the practical
effect of irreversible inhibition is not on any of the kinetic
parameters in the Michaelis–Menten equation, but on e0,
the total enzyme concentration. However, a decrease in e0

can be confused with a decrease in the apparent value of
k0, as they occur as a product in equation 1. Although un-
competitive inhibition affects k0, it does so without affect-
ing kA, and thus also changes Km. Decreasing k0 without
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Figure 6. Effects of (a) competitive and (b) uncompetitive inhi-
bition on the concentration of substrate in a constant-rate system.
Both curves are drawn for the case of a � Km in the absence of
inhibitor. Note that both kinds of inhibitor have quantitatively
equal effects at very low concentrations, but the initial slope is
maintained indefinitely if the inhibition is competitive, whereas
it rapidly becomes infinite if the inhibition is uncompetitive.

affecting Km, similar to what one would observe if e0 de-
creases, is a definition of noncompetitive inhibition.

Inhibitory Effects in Metabolic Systems

Competitive and uncompetitive inhibition are sufficiently
similar in their effects in artificial experiments on isolated
enzymes that they are often not distinguished, and an un-
competitive component in mixed inhibition often passes
unnoticed. Many inhibitors are described in the literature
as competitive inhibitors in the absence of any real evi-
dence of the type of inhibition. This sort of confusion can
easily lead to the entirely false idea that they are similar
in their effects in systems where the inhibited enzyme is
mixed with other enzymes and catalyzes a step in the mid-
dle of a pathway.

In a typical experiment in vitro, one decides the concen-
trations of the various components in advance and mea-
sures the rate that results; however, this is very different
from what happens in the cell. To a first approximation, an
enzyme catalyzing a step in the middle of a pathway must
transform its substrate at the rate at which it arrives, that
is, within certain limits it has little or no effect on the rate
of its reaction, but instead determines the concentrations
of the metabolites around it. (This is an oversimplification,
but is useful for discussion.)

It is useful therefore to transform equations 13 and 14
into expressions for a in terms of i:

vK (1 � i/K )m ica � (20)
k e � v0 0

vKma � (21)
k e � v(1 � i/K )0 0 iu

However similar equations 13 and 14 may seem, their
transformed versions are drastically different. Equation20
shows a linear dependence of a on i, which means that
increasing i can never result in uncontrolled increases in
a. This is illustrated in Fig. 6a. Even at an inhibition con-
centration equal to the inhibition constant, the substrate
concentration is only doubled. By contrast, the curve de-
fined by equation 21 is a rectangular hyperbola (Fig. 6b)
that produces a steep and uncontrolled rise in substrate
concentration at quite moderate inhibitor concentrations
(4). The point is that in competitive inhibition, rises in sub-
strate and inhibitor concentrations oppose one another—
not only does the inhibitor compete with the substrate, but
equally, the substrate competes with the inhibitor. In un-
competitive inhibition, however, these effects potentiate
one another.

It follows that although it is relatively easy to find mol-
ecules that will act as competitive inhibitors, it is also
largely useless as a strategy for designing pesticides or
drugs because it is correspondingly easy for the organism
to counteract the effect of the inhibition. To produce major
metabolic effects one needs uncompetitive inhibitors, ir-
reversible inhibitors, or tight-binding inhibitors: None of
these are as easy to produce as weakly binding competitive
inhibitors, but they are far more effective.

NON-MICHAELIS–MENTEN BEHAVIOR

All of the cases considered so far can be regarded as gen-
eralizations of the Michaelis–Menten equation (equation
1). However, although many enzymes do behave in this
way, at least as a first approximation, there are some im-
portant exceptions. It is simple to calculate from equation
1 that if a � Km/9 then v � 0.1V and if a � 9Km then v
� 0.9V; in other words, spanning the 10–90% range of
available rates requires an 81-fold range of substrate con-
centrations, almost two orders of magnitude. Similar cal-
culations may be done with any of the equations of the
Michaelis–Menten type for additional substrates, inhibi-
tors, or activators. Their implication is that as long as en-
zymes follow Michaelis–Menten kinetics, their rates can-
not be adequately varied by manipulating concentrations
of substrates, for example, because effective regulation will
often require sensitivity to small changes in signals—
certainly changes much smaller than two orders of mag-
nitude.

A second difficulty arises from the fact that inhibition
of the types considered commonly derives from structural
similarities between inhibitors and substrates or products,
whereas there is no reason to expect the molecules needed
for metabolic signals to resemble the substrates or prod-
ucts of the enzymes that need to respond to the signals. In
reality, the concentration of the end product of a pathway
often serves as such a signal: too low, and the pathway
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Figure 7. Non-Michaelis–Menten kinetics. For an enzyme obey-
ing the Michaelis–Menten equation (cf. Fig. 1), an 81-fold increase
in substrate concentration is needed to bring the rate from 10%
to 90% of V. If the enzyme shows positive cooperativity the curve
typically becomes sigmoid (S-shaped), and this range of substrate
concentrations is decreased (to nine-fold in the example, but in
strongly cooperative cases it can be as small as three-fold).

needs to be activated; too high, and it needs to be inhibited.
It is often found, therefore, that the enzyme that catalyzes
the first committed step of a pathway, that is, the first step
after a branch point, in the branch that leads to the end
product in question, is inhibited by that end product.

For inhibition of this kind to be possible, the enzyme
must have a specific binding site for the end product, in-
dependent of the binding sites for substrates and products.
Such a site is called an allosteric site, and the phenomenon
is called allosteric inhibition. Because the need for it often
coincides with the need for higher sensitivity than is pro-
vided by Michaelis–Menten kinetics and the common
kinds of inhibition, allosteric inhibition is often coopera-
tive: This means that the equations that define it are more
complicated than those considered above, allowing, for ex-
ample, a change from 10% to 90% inhibited over a concen-
tration range much smaller than 81-fold, and typically less
than 10-fold (though rarely, if ever, less than 3-fold)
(Fig. 7).

The fact that allosteric and cooperative behavior are of-
ten found together has led many authors to treat the two
terms as synonymous, a tendency encouraged by the fact
that in one of the most widely accepted models of non-
Michaelis–Menten behavior, that of Monod, Wyman, and
Changeux (5), both result from the same structural prop-
erties attributed to the enzyme. Nonetheless, most careful
authors consider the two properties to be conceptually dis-
tinct and not necessarily occurring together, so the two
terms should be considered distinct as well.

KINETICS OF MULTIENZYME SYSTEMS

As noted in the introduction, nearly all kinetic studies of
enzymes have been carried out using isolated enzymes,
and although this has been very valuable for arriving at a
good understanding of the nature of enzyme catalysis, it is
quite inadequate as a guide to how systems of enzymes will
behave. One cannot assume that the flux through a met-

abolic pathway is a property of a unique enzyme catalyzing
the rate-limiting step, and that the properties of the path-
way as a whole can be deduced from studies of the kinetics
of this one enzyme in isolation.

Space does not permit a full analysis of this subject,
which has developed from a classic paper by Kacser and
Burns (6), but it should suffice to examine an example of
a pathway in which biotechnologists have attempted to in-
crease the flux by identifying the rate-limiting enzyme and
using genetic manipulation to increase its activity. Tryp-
tophan biosynthesis in yeast provides such an example,
tryptophan being a commercially valuable metabolite for
which increased production would be very desirable. The
tryptophan pathway consists of five enzymes, and in the
classical model any one of these could be the “key” enzyme
catalyzing the rate-limiting step. However, when the ac-
tivity of each of these enzymes was increased in turn, ei-
ther singly or at the same time as others in the pathway,
the results were trivial: Increases of enzyme activity of 20-
fold or greater produced flux increases of perhaps 30%.
Only when all five enzyme activities were increased (or all
but one, apparently unimportant, activity) was there a
substantial increase in flux, which even then was much
smaller than the increase in enzyme activity (7).

The object here is not to analyze in detail why manip-
ulation of tryptophan biosynthesis did not produce the de-
sired results, but to use it to illustrate the point that the
whole approach is misconceived. One cannot treat the ki-
netic behavior of systems of enzymes as if it were deter-
mined by the properties of a single component. Moreover,
abundant evidence exists to show that all organisms have
evolved regulatory mechanisms to control metabolic fluxes
and concentrations to satisfy their own requirements. Ar-
tificially trying to force more activity in a pathway by in-
creasing the activities of certain enzymes simply stimu-
lates the regulatory mechanisms to resist. Tryptophan
biosynthesis is just one example of a general result, and
similar efforts in other pathways—for example, increased
alcohol production in yeast and increased starch produc-
tion in potatoes—have produced similar results.

The essential point is that flux control is not a property
of a single enzyme in a pathway, but is shared among all
the enzymes in the pathway. Strictly speaking, it is shared
among all the enzymes in the cell, but it is usually safe to
assume that enzymes catalyzing reactions remote from the
pathway of interest have very little effect on the flux
through it, so to a first approximation one can consider flux
control to be shared among the enzymes of the pathway.

To express this idea in quantitative terms, one can de-
fine a flux control coefficient for any enzyme by the follow-
ing equation:

�lnJ �lnviJC � (22)i ��p �p

This definition compares the effect on the flux J through a
pathway of some perturbation of the activity of the ith en-
zyme, represented by a change in the parameter p, with
the effect the same perturbation would have on the rate vi

of the same reaction if it were considered in isolation. The
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identity of the parameter p does not have to be specified,
because as long as it affects only one enzyme, the control
coefficient defined by equation 22 is independent of the
manner in which the flux and isolated rate are perturbed.
However, to make the definition more concrete, consider
the case where p is the logarithm of the enzyme concen-
tration, ei. As most reactions are considered under condi-
tions where the rate is proportional to the enzyme concen-
tration, it will often be true to write dlnvi � dlnei, so that
the denominator in equation 22 has a value of unity and
the whole equation simplifies to the following:

�lnJJC � (23)i �lnei

This equation is less abstract and simpler to understand
than equation 22, and in the past was often used as a
primary definition of a control coefficient. However, this is
not recommended, first because it is not always true that
the isolated rate is proportional to the enzyme concentra-
tion, and second because equation 23 can give the false
impression that control coefficients are concerned only
with effects brought about by changes in enzyme concen-
tration.

Flux control coefficients are measures of how much the
flux through a pathway is dependent on the activities of
the individual enzymes. Mathematical analysis shows
that they satisfy a property called the summation relation-
ship:

JRC � 1 (24)i

The interpretation of this relationship would be straight-
forward if all flux control coefficients were always positive,
but in reality negative flux control coefficients also occur;
for example, if a pathway contains a branchpoint, the en-
zymes in one branch normally have negative flux control
coefficients for flux through the other. Nonetheless, in
practice, negative flux control coefficients are nearly al-
ways small in magnitude, so although the sum of positive
flux control coefficients may be greater than 1, it is rarely
much greater than 1, so that the idea of sharing flux con-
trol among all the enzymes of a system is reasonably ac-
curate. It follows that we should not expect any enzyme to
have complete control over flux, and the closer to complete
control any enzyme approaches, the less control all of the
others have, taken together.

Moreover, a flux control coefficient is not a constant,
but tends to decrease when the activity of an enzyme
is increased. In other words, even if one can identify
one enzyme that has a large proportion of the total flux
control, increasing its activity will tend to decrease that
proportion, so that the amount the flux can be increased
by increasing the activity of one enzyme will always be
small. Once this is understood, the failure to increase the
flux to tryptophan (in the example mentioned) or to achieve
significant flux increases (in other similar examples),
ceases to be a mysterious result, but is simply what was
to be expected.

FURTHER READING

The topic of this article is referred to in all textbooks of
biochemistry, but unfortunately the treatment is nearly al-
ways very superficial and potentially misleading. Since
Mahler and Cordes (8), there has been no serious attempt
to cover enzyme kinetics in a general biochemistry text.
More specialized textbooks were abundant in the past, but
have become much less so. There are, however, two recent
ones (9,10) that may be consulted for more information
about most of the points discussed here, as well as topics
such as the pH- and temperature-dependence of enzyme-
catalyzed reactions, which require more detail than can be
covered adequately in a short article. Another source is the
book by Segel (11), which was originally published in 1975,
but has been reissued recently.

Fast reactions are not dealt with in this article, and as
they require both techniques and methods of analysis dif-
ferent from those of steady-state kinetics, it is best to refer
to a specialized source, such as Hiromi (12), who provides
a thorough treatment. Two recent books deal with the ki-
netics of multienzyme systems, one (13) at a very readable
level, the other (14) much more advanced. This is also cov-
ered much more briefly in two of the books mentioned ear-
lier (9,10).
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INTRODUCTION

Kinetics (Greek jimesijor, forcing to move) is a branch of
natural science that deals with the rates and mechanisms
of any processes—physical, chemical, or biological. Kinetic
studies in microbiology cover all dynamic manifestations
of microbial life: growth itself, survival and death, product
formation, adaptations, mutations, cell cycles, environ-
mental effects, and biological interactions. Kinetics pro-
vides a theoretical framework for optimal design in bio-
technologies based on fermentation and enzyme catalysis,
as well as on employment of outdoor activity of natural
microbial populations (wastewater treatment, soil biore-
mediation, etc.)

Contrary to simple rates measurements, kinetic studies
require the perception of the underlying basic mechanisms
of studied processes. We will define mechanistic studies as
those that interpret some complex process as an interplay
of several simpler reactions, for example, cell growth can
be explained through activity of enzymes and microbial
community dynamics can be interpreted through behavior
of individual cells and populations. Ideally, mechanistic
studies infer the coupling of experimental measurements
with analysis of simulating mathematical models. The
models formalize postulated mechanisms, so that the com-
parison of observations and the model’s predictions allows
one to discard an incorrect hypotheses.

The quantitative studies in microbiology often involve
the assessment of growth stoichiometry. Stoichiometry
[Greek rsoijgeiom, element] is the quantitative relationship
between reactants and products in a chemical reaction. In
microbiology, stoichiometry stands for a quantitative re-
lationship between substrates and products of microbial
processes, including biomass formation (the consequence
of complying with mass and energy conservation laws). In
practical terms, kinetic and stoichiometry are tightly
linked to each other, but stoichiometry mainly addresses
problems of a static nature (how much? in what propor-
tion?), whereas kinetics considers the dynamics questions
(at what rate? by which mechanism?).

GROWTH STOICHIOMETRY

Macrostoichiometry of Microbial Growth

By analogy to simple chemical reactions, we can represent
growth as a conversion of a number of substrates (medium
components) into cell mass and products. Growth of aero-
bic heterotrophic microorganisms can be approximated by
the following stoichiometric equation (substrates � bio-
mass � products) (1,2):

2� �CH O � a NH � a HPO � a K � . . . � bOm 1 1 3 2 4 3 2

� YCH O N P K . . . � a CO � a H O (1)p n q o v 4 2 5 2

Here, microbial biomass is empirically expressed by the
gross formula CHpOnNqPoKv . . . , for example, if some av-
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erage microbial cell contains per dry cell weight (%) C 46,
H 7.5, O 31, N 11; and P, 1.3, then the biomass formula is
CH1.9O0.5N0.2P0.01. The stoichiometric quotients a1–a5 . . . ,
b and Y (biomass yield) specify quantities of substrate and
products of microbial growth. If we know biomass yield and
gross formulas of all substrates and products, then quo-
tients a1–a6 . . . are easily calculated from conservation
conditions. There are at least two such conditions. First,
the mass of each element (C, H, O, N, P, K, . . . ) on the left
side of equation 1 should be equal to that on the right side
(mass balance). Second, if ionized substances are involved,
we should take into account the balance of charges to sat-
isfy the condition of electroneutrality. Table 1 demon-
strates some examples of stoichiometric growth reactions
relevant to biotechnology.

Described formalism is useful as a first step in biotech-
nological studies aimed at planning and optimizing micro-
bial growth. It estimates how much nutrient should be sup-
plied to the fermenter to obtain the required amount of
biomass or target product. However, it should be abso-
lutely clear that stoichiometric equations like equation 1
are no more than an approximation to reality. The most
severe deviation stems from the fact that unlike chemical
reagents, microbial cells are characterized by changeable
composition, and stoichiometric coefficients are not true
constants. One task of contemporary microbial stoichiom-
etry is to find out the functional relationships between stoi-
chiometric parameters and internal (physiological) and ex-
ternal (environmental) factors.

Growth Yield: Catabolic and Conserved Substrates

The growth yield is one of the main stoichiometric param-
eters. It is defined as follows

dx Dx
Y � � � � (2)

ds Ds

where Dx is the increase in microbial biomass consequent
on utilization of the amount Ds of substrate, and dx and ds
are respective infinitely small increments. Rigorous defi-
nition of Y as derivative dx/ds stems from the fact that Y
can vary in time, the negative sign being introduced be-
cause x and s vary in opposite senses. Sometimes, it is used
as the reciprocal of Y: � � 1/Y, which is called the economic
coefficient. It expresses explicitly the nutrient require-
ments for growth: how many mass units of a particular
substrate should be consumed to produce one unit mass of
cell material.

The growth efficiency depends generally on the parti-
tioning of consumed element between new cell biomass
and extracellular products. The mass balance (total ele-
ment consumed � amount incorporated into cell plus
amount incorporated into extracellular products) is as fol-
lows:

dE � dE � dE (3)s x p

There are two groups of substrates for microbial growth:
(1) catabolic substrates, which are sources of energy; and
(2) anabolic or conserved substrates, which are sources of
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biogenic elements forming cellular material. Catabolic
substrates include H2 for lithotrophic hydrogen bacteria,

and for nitrifying bacteria, S0 for sulfur-� �NH NO4 2

oxidizing bacteria, oxidizable or fermentable organic sub-
stances for heterotrophic bacteria and fungi, and so on.
Their consumption is accompanied by oxidation and dis-
sipation of chemical substances into extracellular waste
products that are no longer reusable as an energy source*
(H2O, , CO2, etc.) The anabolic substrates after� 2�NO , SO3 4

uptake are incorporated into de novo synthesized cell com-
ponents, being conserved in biomass (that is why they are
called conserved). Contrary to catabolic substrates, they
can be reused (e.g., after cell lysis to be taken up by sur-
vived cells). The conserved substrates include nearly all
the noncarbon sources of biogenic elements (N, P, K, Mg,
Fe, and trace elements), CO2 for autotrophs, and the in-
dispensable amino acids and growth factors. Most cata-
bolic substrates are used also as a source of biogenic ele-
ments. We can assess both these components separately in
terms of respective yields, YE (biomass yield per mass unit
of oxidized substrate) and YA (biomass yield per mass
unit of assimilated substrate), from the experimentally
measured yield Y. For C substrate, equation 4 can be spec-
ified as follows (total carbon consumed equals C incorpo-
rated into cell plus C oxidized to CO2 to provide energy
plus C incorporated into by-products):

dC � dC � dC � dC (4)s x CO P2

Let us neglect the last term dCP (by assuming that extra-
cellular by-products can be reused and functionally are
equivalent to C substrate) and divide the substrate balance
by dCx, which is the amount of biomass C produced, then:

1 1
� 1 � (5)

Y YE

where Y � g biomass C g�1 substrate C and YE � g bio-
mass C g�1 CO2-C

1 r 12x
� � (6)

Y r Y rs E s

where Y � g CDW g�1 substrate, YE � g CDW mmol�1

CO2, and rx and rs are fractions of carbon in biomass and
substrate, respectively. For example, if total measurable
yield Y is 0.6 g biomass C g�1 glucose C, it means that
from each g of consumed C, 0.6 g is incorporated into bio-
mass (assimilated), and 0.4 g is dissimilated (oxidized to
CO2), then YE � 0.6/0.4 � 1.5. To calculate oxygen demand
for aerobic growth (or biomass yield on O2) we have a bal-
ance (oxygen required to produce 1 g CDW equals oxygen
required to burn substrate consumed to produce 1 g CDW
minus oxygen required to burn 1 g CDW):

*Fermentation products such as acetate, ethanol, butyrate, and
H2 seem to be an exception because they do contain reusable ox-
idation potential, but it is not available under anaerobic conditions
supervising fermentation.

1/Y � A/Y � B (7)O2

where A and B are constants estimated from stoichiometry
of their respective combustion reactions (see equation 10
later), for example, the value of A is 33.33 mmol O2 g�1

glucose and B is about 42 mmol O2 g�1 CDW. The rela-
tionship between biomass yields on O2 and CO2 is derived
from comparison of equations 6 and 7:

Y A � BYCO2 � (8)
Y r � r YO s x2

Now we will go back to the general substrate balance
(equation 3) and derive an expression for conserved sub-
strate. Again, we neglect term dEP (because extracellular
products are assumed to be reusable) and divide the bal-
ance by dx, which is the amount of biomass produced:

1 dEx
� � r (9)xY dx

where rx is the intracellular content of element incorpo-
rated into biomass from consumed substrate. Sometimes
rx is called the cell quota. The values 1/Y and rx are not
identical although they have the same dimension (e.g., mil-
ligram N per gram biomass) and very close numeric value.
The reciprocal 1/Y is characterizing the process (the expen-
diture of conserved substrate to synthesize biomass unit),
whereas rx is an index of cell composition (the content of
intracellular N per biomass unit). Formally, 1/Y is equal
to the rx value of an infinitely small increment of cell bio-
mass, and rx is the averaged value for entire cell. Notice
that although rx is a slow and 1/Y is a rapid variable, their
numerical values are exactly the same for balanced steady-
state growth and can differ considerably during transients.

Yield Variation as Dependent on the Chemical Nature of
Organic Substrates

In this section, we will discuss why biomass yield varies
when microorganisms are grown on different C substrates.
This problem was best solved within the framework of the
theory of mass and energy balance (TMEB) (3). Evidently,
the fraction of C in dry biomass is almost constant. By con-
trast, the content of carbon in utilized substrates, rs, and
energetic quality of substrate vary over a broad range (e.g.,
compare methane versus oxalic acid). To characterize sub-
strate and biomass by a single common measure, TMEB
uses an index of degree of carbon reduction, c related to the
internal energy of organic compounds. The heat liberated
by biological or chemical oxidation is proportional to oxy-
gen uptake or equally to the number of electrons gained by
oxygen from oxidized substrates, according to Payne’s term
available electrons (ae) (4). The heat production from an
oxidation reaction averages at 27 kcal per ae equivalent.
A carbon reduction degree, c is defined as the number of
ae per one carbon atom. Its numeric value can be deter-
mined from the stoichiometry of the oxidation reaction:

CH O N � bO � CO � 0.5(p � 3q)H O � qNHp n q 2 2 2 3

(10)
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c � 4b � 4 � p � 2n � 3q (11)

The ae balance for equation 1 can be written as

c � b(�4) � Yc � Y c (12)s x P p

where cs, cx, and cp are the carbon reduction degree of, re-
spectively, substrate, biomass, and extracellular product.
Dividing both sides of equation 1 by cs we obtain the re-
lationship delineating the ae distribution between oxygen
(ae used for respiration), biomass, and the intracellular
product:

4b Yc Y cx P p
� � � 1 (13)

c c cs s s

The second term in this equation is the fraction of ae trans-
ferred to biomass from utilized substrate, termed the en-
ergetic growth yield.

g � Y c /c (14)C x s

The third term designates that fraction of total substrate
internal energy that is transferred to the product. It is
called the energetic product yield

f � Y c /c (15)P p s

Energetic yield g is related to other stoichiometric param-
eters as follows:

g � Yr c /(r c )x x s s

g � Y c /cC x s

where Y is g CDW/g substrate and YC is g CDW-C/g sub-
strate C.

The advantage of using g is that it varies within a much
smaller range than other yield expressions. At one and the
same efficiency of energy utilization (g), the conventional
biomass C yield YC is proportional to substrate reduction
degree cs and, for example, it is four times higher on glu-
cose (cs � 4) than on oxalate (cs � 1), 0.48 and 0.12 g C
g�1 C, respectively (assuming g � 0.5 and cx � 4.2). The
energetic growth yield g is more or less constant (0.5 to 0.7)
for substrates with cs � 4.2 (4.2 corresponds to average
reduction degree of microbial biomass), and it declines at
higher cs.

The attractiveness of macrostoichiometry and TMEB is
that all growth coefficients are interrelated and could be
measured from any available components of the culture
mass balance. For example, if you cannot record microbial
growth by conventional routine as dry weight biomass (be-
cause of presence of solids in broth liquid), you may still
calculate it from N or O2 uptake, CO2 evolution, pH titra-
tion rate, and so on.

Variations in Yield from Energy Source, Maintenance
Requirements

To multiply and grow cells requires energy, but the oppo-
site is not true: cells do not require growth to spend energy.

Sometimes catabolic machinery is entirely wasteful (res-
piration without cell growth) and always at least some mi-
nor part of energy consumption is diverted from growth.
To account for this phenomenon, it was postulated that
microbes and cells require energy not only for growth but
also for other maintenance purposes. Certain specific main-
tenance functions recognized now are turnover of cell ma-
terial, osmotic work to maintain concentration gradients
between the cell and its exterior, and cell motility.

According to conventional definition of maintenance (5),
the balance of energy source is total energy source con-
sumed equals consumption for cell growth plus consump-
tion for maintenance:

dS � dS � dS (16)E G M

Let us divide it by dx, the amount of biomass produced,
then

1 dS dS 1 mG M
� � � � (17)maxY dx dx Y l

Here, Ymax � dx/dSG is true growth yield, that is, yield
under imaginary conditions of maintenance being zero.
The maintenance coefficient, m, is introduced as the spe-
cific (i.e., expressed per unit of biomass) rate of energy con-
sumption for maintenance functions: m � (1/x)(dSM/dt).
The ratio m/l on the right side of equation 17 was derived
as follows: m/l � [(1/x)(dSM/dt)]/[(1/x)(dx/dt)] � dSM/dx.

If we divide equation 16 by xdt (note that the second
term is dSG/(xdt) � [dx/(xdt)]/[dx/dSG] � l/Ymax), then we
have:

maxq � l/Y � m (18)

where q is specific rate of energy source consumption, q �
(1/x)(dSE/dt).

It should be noticed that Ymax is a parameter, but not
the yield of a real culture that always has some nonzero
maintenance requirements. It is a very common mistake
in the application of the maintenance concept to a partic-
ular organism: to take the real measured Y value and pick
up from literature some average m coefficient. The correct
way would be either to borrow concurrently two parame-
ters Ymax and m or to treat actually observed Y as a vari-
able that is altered along with specific growth rate l ac-
cording to equation 17:

maxlY
Y � (19)maxl � mY

There is another way to formulate maintenance re-
quirements by stating that the net growth of cells l is the
difference between true growth (ltrue) and endogenous de-
cay of cellular components (specific rate, a):

l � l � atrue

l � l � atrue

Then, for the rate of energy source uptake, we have
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Figure 1. Variation of growth yield (circles) and endogenous res-
piration (squares) as dependent on specific growth rate in che-
mostat (open symbols) and continuous dialysis culture (closed
symbols). Solid curves were calculated from the synthetic che-
mostat model (2). The dotted curve was derived from the Pirt-
Herbert model (equations 17 to 20), which predicts quite well in-
tensive growth but fails in the region of extremely low growth
rates (see inset).

lx l x (l � a)xtrue
� �max maxY Y Y

or

1 1 a
� � (20)max maxY Y lY

Comparing equations 17 and 20, we see that a � mYmax.

Experimental Determination of m

To practically determine the maintenance coefficient, the
microorganisms are grown in chemostat culture limited by
energy sources at several dilution rates D (numerically D
is equal to specific growth l if steady state is achieved). At
each D, we have to measure steady-state biomass x̃ and at
least one of the following quantities (1) residual substrate,
s̃ to calculate Y � x̃/(s0 � s̃); and (2) the rate of respective
energy-yielding process, such as respiration rate, vresp,
from O2 uptake or CO2 production rates to calculate spe-
cific metabolic activity, q � vresp/x̃. These data are fitted to
equations 17 or 18, m and Ymax being found as nonlinear
regression parameters. An example is presented in Figure
1. Most available experimental data do obey this relation-
ship. However, considerable deviation occurs at very low
growth rates usually attained in chemostat with biomass
retention or in dialysis culture. The experimental Y values
for slowly growing cells are higher than predicted by equa-
tions 17 and 18 (see inset on Figure 1). The explanation is
very simple: the maintenance coefficient varies in response
to nutritional status and could not be taken as an absolute
constant; under substrate deficiency, the cells adjust their
maintenance requirements to lower values by reducing
turnover rate, osmotic work, and motility (2).

The described experimental technique is indirect be-
cause it is based on measurements of l-dependent Y vari-
ation rather than m itself, and there are some assumptions
needed to be confirmed (e.g., that m is constant and that
maintenance requirements are the only reason of Y vari-
ation). However, some components of maintenance re-
quirements are available for direct estimation. In partic-
ular, we can assess the total turnover rate of cellular
material a which is one of the main components of main-
tenance requirements (equation 20). The principal cell con-
stituents that are turned over are proteins, nucleic acids,
and cell wall polymers. The turnover rate is very close to
endogenous respiration, which is the oxidation of those
compounds produced from the turnover (breakdown) of cel-
lular macrocomponents. Accurate measurements of endog-
enous respiration need to be made under normal growing
conditions. It is known that the simple removal of cells
from nutrient broth by filtration with subsequent washing
and incubation in buffer renders strong stress and may
alter the normal turnover rate (6). To avoid artifacts, we
can use a label-substitution technique (Fig. 2). The che-
mostat culture is fed alternately from two bottles contain-
ing unlabeled and labeled 14C(U) substrate respectively.
The 14CO2 evolution rate is recorded after switching to un-
labeled substrate, when the main source of 14CO2 are cell
components. The calculated a value was found to be rather
high, accounting for the major part of total maintenance
determined by the indirect method (2). The endogenous
respiration declined at the low growth rate (Fig. 1), indi-
cating that under starving conditions, self-adjustment of
the maintenance requirement occurs mainly as a reduction
in the turnover rate of macromolecules.

Maintenance Requirements and Wasteful Catabolism

The described concept of maintenance requirements was
the subject of severe criticism (8). One of the strongest ar-
guments against it was an apparent increase in Ymax ob-
served in chemostat cultures limited by P, N, and other
conserved substrates under conditions of energy excess. To
preserve the constancy of the true yield, Pirt (9) had to
modify equation 18 in the following way:

maxq � l/Y � m � m�(1 � l/l ) (21)m

where m�(1 � l/lm) is the second l-dependent component
of maintenance energy that operates under excess of en-
ergy substrate.

However, it is better to differentiate maintenance re-
quirements sensu stricto as those more or less a minor com-
ponent of the cell energy budget that is observed under
energy-limitation and wasteful use of catabolic substrate
under energy excess. In physiological terms, these two
groups of nonproductive catabolic reactions are completely
different. The first reactions are mainly responsible for
compensation of turned-over macromolecules and there-
fore belong to the category of regular primary catabolism.
The catabolic reactions of the second group include excre-
tion into environment of partly oxidized substances (over-
flow metabolism), uncoupling of respiration from ATP gen-
eration by metabolic inhibitors, functioning of futile cycles,
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calculated using equations 23 and 24.

or substrate oxidation through alternative oxidases with-
out ATP generation. These and related phenomena take
place in chemostat culture limited by conserved substrates
(opposite to limitation by energy source) as well as during
lag phase of batch culture started from starving inoculum.
We will discuss the mathematical formulation of these phe-
nomena in the section devoted to growth kinetics.

Variation in Biomass Yield from Conserved Substrates

Yield on conserved substrates varies mainly as a result of
alterations in biomass chemical composition expressed by
parameter rs, the intracellular content of deficient element
or cell quota (see equation 9). For most of known cases, the
content rs increases parallel to growth acceleration (Fig.
3). As yield and cell quota are inversely related to each
other (equation 9), then Y values decrease with growth
rate. The physiological mechanisms of this variation are
as follows. The intensive growth requires higher internal

concentration of some conserved limiting substrates that
preserve their chemical identity after uptake (K�, Mg2�,
vitamins). Other conserved substrates (sources of P, N, S,
etc.) are incorporated into macromolecular cell constitu-
ents (mainly nucleic acids and proteins) whose intracellu-
lar content also should be kept high at high growth rate.
Both types of changes in cellular composition are mani-
fested as r increase, and both of them require additional
maintenance energy (to maintain concentration gradient
or compensate turnover of macromolecules). The observed
l-dependent variation in r is therefore a compromise be-
tween biosynthetic requirements and energy conservation
that is attained because of optimal metabolic control of cell
performance. However, it would be erroneous to consider
l as truly independent variable setting up chemical com-
position of cells. In fact, both l and r are functions of one
common independent variable, the limiting substrate con-
centration in the medium, s. For steady-state chemostat
culture we have:

q 1 Qs̃
l � �

r r K � s̃s

(r � r )s̃m 0
r � r � (22)0 K � s̃r

where l is specific growth rate, q is specific substrate up-
take rates; r0 and rm are, respectively, lower and upper
limits of r variation; low limit r r r0 is attained when s̃ r

0 and upper limits r r rm-when s̃ r �. By excluding s̃ from
both these equations we arrive at following relationship
between r and l:

r (r � r )m 0
l � lm

r[k(r � r ) � r � r ]m 0 0

Ks
k � (23)

Kr

Under realistic assumption k � 1 (Ks � Kr) we have
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r0
r �

1 � (1 � r /r )l/l0 m m

l
Y � Y � (Y � Y ) (24)m m 0

lm

where Ym and Y0 are, respectively, upper and lower limits
of yield variation (Ym � 1/r0, Y0 � 1/rm). As we can see,
the linear relationship between Y and l is normally ob-
served in chemostat culture (Fig. 3).

Microscopic Approach in Studies of Growth Stoichiometry

Equations 1 to 24 exemplify the macroscopic approach in
studying of microbial growth stoichiometry. Its typical fea-
tures are the use of gross formulas for biomass and meta-
bolic products, evaluation of total mass balance for chem-
ical elements (C, N, P), and formal description of microbial
growth as a single-step conversion of substrate(s) into bio-
mass. By contrast, the microscopic approach focuses on the
much more complex real metabolic reactions and attempts
to account for a limited but still quite large number of in-
dividual metabolic intermediates. The final aim of this ap-
proach is to organize the biochemical information into a
consistent picture of microbial metabolism at the level of
entire cell.

The microscopic approach has become possible by virtue
of advancements in biochemistry, which has succeeded in
establishing a sufficiently full picture of metabolic pro-
cesses in certain microorganisms. The pioneering work in
this area was done by Bauchop and Elsden (11), who were
able to sum up the balance of ATP for fermenting micro-
organisms. As a result, a relation was established between
the biomass yield (a macroscopic quantity) and the number
of generated ATP moles (a stoichiometric characteristic of
real catabolic reactions):

Y � MY /n (25)ATP E

where n � mol of ATP made available to the organism by
the metabolism of one mole of energy source, and M �
molecular weight (g) of energy source. The following ex-
ample illustrates the YATP calculation: if biomass yield of
some organisms aerobically grown on glucose is 0.52 g
CDW/g, then YE is 1.49 g CDW per g of oxidized glucose
(calculated from equation 6) or YE � 1.49 � 180 � 268 g
CDW/mol (180 is glucose molecular weight); assuming
that P/O � 2 (that is, 2 mol of ATP produced per atom
oxygen taken up) and that 2 ATP mol are produced via
glycolysis (substrate phosphorylation) we arrived at n � 2
� 12 � 2 � 26 and YATP � 268/26 � 10.3 g CDW/mol
ATP. Careful determination of n and YATP is possible only
for anaerobic growth of fermenting microorganisms gen-
erating ATP via substrate phosphorylation. The mean
value tends to be around 10.5 g CDW/mol ATP (Fig. 4). For
aerobic growth, we need to make assumptions on the P/O
ratio. As soon as the respiratory chain of bacteria differ
widely for various organisms and growth conditions, this
assumption can never be reliable. To avoid this obstacle,
an interesting approach was proposed (1): microbial cul-
ture is grown in a chemostat limited by two carbon-
containing energy sources, their ratio is varied while the

total carbon feed rate is kept constant; yield measure-
ments should allow one to determine both parameters
(P/O and YATP) independently by multiple linear regres-
sion.

Today, microstoichiometry is quickly progressing as so-
called metabolic balancing. Cell growth is viewed as a set
of transport and intracellular metabolic reactions known
for some particular organisms. As a rule, the produced
metabolic networks are composed of a combination of true
stoichiometric equations for individual metabolites and
empirical gross equations (Table 2). The amount of such
equations vary in different models from 20 to 30 to more
than 100. For example, van Gulik and Heijnen (13) de-
scribe yeast growth by a set of more than 90 reactions in-
cluding glycolysis and the citric acid cycle (14); PEP phos-
photransferase; pentose phosphate pathway (6); glyoxylate
shunt (2); oxidative phosphorylation (4); CO2 interaction
with THF (3); transport of inorganic P, , ace-� 2�NH , SO4 4

tate, lactate, pyruvate, glucose, gluconate, succinate, and
citrate (totally 10 transport reactions); amino acid synthe-
sis (15) and polymerization (2); nucleotide synthesis (9);
RNA synthesis; ATP consumption for maintenance; fatty
acids synthesis (2); formation of glycogen and polysaccha-
rides; and finally, the biomass formation from proteins,
polysaccharides, RNA, fatty acids, and glycerol.

For each compound, i, involved in a metabolic system,
a mass balance can be defined:

dCi
� r � U (26)Ai idt

where Ci is concentration of ith compound, rAi, and Ui de-
note the net rates of, respectively, i chemical conversion
and transport over the boundaries of bioreactor (fluxes of
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Table 2. Metabolic Networks

Reaction Equation
Stoichiometric

Equation
Empirical Gross

Equation

Glycolysis reaction Glucose � ATP r glucose-6-P � ADP � H x
Glucose-6-P r fructose-6-P x
0.5 Fructose-6-P � 0.5 ATP r glyceraldehyde-3-P � 0.5 ADP � 0.5 H x

Oxidative
phosphorylation

NADH � 0.5O2 � d1ADP � d2Pi � (1 � d1) H r (1 � d1)H2O � NAD
� d1ATP

x

Biomass formation a1Proteins � a2polysaccharides � a3RNA � a4lipids r biomass x

CO2, O2, nutrients, cells, and products). Most metabolic
balancing equations are applied to steady-state growth
(which means that no intracellular accumulation of me-
tabolites occurs). In such cases, the differential equations
like equation 26 are reduced to linear algebraic ones. Be-
sides, an extensive use of matrix calculus is customarily
made to obtain a concise notation. The problem of experi-
mental support of such model is especially important (13).
The degree of freedom, df, of the resulting system of linear
equations is equal to the total number of unknown rates
(both intracellular and exchange reactions) minus the total
number of linear equations. To resolve the system, df rates
have to be measured, and then the system is fully deter-
mined. If the number of measured rates is greater than df,
then the system is overdetermined, and the redundancy of
the data can be used for statistical analysis and error min-
imization. However, it is much more typical to have an un-
derdetermined system when the sum of measured rates is
less than df. In this case, the number of possible solutions
is infinite unless additional constraints are applied (e.g.,
maximization of biomass yield, minimization of energy ex-
penditure) to find the one and only one solution by the lin-
ear optimization technique.

In most studies, flux estimates are obtained using mea-
surements of substrate consumption and product forma-
tion. This approach has proved to be efficient in some par-
ticular biotechnological cases, such as when only specific
pathways need to be considered (16) or if the contribution
of flux for cellular growth is weak, as with mammalian or
hybridoma cells (17). The more complex microbial systems
are turned out to be seriously underdetermined. In such
cases, the application of metabolic balancing requires the
use of one or another maneuvers: (1) to lump together sev-
eral sets of reactions (18); (2) to utilize data from in vitro
enzyme assays; (3) to make assumptions on numeric val-
ues of some stoichiometric growth parameters, such as
YATP, P/O, and H�/e ratios, which are the subject of con-
troversial debates (13).

However, the best solution would be to get direct exper-
imental data on in vivo flux and resolve the system. Iso-
topic tracers are one of the best candidates for such a pur-
pose. We will illustrate this point by describing a recently
published work (19). This novel approach is based on the
analytical power of 1H-detected 13C nuclear magnetic res-
onance. Corynebacterium glutamicum was grown in che-
mostat culture continuously fed with [1-13C]-glucose; when
steady state was established, the cells were harvested and
hydrolyzed and the amino acids were separated by ion-
exchange chromatography and analyzed by NMR spectros-

copy. NMR provides data on 13C enrichment at each spec-
ified carbon position of amino acid. Because metabolic
pathways for amino acid synthesis are exactly defined,
then the entire central metabolism can be assessed for in
vivo fluxes, including determination of the forward and
back rates of bidirectional reactions. In C. glutamicum, the
flux through the pentose phosphate pathway turned out to
be 66.4% (relative to glucose input flux 1.49 mmol g�1

CDW h�1); the entry into tricarboxylic acid cycle, 62.2%,
and the contribution of the succinylase pathway to lysine
synthesis, 13.7%. The total net flux of the anaplerotic re-
actions (carboxylation of PEP/pyruvate into oxaloacetate/
malate) was quantitated as 38%, the true forward flux of
C3 r C4 being 68.6% (1.8 times of 38%) and a back flux of
C4 r C3 being 30.6% (0.8 times of 38%) (19). The metabolic
balancing proved to be very promising and useful to iden-
tify metabolic constraints for intensive synthesis (overpro-
duction) of products such as amino acids. On the other
hand, this approach still is restricted to steady-state and
balanced growth and is not able to cope with complex dy-
namic behavior of microorganisms (transient growth,
changes in biomass composition).

BASIC PRINCIPLES OF GROWTH KINETICS

Kinetics of Chemical and Enzyme Reactions

We need to introduce some basic principles of kinetic anal-
ysis of chemical and enzymatic reactions. Quantitative de-
scription and understanding of microbial growth dynamics
and kinetics are impossible without some elementary
knowledge in underlying scientific disciplines. Enzymatic
and chemical reactions play an essential role in biotech-
nology, which is one of the most important fields in indus-
trial development.

Order and Molecularity of Chemical Reactions. The mo-
lecularity of any chemical reaction is defined by the num-
ber of molecules that are altered in the reaction (Table 3).
The order is a description of the number of concentration
terms multipled together in the rate equation (Table 4).
Hence, in a first-order reaction, the rate is proportional to
one concentration of reactant; in a second-order reaction,
it is proportional to two concentrations or to the square of
one concentration. For a simple single-step reaction, the
order is generally the same as the molecularity. For a com-
plex reactions involving a sequence of unimolecular and
bimolecular steps, the molecularity is not the same as its
order. Reactions of molecularity greater than 2 are com-
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Table 3. Molecularity of Chemical Reaction

Molecularity of reaction Reactants Product

Unimolecular or monomolecular S r P
Bimolecular S � S r P
or S1 � S2 r P
Trimolecular or termolecular S � S � S r P
or S1 � S1 � S2 r P
or S1 � S2 � S3 r P

Table 4. Kinetic Order of Chemical Reactions

Reaction
order

Differential
equation

Dimension of
rate constant

Dynamics of
residual reactant

Dynamics of
product accumulation

Reaction
half-timea

Zero
ds

� �k
dt

(conc.)(time)�1 s(t) � s0 � kt p(t) � p0 � kt
s0t �0.5 2k

First � �ks
ds
dt

(time)�1 s(t) � s0 exp(�kt) p(t) � s0[1 � exp(�kt)]
ln2

t �0.5 k

Second
ds 2� �ks
dt

(conc.)�1(time)�1 s0s(t) �
1 � ks t0

2s kt0p(t) �
2(1 � s kt)0

b1
t �0.5 ks0

Second
dp

� �ks s1 2dt
(conc.)�1(time)�1 s1(t) � s01 � p(t)

s2(t) � s02 � p(t)
s s (1 � exp[(s � s )kt])01 02 02 01p(t) �
s � s exp[(s � s )kt]01 02 02 01

� 1/ks01t�0.5

t� � 1/ks0.5 02

Pseudo-first
s01 � s02

dp
� �ks s1 2dt

(conc.)�1(time)�1 s2(t) � s02 exp(�ks01t)
s1(t) � s01

p � s02[1 � exp(�ks01t)]

Note: t � time; s � reactant concentration; p � product concentration; s0 � reactant concentration at t � 0.
aThe half-time of the reaction is the time required for half-completion.
bThe half-time is defined for the reagent that has lower initial concentration and is depleted first.

mon, but reactions of order greater than 2 are very rare.
For instance, a trimolecular reaction, such as A � B � C
r P, as a rule proceeds through two elementary steps, A
� B r X and X � C r P, each of which are of the second
or first order. Very often, bimolecular reactions between S1

and S2 occur under the condition that their respective con-
centrations s2 � s1 (e.g., if the second reactant S2 is sol-
vent), then we have a pseudo first-order reaction. Some re-
actions are observed to be of the zero order, that is, the rate
appears to be constant, independent of the concentration
of reactant. This is a characteristic feature of catalyzed
reactions and occurs if reactant is present in such large
excess that the full potential of catalyst is realized.

Dimensions of Rate Constants. Knowledge of dimensions
is very useful to check the correctness of derived kinetic
equations: the left- and right-hand sides of an equation
must always have the same dimensions. This general rule
is applicable to all mathematical models (not only in chem-
ical kinetics). It is incorrect to add or subtract terms of
different dimensions, although you may multiply or divide
them. For example, if expression “ . . . (1 � s)” occurs in
an equation, where s has dimension (concentration), then
either equation is incorrect, or the 1 is a concentration that
happens to have a numerical value of 1 unit. The operation
rising to power is allowed for only simple dimensionless
numbers, for example, expression e2.5t, where t is time, is
correct only if 2.5 has dimension (time)�1. The comparison
of velocities of two reactions does make any sense only for
kinetic terms of the same dimension. If the kinetic order

of inspected reactions is different, then we have to equalize
the respective rate of expressions; for example, the second-
order rate constant k (time)�1 (concentration)�1 should be
multiplied by instant concentration of reactant s to be com-
pared with the first-order rate constant having dimension
(time)�1. The dimensions of the zero-, first-, and second-
order rate constants are shown in Table 4.

Reaction Dynamics. If rate constant and so-called initial
conditions (concentrations of reactants at zero-time [s01,
s02, . . . ]) are known, then it is possible to calculate the
time course of reactions either in terms of dynamics of re-
sidual reactant concentration, s(t) or product accumula-
tion, p(t). For this purpose, we have to integrate a differ-
ential equation under specified initial conditions (see
results of integration in Table 4). The dynamics of s(t) are
linear in the case of a zero-order reaction and hyperbolic
in the case of the first and second order. The difference
between the last two dynamic curves can be made visible
with a semilogarithmic plot of log(concentration) versus
time; it should became linear for the first-order reaction
and remain to be curvilinear for the reaction of higher or-
der.

Reaction Half-Time. The reaction half-time (t0.5) is a
very popular kinetic parameter, especially among biolo-
gists. It is easily calculated from integral equations by put-
ting s � s0/2 when t � t0.5. A unique feature of the first-
order reaction is the constancy of t0.5 independently of the
initial reactant concentration s0. However, the half-time of
other reactions does depend on s0; it increases for zero-
order reactions and decreases for the second-order reac-
tions with increase in s0. Thus, it is not recommended to
use half-time as a parameter or estimator for reactions
other than first-order reactions.

Determination of the Order of Reaction and Numeric Val-
ues of Kinetic Constants. If the reaction has an order n and
rate constant k, then the reaction rate v and reactant con-
centration s are related by the equation
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nv � �ds/dt � dp/dt � ks (27)

The simplest way to find both unknown values (n and k)
would be to measure reaction rate v at several concentra-
tions of reactant. Then a plot of log(rate) against
log(concentration) gives a straight line with a slope equal
to n and intercept equal to log(k): log v � log k � n log s.
If there are several reactants, then it is useful to know the
order in respect to each one. For this purpose, you need to
have several experiments with variation of each reactant
concentration while keeping the other concentrations con-
stant.

The most frequent goal is the determination of the first-
order rate constants, first because many reactions do obey
first-order conditions in respect to each reactant and sec-
ond because it is possible to carry out many reaction under
pseudo first-order conditions. There are some special
methods to determine the values of the first-order rate con-
stants from the experimental curves of product formation
or substrate depletion dynamics. Some of them were de-
signed to improve the accuracy of k determination when
the initial reactant concentration (s0) or final value of prod-
uct concentration (p�) were not known (methods of Gug-
genheim, Kezdy-Swinbourne, and others, see details in
Ref. 20). All are based on plotting the experimental points
in a some sophisticated manner to convert the original
curves to a straight lines. Today, these methods are re-
placed by computer-aided nonlinear regression, which is
much more convenient and precise and, contrary to graphic
methods, allows for more rigorous estimate of confidence
limits of measured quantities.

Derivation of Basic Kinetic Equations for Enzymatic Re-
actions. Contrary to simple chemical reactions, enzyme-
catalyzed reactions proceed through reversible formation
of the dynamic enzyme-substrate complex (ESC). The word
reversible is essential because the ESC can be decomposed
into free enzyme E and product P or dissociate back to E
and substrate S. There are many ways to simulate math-
ematically the mechanism of the enzymatic reaction. We
will consider here equilibrium, steady-state, and general
non-steady-state approaches.

Equilibrium Approach. This approach was used by Mi-
chaelis and Menten (21) to describe the effect of sucrose
concentration on invertase activity. They assumed that the
first step of ESC formation is so rapid that could be rep-
resented by an equilibrium constant Ks:

e s K x k ps 2

E � S } ES r E � P (28)

where e, s, x, and p denote the concentrations of free en-
zyme, substrate, FSC, and product, respectively. The equi-
librium constant, Ks, is defined as Ks � es/x. The instan-
taneous concentrations s and e are not directly
measurable, but they could be expressed in terms of the
initial, measured concentrations, e0 and s0, using mass-
balance relationships:

e � e � x s � s � x0 0

x � s

s � s (29)0

The overall reaction rate, v, is a simple first-order reaction
with rate constant k2:

v � dp/dt � �ds/dt � k x (30)2

The x value can be found from expression for Ks and mass-
balance conditions (equation 29): x � e0s/(Ks � s). Substi-
tution of this expression into equation 30 finally produces

k e s2 0v � (31)
K � ss

Steady-State Approximation. This approach was applied
by Briggs and Haldane (22) for the following scheme of
enzymatic reaction

e s k x k p1 2

E � S i ES r E � P (32)
k�1

This scheme implies the reversibility of ESC formation in-
stead of much more restrictive equilibrium postulate.
However, still there was steady-state assumption in re-
spect to ESC formation:

dx/dt � k (e � x)s � k x � k x � 0 (33)�1 0 �1 �2

Therefore, x � k�1e0s/(k�1s � k�1 � k�2), and substitu-
tion of this expression into equation 30 gives

ds k k e s�1 �2 0v � � � k x ��2dt k s � k � k�1 �1 �2

k e s Vs�2 0
� � (34)

k � k K � s�1 �2 m
� s

k�1

Equation 34 is what usually called the Michaelis-Menten
equation, the fundamental equation of enzymatic kinetics.
It contains two parameters, Km, the Michaelis constant,
and V, the maximum velocity. V is the rate of reaction that
would occur under full substrate saturation of an enzyme’s
active sites (s � Km). In reality, the V value can be never
attained, because extremely high substrate concentrations
inhibit enzymes (see later text). It is clear also that V is
not a fundamental property of enzyme because it depends
on e0, the enzyme concentration. More advantageous as a
specific enzyme characteristic is the catalytic constant or
turnover number, kcat, which is V/e0. For equation 32, kcat

is identical with k�2, but in general the more noncommit-
tal notation kcat is preferable (e.g., kcat may differ from k�2

if the product formation from ESC is a reversible reaction).
Numerically, the Michaelis constant, Km, is the substrate
concentration that provides half the maximal reaction
rate. Contrary to this simple practical definition, the
mechanistic interpretation of Km is not so lucid. Sometimes
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Figure 5. Time course of reaction proceeding by the Michaelis-
Menten mechanism. Numeric integration of equations 33 and 34:
s0 � 10�4M, e0 � 10�8M, k�1 � 106M�1s�1, k�1 � 103 s�1, k�2

� 102 s�1.

Km is interpreted as a substrate binding constant, Ks, as-
suming that k�2 � k�1. This is a very dubious assumption.
There are very few enzymes for which the individual val-
ues of k�2 and k�1 are known. Ironically, the best-studied
examples (e.g., horseradish peroxidase) present just op-
posite case: k�2 � k�1. It is important that many specific
mechanisms (not necessarily equations 28 and 32) gener-
ate the same steady-state rate equation 34. However, the
particular expression for Km should be different for each
individual case.

Although undefined in mechanistic terms, the param-
eters Km and V are very useful at the first steps of kinetic
studies:

1. The use of equation 34 allows the expression of the
complex effects with simpler terms.

2. Km and V are helpful as predictive parameters to de-
sign a valid enzyme assay. One practical recommen-
dation is to keep substrate concentration in incuba-
tion mixture at the level of 10 Km or higher.

3. Equation 34 permits one to obtain at least rough es-
timate of in vivo enzyme activity provided the inter-
nal substrate concentrations are known.

General Non-Steady-State Approach. Equation 32 con-
tains four variables (s, p, e, and x) constrained by two mass-
balance equations (e0 � e � x and s0 � s � p � x). There-
fore, it is enough to integrate just two differential
equations (e.g., equations 33 and 34) to characterize the
whole system. A typical example of a numeric solution is
shown in Figure 5. We can see that enzyme-catalyzed re-
action proceeds through three definite phases well sepa-
rated on the time scale. Each phase is now safe to analyze
with simpler mathematical expressions because any as-
sumptions could be tested against the full exact solution.

1. The first transient phase occurs before the steady-
state concentration of ESC is reached. It occupies less than

10�3 s for most of enzymes. During this phase, the sub-
strate concentration remains fairly constant (s � s0), allow-
ing for the following analytical solution:

k e s Vs�1 0 0 �At �Atx(t) � [1 � e ], v(t) � [1 � e ]
A K � cm

A � k s � k � k (35)�1 0 �1 �2

As compared with equation 34, it contains a relaxation
term [1 � exp(�At)] that is very large when t is small, but
decays to zero as t increases above s � 1/A. Accordingly,
the rate of enzymatic reaction is initially zero but increases
rapidly to the steady-state value as the exponential term
decays. Because the relaxation term contains s0, then the
experimentally observed delay depends on substrate con-
centration. It allows for direct determination of individual
rate constants k�1 and (k�1 � k�2) by techniques such as
in stopped-flow apparatus (23).

2. The second steady-state phase is characterized by
the constancy of reaction rate due to the exact balance be-
tween the rates of ESC formation and breakdown (dx/dt
� 0) while the substrate concentration remains close to
the initial value s0. This phase proceeds for at least several
seconds. As a rule, it is enough to measure the initial ve-
locity of enzymatic reactions unaffected by substrate de-
pletion or product accumulation. Steady-state kinetics is
the most popular research domain; it is the most accessible
and developed and provides the most kinetic data. How-
ever, it fails to determine individual rate constants as fully
as the transient and relaxation approaches do. Steady-
state equations were derived earlier (equation 34).

3. The third phase is characterized by considerable
changes in the concentrations of substrate and product.
Thus, we can no longer assume that s � s0, and we should
integrate equations 32 and 33. However, very good preci-
sion provides the quasi-steady-state approximation ds/dt
� dx/dt � 0. Then, we arrive at a relatively simple differ-
ential equation that is solved analytically:

ds Vs(t)
� � (36)

dt K � s(t)m

For initial conditions s � s0, p � 0, t � 0, we have

s0K ln � s � s � Vt (37)m 0s

Equation 37 is called the integrated Michaelis-Menten
equation. It remains to be valid not only for initial rate
measurements but for any point within the reaction pro-
gress curve.

Experimental Determination of Kinetic Parameters of the
Michaelis-Menten Equation. Until recently, most enzyme
kinetic experiments have been analyzed by means of one
of linear plots in Table 5. Linear plots are used to examine
an agreement of experimental data with equation 34 as
well as to determine numeric values of parameters V and
Km from slopes and intercepts. Today, this graphic ap-
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Table 5. Linear Plots

1 1 K 1m
� �

v V V s
Lineweaver-Burk or double-reciprocal plot

s K sm
� �

v V V
Langmuir-Hanes plot

v
v � V � Km s

Eadie-Hofstee plot

v
V � v � Kms

Direct linear plot (20)

proach seems to be too cumbersome as compared with
much more efficient computer routines. The main objection
is also that any linear transformation introduces some sta-
tistical bias (ironically, the highest bias is attributed to the
most popular double-reciprocal plot!). In addition, manual
line drawing is very arbitrary, so obtained parameters
could not be assessed statistically for confidence limits.
However, plotting of original or linearized data is useful as
an illustration and the first sketchy estimate of enzymatic
parameters. For definitive work, it is advisable to avoid all
plots and to use statistical analyses instead.

Reversible Enzymatic Reactions. The majority of bio-
chemical reactions are reversible. To account for this fea-
ture, the Michaelis-Menten mechanism can be modified as
follows:

k k k�1 �2 �3

E � S i ES i EP i E � P (38)
e �x�y s k x k y k e �x�y p0 �2 �2 �3 0

Contrary to the basic scheme in equation 32, there are two
intermediates, one of which is the normal ESC and another
is the enzyme-product complex (EP). The substrate, S, and
product, P, can interconvert to each other. Application of
the steady-state approach to this scheme results in the fol-
lowing equation:

f s r pV s/K � V p/Km mv � s p1 � s/K � p/Km m

k k e�2 �3 0fV �
k � k � k�2 �2 �3

k k � k k � k k�1 �2 �1 �3 �2 �3sK �m k (k � k � k )�1 �2 �2 �3

k k e�1 �2 0rV �
k � k � k�1 �2 �2

k k � k k � k k�1 �2 �1 �3 �2 �3pK � (39)m k (k � k � k )�3 �1 �2 �2

where superscripts f and s denotes parameters of forward
reaction, and r and p are indicators of reverse reaction.

When a reaction is at equilibrium, the net velocity must
be zero and, consequently, if s� and p� are the equilibrium
values of s and p, it follows from equation 39 that equilib-
rium constant K is expressed via kinetic parameters (the
Haldane relationship):

f p r sK � p /s � V K /V K (40)� � m m

Equation 39 implies that the rate must decrease as the
product accumulates, even if the decrease in substrate con-
centration is negligible. Thus, reversibility is closely as-
sociated with and requires the product inhibition. In many
essentially irreversible reactions (e.g., invertase-catalyzed
hydrolysis of sucrose), product inhibition is also signifi-
cant. It can be explained by equation 38 with only the sec-
ond step being irreversible. In such a case, the accumula-
tion of product causes the enzyme to be sequestered
because the EP complex and rate equation are as follows
(compare with equation 39):

f s fV s/K V smv � � (41)s p s p1 � s/K � pK K (1 � pK ) � sm m m m

Inhibitors and Activators. Compounds that reduce the
rate of enzyme-catalyzed reactions when they are added to
the reaction mixture are called inhibitors. Just opposite
effects (increase of reaction rate) are caused by activators.
Both of them belong to the category of modifiers. We will
concentrate here on inhibitors as having more practical ap-
plication and even more specifically on reversible inhibi-
tors, which form various dynamic complexes with en-
zymes. The irreversible inhibitors are known as catalytic
poisons (many heavy metals, such as mercury); their bind-
ing to enzyme molecules reduces activity to zero, leaving
no room for quantitative analysis.

The reversible inhibitors can form complexes with free
enzymes or enzyme-substrate complexes as shown in the
scheme of Botts and Morales (20):

Competitive Mixed Uncompetitive

S

P

S

P

E ES

II

EI EIS

There are three major simple (or linear) inhibition
mechanisms, which can be generated from this scheme by
omitting some of the six involved:

• Competitive inhibition if EIS is missing (inhibitor
binds to the same site on the enzyme as the substrate
forming abortive nonproductive complex EI).

• Uncompetitive if EI is missing and EIS occurs as a
dead-end complex; it implies that the inhibitor-
binding site becomes available only after the sub-
strate has bound.
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Table 6. Types of Inhibition

Type of inhibition Vapp Vapp/ appKm
appkm

Competitive V (V/Km)/(1 � i/Ki)a Km(1 � i/Ki)
Uncompetitive V/(1 � i/K�)i V/Km Km(1 � )i/K�)i

Mixed V/(1 � i/K�)i (V/Km)/(1 � i/Ki) Km(1 � i/Ki)/(1 � i/K�)i

Pure noncompetitive V/(1 � i/K�)i (V/Km)/(1 � i/Ki) Km

• Mixed if EI and EIS both occur but are not intercon-
vertible (the complex EIS does not break down to
products; this situation frequently occurs when the
inhibitor is reaction product). The particular case of
mixed inhibition is pure noncompetitive inhibition,
which takes place if two inhibitor dissociation con-
stants (for EI and EIS) are exactly matched to each
other.

For all types of inhibition, the Michaelis-Menten equa-
tion remains valid: under constant inhibitor concentration,
i, the v-s relationship is of the same hyperbolic type as
predicted by equation 34, the only difference is that ap-
parent values of Km and V are now more or less simple
functions of i (Table 6).

Some parameters (in boldface in Table 6) are not af-
fected by inhibitors, whereas others are changed: compet-
itive inhibitors increase Km, pure noncompetitive inhibi-
tors reduce V, uncompetitive inhibitors decrease at the
same degree both V and Km, leaving first-order rate con-
stant V/Km to be unchanged. In mixed inhibition, there are
no unchanged parameters.

One interesting case is so-called substrate inhibition. It
occurs when two substrates are bound to the same active
site on the enzyme, forming nonproductive triple complex
ES2:

K kss 2

E � S } ES r E � P
@KSS

ES2

then, the enzyme rate (24) is:

Vs
v � (42)2K � s � s /Ks ss

where Kss is the dissociation constant for complex ES2.

Cooperativity. Many enzymes respond to changes in me-
tabolite concentrations (substrates, modifiers) with much
higher sensitivity as compared with predictions from the
classic hyperbolic equations 34 to 42. This property is gen-
erally known as cooperativity, because it is thought to arise
from cooperation between the active sites of the polymeric
enzymes. As a rule, such enzymes consist of several sub-
units and display so-called sigmoid or S-shaped depen-
dence of rate on substrate concentration. Many cooperative
enzymes (but not all!) have active sites binding substrate
and allosteric sites binding effectors. There are homotropic
and heterotropic cooperative effects caused by interactions

between, respectively, identical and different ligands (e.g.,
substrate and an allosteric effector).

To explain the cooperativity and associated sigmoid ki-
netics, a number of models have been suggested. The ear-
liest one is the Hill equation, which was originally de-
signed to describe the S-shaped curve of oxygen binding to
hemoglobin. It was assumed that each protein molecule E
binds n molecules of ligands S in a single step, an amount
of other possible forms (ESn�1, ESn�2, . . . ES) being neg-
ligible:

Kh

E � nS } ESn

where Kh is the respective equilibrium constant (Hill and
colleagues described equilibrium in terms of association
constant, but for the sake of uniformity we will adhere to
the previous formalisms, keeping in mind the dissociation
constant, Kh � [E][S]n/[ESn]). The fractional saturation of
protein (enzyme or hemoglobin). H is given as

Number of occupied binding sites
H �

Total number of binding sites
n[ES ] [S]n

� � (43)n[E] � [ES ] K � [S]n h

Equation 43 can be rearranged into

nH [S] H
� , log � �logK � n log[S] (44)h� �1 � H K 1 � Hh

A plot of log H/(1 � H) against log [S] is known as the Hill
plot and should be a straight line of slope n (so). This equa-
tion is used to fit the experimental binding and kinetic data
displaying a sigmoid shape. When plotting kinetic mea-
surements, it is assumed that H � v/V, and maximum ve-
locity V should be known from independent measurements
taken at saturation substrate concentration. However, the
results of fitting should be interpreted with care. First, the
Hill equation is empirical and generally provides good
agreement only in the H range 0.1 to 0.9 (the discrepancy
at extreme s is probably caused by neglecting of other
forms of ESC apart from ESn). Second, parameter n (Hill
coefficient) could not be interpreted as the number of sub-
units in the fully associated protein, rather it is an index
of cooperativity.

Monod et al. (25) proposed a general model explaining
cooperativity and allosteric phenomena within a simple set
of postulates:

1. Each subunit of enzyme can exist in two different
conformations, designated R (relaxed) and T (tense).
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2. All subunits of a molecule must occupy the same con-
formation at any time (e.g., for tetrameric enzyme
only R4 or T4 are permitted, not R3T or R2T2, etc.).

3. The two states are in equilibrium with constant L �
[R4]/[T4].

4. The affinity of ligand to subunit depends on the con-
formation state: KR � [R][S]/[RS], KT � [T][S]/[TS],
c � KR/KT.

The general equilibrium solution of this scheme is
rather bulky, so we demonstrate one particular case of tet-
rameric protein, if c � 0 (i.e., KR � KT, S binds only to the
R state), then we have

3(1 � s/K ) s/KR R
H � (45)4L � (1 � s/K )R

At high s when s/KR � L, we can neglect the term L in the
denominator, and the entire expression is converted to no
more than the simple hyperbolic Langmuir isotherm. At
low s, the contribution of L is considerable, so the satura-
tion curve rises slowly from the origin displaying the
S-shape.

There are other models describing the mechanisms of
cooperativity and allosteric effects (20), for example, the
sequential model of Koshland and colleagues and the
association–dissociation model of Freiden.

Effects of pH. Every enzyme contains a large number of
acidic and basic groups. Some of them are either fully de-
protonated (aspartate, glutamate) or fully protonated (ar-
ginine, lysine). However several groups with pKa 5 to 9
(imidazole group of histidine, sulphydryl group of cysteine)
do change their ionization state when pH is varied. As-
sume as a first approximation that enzyme is represented
as a dibasic acid H2E and only a singly ionized complex,
HES�, is able to react to give products:

H E H ES2 2
E ES@ K @ Kk k�1 �21 1

� � �S � HE i HES r HE � P
E k ES�1@ K @ K2 2

2� 2�E ES

Then the reaction rate is dependent on H� concentration,
h, as follows (20):

Vs
v �

K � sm

Ṽ
V � ESh K2

� 1 �� ES �K h1

˜ ˜V V/Km
� (46)EK h Km 2

� 1 �� E �K h1

where Ṽ and K̃m are the pH-corrected constants. It is clear
that pH-dependent variation of V reflects the ionization of

ESC, whereas V/Km reflects the ionization of the free en-
zyme. The pH effects on Km are more complicated, being
affected by both. Generally, the dependence of enzyme ac-
tivity on pH is described by equation 43 as a bell-shaped
curve with maximum at 1/2(pK1 � pK2).

Effects of Temperature. In chemical kinetics, the depen-
dence of reaction rate on temperature is explained by the
transition-state theory developed by Eyring in 1930 to
1935. It is based on the use of thermodynamics and prin-
ciples of quantum mechanics. The reaction proceeds
through a continuum of energy states and must surpass
the state of maximum energy, when transient activated
complex is formed. Then the dependence of reaction rate
constant k on absolute temperature, T, is expressed as fol-
lows:

d lnk DH* � RT
� (47)2dT RT

where R is the gas constant and DH* is the enthalpy of
activated complex formation. The classic Arrhenius equa-
tion may be obtained from equation 47 under a simplified
condition DH* � RT � DH � Ea (where Ea is activation
energy). Most often, the Arrhenius equation is used in its
integrated form:

lnk � lnA � E /RTa

or

k � A exp(�E /RT) (48)a

where A is the integration constant, interpreted as the fre-
quency of collisions of reacting molecules. Apart from
mechanistic derivations, there are a number of empirical
expressions relating k and Celsius temperature Tc. The
most popular is the exponential formula:

lnk � lnA � �Tc

or

k � A exp(�T ) (49)c

where � is the empirical constant related to the widely
used temperature coefficient Q10 � exp(10 * �).

All presented mathematical expressions predict expo-
nential or almost exponential increases of chemical reac-
tion rates with temperature. However, enzymatic reac-
tions deviate from this relationship at high temperature
because of thermal denaturation of enzymes. Assume that
denaturation is reversible with equilibrium constant KT �
[E�]/[E], where E represents active enzyme molecules and
E� represents inactive molecules. Then, the combination of
equation 48 with the van’t Hoff relationship for KT (�RT
lnKT � DGo � DHo � TDSo) results in

A exp(�E /RT)av � (50)o o1 � exp(DS /R � DH /RT)

where DGo, DSo, and DHo are the standard Gibbs free en-
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Table 7. Major State Variables of Deterministic Models

Variable Notation Dimension (examples)

Concentration of cell biomass x g CDW L�1 of cultural liquid
Cell numbera N 109 cell mL�1 of cultural liquid
Single-cell massa m g CDW per cell
Mycelium lengthb L meter L�1 of cultural liquid
Tips numberb n 106 tips mL�1 of cultural liquid
Concentration of limiting substrate s g L�1 of cultural liquid
Concentration of product p g L�1 of cultural liquid or g g�1 of CDW

aFor unicellar organisms (bacteria, yeasts).
bFor filamentous organisms (fungi, actinomycetes).

ergy, enthalpy, and entropy of denaturation reaction, re-
spectively, and v is the observed rate of biological process.
This equation produces a curve with single maximum and
fits to most of the available experimental data on
temperature-dependent variations of enzymatic activity.

Sometimes denaturation is irreversible, and there are
no possibilities for simple mathematical expressions, be-
cause temperature effects depends on the exposing time.
However, numeric solutions of respective differential equa-
tions can still be used.

Simple Models of Microbial and Cell Growth

This section deals with simple unstructured models. These
models mainly ignore any changes in cell quality (biochem-
ical composition, spectrum of enzymatic activity, etc.) in-
duced by environmental factors.

Main State Variables and Growth Parameters. There are
two types of growth models, deterministic and stochastic.
The former describe clear determined and regular pro-
cesses. The latter deal with random or stochastic pro-
cesses. The main variables used in deterministic models
are the same as in chemical kinetics, concentrations of bio-
mass, substrates, and products, and stochastic models con-
sider instead the probabilities, frequency distributions,
variance, and so on. For example, a stochastic model can
consider the probability of a single bacteria cell dividing
under specified environmental conditions. Although any
real-life biotechnological process has both deterministic
and stochastic components, most useful growth models are
strictly deterministic. In this section, we will concentrate
on this type of model, and the stochastic counterparts will
be considered only in “Cell Cycle”.

The major state variables of deterministic models de-
scribing cell growth are described in Table 7. The concen-
tration of biomass and cell number are related to each
other by simple formula:

x � m � N (51)

where conversion factor m1 is the average dry mass of a
single cell. In some studies, it is save to assume m to be a
constant and use both variables x and N as equivalent
measures of growth. However, the average size and mass
of single cells vary depending on the nature of studied or-
ganisms and environmental conditions (see “Cell Cycle”);

therefore, it is advisable to make a selection. The biomass,
x, has obvious advantage in studies aimed at understand-
ing or control of mass flows, and cell number, N, is pre-
ferred in population studies when, for example, mutation
or plasmid transfer is an essential factor controlling the
efficiency of the biotechnological process.

The choice of method to determine biomass or cell num-
ber depends on many factors (2,5). Today, the preference
should be given to those techniques that allow exact and
automated measurements (Table 8). The most advanced
analytical methodology is now available for automatic re-
cording of gaseous or volatile substrates, intermediates,
and end products, such as methane, CO2, O2, H2, volatile
fatty acids, alcohols, and other fermentation products (IR-
analyzers, mass spectrometry, gas chromatography, NMR,
etc.).

The primary state variables that are measured directly
in cell culture are usually recalculated into the secondary
growth characteristics: gross growth rate, dx/dt; specific
growth rate, l � (dx/dt)/x; degree of multiplication, x/x0;
biomass doubling time, td � ln 2/l; growth yield, Y � �dx/
ds; product yield, Yp/s � �dp/ds, Yp/x � �dp/dx; specific
rate of substrate consumption, qs � (ds/dt)/x � l/Y; spe-
cific rate of product formation, qp � (dp/dt)/x � lYp/x �
l(Yp/x/Y). Most of the listed secondary growth character-
istics are called specific rates expressed as a first-time de-
rivatives of measured variable per unit of cell mass. The
specific rates are not sensitive to variations in total cell
biomass, so they can be considered as analogous to enzyme
activity (qs, qp) in most kinetic derivations. The specific
growth rate, l, may be viewed as the activity of an auto-
catalytic enzyme producing itself. The specific growth rate,
l, measured from biomass dynamic, x, can differ from that
estimated from the increase in cell number, N (denoted as
lN). It follows from equation 51 that

1 dx 1 d(N � m) 1 dm dN
l � � � N � m� �x dt x dt N � m dt dt

1 dm 1 dN
� � � l � l (52)cell Nm dt N dt

If mass of single cell m is constant, then lcell � 0 and l �
lN. Otherwise, we have to take into account m variation.

Validity of Exponential Growth Low. One of the earliest
postulates in microbial kinetics is that under optimal non-
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Table 8. Methods Used for Determination of Microbial Biomass

Method Measuring principle DL Advantage Disadvantages

Dry mass Mass of separated and dried
solids

50 Provides direct unconditional
estimate

Interference from dead cells and
noncell solids

Wet mass Mass of separated material 50 Simplicity, quickness The variation of wet biomass
bulk density

Wet biovolume Linear dimension of pelleted
cells or colony

100 Simplicity, quickness The variation of wet biomass
bulk density

Particulate organic
carbon

CO2 after cell separation and
combustion

1.0 High precision and sensitivity,
provides direct estimate of
mass

Interference from dead cells and
noncell solids

Biuret proteins Colorimetric reaction of
peptide bonds

1.0 High uniformity Variation of protein-to-biomass
ratio, possible extracellular
accumulation

Folin-Ciocalteu
protein

Colorimetric reaction of
tyrosine and tryptophan

0.1 High sensitivity Variation of protein-to-biomass
ratio and amino acid
composition of cell protein,
possible extracellular
accumulation

DNA Colorimetric estimation of
deoxyribose

1.0 High specificity, constancy of
the DNA cellular content

Possible extracellular
accumulation

ATP Bioluminescence assay 10�5 High sensitivity and specificity Variation of the intracellular
ATP pool

Fatty acids Gas or liquid
chromatography,
colorimetric reaction

1.0 High specificity, allows
identification of composition
of mixed culture

Variation of the intracellular
content, possible extracellular
accumulation

Metabolio potential Rate of added substrate
uptake or product
formation

10�3–10 High specificity, quickness Variation in conversion factor
from measured rate to
biomass

Opacity Light scattering 0.1 Simplicity, quicknerss,
automation

Interference from noncell solids,
cell aggregation, wall growth

Electrical
measurements

Conductivity 1 Simplicity, quickness,
automation

Variation of conversion factor,
interference from electrolytes
in the medium

Manual microscopy Cell count, measuring of
hypha length

10�5 Low cost, sensitivity, allows
visual assay of
biomorphological structure

Time-consuming, low precision

Image analysis Computer-aided count 10�5 Combined benefit of manual
and automated quantification,
speed, generation of size
distribution

High cost

Coulter counter Automated count and sizing 10�5 Quickness, automation,
generation of size distribution

Interference from noncell solids

Plating Growing of the colonies on
Petri dish

10�5 Low cost, high sensitivity Time consuming, low precision

Note: DL � detection limit, the minimum CDW required for an estimation with an error �2% (mg).

restrictive conditions (nutrient media containing all essen-
tial components at nonlimiting concentrations, absence of
inhibitors, adequate physicochemical parameters, perfect
mixing), the increase in biomass (dx) during an infinitely
small time interval (dt) is proportional to this time interval
and the instant biomass concentration (x), that is

dx � lxdt

or

dx/dt � lx (53)

where l is the proportionality coefficient. If l is constant,
integration of equation 53 gives

lnx � lnx � lt ⇒ x � x exp(lt) (54)0 0

where x0 is biomass at zero time or inoculum size.
According to early views, true exponential growth oc-

curs only in the case of symmetrically dividing bacteria
with equal probability of subsequent division for the
mother and daughter cells. Organisms with asymmetrical
multiplication (budding yeasts) were thought to obey the
exponential low only approximately, whereas the growth
of filamentous organisms (fungi, streptomycetes) was de-
viated considerably. However, direct measurements per-
formed from 1930 to 1960 (5) revealed that exponential
growth does occur in all prokaryotes and eukaryotes in-
dependent of their biomorphological features, including
protozoa, fungi, and homogeneously cultivated plant and
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Table 9. Stepwise Changes of Function F(t)

Initial stationary phase F(t) � 0
Lag phase F(t) � n�1t
Logarithmic growth phase F(t) � 1
Negative growth acceleration phase F(t) � t�1t
Maximum stationary phase F(t) � 0
Accelerating death phase F(t) � n�1t
Logarithmic decrease phase F(t) � 1

animal cells. The deviation is observed only as a result of
a growth-associated change in the environment. Wang and
Koch (26) made very precise measurements of l dynamics
by growing Escherichia coli directly in an aerated cuvette
of the computer-linked double-beam spectrophotometer.
They found temporary slowdowns in the complex peptone
plus beef extract media attributed to diauxie phenomena
(e.g., depletion of some preferred oligopeptides) and a grad-
ual increase of the l value during sequential subculture in
succinate minimal medium. Long-term cultivation of mi-
croorganisms in continuous turbidostat or pH-stat culture
(14) revealed that the increase in l is mainly the result of
autoselection of mutants having higher maximum specific
growth under specified cultivation conditions (see “Popu-
lation Dynamics”).

Early Views of Cell Growth. The derivation of the expo-
nential growth equation was done for binary dividing bac-
teria, based on the geometric progression 2, 22, 23 . . . (27):

nN � N 2 (55)0

where n is the number of divisions, n � t/td.
The growth dynamics were viewed as a succession of

distinct phases approximated with empirical formulas
(15):

N � N exp[lF(t)t] (56)0

where function F(t) undergoes stepwise changes as shown
in Table 9 (1.56 � n � 2.7). The alternative way to describe
growth dynamics was to use the logistic equation borrowed
from demographic studies (28):

dN N
� rN 1 �� �dt K

or

dx x
� rx 1 � (57)� �dt xm

where r is the net growth rate (the difference between true
growth and death rates) and K or xm are the upper limits
of, respectively, population density or biomass (K is used
preferentially in ecological literature, being called the car-
rying capacity of the ecosystem). This equation simulates
S-shaped growth dynamics frequently observed in natural
ecosystems and cell cultures.

A similar (but not identical) equation of cell biomass
dynamics would be produced if we assumed that the lim-
iting substrate is consumed according to first-order kinet-
ics and is converted to biomass with a fixed yield factor:

Y � (x � x )/(s � s) (58)0 0

then

ds
� �ks

dt

x � Ys � x x � x dx0 0 ms � � ⇒
Y Y dt

ds x
� �Y � kx 1 � (59)m� �dt xm

Monod’s Model. This model still is very popular because
of its elegant simplicity. It played an important role in the
history of microbial growth kinetics as a first encouraging
example when the theoretical development based on math-
ematical formalisms came before novel experimental de-
signs. As compared with simple exponential equation 53,
this model (29) takes into account the mass-conservation
condition linking substrate uptake to biomass formation
through constant yield factor Y (equation 2) and the de-
pendence of the specific growth rate on limiting substrate
concentration:

dx s
� l(s)x � l xmdt K � ss

ds 1 dx
� � (60)

dt Y dt

By substitution of s by x through Y (equation 58), we can
reduce equation 60 to a single equation having the analyt-
ical solution:

l t � (1 � P) ln(x/x ) � P ln(Q � x/x )m 0 0

� P ln(Q � 1) (61)

where P � YKs/xm, Q � xm/x0, xm � Ys0 � x0, and s0 and
x0 are, respectively, s and x at t � 0.

Equation 61 contains three parameters, Y, lm, and Ks

that can be thought of as passport data for a particular
organism (e.g., for E. coli grown on glucose at 30 �C, Y �
0.23, lm � 1.35 h�1, and Ks � 4 mg L�1) and describe the
S-shaped growth dynamics of a batch culture. The initial
conditions, s0 and x0, are set by the experimenter, who se-
lects the inoculation dose and medium composition. Thus,
knowing the values of all these entities, the growth dynam-
ics can be calculated before the experiment. Moreover, this
model was used as a basis for development of the chemostat
theory to understand and predict the behavior of microbial
cultures in continuous-flow bioreactors before the respec-
tive hardware was constructed. For this purpose, original
equation 60 was modified as follows (30):
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dx
� (l � D)x

dt

s
l � l xm K � ss

ds 1
� D(s � s) � lxrdt Y

F
D � (62)

V

where sr is the concentration of limiting substrate in the
fed-fresh medium delivered with pump from reservoir, F is
the pumping rate (cm3/h), V is culture volume (cm3), and
D is the dilution rate defined as the ratio D � F/V, h�1.

The mathematical analysis of equation 62 allows us to
make the following conclusions on the growth kinetics of
continuous culture:

1. The described open system attains stable steady
state when dx/dt � 0, ds/dt � 0, and variables x and
s are not changed with time (denoting steady-state
concentrations x̃ and s̃, respectively). From the first
equation in equation 60, it follows that l � D, that
is, the specific rate of microbial growth is equal to
the dilution rate, which is under the full control of
the experimenter. From the second equation, we find

x̃ � Y(s � s̃) (63)0

As compared with Y expression for batch culture
(equation 58) the formula in equation 63 no longer
contains the term, x0, the inoculum size. Thus, a
steady-state culture is not dependent on past history,
and its properties are determined solely by current
cultivation parameters.

2. The dilution rates permitting stable microbial
growth (i.e., those D, at which x̃ � 0) are confined
between 0 and washout point or critical dilution
rate Dc

D � l s /(K � s ) (64)c m r s r

3. The specific growth rate l does not depend on either
s0 or x and is governed solely by the substrate con-
centration in the cultural liquid. On the other hand,
the indirect effect of s0 on l may be evaluated from
the dependence of x̃ on D, as soon as x̃ and s̃ are
linked by the conservation condition in equation 62.

The most important biological implication of the che-
mostat theory was the discovery of the fact that microor-
ganisms can grow endlessly with any rate between 0 and
lm. Such substrate-limited growth is nevertheless expo-
nential, because two subsequent acts of cell division will
be separated by a constant time interval. Earlier, substrate
limitation had been observed only transiently at the end
of the exponential phase of batch growth. The most impor-
tant biotechnological implication of the chemostat model
was the concept of controlled cell biosynthesis, which im-
plies the purposeful manipulation of microbial culture to

optimize the productivity by such tools as changing the
flow rate and the composition of medium in continuous-
flow bioreactors.

Derivation of the Monod Equation from Mechanistic Con-
siderations. The equation relating l and s is known as the
Monod equation:

s
l � l (65)m K � ss

It was introduced by the author as a purely empirical re-
lationship resembling adsorption isotherm. However,
many microbiologists did view the Monod equation as
something having deep inherent meaning rather than as
just an empirical formula. Below, we shall outline a num-
ber of attempts to deduce this equation logically from the
conjectured growth mechanisms.

1. The bottle-neck concept. There is an obvious similar-
ity between the Monod and Michaelis-Menten equations.
A theoretical substantiation for this similarity can be the
bottleneck postulate originally put forward by Blackman
(31). According to this postulate, the growth rate of a cell
is determined by a single enzymatic master reaction. Mi-
crobial metabolism is symbolized as a unidirectional chain
of reactions of substrate S conversion to cell biomass X� via
some hypothetical intermediates P1, P2 . . . Pn (32):

k k k k1 2 n n�1

S � X� r P r P r . . . r P r 2X� (66)1 2 n

Assuming steady state in respect to intermediate concen-
tration pi, dpi/dt � 0, we arrive at the Monod equation,
composite parameters lm and Ks being expressed via ele-
mentary kinetic constants of individual enzymatic reac-
tions:

dx s
� l xmdt K � ss

1
l �m n�1

1/k� i
i�2

1
k � (67)s n�1

k 1/k1 � i
i�2

where x � x� � p1 � . . . pn. The bottleneck idea can now
be formulated as follows. If one of the constants kj � ki, i
� 2, . . . , n � 1, i � j, then lm � kj and Ks � kj /k1, and so
the jth enzymatic reaction is the master reaction.

The obvious shortcomings of the reaction scheme in
equation 66 are the unjustified oversimplification of the
cell metabolism (which is a network, rather than a simple
unidirectional sequence of reactions) and the lack of a def-
inite interpretation of variables x� and p in real biochem-
ical terms. An evaluation of the characteristic times of ma-
jor intracellular metabolic reactions showed that there
could be two possible bottlenecks: uptake of limiting sub-
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strate (processes of active transport, transphosphorylation
of sugars etc.) (33) and the formation of intracellular
protein-synthesizing structures such as rRNA and the ri-
bosomal proteins (34).

2. Stochastic considerations. Microbial populations
were assumed to consist of active (which utilize the sub-
strate) and inactive cells (35). The probability of a transi-
tion from the inactive state to the active one was supposed
to be proportional to s, whereas the probability of the re-
verse transition was s independent. From these assump-
tions, a relationship between l and s can be inferred, simi-
lar to equation 65.

3. Derivations based on mechanistic considerations of
protein synthesis (36). The rate of protein synthesis, dp/
dt, is supposed to be determined by rRNA concentration R
and by the size of the amino acids pool, A, dp/dt � kxRA/
(KA � A), k � constant. Other conditions are defined as R
� R0 � (Rm � R0)l/lm, A � bs, and P � p/x, where Rm

and R0 are, respectively, the upper and lower limits of R
variation, and P and b are constants. For a steady-state
chemostat culture, dp/dt � 0 and dx/dt � (1/P)(dp/dt) �
0, then

l � (kR /P)s/(R K /br � s) � l s/(K � s) (68)m m A 0 m s

Here again, the Monod equation is derived through a con-
sideration of underlying intracellular processes. Needless
to say, none of the cited derivations are free from criticism.
The Monod equation remains empirical. Any attempts to
provide the mechanistic interpretation of this equation in-
evitably lead to much more complicated mathematical ex-
pressions (see late section on structured models).

Biological Meaning and Experimental Determination of
Growth Parameters Ks and lm. The parameter lm, maximal
specific growth rate, has very lucid biological meaning: it
is the upper limit of l variation on specified nutrient me-
dium. It could not be attained in reality because of its as-
ymptotic nature: l r lm as s r �. However, in practice lm

is achieved if s � Ks. It should be remembered that lm is
not absolute maximum of growth rate, because it depends
on the nature of the limiting substrate. For example, E.
coli has lm above 2.5 h�1 on complex beef-extract medium
and below 1.0 h�1 on minimal medium with succinate. Sat-
uration constant Ks could be defined functionally as such
concentration of limiting substrate that provides a specific
growth rate equal to 0.5 of lm. We can say also that Ks is
a measure cell affinity to substrate: the lower is Ks the
better the organism is adapted to consume substrate from
diluted solution. Any other definitions are speculative, e.g.,
Ks interpretation as the dissociation constant of ESC of the
cellular enzyme involved in the first step of substrate con-
version.

There are several ways to determine numeric values of
Ks and lm:

1. Batch culture, differential form of Monod equation.
The biomass dynamics, x(t), are followed from the start of
the exponential phase until the complete consumption of
the limiting substrate and the attainment of the maximal

cell density, xm. The residual substrate concentration, s is
calculated from mass balance (equation 58); yield is cal-
culated as (xm � x0)/s0; the s0 value should be known) and
corresponding l(t) values from the slopes d(lnx)/dt. Finally,
parameters Ks and lm (equation 65) are to be found graph-
ically or from nonlinear regression as in the case of the
Michaelis-Menten equation (see later text).

2. Batch culture, ignoring the substrate uptake. The in-
oculum size, x0, and the duration of experiment are chosen
to minimize the uptake of added substrate s � s0 (37). Typ-
ically, bacterial cell density should be of the order 10�5 or
less, and it is measured by such sensitive instruments as
the Coulter counter. The quasi-steady-state growth rate is
measured at several s0 values and then fitted to equation
65 as described before. In numerous determinations made
at high cell densities (when we can no longer neglect sub-
strate consumption), it was observed that dependence of l
during exponential growth phase on s0 is formally de-
scribed by the Monod equation with s replaced by s0 (38).
The explanation of these results could be made only by
more complex structured models; however, the described
procedure is not appropriate for Ks and lm determination.

3. Batch culture, integral form of equation 61. The S-
shaped curve of biomass dynamics is fitted directly to
equation 61 through either preliminary linearization or
nonlinear regression (preferential). Sometimes (e.g., when
cells are grown in opaque media) it is more convenient to
follow the dynamics of residual substrate s(t) or product
formation p(t), for example, CO2 evolution or dynamics of
O2 uptake (respiration). In these cases, we can integrate
the set of differential equation 60 in terms of s(t) or p(t)
dynamics, taking into account mass–balance relationships
in equations 7, 8, and 58 and similar equations.

4. Steady-state chemostat culture. The chemostat pro-
vides the opportunity for estimations under steady-state
condition, which is commonly believed to be more reliable.
By running an experiment at different dilution rates, D,
the corresponding s̃ values may be measured and the de-
pendence of l � D on s̃ obtained; in principle, this can be
done as accurately and carefully as desired. Such an ap-
proach, however, may and frequently does encounter se-
rious technical problems because of the high affinity to lim-
iting substrate of some microorganisms. There is a need to
(1) select highly sensitive analytical techniques to measure
extremely low residual concentrations of particular sub-
stances; (2) develop instant sampling procedures to mini-
mize substrate loss, and (3) eliminate apparatus-related
artifacts such as nonperfect mixing and fluctuations in nu-
trient medium supply. This can be accomplished by use of
radiolabeled substrate, and other tips are covered in spe-
cific experimental works (39,40). However, the most essen-
tial objection to this method is that organisms at various
steady states do change their kinetic properties, which is
not accounted by Monod’s model (see “Structured Models”).

5. Non-steady-state chemostat culture. The measure-
ments are made during short-term experiments started by
addition of different amounts of limiting substrate to a
steady-state chemostat culture. Then, substrate uptake or
respiration rates are recorded in perturbed culture until
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the new steady state is established (2). The opportunity of
continuous culture is that the physiological state of cells
just before perturbation is well defined and reproducible.
On the other hand, these experiments do provide data on
affinity to substrate (Ks) and maximal rates of respiration
(e.g., or uptake Qs, which are related but are not iden-QCO2

tical with lm):

l � Y Q � Y Q (69)m p/x CO s/x s2

where stoichiometric parameters Yp/x � dp/dx and Ys/x �
ds/dx should be determined in independent experiments.
Immediate assay of lm in such an experimental setup is
possible as follows: the steady state is perturbed by setting
the dilution rate by 20 to 100% higher than the critical
value Dc (equation 64). The washout dynamics are followed
and lm is determined from approximate relationship (5): x
� x(0) exp[(lm�D)t], where x(0) is biomass before pertur-
bation. More rigorous estimate of lm could be provided if
such washout experiments were made at several (at least
two) input substrate concentrations s0 to account for the
fact that sr is still not infinity.

Modification of the Monod Equation. It was found that
not all experimental data could be reasonably well fitted
by equation 65. The best-fit hyperbola often passed above
experimental points at small s and below them at large s.
A better fit was claimed to be provided by using the follow-
ing, entirely empirical, equations:

l � l [1 � exp(�Ks)] (70)m

n nl � l s /(K � s ) (71)m s

l � l s/(K x � s) (72)m s

The preference of the first expression, equation 70 (41), is
questionable. An expansion of Monod equation by addition
of the third parameter, n in equation 72 (42), or introduc-
tion of the second variable, x in equation 71 (43), does im-
prove the approximation capability of kinetic equations.
We can even provide the mechanistic basis for this im-
provement. Thus, the Moser equation (equation 71) is simi-
lar to the Hill equation in enzymology (equation 43), in-
dicating the cooperativity effects in performance of some
master reaction of cellular metabolisms. The Contois equa-
tion (equation 72) could be interpreted in terms of growth
autoinhibition by-products, because under the realistic as-
sumptions (x � x0, xYp/x/Kp � 1 and product p formation
coupled with growth), the apparent saturation constant

is almost proportional to accumulated biomass x:appKs

appK � K (1 � p/K ) � K [1 � Y (x � x )/K ] � K xs s p s p/x 0 p s

(73)

An Account of Maintenance Requirements. Powell (44)
assumed that substrate uptake rate q obeys the Michaelis-
Menten kinetics; then, from mass–balance equation 18 it
follows that

mq � Q /(K � s) � l/Y � m (74)s s s

If lm is defined as lm � YQs (5), then

ml � l s/(K � s) � mY (75)m s

If we define lm � Ym(Qs � m) (2), then

l � l (s � s*)/(K � s)m s

ms* � K mY /l (76)s m

Equations 75 and 76 both predict the occurrence of thresh-
old substrate concentration s*, below which growth is im-
possible. It yields a substantially better fit to experimental
data. The difference is that according to equation 75, the
parameter lm is the specific growth rate under imaginary
conditions of zero maintenance requirements, whereas
equation 76 implies the traditional definition of lm as the
specific growth rate under substrate excess: l r lm when
s r �.

Account for Substrate Leakage. Mathematically identi-
cal to equation 76, a modification of the Monod equation
was proposed for the case of conserved substrates. How-
ever, the biological meaning is entirely different: if the spe-
cific leakage rate is assumed to be constant, then a de-
crease in s down to some threshold value s* will lead to the
counterbalance of the two reverse processes (uptake and
leakage), so that the net consumption of the limiting sub-
strate will be zero.

Account of Inhibitory Effects. A few valuable refine-
ments of the Monod equation were borrowed from enzy-
mology; most often they were noncompetitive and sub-
strate inhibition. The former inhibition mechanism is by
the so-called Monod-Ierusalimsky equation:

s Kp
l � l � (77)m K � s K � ps p

The growth retardation with an excess of such substrates
as phenol, methanol, and ethanol is described by an ana-
logue of Haldane’s equation (45):

s
l � l (78)m 2K � s � s /Ks ss

Equation 78 simulates a single-peak curve, and so the
same l value may be obtained at two different s, one in the
substrate-limiting range, dl/dt � 0 (stable), and the other
in the substrate inhibition range, dl/dt � 0 (unstable). A
sustainable maintenance of a population under conditions
of substrate inhibition is possible either in the second stage
of a two-stage chemostat or in the case of plentiful wall
growth in a conventional chemostat (46).

Account of Diffusion Effects. We will present one ex-
ample of such models (44). The basic assumption is that
substrate is taken up by an enzyme that obeys Michaelis
kinetics and is localized on the inner side of cell membrane.
The actual substrate concentration around the enzyme-
active centers is smaller than in the solution, because of a
limited diffusion rate. By applying a simplified Laplace
equation, it was found eventually that
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l (K � L � s) 4Lsm s
l � 1 � 1 �� 2��2L (K � L � s)s

s
� l (79)m K � L � ss

where L is a factor determined by membrane permeability
and by the maximum rate of the enzymatic reaction.

Structured Models

The unstructured models (such as Monod’s model or its
modifications) are able to predict and describe only sim-
plest manifestation of growth phenomena. Sometimes it is
declared that Monod-type models are able to describe only
balanced and steady-state growth. The analysis of more
complicated unbalanced and non-steady-state growth re-
quires formulation of structured models.

Definitions. Balanced growth was defined by Campbell
(47) as a proportional increase in the amounts of all cell
components, in other words, balanced growth produces
cells of the same quality without any variation of compo-
sition. The terms steady state and non steady state stem
from chemical and enzyme kinetics. The first one refers to
such a regime when the reaction rate remains constant
because of an exact balance between formation and break-
down of intermediary products such as the enzyme–
substrate complex. In microbial culture, the growth is
called steady state if specific rather than total rates remain
constant. In an open system, such as a chemostat, both
total (dx/dt, ds/dt) and specific rates (l � (1/x)dx/dt, qs �
(1/x)ds/dt) tend to have constant steady-state values. A
closed system, such as a batch culture, should be consid-
ered under steady state only during the exponential phase
when l and qs are constant. The linear growth with a con-
stant total rate (dx/dt � lx � constant) is characterized
by monotonously declining l, and is not steady-state
growth. However, under some conditions (such as in dial-
ysis culture) it may attain quasi steady state, when ds/dt
� 0.

The non-steady-state kinetic regimes take place before
establishment of steady state or after its perturbation. In
enzyme kinetics, non-steady-state measurements are
taken in the millisecond range of time scale. In microbial
cultures, similar non-steady-state transient and pertur-
bation processes advance much more slowly, typically dur-
ing several hours and days. An example is a transient pro-
cess in the chemostat induced by changes in D or sr

(fed-substrate concentration). In such growth, l, qs, qp, and
other metabolic rates exhibit continuous variation in time.
The attractiveness of non-steady-state studies for micro-
biology and biotechnology is obvious:

• They allow a wider range of hypotheses to be tested
and yield much more data on the studied objects.

• They have higher practical value; in biotechnology,
steady-state operation is the exception rather than
the common routine because of unavoidable distur-
bances in cultivation conditions.

• They provide additional tools for optimal regulation
of cell performance in the bioreactor, because pur-

poseful non-steady-state growth may display greater
efficiency and higher productivity (48).

The notions of steady-state and balanced growth are
close but not identical. The first is more strict; steady-state
growth has to be balanced by definition (otherwise some of
the specific rates responsible for synthesis of the changed
cell component should vary). On the other hand, the bal-
anced growth can be for some time nonsteady, perhaps dur-
ing the late exponential phase of batch culture when l de-
clines while cell composition remains unchanged. During
long-term experiments, non-steady-state growth leads in-
evitably to a change of cell composition; it becomes unbal-
anced. For heterogeneous populations, the situation may
be more complicated. For example, the growth in the sec-
ond stage of a two-stage chemostat attains a steady state,
and the biomass and residual substrate concentration are
constant. However, such growth is not balanced, because
cells delivered from the first stage differ in their properties
and composition as compared with the bulk of cells in the
second stage. This situation was termed the transient
steady state (49).

By structured, we mean mathematical models describ-
ing growth-associated changes in microbial cell composi-
tion. It includes mass–balance equations for all assigned
intracellular components. Their concentrations can be ex-
pressed either per unit volume of fermenter vessel (c1, c2,
. . . , cn), or per unit cell mass (C1, C2, . . . , Cn), and hence
Ci � ci/x. The mass–balance equations can be written as
follows

n

c � x� i
i�1

n

C � 1 (80)� i
i�1

For each variable Ci, a differential equation is written that
takes into account all sources, r�, and sinks, r�, as well as
its dilution from cell mass expansion (growth)

dCi
� r (s, C , . . . , C ) � r � (s, C , . . . , C ) � lC� 1 n 1 n idt

(81)

The simplest structured models with n no more than 2
or 3 are called two- or three-compartment models. For ex-
ample, a model (50) incorporated two compartments: nu-
cleic acids and proteins combined with other active cell
components. The model variables also included concentra-
tions of the limiting substrate and the inhibitor. Compared
to Monod’s model, the proposed set of four equations was
able to account for a much wider range of dynamic pat-
terns. Specifically, it simulated D-dependent changes in
the cell composition (chemostat) and all known growth
phases of batch culture from the lag to decline. However,
the choice of variables in this model was more or less ar-
bitrary, so it should be regarded more as a bright illustra-
tion rather than a research tool.

During the past decade, much more realistic structured
models based on biochemical data have been developed.
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The simulation model of E. coli growth (51) contains the
following dynamic variables: glucose and , as exosub-�NH4

strates; CO2 and acetate, as products excreted into the me-
dium; amino acids; ribonucleotides; deoxyribonucleotides;
monomeric precursors of cell wall components; rRNA and
tRNA; nonprotein polymeric components; glycogen; guano-
sinetetraphosphate; enzymes transforming ribonucleo-
tides into deoxyribonucleotides; ATP; NAD(H); and pro-
tons. Altogether, the dynamic model amounts to a system
of 21 differential and 14 algebraic equations. An even more
complicated model simulating growth of Bacillus subtilis
(52) is the set of 39 nonlinear and coupled differential
equations containing nearly 200 parameters! These mod-
els are able to simulate particular growth features such as
changes in cell sizes, shape, and composition as well as the
D-dependent variations in replication time brought about
by the shifts in glucose concentration. However, the pre-
dictive capability of such an intricate dynamic model
should be still estimated as modest as compared with in-
vested modeling efforts; they are still nothing more than a
“caricature parody” of microbial biochemistry and are too
complex to be studied by conventional mathematical tools
(stability analysis, parameters identification, etc.) or to be
used in biotechnological applications. The best choice of a
mathematical model lies, apparently, midway between un-
structured and highly structured models outlined here.
One of the known compromises has been found through
attempts to express quantitatively the cell physiological
state.

Physiological State of Chemostat Culture. The term was
coined by Malek (53) without giving a clear definition. The
impetus for the development of the concept of a physiolog-
ical state was the evidence on changes in the chemical com-
position of microorganisms as dependent on dilution rate
D and medium composition in chemostat culture (54). It
has been found that some of the studied parameters re-
mained constant (content of cell DNA and carbon) while
others exhibited regular D-dependent variations, either an
increase (RNA content, cell sizes) or a decrease (the con-
tent of reserved polysaccharides). Those properties that
were D dependent were recognized as components of the
vector of the physiological state.

Powell (44) combined and put on a quantitative math-
ematical footing three notions, which were beforehand
separated and cloudy: (1) physiological state, (2) past his-
tory, and (3) non-steady-state growth kinetics of microbial
culture. The specific rate of substrate uptake, qs, was pre-
sented as a product

q (s) � q�(s)S(s) (82)s a

where S(s) is a simple saturation function (e.g., a Michaelis
hyperbola), S(s) � s/(Ks � s), and is a function asso-q�(s)a

ciated with the microbial physiological state. The instant
value of is determined by way in which s varies untilq�(s)a

the given moment (s h ago), effects of later events contrib-
uting more than earlier ones. Transient processes are in-
fluenced by the past history of the culture in the following
manner. Suppose that steady-state growth of a chemostat
culture is upset and the residual substrate concentration

jumps from s(0) to s(1). Immediately, qs will increase from
Q(0)S[s(0)] to Q(0)S[s(1)]. If no further changes in s(1) oc-
cur, then Q will also eventually attain a new steady-state
value equal to . In essence, Q is the potential met-q�[s(1)]a

abolic activity, that is, the specific rate of a key metabolic
process measured just at the moment of relief from sub-
strate limitation. The transient Q dynamics are described
as net change equals production minus dilution caused by
cell growth:

dQ
� r(Q, s) � l(Q, s)Q (83)

dt

Substance Q may, in reality, be represented by a single
enzyme or multienzymatic complexes as well as by ribo-
somes or other cell components occupying the bottleneck
position. Monod’s model, supplemented by equation 83,
made possible at least a qualitative understanding of
chemostat-transient processes triggered by a D switch
(55).

The synthetic chemostat model (SCM) (2) combines Pow-
ell’s ideas with the routine of conventional structured mod-
els. This model is similar to the cybernetic model (56,57).
The basic SCM interprets microbial growth as a conversion
of exosubstrate S into cell macromolecules X� via a pool of
intermediates L:

S L X'

CO2

Transport  qs

Leakage  v

Synthesis  qL

Turnover  a

Cell wall

Macromolecular cell components are susceptible to degra-
dation (turnover), and monomeric metabolites can escape
into environment because of leakage. Contrary to simple
chemical catalysts, the composition of end product X� is not
uniform and varies in response to a changing environment
because of the adaptive nature of microbial metabolism. At
the heart of the SCM are the solution of the problem, how
to cope with these variations, and how to describe adaptive
changes in cell composition by relative simple models.

All macromolecular cell constituents are divided into
two groups: primary cell constituents necessary for inten-
sive growth (P components), and components needed for
cell survival under any kinds of growth restriction (U com-
ponents). The characteristic examples of P components are
ribosomes (rRNA and ribosomal proteins) and enzymes of
the primary metabolic pathways. Their intracellular con-
tent increases parallel to an increase in l. The contribution
of U components to cell biomass decreases with growth ac-
celeration. Examples are enzymes of the secondary metab-
olism, protective pigments, reserved substances, and
transport systems of high affinity.

The analysis of available data as well as mass-
conservation conditions allowed the formulation of several
rules of variation of cell components taking place because
of optimal control of cell biosynthesis:

1. Amounts of P and U components expressed as a frac-
tion of total cell mass (P and U, gram per gram of
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biomass respectively) vary within the upper (Pmax,
Umax) and low (Pmin, Umin) limits, the latter being the
constitutive part.

2. An increase of one individual P component is accom-
panied by increase of other P components.

3. The total enlargement of Psum is accompanied by cor-
responding decrease of Usum and vice versa.

4. The P/U ratio is controlled by the limiting substrate
concentration in an environment.

These rules are translated into mathematical terms as
follows:

min minP � P P � P1 1 n n�•••� � rmax min max minP � P P � P1 1 n n

min minU � U U � U1 1 m m�•••� � 1 � rmax min max minU � U U � U1 1 m m

s̃
r̃ � (84)

K � s̃r

where variable r (index of physiological state) is already
scalar (not vector!) function controlled by environmental
factors (e.g., concentration of the limiting substrate). The
r value in steady-state chemostat culture changes from
zero (in culture at almost zero growth rate, when s̃ r 0 and
all P components come down to low limits) to 1.0 (in unlim-
ited culture, when s̃ r � and P components attain maxi-
mum). During transients caused by sudden s changes, an
instant r value goes toward new steady state (compare
with equation 82):

dr s
� l � r (85)� �dt K � sr

The introduction of the r variable greatly simplifies the
use of structured models because the adaptive variation of
cell composition (and metabolic activity, which is deter-
mined by the intracellular content of particular enzymes)
now could be expressed via one single master variable r.
For example, the specific rate of substrate uptake qs is de-
fined as:

Qs Q�s
q � r � (1 � r) (86)s K � s K� � ss s

where the first and the second terms on the right side
stand, respectively, for low (P component) and high (U com-
ponent) affinity of transport system. Similar r-dependent
expressions are derived for other reactions (qL, v, a) and
stoichiometric parameters.

Predictive and clarifying capabilities of SCM turned out
to be higher than more complex structured models. Con-
trary to all known chemostat models, SCM provides ade-
quate simulation of D-dependent variation of the microbial
physiological state. Under energy- and C-limited growth,
it was expressed as an increase of apparent Ks, potential
uptake and respiration rates, maintenance ration, and
turnover parallel to increase of D. Under N limitation, a

similar trend was complemented by considerable decrease
of YN due to alteration of cell composition in favor of N-rich
P components (Fig. 6). SCM adequately describes the tran-
sient growth caused by shift-up in chemostat culture. The
phenomena of overshoot in substrate concentration and
undershoot in biomass during transient growth are ex-
plained by slow adjustment of cell composition (RNA con-
tent, respiratory activity) to new growth conditions (Fig.
7). Batch culture limited by carbon and energy source was
simulated by SCM on the whole from inoculation to death
stage; conventional growth phases (lag, exponential, de-
celeration, stationary, decline) were generated automati-
cally without setting any specific conditions (Fig. 8). It is
important that SCM realistically describes and predicts
not only net growth but also the survival dynamics of
starving cells after substrate depletion. During this phase,
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surviving bacteria sustain very slow cryptic growth at the
expense of cell turnover and L leakage. The rate of decline
in biomass gradually decreases as the result of buildup of
some U components (parallel to the decrease of such P com-
ponents as RNA and CN-sensitive respiration enzymes).
Batch culture limited by conserved substrate (the source
of N, P, Mg, Fe, or other) has an interesting feature: the
growth is not stopped after substrate depletion but pro-
ceeds at an even higher rate. SCM explains this phenom-
enon by the partitioning of deficient elements between
mother and daughter cells.

Cell Cycle

The term cell cycle is used to designate the regularly re-
peated sequence of events that occur between consecutive
cell divisions, for example, the formation of two identical
daughter cells from one cell, which takes place in most
known bacteria. Equivalent cell cycle events include bud-
ding (most yeasts and budding bacteria), branching of hy-
pha (filamentous organisms), fragmentation (some coccoid
and corineform bacteria). The majority of available data
have been obtained for rod-shaped bacteria (E. coli, Sal-
monella typhimurium, Bacillus cereus) under steady-state
growth conditions when the cell cycle consists of three dis-
tinct phases:

1. The growth of the newborn cell without chromosome
replication from the initial mass m0 until some criti-
cal initiation mass m*

2. DNA replication (C period)
3. Separation of daughter cells (D period)

Relationship between Cell Size and Specific Growth Rate.
The periods C and D are constant; in E. coli, they occupy
about 40 and 20 min, respectively, independent of environ-
mental conditions. However, the duration of phase 1 de-
pends on cultivation conditions; the time of the single-cell

mass increase from m0 to m* is inversely related to the
specific growth rate l. It is this difference that yields l-
dependent variations of cell sizes, because faster-growing
cells produce for the same s � C � D time a larger cell
mass than do slower-growing cells. It became clear from
the following simple algebra.

The steady-state growth of an individual cell proceeds
exponentially throughout the entire cell cycle [m � m0 •
exp(lt)]. At the time of the second part of the cycle, it takes
exactly s min for the cell to enlarge from critical mass m*
to 2m0. Hence,

2m � m* � exp(ls) ⇒ m � 0.5m* � exp(ls) (87)0 0

Equation 87 remains valid for steady-state culture at any
l, which can be varied from 0 to lm. Assuming that cell
critical mass m* is constant and does not depend on growth
rate, we see that equation 87 predicts a l-dependent vari-
ation mass of newborn cells m0 and hence the average
mass and size of the bacterial population. This finding is
supported by numerous experimental studies from the be-
ginning of this century (60) that displayed the positive cor-
relation between cell size and growth rate. Because the
term ls is rather small (ls � ltd � ln 2), it is difficult to
notice the curvature of the experimental curve within the
measurement error. Thus, the relationship between the
average cell size m̄ (m̄ � m0 � 2 � ln 2 for rod-shaped
bacteria; see derivation in equation 88) and l is given as
an empirical linear approximation:

m̄ � m̄(0) � kl (88)

The regression parameters m̄(0) and k have a meaningful
biological interpretation: y intercept, m̄(0) � 2 ln 2 �
0.5m* � (ln 2) � m* is equal to approximately 69% of the
cell critical mass m* initiating chromosome replication,
and slope k � [exp(lms) � 1]/lm � s is close to the duration
of C � D periods.

The postulate on the constancy of the critical mass, m*
was derived from the observation that the cell has accurate
control over its size at division and poorer control over its
age at division (61). Recently, accurate measurements with
flow cytometry (62) revealed that m* is inversely related
to the specific growth rate; slowly growing cells tend to
initiate DNA replication at a slightly higher critical mass
as compared with intensively growing cells. However, we
may safely assume that m* variation is much smaller than
the variation of cell mass during the cell cycle: dm*/dt �
dm/dt.

Simulation of Cell Cycle by Simple Deterministic Struc-
tured Model. In biochemical terms, it is difficult to envis-
age how cell mass per se could determine when to initiate
replication. A more likely candidate is some mass-related
parameter, such as intracellular concentration of some sig-
nal metabolite like guanosine tetraphosphate or an initi-
ator protein, according to the popular model proposed by
Helmstetter and Cooper (63,64). It was postulated that the
initiation of DNA replication is triggered by a threshold
intracellular concentration of this protein V*; this protein
is synthesized at a rate proportional to the total growth
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Table 10. Morphological Effects during Non-Steady-State
Growth

Effects Explanation

The longer lag phase in batch
culture when growth is
surveyed by cell count
rather than biomass
measurements

The partial synchronization of
cell division is delayed as
compared with mass growth
until attainment of the
value 2m̄

The accumulation of enlarged
cells during transition from
lag to exponential growth
phase

The l–m relationship
(equation 87) combined with
the transient misbalance in
V synthesis (equation 89)

The formation of dwarf cells in
starving population

The small cells are produced
during very slow cryptic
growth of surviving
organisms

The accumulation of division
potential if division is
blocked by inhibitor, then
after block release all
missing division takes place
in quick sequence

This phenomenon is simulated
by equation 89 and
explained by overproduction
of initiator protein in the
presence of inhibitor

rate and requires exactly one mass doubling time to reach
its threshold concentration again. This mechanism is
translated into mathematical form of a structured model
such as SCM as follows (2):

dV
� H(l � a) � lV

dt

dk if V � V* then f � f � 0 else f � 0 (initiation)1� f�if k � k* then k � k/2, V � 0, m � m/2 (division)dt
(89)

where H is the fractional contribution of protein V to total
cell synthesis. The V content is an intrinsically transient
entity; even during steady-state growth, it continuously
changes between zero (Helmstetter and Cooper postulated
the annihilation of the initiator protein after every repli-
cation cycle) to an upper-threshold value, V*, which is less
than the potential steady-state level, H(l � a)/l. The sec-
ond variable, k, imitates the replicating chromosome; it
sets up the discontinuity associated with cell division.

Analysis of coupled equation set 89 reveals that this
model is stable toward perturbations. Suppose that by
chance, the content of initiator protein has risen to some
abnormally high level. The immediate result would be sev-
eral more frequent cell divisions, with smooth reversal to
a normal multiplication pace. Similar events take place
under the opposite situation of V deficiency; several divi-
sions are delayed, resulting in production of abnormally
long cells, but then steady state is restored. The negative
feedback mechanism that brings things back into line is
based on the dynamic nature of variable V; it is character-
ized by a unique, stable steady state that is approached
from different initial conditions. It may be easily shown
that the described model adequately simulates various
morphological effects exhibited during non-steady-state
growth (Table 10).

Statistical Analysis of the Population Distributions. Equa-
tion 87 to 89 were derived for average cells in the popula-
tion. To embrace the variability of sizes, we have to analyze
the frequency distributions. If certain conditions are met—
the culture is fully desynchronized, cells grow according to
some deterministic low, all divide into only two identical
daughter cells, and there is no cell elimination—then age
distribution (61) is given by:

�lau(a)da � 2le da: 0 � a � ln 2/l � t (90)d

where l is specific growth rate, td is mean doubling time,
a is the age since birth, and u(a) da is the frequency of cells
whose ages are between a and a � da. Assuming that cells
grow exponentially between divisions, then the frequency
of mass distribution is

2u(m)dm � 2m /m dm: m � m � 2m (91)0 0 0

where m0 is the mass of newborn cell and u(m) dm is the
frequency of cells whose masses are between m and m �
dm. The mean cell size is 2m0 � ln 2 (calculated as an
integral of m � u(m)dm). If cell growth between two con-
secutive divisions is linear (65), then

u(m)dm � 4 � ln 2/m0

• exp(�m � ln 2/m )dm: m � m � 2m (92)0 0 0

Equations 90 and 91 are called canonical age or mass dis-
tributions to emphasize that they are an idealized form
applicable when cell division takes place at a precise size.
Assuming that momentary distribution of size at division
of individual cells is normal and random (not correlated
with other cell cycle events), we can obtain computer-
simulated curves for any fixed level of noise expressed as
the coefficient of variation (CV). As shown in Figure 9, ran-
dom variations of size at division tend to round the corners
of the canonical distribution.

Another source of cell size variation can be nonequal
separation of mother cells into two daughter cells. It is
characterized by the K distribution, which is the distribu-
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tion of the ratio of daughter-cell length to mother-cell
length. The average values absolutely necessary equals
0.5, but CV is at best about 4% (e.g., for well-behaved E.
coli strains) and can attain rather high values for other
organisms. The deviation of observed versus predicted size
distribution may be caused also by cell death and different
kinds of cell pathology (abnormally long or dwarf cells).

Collins and Richmond (66) introduced an entirely dif-
ferent approach based on the use of three distributions:

m m m

v � l{2 Wdm � u(m)dm � k(m)dm}/k(m)m � � �
0 0 0

(93)

where vx is the growth rate of cells of size m, k(m) is the
extent of population distribution, W is the momentary dis-
tribution of dividing cells, and u(m) is the momentary dis-
tribution of newborn cells. This equation allows the cal-
culation of the mean growth rate of cells of particular size
class. Instead of this analytical method, Koch in his work
with Shaechter (61) proposed the synthetic approach.
Starting from the set of specific postulates of the cell mul-
tiplication mechanism (linear or exponential growth of cell
mass between divisions, kind of control, the evenness of
the division), they derived the size or age distribution,
which then was compared with the observations.

The Growth Low. Some believe that there should be a
general low of cell growth that can be discovered by sen-
sitive methods of analysis. The rate of biomass growth
throughout the cell cycle was hypothesized to be linear,
bilinear, exponential, double-exponential, and so on. Two
limiting cases have generally been considered: the expo-
nential and linear growth models proposed, respectively,
by Cooper and Kubitschek (57). To differentiate between
these two mechanisms, three classes of experiments have
been used:

1. Size measurements of individual cells growing in the
microculture by use of phase-contrast microscopy or
recently developed confocal scanning light micros-
copy combined with image analysis.

2. Pulse-chase labeling of cells with their subsequent
separation into different phases of the cell cycle.
Most frequently, labeled uracil and leucine are used
as precursors of RNA and protein synthesis, respec-
tively. There are two major sources of errors in this
approach: poor resolving power of separation meth-
ods and artifacts associated with effects of exogenous
compounds on intracellular fluxes (feedback inhibi-
tion, pool expansion, label dilution, etc.). One of the
best options for separation is probably the “baby ma-
chine,” based on the membrane elution principle
(67). To minimize the second source of error, the mu-
tants blocked in the synthesis of the probe compound
can be used.

3. Analysis of the frequency distributions of steady-
state populations (see equations 91 and 92). How-
ever, the resolving power of this approach is rather
low because linear and exponential models produce
similar patterns.

Most of the obtained results are in better agreement
with the exponential growth model rather than with the
linear model. However, there are some serious doubts
about whether there is a unique simple mathematical
growth low describing bacterial growth during the division
cycle. Cooper (67) proposed distinguishing three categories
of cell components that are synthesized with a unique pat-
tern:

1. Cytoplasm (proteins, RNA and ribosomes, small mol-
ecules) that is accumulated exponentially.

2. Cell DNA that is replicated in a linear fashion as a
sequence of constant and zero rates.

3. Cell surface composed of peptiodoglycan and mem-
branes that are synthesized exponentially during
most parts of the cell cycle, but immediately before
cell division the synthesis accelerates to accomplish
new pole formation.

Thus, the growth pattern of the whole cell is the sum of
these three patterns. Because the cytoplasm is the major
constituent (up to 80% of CDW), then the growth of the cell
should be approximately exponential.

Population Dynamics (Mutations, Autoselection, Plasmid
Transfer)

Description of Mutation and Autoselection. The contin-
uous culture turned out to be a very efficient tool to study
mutation and autoselection (67). Let N be the total cell
concentration, M the concentration of mutants, l the spe-
cific growth rate of the main nonmutated part of the cell
population, and g the specific growth rate of neutral mu-
tants, then

dM
� klN � gM � DM

dt

dN
� lN � klN � DN (94)

dt

where k is the mutation rate expressed as the ratio of the
numbers of mutants to total number of cells formed. If k �
1 and l � g, in the steady state, we obtain l � g � D, and

dM
� kND

dt

or

M � M � kDNt (95)0

If g � l, then the original strain will be displaced by the
mutant, otherwise, if g � l, M will tend to a lower limit
M* � kN/(1 � g/D).

Experimental studies of phage-resistant mutants in a
tryptophan-limited chemostat culture of E. coli showed
that the period of linear M increase in accordance with
equation 95 was fairly short. Every 20 to 100 generations
there was an abrupt fall in the number of mutants, after
which the linear growth resumed at the same rate (67).
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The observed saw-tooth dynamics in M were explained by
Moser (43) as a combined effect of mutation and selection.
The original wild clone gives not a single but a whole array
of mutations with subsequent reversions. Let us denote the
total cell population in a chemostat culture as N, which is
the sum of all subpopulations, including original and
emerging variants, N � RNi. All possible transitions be-
tween variants are given by the matrix, kirj( j � 1, . . . , n;
i � 1, . . . , n; j � i). Then, the chemostat model takes the
following form:

n dNdN j
� � l̄(s)N � DN�dt dtj�1

n1
l̄ � l N� j jN j�1

n ndNj
� l (s)N � DN � k N � k Nj j j � jri j � irj idt i�j j�i

nds
� D(s � s) � l (s)N /Y0 � j j jdt j�1

s
l (s) � l (96)j m K � ssj

Every drop in the saw-tooth dynamics of neutral mutants
detected by their phage resistance can be interpreted as
the appearance of other types of spontaneous mutant with
higher growth capabilities. In a chemostat culture, such
mutants overcompete and displace all other cells by virtue
of their higher affinity to limiting substrate (a decreased
Ks value). Let such a mutant be denoted by the subscript
k and (s) be the average growth rate of all other subpop-l̄

ulations. The selection pressure for this mutant, r, is given
by

d(M /N) M Mk k k
� r � [l (s) � l̄(s)] (97)kdt N N

If Ksk � Ksj( j � k), then r � 0 until a new equilibrium is
established. In this process, the original cells will be dis-
placed by the mutants and the growth-limiting substrate
concentration will decrease from s̄1 � DKsj/(lm � D) to s̄2

� DKsk/(lm � D), and the culture density will rise by Y(s̄1

� s̄2).

Autoselection in Turbidostat and pH Auxostat. The affin-
ity to substrate was not always the only driving force of
selection outcome. A number of instructive examples were
reviewed by Pechurkin (14).

1. In turbidostat and pH auxostat, autoselection is in
favor of mutants with higher maximum specific growth
rates, r � lmk � lmj � 0. Because the population density
is kept constant instrumentally and the dilution rate is
allowed to vary, then autoselection results in the increase
in D from lmj to lmk.

2. Mutation toward a higher growth efficiency, Yk � Yj,
will lead to the same result as an increase in lm: r � lk �
lj � (lmk � lmj)s/(Ksj � s), as soon as lk � qsYk and lj �
qsYj.

3. Growth of a mutant with a higher resistance to in-
hibitory metabolic products can be described by equation
77 with Kpk � Kp. Under selection pressure r � lk � l �
lm(s/Ks � s)[Kpk/(Kpk � p) � Kp/(Kp � p)], the original
population will be completely displaced, and the product
concentration will reach a higher steady-state level, p̄ �
lmKpks̄/(Ks � s̄)D � Kpk.

4. Growth of mutants resistant to an antibiotic will not
be affected by competition if the respective antibiotic is
continuously supplied: r � lk(s), because l � 0 for all
other forms. The dynamics of the total population will be
governed by the initial density of the mutant.

5. A mutation resulting in enhanced adhesion to fer-
menter walls will lead to accumulation of slow growing
cells (because the adhesion prevents washout); eventually
we have r � lk � D � lj.

Extrachromosomal Cell Elements. The present-day hot
spot in microbial population genetics is the study of extra-
chromosomal cell elements (ECE) such as plasmids,
phages, transposons, and insertion elements. Normally,
ECEs do not carry genes, absolutely essential for growth,
but they are capable of fast replication, surpassing the
chromosome DNA in the number of copies. R plasmids are
responsible for bacterial growth in the presence of antibi-
otics, but under normal conditions (with no antibiotics
present), their synthesis becomes too heavy a burden for
the host cell, which is manifested in a decreased growth
rate. Among the more than 100 R factors studied, about a
quarter were found to increase the bacterial generation
time by 15% (68). For this reason, plasmid-bearing strains
are unable to compete with plasmid-free populations, al-
though there are a few exceptions. Thus, colicin-positive
cells carrying respective plasmids are able to withstand
the competition with faster-growing plasmid-free strains
by virtue of antagonistic inhibition. In recent years, rather
intricate and detailed dynamic models of autoselection
have been proposed that take into account the ECE-related
effects, including the transfer of ECEs within the popula-
tion, their segregation loss, changes in l arising from the
ECEs carriage, and so on. Some of these models have bio-
technological and medical applications (69).

MICROBIAL GROWTH AS DEPENDENT ON CULTIVATION
SYSTEMS

The array of laboratory cultivation systems that define the
dynamic patterns of microbial growth is summarized in
Table 11. Microbial growth patterns are distinguished by
three features:

• Regime of substrate supply (1, continuous supply;
and 2, single-term addition)

• Elimination of growing microorganisms (�, signifi-
cant; b, absent)

• Magnitude of spatial gradients (a, homogeneous sys-
tems; b, heterogenous systems)

Each specific cultivation procedure can be represented by
a point inside a cube with the axes 1 to 2, � to b, and a to



1540 KINETICS, MICROBIAL GROWTH

Table 11. Matrix of Cultivation Techniques

Substrate input

Continuous (1) Single-term (2)

Spatial organization Cell eliminated (�) No elimination (b) Cell eliminated (a) No elimination (b)

Homogeneous (a) 1a� 1ab 2a� 2ab
Chemostat Fed-batch culture Continuous culture Simple batch culture
Turbidostat Dialysis culture with substrate pulses
pH-auxostat Retentostat Phased culture

Heterogeneous (b) 1b� 1bb
Plug-flow (tubular culture) Column packed Forbidden combination
Colonies with microbe attached

b. The 2b combination is logically forbidden because any
spatial segregation results in protracted substrate utili-
zation and so transforms a batch process into a continuous
one. The dynamics of microbial growth in any type of cul-
tivation system can be described by the following mass–
balance equations:

ds
� F � G(s) � l(s)x/Y � mx

dt

dx
� V � H(x)x � l(s)x (98)

dt

where F is the substrate input rate; G(s) is the rate of un-
used substrate removal from cultivation vessel (washout,
leaching, evaporation, etc.); V is the rate of microbial bio-
mass input, which may be a single-term inoculation or con-
tinuous delivery of cells to the fermenter (specially de-
signed or unintentional, e.g., contamination); and H(x) is
the rate of microbial elimination, such as washout, death,
grazing, or lysis. The rest of the notation is conventional.
To simulate microbial growth dynamics in a particular ho-
mogeneous system, one has to make the following selec-
tion: F(t) � 0, s0 � 0 for a category 2 (batch culture), F(t)
� 0 for category 1 (continuous cultivations); H(t) � 0 for
systems retaining cell biomass (dialysis, fed-batch, simple
batch, column with immobilized cells), and H(t) � 0 when
cell elimination occurs (chemostat, turbidostat, phased cul-
ture, etc.)

Spatially heterogeneous systems can be simulated ei-
ther by partial derivatives or compartmental models (e.g.,
the total biomass x of a microbial colony may be repre-
sented as a sum of the peripheral and central components).

1a�—Homogeneous Continuous Culture (Continuous-Flow
Fermenters with Complete Mixing)

There are two subgroups within this type of cultivation
technique. In the first one, steady-state growth is main-
tained naturally by the microbial culture itself. Self-
regulation is performed through negative feedback that
originates from the dependence of the growth rate on sub-
strate concentration (chemostat) or on temperature (calor-
istat). In the second group, electronic devices are used for
the automatic adjustment of dilution rate to the instan-
taneous growth rate of the microbial culture. Electronic
control is based on the sensing of cell density or growth-

linked products, that is, optical density (turbidostat), cul-
ture liquid viscosity (viscostat), CO2 concentration in out-
put air, culture pH (pH auxostat), and so on.

In theory, the steady-state growth may be established
in chemostat between 0 and lm, but in practical terms nei-
ther very low nor very high values are attainable because
of the long time needed to reach the steady state in the
first case and the risk of culture washout in the second.
The second group of continuous techniques (turbidostat,
pH auxostat, viscostat, etc.) are capable of maintaining
steady growth at high s when either l r lm or under sub-
strate inhibition, when dl/ds � 0. There is also a potpourri
mixed technique known as the bistat (70), which combines
a chemostat and a pH auxostat. The mass–balance equa-
tions for the chemostat and its modifications have already
been given (equations 62 to 64). In a simple, complete mix-
ing cultivator, all cells have an equal probability of being
washed out, hence l � D. If there is substantial wall
growth, biomass retention, or feedback, then l � D; this
difference increases with the extent of biomass retention
in the fermentation vessel. In terms of our scheme, such
cultivation systems correspond to points on the edge 1a�
to 1ab.

1ab—Continuous Cultivation without Cell Washout

This group embraces cultures with batch or continuous di-
alysis, fed-batch culture (FBC), and batch culture with a
supply of limiting substrate via the gas phase (gases and
volatile compounds). It also includes the chemostat with
complete biomass feedback by means of filtration (71). The
latter fermenters are less reliable in practical terms as
compared with dialysis culture, because the membrane fil-
ters are quickly plugged with cells. The limiting substrate
is supplied into the dialysis culture through a semiper-
meable membrane and, in the case of a gaseous nutrient,
through the gas–liquid interface. In both cases, mass
transfer is reasonably well described by Fick’s law. The
culture volume remains fixed in all systems, with the ex-
ception of a FBC. In a FBC, a constant nutrient feed F
provides a linear increase of culture volume V during the
cultivation span; the dilution rate D � F/V is decreased
hyperbolically. The great advantage of these cultivation
techniques for biotechnology is that they provide the pos-
sibility of realizing very slow continuous growth accom-
panied with derepression of synthesis of many secondary
metabolites. With a constant limiting substrate flux, Fs0,
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the absence of cell washout means that at each subsequent
moment an equal ration is shared by an increasing micro-
bial biomass, and, as a result, l eventually falls down to
negligible values or even to zero (the maintenance state).
Unlike the chemostat, no true steady state is established
in this case, but when the substrate is virtually depleted,
we have ds/dt � 0 and the system reaches a quasi steady
state (5). If a quasi steady state approximation is found to
be sufficient, then extremely slow continuous growth can
be obtained after a reasonable period of time, perhaps a
few weeks, as compared to the several months needed in
a chemostat.

2a�—Continuous Cultivation with a Discontinuous Supply
of Limiting Substrate

Suppose we have a simple chemostat culture fed by nutri-
ent medium lacking just one essential component. This
component is added as a small volume of concentrated so-
lution at regular and sufficiently large time intervals, Dt.
Then

ds
� D[s (t) � s] � q(s)x0dt

dx
� l(s)x � Dx

dt

A � 0, when t � iDt, i � 0, 1, . . . , ns (t) � (99)0 �0, otherwise

This cultivation method was originally used to obtain syn-
chronized cell division (72). A continuous phased culture
(73) is a repeated simple batch culture, that is, at regular
intervals, Dt, half of the culture volume is withdrawn and
the fermenter is refilled with an equal volume of fresh me-
dium. Under such conditions, repeated batchwise growth
proceeds with biomass increasing cyclically from x0 to 2x0.
Obviously, the growth dynamics are governed by the time
interval between consecutive substrate additions Dt. If Dt
� ln2/lm, a sawtooth nonlimited growth takes place as in
a turbidostat. With Dt � ln2/lm the culture should be
washed out and, whenDt � ln2/lm, the maximal attainable
biomass decreases with increasing Dt because of endoge-
nous biomass decomposition and waste respiration during
the lag phase.

2ab—Simple Batch Culture

Cultivation begins at the initial limiting substrate concen-
tration, s0, and inoculum size, x0. The biomass reaches its
maximum, xm, when the limiting substrate is depleted (s
� 0) and then declines even in the absence of exogenous
elimination, so that x r 0 as t r �. Description of batch
dynamics has been given earlier. Specified growth phases
are described by simple nonstructured models (equations
56, 61, and 73), and entire dynamics are described by SCM
and other structured models (equations 84 to 86; Fig. 8).

1b�—Plug-Flow (Tubular) Culture

The inoculum and the medium are mixed on entry into a
long reactor tube, and the culture flows in the tube at a
constant velocity without mixing. In each small element of

culture liquid, moving along the spatial coordinate z at a
linear velocity f � F/A (where F is flow rate, cm3/h, and A
is the cross-sectional area, cm3), growth of biomass pro-
ceeds as in a simple batch culture. To account for the cul-
ture movement per se, we have to pass from ordinary to
partial derivatives and replace dx/dt by �x/�t � f�x/�z
(along-the flow-growth rate). Allowing for some dispersion
of the moving front by diffusion, we can write

2�s �s � s
� f � D � q(s)xs 2�t �z �z

2�x �x � x
� f � D � l(s)x (100)x 2�t �z �z

where Ds and Dx are the diffusion coefficients of the sub-
strate and microbial cells, respectively.

1bb—Continuous-Flow Reactors with Microbes Attached

The nutrient solution is pumped through a column filled
with adsorbent material and is utilized as it moves by
growing immobilized cells. The mass–balance equations
for a packed column are obtained from equation 100 by
simplifying the equation for x,

2�s �s � s
� f � D � q(s)x(z)s 2�t �z �z

�x
� l(s)x � Y[q(s) � m]x (101)

�t

Bacterial cells accumulate faster on the top of the column
because of larger q(s) values, and as a result, a distinctive
spatial biomass distribution develops in the form of a hy-
perbolic decrease of x with column depth. Growth does not
reach steady state with respect to x until cell elimination
becomes well expressed (the effects of inhibitory products,
endogenous cell decomposition, and leaching).

Colonies

Besides continuous-flow columns, other heterogeneous
systems are widely used. Especially popular is plating on
solid media made from natural or synthetic gels (agar,
PAAG, silica gel, synthetic alumosilicates, etc.) as well as
on some porous materials (sand, glass beads, glass fiber).
Impregnated with nutrient solution, such materials are
used to grow microorganisms in the form of colonies or
lawns. At first glance, it is tempting to consider these tech-
niques as analogies of a simple batch culture with single-
term substrate input (type 2bb in Table 11). However, a
closer look at the mechanism of colony growth reveals a
greater resemblance to chemostat culture! Here we will
outline our considerations.

The spread of a colony over a solid substrate, for ex-
ample, a layer of agar, proceeds by the growth of only a
peripheral zone with biomass, xp (Fig. 10). Then

ds
� �q(s)x

dt

dx
� l x � ax (102)w pdt

where a is the specific decay rate of cell (mycelium) com-
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Figure 10. Schematic illustration of the difference between the
growth modes bacterial (top) and fungi (bottom) colonies. Note
that unicellular organisms (bacteria) do not penetrate into the
agar layer as opposed to filamentous fungi. Arrows indicate direc-
tions of substrate diffusion across concentration gradients. R and
w are, respectively, radius and width of the peripheral zone of the
colony.

ponents. Straightforward geometrical analysis shows that
the linear spread rate for a regularly shaped colony (a cyl-
inder, a sphere, or a strip) of size R is given by the following
relation (2,5):

dR
� l w � Kw rdt

or

R � R � K t (103)0 r

where Kr is the colony linear expansion rate, mm/h; lw is
the microbial specific growth rate within the peripheral
zone; and w is the zone width.

In the case of unicellular organisms (e.g., bacteria,
yeasts) that are incapable of penetrating into the gel’s ma-
trix, the substrate is available through passive diffusion to
the peripheral zone from the underlying gel layer. As the
colony grows, this flux diminishes, Kr decreases, and even-
tually the growth stops altogether. The filamentous organ-
isms (fungi and actinomycetes) are able to propagate both
on the surface and in the depth of gel. As a result, their
growth is not completely dominated by diffusion effects,
and the colony front advances at a faster rate than sub-
strate is depleted in the frontier zone. The colony spreads
at a constant radial rate, Kr, until the Petri dish is filled
or the agar deteriorates from dryness. (In the case of rich
nutrient media, there are also effects of self-inhibition by
metabolic products [see equations 76 and 77].)

Thus, the colony growth is (1) continuous, (2) substrate-
limited, (3) directed, and (4) spatially ordered. Properties
1 and 2 suggest a strong similarity between growth of a
colony (especially a fungal one) and that of a chemostat
culture. If so, a colony’s peripheral zone is analogous to the
cell culture in the fermenter, and its central part is com-

parable with the waste cell suspension that is discharged
into the product bottle. A steady running of a pump, deliv-
ering medium at a rate, F (cm3/h), corresponds to the ac-
tive and uniform substrate utilization by the growing my-
celium at a rate KrA (cm3/h, A is the area of colony–
medium interface). Finally, both cultivation systems are
characterized by the elimination of propagating biomass,
that is, by the expulsion of grown cells (mycelium) from
further active growth (either by washing out or by the mo-
tion of the colony front). In both cases, the elimination rate
is equal to biomass growth in the active compartment. The
essential deviation from the chemostat lies in properties 3
and 4. Spatial differentiation of hypha and the direction of
colony expansion are governed by spatial gradients of lim-
iting substrate and, possibly, some metabolic products.
Steepness of gradients is partly diminished by the effects
of metabolic translocation along hypha over distances of
the order of w.

It can be concluded from the previous discussion that
colony growth belongs to class 1b�, and not to 2bb. In gen-
eral, it is very likely that the 2b combination is an empty,
logically forbidden combination, because a single-term mo-
mentary input of substrate may only be realized in a ho-
mogeneous system. Any spatial segregation whatever will
actually prolong the consumption of substrate and, there-
fore, transform a batch process into a continuous one. For
this reason, growth on any insoluble substrate (lignocel-
lulose and other plant polymers, oil droplets, grains of sul-
fur, etc.) should always be treated as a continuous process.
The solid-phase fermentation can also not be anything but
continuous, whether new portions of substrate are added
to the reactor or not. (Obviously, this applies to the growth
mechanism itself and not to the engineering operation.)
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MOLECULAR PROPERTIES, ENZYMOLOGY, AND
PREPARATION OF LACCASE

Detection, Purification, and Cloning of Laccase
Laccase (EC 1.10.3.2) is a family of multicopper oxidases
that catalyze the oxidation of a range of inorganic and ar-
omatic substances (particularly phenols) with the concom-
itant reduction of O2 to water. This enzyme has been de-
tected in various plant species, including lacquer, mango,
mung bean, peach, pine, prune, and sycamore (1–6), one
bacterium, (Azospirillum lipoferum) (7), a dozen insects of

genera that include Bombyx, Calliphora, Diploptera, Dro-
sophila, Lucilia, Manduca, Musca, Oryctes, Papilio, Phor-
mia, Rhodnius, Sarcophaga, Schistocerca, and Tenebrio
(8–10), as well as more than 40 different fungi, including
Agaricus, Antrodiella, Armillaria, Aspergillus, Bjerkan-
dera, Botrytis, Ceriporiopsis, Cerrena, Chaetomium, Co-
prinus, Cryphonectria, Cryptococcus, Curvularia, Cyathus,
Geotrichum, Daedalea, Fomes, Fusarium, Halosarpheia,
Lactarius, Lentinus, Monocillium, Myceliophthora, Neu-
rospora, Penicillium, Phanerochaete, Phellinus, Phlebia,
Pholiota, Pleurotus, Podospora, Pycnoporus, Pyricularia,
Rhizoctonia, Rigidoporus, Schizophyllum, Sclerotium,
Scytalidium, Sporotrichum, Stagonospora, Thermoascus,
Trametes, and Trichoderma (11–42). It has been postulated
that laccase is involved in various cellular and microbial
activities (43–51). Recent studies on the physiological func-
tion of laccase include those on plant cell wall biosynthesis
(52), phytopathogenesis (53), wood material degradation
and humification (32,54), insect sclerotization (8,10,55,56),
bacterial melanization (7), and melanin-related virulence
for human (57).

To date, thorough purification and characterization
have been made on laccases from more than 20 different
organisms (Table 1). The primary structure has been de-
termined for laccases from 14 organisms, including Acer
pseudoplatanus (58), Agaricus bisporus (11), Aspergillus
nidulans (77), Coprinus cinereus (78), Cryptococcus neofor-
mans (57), Myceliophthora thermophila (23), Neurospora
crassa (64), Pleurotus ostreatus (36), Rhizoctonia solani
(26), Scytalidium thermophilum (30), Trametes (Coriolus)
hirsutus (79), Trametes versicolor (80), Trametes villosa
(33), and a basidiomycete designated as PM1 (25). Exten-
sive characterization of laccase has been carried out in the
past decades, and the work accumulated by 1993 has been
comprehensively reviewed (43–51). An attempt is made in
this article to review recent progress, with emphasis on the
potential industrial and medicinal applications of laccase,
made during the last decade.

Molecular Properties of Laccase

Most laccases studied are extracellular proteins, although
intracellular laccases have been detected in several fungi
and insects (8,10,17,57). In general, fungal laccases have
isoelectric points (pI) ranging from 3 to 7 whereas plant
laccase pI ranges to 9 (Table 1). Under nondenaturing con-
ditions, gel filtration data suggest that at least some fungal
laccases have quaternary structure (8,11,15,23,26,30,
33,69,81). On SDS-PAGE, most laccases show mobilities
corresponding to molecular weight (MW) of 60–100 kDa,
of which 10–50% may be attributed to glycosylation (Table
1). Available data indicate that mannose is one of the major
components of the carbohydrates attached to laccase
(1,26,33,36,57,60,69,81,82). Glycosylation in laccase is
suggested to play a role in secretion, proteolytic suscepti-
bility, activity, copper retention, and thermal stability
(60,69,82,83). Purified laccases exhibit a characteristic
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Table 1. Molecular Properties of Some Laccases

Species MW, kDa pI Glycosylation (%) References

Acer pseudoplatanus 66a 40 1,58
Agaricus bisporus 65a 3.7 15 11
Armillaria mellea I, II 59 4.1, 3.3 15 13
Aspergillus nidulan 80 12 59
Botrytis cinerea 74 4.0 49 60
Cerrena maxima 67 46
Cerrena unicolor 66 14
Ceriporiopsis subvermispora I, II 71, 68 3.4, 4.8 15 61
Chaetomium thermophile 36 15
Cryphonectria parasitica 77 24 17
Cryptococcus neoformans 75a 6 57
Fomes annosus 73 21
Junghuhnia separabilima 58–62 3.5 62
Lactarius piperatus 67 63
Lentinus edodes 66 47
Manduca sexta 70–90 8
Monocillium indicum 72 22
Myceliophthora thermophila 85a 4.2 14 23
Neurospora crassa 64a 6.8 12 64
Phanerochaete chrysosporium 47 24
Phellinus noxius 70 65
Phlebia radiata 64 3.5 2 66
Phlebia tremellosa 67 3.3 62
Pholiota mutabilis 64 21
Pinus taeda 90 9 22 4
Pleurotus ostreatus I, II 64, 59a 2.9 13,4 36,67
PM1 64a 3.6 6.5 25,68
Podospora anserina 70–80 4.9 23 21,69
Pycnoporus cinnabarinus 77 3.7 9 35
Pycnoporus coccineus 70 3.5 8 70
Rhizoctonia pratocola 78 21
Rhizoctonia solani 66a 7.5 11 26
Rhus vernicifera 110 8.6 45 71,72
Rigidoporus lignosus I, II 53, 52 3.8, 3.3 62,65
Schizophyllum commune 64 28
Scytalidium thermophilum 80a 5.1 20 30
Trametes anisoporus 58 46
Trametes consors 58 73
Trametes hirsutus 55a 46
Trametes sanguinea 62 3.5 9.1 74
Trametes versicolor I, II 67a, 70 3.2, 5.6 14 75,76
Trametes villosa I, III 63a 3.5, 6.5 0.5 33
Trichoderma 72 34

aDNA sequence-deduced MW: Acer pseudoplatanus, 60; Agaricus bisporus, 58; Cryptococcus neoformans, 66; Myceliophthora thermophila, 61; Neurospora
crassa, 61; Pleurotus ostreatus, 54; PM1, 53; Rhizoctonia solani, 55; Scytalidium thermophilum, 63; Trametes hirsutus, 54; Trametes versicolor, 55; Trametes
villosa, 55.

blue appearance from their electronic absorption around
600 nm. Typical UV-visible spectra of laccase (at resting
state) show two maxima around 280 and 600 nm and one
shoulder near 330 nm. The ratio of the absorbance at 280
nm to that at 600 nm is generally 14 to 30, and the ratio
of the absorbance at 330 nm to that at 600 nm is 0.5 to 2
(26,33,43–51,84).

In the holoenzyme form, most laccases have four
copper atoms per monomer (25,26,33,43–51,57,61,67,
70,72–74,85), although the laccase from Phlebia was re-
ported to have two coppers and one pyrroloquinoline qui-
none as prosthetic groups (86). Among the four copper

atoms, one belongs to the “blue” type 1 copper site that has
a strong electronic absorption around 600 nm and a char-
acteristic electron paramagnetic resonance (EPR) signal;
one belongs to the type 2 copper site that has a character-
istic EPR signal, and two belong to the strongly coupled
type 3 site that has a weak UV absorption around 330 nm
and is EPR active only when perturbed by strong anion
binding. It is postulated that the type 2 and type 3 sites
constitute a trinuclear copper cluster center. The redox po-
tentials of the active coppers measured for several fungal
and plant laccases are in the range of 0.4–0.8 V versus
normal hydrogen electrode (43–48,84). The redox potential
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of the type 1 site in several plant and fungal laccases has
been measured as a function of pH and showed a total po-
tential change of 0.1 V over the pH range 3–9 (71,87).

The primary structures of more than 20 laccases (from
more than 14 organisms) have been determined by protein
or DNA sequencing. Analyses of the primary structure in-
dicate the occurrence of N-terminal posttranslational pro-
cessing in which the signal (pre-) peptide is cleaved during
the secretion of an extracellular laccase. The maturation
of some laccases also includes either N-terminal processing
of a propeptide or blocking of the N-terminus (23,30). A
C-terminal propeptide is processed to form mature Neu-
rospora crassa laccase as well (64). Within the highly con-
served copper-binding domains, the putative copper-
ligating residues (10 histidines and 1 cysteine) are strictly
conserved. Preliminary crystallization of two Trametes lac-
cases has been reported (74). Extensive spectroscopic char-
acterizations and primary sequence comparison (43–48,88)
strongly suggest that, in laccase, the structures of the cop-
per sites and polypeptide backbone are quite similar to
those of ascorbate oxidase and ceruloplasmin as deter-
mined by X-ray crystallography (89,90).

Enzymology of Laccase

The enzymology of two representative laccases, Rhus ver-
nicifera and Trametes versicolor laccases, has been exten-
sively studied (43–51). Laccase can catalyze the oxidation
of various reducing substances such as inorganic or organic
metal complexes, anilines, thiols, and especially phenols.
Although laccase strongly prefers O2 as its oxidizing sub-
strate (Km at submillimolar levels), it usually has low spec-
ificity toward reducing substrates. In general, the optimal
pH of laccase activity depends on the type of substrate (87).
For phenols, the optimal pH can range from 3 to 7 for fun-
gal laccases and up to 9 for plant laccases. The optimal pH,
Km, and kcat for some laccases are listed in Table 2.

It is believed that laccase catalysis involves (1) reduc-
tion of the type 1 copper by reducing substrate, (2) internal
electron transfer from the type 1 copper to the type 2 and
type 3 copper, and (3) reduction of O2 to water at the type
2 and type 3 copper site (43–51). The oxidation of a reduc-
ing substrate by laccase typically involves the loss of a sin-
gle electron and the formation of a free (cation) radical. The
radical is in general unstable and may undergo further
laccase-catalyzed oxidation (e.g., to form quinone from
phenol) or nonenzymatic reactions (e.g., hydration, dispro-
portion, or polymerization). The electron transfer from
substrate to type 1 copper is probably controlled by redox
potential difference (95). A lower oxidation potential of
substrate or a higher redox potential of laccase (type 1 site)
often results in a higher rate for substrate oxidation. It
seems that the binding pocket of reducing substrate (or the
type 1 copper site) is quite shallow and has limited steric
effect on simple phenol substrate (78,95). In contrast, the
O2-binding pocket (or the type 2 and type 3 copper sites)
appears to restrict the access of oxidizing agents other
than O2. Activation of O2 likely involves chemical bond for-
mation on the trinuclear copper cluster. Under turnover
conditions, the rate-limiting step may be the oxidation of

substrate, whereas under transient or anaerobic condi-
tions, the internal electron transfer step may be rate lim-
iting (43–51).

Laccase can be inhibited by various reagents (43–51).
Small anions such as halides [excluding iodide (96)], azide,
cyanide, and hydroxide bind to the type 2 and type 3 cop-
per, resulting in an interruption of the internal electron
transfer and activity inhibition. Other inhibitors include
metal ions (e.g., Hg2�), fatty acids, sulfhydryl reagents,
hydroxyglycine, Kojic acid, desferal, and cationic quater-
nary ammonium detergents (15,18,21,25,61,97–99). Lac-
case is generally more stable at alkaline pH than at acidic
pH (74,84). Under identical conditions, thermophilic fun-
gal laccases are in general more thermostable than meso-
philic laccases (84).

Preparation of Laccase

In general plant laccases are purified from sap or tissue
extracts, whereas extracellular fungal laccases are
purified from medium culture (fermentation broth) of
the selected organism. Certain aromatic or phenolic in-
ducers (such as ferulic acid, xylidine, p-anisidine, or an-
thraquinone) can be used in some cases to boost the yield
of an inducible laccase from the wild-type strains
(21,27,35,76,100). Recent progress in applying genetic en-
gineering technologies may be an alternative route to in-
dustrial laccase production (26,33,79,84,101–104). Various
protein purification techniques are frequently employed in
purifying laccase. Typical purification protocols involve ul-
trafiltration, ion exchange, gel filtration, hydrophobic in-
teraction, or other electrophoretic and chromatographic
techniques. Affinity chromatography using a phenolic
group as ligand can increase purification efficiency (91).
The purity of a laccase preparation is often measured by
SDS-PAGE and by the ratio of the absorbance at 280 nm
to that at 600 nm. Laccase transcription or expression can
be detected by DNA–RNA hybridization or by immuno-
chemical assay with antilaccase antibody. Laccase activity
can be detected with characteristic chromogenic sub-
strates, such as syringaldazine and 2,2�-azino-bis-(3-ethyl-
benzthiazoline-6-sulfonic acid) (ABTS) are often used.
ABTS is very suitable to screening because its one-
electron-oxidation product is soluble in water, stable, and
intensely green. Currently, several wild-type fungal lac-
cases, including those from Pyricularia oryzae, Trametes
(Coriolus) consors, Myceliophthora thermophila, Trametes
hirsutus, and Trametes versicolor, are commercially avail-
able.

APPLICATIONS OF LACCASE

Industrial Biocatalysis

Delignification of Lignocellulosics by Laccase. Conven-
tional methods of delignifying or decolorizing paper pulp
involve either chlorine- or oxygen-based chemical oxidants
(e.g., ClO2 and O3). Although very effective, these methods
have serious drawbacks such as disposal of chlorinated by-
products or loss of cellulose fiber strength. Microbial or en-
zymatic delignification systems that overcome these draw-



1548 LACCASE

Table 2. Kinetic Parameters of Some Laccases

Species Substrate pH Km, mM kcat/min References

Armillaria mellea p-phenylenediamine 3.5 1.7 13
Botrytis cinerea 2,6-Dimethylphenol 3.5 0.1 466,000 60
Ceriporiopsis subvermispora I, II Guaiacol 3, 5 1.6, 0.44 3,100, 4,000 61
Cerrena unicolor Syringaldazine 5.5 14
Cryphonectria parasitica 2,6-Dimethylphenol 2.5 2,000 17
Curvularia Guaiacol 5 0.75 18
Fomes annosus Syringaldazine 4.6 21
Fomes fomentarius Syringaldazine 4.6 0.28 91
Lactarius piperatus Catechol 5.6 63
Lentinus edodes Syringaldazine 5.0 21
Manduca sexta 2-Methyhydroquinone 6.0 0.02 1,100 8
Monocillium indicum o-Dianisidine 3.0 0.025 22
Myceliophthora thermophila Syringaldazine 7 0.01 370 84
Phanerochaete chrysosporium Syringaldazine 5.0 21
Phellinus noxius Guaiacol 4.0 65
Pholiota mutabilis Syringaldazine 5.2 21
Pinus taeda Coniferyl alcohol 5.9 4
Pleurotus ostreatus I, II Syringaldazine 6.5 192, 107 67
PM1 Guaiacol 4.5 0.5 68
Podospora anserina Dopamine 5.5, 7.5 3.3 81
Pycnoporus cinnabarinus Guaiacol 4 0.75 35,92
Pycnoporus coccineus Catecol 4.5 70
Rhizoctonia praticola 2,6-Dimethylphenol 6.8 0.26 21
Rhizoctonia solani Syringaldazine 7 0.017 1,900 84
Rhus vernicifera Syringaldazine 9 0.043 600 84
Rigidoporus lignosus Syringaldazine 6.0 1200 93
Sarcophaga bullata Dopamine 4.5 10
Scytalidium thermophilum Syringaldazine 7 0.001 290 84
Sporotrichum pulverulentum Syringaldazine 5.0 21
Trametes anceps Syringaldazine 5.3 140 94
Trametes hirsutus Guaiacol 0.75 92
Trametes sanguinea Dimethylphenylenediamine 5 74
Trametes versicolor I, II Catechol 4.6 0.02, 0.09 52, 110 85
Trametes villosa I Syringaldazine 5 0.058 2700 84

backs and can be easily adapted to current pulp production
lines are attractive alternatives.

It has long been postulated that laccase participates in
natural delignification (for recent reviews, see Refs.
66,76,105,106). Various laccases have been shown capable
of degrading either natural lignin (wood chips or Kraft
pulp) or synthetic lignin models (32,66,76,105–112). These
laccases could either directly oxidize phenolic components
exposed in lignin or, in the presence of proper redox me-
diator, indirectly oxidize heterogeneous phenolic and
nonphenolic (especially methoxybenzene) components
(35,112–114). As a result of laccase oxidation, (cationic)
radicals could be generated in lignin, resulting in subse-
quent aliphatic or aromatic C–C bond cleavage and depo-
lymerization.

As a “biopulping” agent, laccase could be applied to
wood chips before pulping. The pretreatment with laccase
could partially degrade lignin and loosen lignin structure
so that the pulping can be done more efficiently. In one
example, the use of a laccase-producing Antrodiella strain
in a biopulping pretreatment step resulted in 26% energy
savings in the subsequent mechanical pulping step (12).
As a “biobleaching” agent, laccase could be applied (as an
alternative to conventional chemical oxidants) to pulp. The

residual lignin in pulp could be degraded by laccase, re-
sulting in pulp decolorization. In one example, a Trametes
versicolor laccase, under the mediation of N-hydroxy com-
pounds, delignified Kraft pulp effectively in pilot-plant
scale (115,116).

Cross-Linking of Polysaccharides by Laccase Polymerized
saccharides are useful materials for producing composites
such as particle board and liner board. However, most
chemicals used in conventional polymerization, such as
urea, formaldehyde, isocyanate, and petrochemical resins,
are hazardous. Based on its lignin oxidation property, lac-
case could be used to replace these chemicals and serve as
a “biogluing” agent (117). To initiate or enhance the cross-
linking (gluing) efficiency, laccase could be used in three
ways. The first is to directly oxidize wood particles or pulp
to generate more radicals for cross-linking (117). The sec-
ond is to functionalize wood particles or pulp with small
compounds (such as aromatic, carboxyl, isocyanate, and
acrylamide substances) that act as cross-linking agents
(118). The third is to transform isolated lignin (often a by-
product from pulping), starch, phenolic polysaccharide, or
protein into radical-rich and nontoxic adhesive materials
useful for wood composites (119). Such applications of lac-
case not only could replace toxic or expensive chemical ad-
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hesives but also could transform wastes such as lignin
from the paper industry into value-added product.

Waste Detoxification and Decontamination by Laccase.
Laccase has been used to oxidatively detoxify or re-
move various aromatic xenobiotics and pollutants found
in industrial waste and contaminated soil or water
(103,120,121). The laccase catalysis could result in either
direct degradation or polymerization/immobilization. Re-
ported examples of direct degradation by laccase includes
dechlorination of chlorophenols (122–124), cleavage of ar-
omatic ring (125), mineralization of polycyclic aromatic hy-
drocarbons (126), decolorization of pulp or cotton mill ef-
fluent (37,127–129), and bleaching of textile dyes
(38,115,116,130). The processes include polymerization
among pollutants themselves or copolymerization with
other nontoxic substances (such as humic materials). Poly-
merized pollutants often become insoluble or immobilized,
thus facilitating easy removal by such means as adsorp-
tion, sedimentation, or filtration (131,132).

Textile Dye Transformation by Laccase. Laccase has been
reported to prevent back-staining of dyed or printed tex-
tiles. As part of the washing solution, laccase could quickly
bleach released dye stuff, thus resulting in the reduction
of processing time, energy, and water needed to achieve
satisfactory quality of the textile (133).

Laccase-catalyzed textile dye-bleaching may also be
useful in finishing dyed cotton fabric. Replacing conven-
tional chemical oxidants (e.g., hypochlorite), a laccase-
based system has been shown capable of bleaching indigo
dye in denim and achieving various bleached appearances
on the fabric (134,135).

Another interesting laccase application in this field is
oxidative transformation and consequent coupling of dye
precursors to the collagen matrix in hides (136). Under lac-
case catalysis, soluble dye precursors could be adsorbed,
oxidized, and polymerized to give the desired tanning ef-
fect. The process could improve dyeing efficiency, reduce
cost (by using inexpensive precursors), or provide im-
proved hide characteristics.

Medical and Personal Care Applications of Laccase

Poison ivy dermatitis (resulting from skin contact with poi-
son ivy, poison oak, poison sumac, and the like) is caused
mainly by urushiol, which is a catechol-derivative toxin.
Oxidized urushiol (an o-quinone derivative), however, is
nontoxic. Laccase has been shown to oxidize, polymerize,
and detoxify urushiol, thus reducing the effect of poison
ivy dermatitis (137).

Another potential laccase application in the field is
laccase-based generation of iodine in situ. Laccase can ox-
idize iodide to produce iodine (96), a reagent widely used
as a disinfectant. The application of a laccase–iodide salt
binary iodine-generating system (for sterilization) may
have several advantages over the direct iodine application.
First, the iodide salt is more stable and much safer than
I2 in terms of storage, transport, and handling. Second, the
release of iodine from a laccase–iodide system could be eas-
ily controlled (by means such as adjusting laccase concen-

tration). The system may be used in various industrial,
medical, domestic, and personal care applications such as
sterilization of drinking water and swimming pools as well
as disinfection of minor wounds (96,121,138).

Current hair dyeing or waving processes often involve
oxidative or additive chemicals that either have unpleas-
ant odors, are irritant (or even harmful) to tissues, or are
difficult to handle. A laccase-based system may overcome
these drawbacks by replacing harsh chemicals and oper-
ating at milder conditions (in terms of pH and solvent).
Laccase-catalyzed oxidation, transformation, and cross-
linking of various precursors (mostly phenols and anilines)
have been reported to result in satisfactory hair dyeing or
waving (139–143). In addition to providing an easier-to-
handle hair care procedure, a laccase-based system may
also improve or complement the cosmetic effect (in terms
of color type, shade, and compatibility with hair type)
achieved by conventional chemical methods.

Biosensor and Diagnostic Applications of Laccase

Detection of Phenol, Aniline, O2, and Other Substances.
Laccase catalysis (coupled with various physical instru-
ments) could be useful as biosensors for detecting O2 and
a wide variety of reducing substrates (especially phenols
or anilines). Two types of laccase-based O2 sensor are
widely used. One type monitors visible spectral changes
(at 600 nm) of laccase resulting from the reoxidation of the
type 1 copper (I) in laccase by O2 (144). Another type moni-
tors current or voltage change from a modified oxygen elec-
trode on which O2 reduction is enhanced under the elec-
trocatalysis of immobilized laccase (46). For detecting
phenols, anilines, or other reducing substrates, three types
of laccase-based sensors have been reported (46,145,146).
One type detects the photometric change resulted from the
oxidation of a chromogenic substrate, one type monitors
the O2 concentration change that is coupled to the sub-
strate oxidation, and one type uses an electrode that re-
places O2 as the acceptor for the electrons flown from the
substrate (through laccase). For these applications, laccase
is either immobilized or free in solution, and the coupled
physical converter is either optic, amperometric, or piezo
effect in nature or a field-effect transitor or thermister, etc
(46).

Laccase-Assisted Enzymatic and Immunochemical Assays.
Laccase catalysis can be used to assay other enzymes. In
these assays, either the enzyme of interest catalyzes the
production of a compound whose subsequent oxidation by
laccase generates detectable physical change, or a product
from a laccase catalysis (whose production is accompanied
by a detectable physical change) is quenched by the activ-
ity of the enzyme of interest. The strategy has been applied
to assay various enzymes including amylase, (alanine, cys-
tine, or leucine-specific) aminopeptidases, alkaline phos-
phatase, angiotensin I converting enzyme, arylamidase,
cellobiose oxidase, chymotrypsin, glucosidase, c-glutamyl
transpeptidase, kallikrein, plasmin, thrombin, and X fac-
tor (as a coagulant factor) (147–151).

Laccase, that is covalently conjugated to an antibody or
antigen can be used as a marker enzyme for immuno-
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chemical assay. In this application, binding of the antibody
(or antigen) to its immunological counterpart is detected
by localized laccase activity on a gel or a blot membrane,
much like the conventional peroxidase- or phosphatase-
assisted immunochemical assays (46). Under certain con-
ditions, the antibody–antigen binding impairs the function
of conjugated laccase, thus allowing immunochemical de-
tection through modulation of laccase activity (43,152).

Organic and Medicinal Syntheses Catalyzed by Laccase

Laccase catalysis can be used to synthesize various func-
tional organic compounds, which include polymers with
specific mechanical, electrical, or optical properties (68,
153,154), textile dyes (155), cosmetic pigments (156,157),
flavor agents (158), aromatic aldehydes (159), pesticides
(160), and heterocyclic compounds (such as phenoxazine)
(92). The reported applications involve laccase-catalyzed
oxidation of aromatic compounds that result in either po-
lymerization (68,92,153–157), transformation (159), or de-
polymerization (158). Laccase can also be used to synthe-
size several complex medicinal agents, which include
triazolo(benzo)thiadiazines (a group of antiinflammatory,
analgesic, central stimulant/depressant antisecretory and
sedative depressant agents) (161), vinblastine (a cyto-
static, antitumor drug) (46), penicillin X dimer (162), ceph-
alosporin antibiotics (163), and dimerized vindoline (a
plant alkaloid for treating neoplastic diseases) (164). Lac-
case can be used as well for oxidative deprotection in pep-
tide synthesis (46). In comparison with counterpart chem-
ical synthetic methods, a laccase-catalyzed oxidation in
general requires milder conditions (in terms of tempera-
ture, pH, solvent nature), may improve regioselectivity, is
easier to control, and is more environmentally friendly.

Other Miscellaneous Applications of Laccase

Beverage and Food Treatment. Browning and haze for-
mation during the processing and storage of juice or wine
are major problems for the industry. It is believed that phe-
nolic compounds are involved in this process. Convention-
ally, undesirable phenolics are adsorbed and removed by
various fining agents (e.g., gelatin, bentonite), which usu-
ally have low specificity, may affect color or aroma, and can
pose disposal problems. Laccase may be used to remove or
modify problematic phenolic saccharides and to improve
clarity, color appearance, flavor, aroma, taste, and stability
in fruit juice or fermented alcohol beverages (165). Follow-
ing treatment by laccase, oxidized and polymerized (or pre-
cipitated) unwanted phenolic substances could be removed
by silicate fining or filtration.

Laccase activity has been suspected to play an undesir-
able role in the processing of certain foods or beverages.
Excessive or uncontrolled laccase activity, along with the
action of other phenol oxidases, could cause browning of
canned foods or vegetables, deteriorate the quality of wine
or juice, or participate in various fruit pathogenesis (53).
In these cases, inhibition of laccase activity has economic
importance. Potential inhibitors include ferulic acid (166),
oxalic acid (167), and cucurbitacin (168). In the case of food
or beverage canning, elimination of O2 can also be used.

Laccase may be applied to certain processings that en-
hance or modify the color appearance of a food or beverage.
One interesting case involves ripe olive processing in
which laccase replaces the conventional lye solution and
oxidatively polymerizes various phenolics (such as oleu-
ropein) in the olive (169), resulting in color darkening and
debittering.

Desulfurization of Fossil Fuels. To reduce the harmful
emission of sulfur-containing chemicals from the combus-
tion of fossil fuels (petroleum, liquefied coal, natural gas),
desulfurization is necessary during post combustion or, es-
pecially, precombustion processing of fuels. Conventional
chemical and physical desulfurization methods (such as
oxidizing and solubilizing inorganic pyrite sulfur by ferric
salt or chlorine) often have low efficiency toward organic
sulfur compounds, require extreme conditions (high tem-
perature, high-pressure, and corrosion-compatible equip-
ment), or require high infrastructure investment and
maintenance costs. As an alternative to chemical methods,
enzymatic desulfurization could be achieved under milder
conditions, command less infrastructure cost, and remove
organic sulfur more effectively. An enzymatic system ca-
pable of desulfurizing coal has been demonstrated (170) in
which inorganic and organic sulfur compounds in coal
slurry are oxidized by laccase, solubilized in water, and
separated from solid (desulfurized) coal particles.

OVERALL REMARKS

Preferred Application Modes

Immobilization. Although native laccase functions in so-
lution, preferred forms of laccase in various industrial or
diagnostic applications should be immobilized or sup-
ported by nonliquid matrices. These include encapsulation
in gel (hydrogel, alginate, silica gel), entrapment in mi-
celles, or immobilization (either covalently or noncova-
lently) on solid materials (clay, glass, zeolite, active carbon,
etc.) (91,132,165,171–176). In general, proper immobili-
zation or encapsulation does not much alter the specific
activity of laccase. Immobilized laccase may be suited for
nonaqueous applications. Immobilized laccase could be
easily recovered and recycled, thus reducing laccase dos-
age (or cost), making the treatment suitable to continuous
operations, and avoiding the need to inactive residual lac-
case after treatment.

Mediation by Small Redox Compounds. For applications
that target lignocellulosics or other insoluble materials, a
laccase catalysis is heterogeneous. To enhance or extend
laccase catalysis, small redox mediators may be used.
Suitable mediators, such as 2,2�-azino-bis-(3-ethylbenz-
thiazoline-6-sulfonic acid) (112,114), phenoxazine (92,
117,149,160,177), N-hydroxy/oxides (115), Mn(III)-
pyrophosphate (178), and Remazol blue (179), could sig-
nificantly enhance catalysis by effectively shuttling elec-
trons between laccase and the insoluble substrate, as well
as enabling laccase to indirectly oxidize compounds that
are normally not substrate for laccase.
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Synergy with Other Enzymes. Laccase rarely acts alone
and often requires synergy from other enzymes in complex
natural processes (such as wood degradation). To better
mimic nature, other enzymes should be tested to enhance
laccase catalysis. For instance, flavin-containing oxidore-
ductases (180–182), xylanase (183), and manganese per-
oxidase (66,93,178) could be used together with laccase in
delignifying pulp. These enzymes may provide a range of
beneficial synergies for laccase catalysis, such as modifying
targeted substances into better laccase substrates, or elim-
inating those products that are inhibitors of laccase catal-
ysis.

Advantages of Applying Laccase

Live microorganisms that produce laccase or other active
enzymes have been tested with several of the applications
previously mentioned: these include Thiobacillus and Sul-
folobus bacteria in coal desulfurization (170) and white-rot
fungi Trametes and Pleurotus in delignification (112). In
comparison with individual enzymes such as laccase, live
microorganism cells could provide an array of enzymes ca-
pable of acting in synergy and with high efficiency. How-
ever, applying purified or enriched laccase preparation
may hold several advantages over live microbial cells
(120). Laccase could (1) be insensitive to many compounds
or microorganisms that are toxic for or prey on the selected
microbes; (2) be compatible with a wide range of environ-
mental conditions (no need for specific nutrients or optimal
growth conditions that may differ from optimal operational
conditions); (3) be superior at a low contaminant concen-
tration; (4) have controlled specificity; (5) be effective in
terms of diffusion, permeability, and mobility; or (6) be able
to accomplish the task in a shorter time.

Prospect of Laccase Applications

As an oxidase, laccase may be used in many industrial and
medicinal applications where oxidation or oxidative deriv-
atization is involved. Currently, investigations are focused
on laccase-based biooxidation, biotransformation, biosen-
sor, and enzymatic synthesis. The applications of laccase
discussed here have all been satisfactorily carried out in
either laboratory or pilot plant scale. However, an impor-
tant factor that prevents large-scale laccase application as
applied for pulp bleaching (115) is the unrealistically high
dosage of laccase (and mediator), which could potentially
be reduced by further optimizing the catalysis.

To overcome this limiting factor, one needs to better un-
derstand the mechanism for the reaction of interest. In the
case of applying laccase to pulp, for example, one needs to
further elucidate how glycolignin is degraded by white-rot
fungi (and their secreted enzymes). In addition to studying
the natural processes, protein engineering is probably also
needed to optimize catalysis of laccase in various applica-
tions. For instance, developing a laccase that has better
activity at alkaline pH or high temperature is of impor-
tance for pulp application. Protein engineering requires a
breakthrough in obtaining three-dimensional structure in-
formation (78) and elucidating key structure–function cor-
relations such as those that govern the redox potential and
pH activity profile in laccase.
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INTRODUCTION

The most important feature of biocatalyst-mediated reac-
tion is the chemo-, regio-, and enantioselectivity. The re-
cent increasing demands for enantiomerically enriched
compounds, and hopefully pure single enantiomers, in the
field of pharmaceuticals and agrochemicals (1) promoted
the development of excellent chemoenzymatic procedures
(2). These achievements have been well reviewed in books
and selected papers (3). In this article, we focus on the
recent biocatalytic procedures (mostly from 1990 to 1997)
for the synthesis of enantiomerically enriched forms of lac-
tones.

Lactones play important roles as the starting materials
and intermediates of pharmaceuticals, agrochemicals, fla-
vors, and other fine chemicals, as well as macromolecules
with industrial importance. They are derived from many
kinds of precursors, essentially by means of C—O bond
formation (esterification) between hydroxyl and carboxyl
groups or insertion of an oxygen atom on the C—C bond
adjacent to carbonyl groups (Scheme 1).

In the following sections, several approaches are de-
scribed: (1) hydrolysis of ester functionality of correspond-
ing racemic lactones; (2) lactonization of hydroxy acids and
their derivatives; (3) reduction of carbonyl precursors;
(4) oxidation of diol precursors; (5) Baeyer–Villiger type
oxidation of ketones; and (6) separation of isomers by the
enzymatic action on other functionalities (Y) that are ap-
pended to the molecules (Scheme 2). In addition, an ap-
proach based on the biodegradation of lipids and aromatics
(7) is briefly discussed. Finally, preparation of some lac-
tones of special industrial interests (8) is emphasized in
detail.

HYDROLYSIS OF ESTER FUNCTIONALITY OF
CORRESPONDING RACEMIC LACTONES

The simplest approach for the preparation of enantiomer-
ically enriched forms of lactones is the optical resolution

(separation of enantiomers) of the racemic mixture, which
is readily synthesized in a chemical manner and often
available from commercial sources. A representative ex-
ample is illustrated in Scheme 3 (4). The rate of hydrolysis
of (S)-enantiomer is higher than that of the (R)-form and,
accordingly, a “kinetic” resolution occurs to give enantio-
merically enriched forms of the products, (R)-lactone and
(S)-hydroxy acid.

Pig liver esterase (PLE, as Sigma L 8285, for example),
horse liver esterase (HLE, Sigma L 9627), and lipases of
different origins involving pig pancreas lipase (PPL,
Sigma, L 3126) are available for this purpose. A number
of related five- and six-membered lactones have been re-
solved in a similar manner (4–7). Bicyclic compounds are
well accepted as the substrates (8). Moreover, this method
can be applied to substrates with rather small four-mem-
bered rings (9–11), and medium- and large-membered
rings (12). Examples cited here are listed in Figure 1. It
should be noted, however, that the absolute configuration
as well as the enantiomeric excess (e.e.) depends upon both
the structure of substrates and the kind of enzymes. It was
also reported that the addition of calcium chloride affected
the enantioselectivity of the reaction in Scheme (4).

As for the estimation of the enantiomeric excess, there
have been developed gas chromatographic analyses with
chiral stationary phase such as cyclodextrin derivatives
(Lipodex E from Marcherey Nagel, CP-Chirasil-DEX CB
from GL Science, Chiraldex BP from Tokyo Kasei, and oth-
ers) (6,13,14). The chiral stationary phase of liquid chro-
matography (e.g., ChiraSpher, Merck) can be used for the
same purpose (15). In the case that no good separation of
enantiomers on the chromatogram is observed, other
methods can be utilized, such as the conversion of lactones
to the corresponding diols by the action of methyllithium
and subsequent nuclear magnetic resonance (NMR) mea-
surement in the presence of chiral NMR shift reagent (16).
Another alternative is the analysis of diastereomeric de-
rivatives on GLC or HPLC. For this purpose, phenylethyl
urethanes (15), �-acetyllactates (15), and �-methoxy-�-
trifluoromethylphenyl acetate (MTPA) esters (17) derived
from the alcohol(s) are available. Another factor to note is
the separation of the products and recovered starting ma-
terials. Although the products are essentially acidic while
the starting materials are neutral, sometimes it is seri-
ously troublesome, as in the case when these two materials
show similar properties with regard to volatility, water sol-
ubility, and chromatographic behavior. The hydrolysis of-
ten spontaneously and reversibly proceeds in nonbiocatal-
ytic conditions. The relactonization of the resulting
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Scheme 3. Lipase-catalyzed hydro-
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hydroxy acids to the lactones would bring about the low-
ering of the enantiomeric excess of the “kinetically re-
solved” lactones.

LACTONIZATION OF HYDROXY ACIDS AND THEIR
DERIVATIVES

Hydrolytic enzymes, especially lipases, also catalyze the
esterification of hydroxy acids with a concomitant dehy-
dration as well as transesterification of hydroxy esters.
Lipase-catalyzed formation of five-membered lactone (c-
lactone) from c-hydroxy carboxylates is a highly favored
process. Kinetic resolution of the racemic hydroxy ester
was achieved using PPL-catalyzed lactonization in an or-
ganic solvent, such as diethyl ether (Scheme 5, Fig. 2)
(7,15,18–23). As mentioned, spontaneous lactonization is
the competing reaction that lowers the “apparent” enan-
tioselectivity of the reaction. For example, the rate of lac-
tonization of (S)-isomer of methyl 3-hydroxypentanoate is
26 times faster than that of the (R)-isomer at the start of
the reaction (18). After a prolonged incubation [more than
70% conversion for the (S)-isomer and 25% for the (R-
isomer)], however, both of the rates gradually decrease and
are almost the same. Only five-membered ring formation

occurred from c,d-dihydroxy carboxylates (23). Another in-
teresting difunctional substrate is prochiral c-hydroxypi-
melate (5-hydroxynonanedioate). Lipase cleanly discrimi-
nates between the two enantiotopic groups to give a single
enantiomer (�95% ee) of lactone (19).

The situation is rather complex in the case of the for-
mation of six-membered (and larger) ring lactones. The
competitive reaction, oligomerization of the starting ma-
terial with an intermolecular reaction, occurs. The pref-
erence of intramolecular versus intermolecular reaction
depends on the structure of substrates. The reactivity of
the esterification/transesterification is greatly affected by
the stereochemical environment of the hydroxyl group that
concerns the reaction. In this sense, enantiomers of the
substrates (right and wrong enantiomer in Scheme 6) are
kinetically resolved when they react as acyl acceptors to-
ward the preformed acyl donor (acyl–enzyme complex), re-
sulting in the enantiomerically enriched form of the lac-
tones. At the initial stage, the acyl–enzyme complex and
small oligomeric intermediates form from both right and
wrong isomers; however, intermediates, including the
wrong isomer, lower their own reactivities when they want
to work as acyl acceptors in the further oligomer chain
elongation, as well as the lactonization. As all the reactions
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work in a reversible manner, the right enantiomer con-
tained in right–wrong mixed fragments goes back to the
starting material, and the enriched right enantiomer of
lactone thus becomes further concentrated. That lactones
themselves serve as the biocatalytic precursors of polyes-
ters (19) also supports this reversible mechanism.

Unsubstituted methyl 5-hydroxypentanoate itself un-
dergoes an exclusive oligomerization by the lipase-
catalyzed reaction. In contrast, when a substituent was
introduced to the d- (5-) position on methyl 5-hydroxypen-
tanoate, the desired lactonization proceeded (25), and this
is well explained by Scheme 6. A number of d-hydroxy-
alkanoates were applied as the substrates for lipases in-
volving that from pig pancreas (15,25–27), Candida an-
tarctica (Novo SP328) (26), and Pseudomonas (Amano P)
(28), as illustrated in Figure 3. To improve the enantiose-
lectivity of the reaction, an elaborated condition was re-
quired by means of the immobilization of enzyme (28).

Another characteristic feature of lipase-catalyzed trans-
esterification is the ability of the “macrolactonization” in
an organic solvent. The first reported example is illus-
trated in Scheme 7, the formation of 17-membered lactone
from methyl 16-hydroxyhexadecanoate catalyzed by li-
pases from Pseudomonas sp. (P from Nagase), Pseudo-
monas fluorescens (P from Amano), and porcine pancreas
(Sigma) (29). The yield was increased to 80% using a non-
polar solvent, such as cyclohexane and n-heptane. Further
attempts to improve the rate of lactonization and the yield
of lactone were made successful by adding an irreversible
process to the reaction, such as adsorption of methanol,
which comes from transesterification on molecular sieves
(30,31) or the use of vinyl ester as the substrate (32). The
competitive reaction is the formation of dimeric, trimeric,
and higher oligomeric lactones, as well as linear oligomers.
The distribution of the products (monomeric, dimeric, and
so on) depends on the structure (30,32–33), as well as the
concentration of substrates (29). Increasing availability of
lipases, such as those from Pseudomonas sp. (AK from
Amano), Candida cylindracea (Meito OF-360), C. antarc-
tica (Novo SP525), and those already cited made this pro-
tocol attractive, and indeed, some of them worked well for
the syntheses of naturally occurring macrolactones and
diolides (31,34–36). Although the lactonization essentially
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Scheme 7. Lipase-catalyzed macrolactonization.

proceeds in an enantioselective manner (29–30,34–37),
both of two diastereomeric products (R,R)-isomer and [R,S
(meso)]-isomer formed in the course of dimeric lactone syn-
thesis from racemic substrate (Scheme 7) (32,37). This re-
sult is easily deduced from the discussion of the mecha-
nism of lipase-catalyzed lactonization as in the previous
section (cf. 32). An approach used to obtain an enantiomer-
ically enriched form of substrate in advance was effective
to avoid this situation (31), examples cited in this section
are listed in Figure 4.

REDUCTION OF CARBONYL PRECURSORS

The reduction of c- (4-) and d- (5-)-oxoacids provides the
corresponding hydroxy acids (7,13,14,23,38–44); however,
in most cases, the products are isolated as lactones with
an intramolecular dehydration during the workup proce-
dure. Many kinds of microorganisms that reduce carbonyl
groups are available, involving commercial baker’s yeast.
The change of microorganism gives a striking contrast to
the stereochemical outcome, as illustrated in Scheme 8.
(R)-c-Valerolactone was obtained by the reduction of levu-
linic acid with a yeast, Yamadazyma farinosa IFO 10896
(Pichia farinosa IAM 4682) (13), while baker’s yeast–
mediated reduction of ethyl levulinate (4-oxopentanoate)
provides ethyl (S)-4-hydroxypentanoate, a precursor of (S)-
enantiomer of lactone (23,37). In the latter case, the hy-
droxy ester was lactonized by the action of PPL (discussed
earlier) with a further enhancement of enantiomeric ex-
cess (23). A similar approach could be applied for the syn-
thesis of (R)-c-caprolactone (14). Another interesting com-
bination of hydrolytic enzymes and the yeast-mediated
reduction was reported in the synthesis of a functionalized
lactone, which is elaborated as a versatile starting mate-
rial for natural product synthesis. Selective hydrolysis of
one of the two alkoxycarbonyl groups by means of Pseu-

domonas diminuta IFO 13181 provided the substrate for
the subsequent reduction (39).

Yeast-mediated reduction is not limited to a carbonyl
group; the C——C double bonds, of �,b-unsaturated lactones
were reduced to the enantiomerically enriched forms of
saturated products (Scheme 9) (45). Examples cited in this
section are listed in Figure 5.

OXIDATION OF DIOL PRECURSORS

Enantiomerically enriched forms of lactones are available
based on the selective oxidation of two enantiotopically dif-
ferent primary alcohols. The formation of lactone proceeds
in two steps: (1) the selective oxidation of the primary hy-
droxyl group and the hemiacetal (lactol) formation of the
resulting hydroxy aldehyde, and (2) the subsequent oxi-
dation of secondary hydroxyl group of lactol, as illustrated
in Scheme 10. The most studied enzyme so far is horse liver
alcohol dehydrogenase (HLADH, for example, Sigma A
6128 and Boehringer No. 102733) (46). This enzyme usu-
ally catalyzes both oxidation steps; however, when the re-
sulting lactol is a poor substrate for this enzyme, another
chemical step for oxidation to the desired lactone under
mild conditions is required separately, such as the use of
silver carbonate. HLADH works with the aid of oxidized
form of the cofactor, NAD, which is recycled with another
oxidant, flavin mononucleotide sodium salt (FMN), due to
the expense. A number of lactones in enantiomerically en-
riched form have been reported (46–51), as illustrated in
Figure 6, and some of the products were developed as the
starting materials for natural product syntheses (49,51).

Based on the extensive studies on the substrate speci-
ficity and the stereochemistry of the products, as well as
the information of the structure of the enzyme itself, a
cubic-space section model has been established by Jones
(52,53). This is an empirical rule for stereochemical pref-
erence in regard to the enantiotopic two hydroxyl groups
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Figure 4. Macrocyclic lactones and
diolides by lipase-catalyzed cycliza-
tion. a, Ref. 33; b, Ref. 30; c, Ref. 34;
d, Ref. 36; e, Ref. 35; f, Ref. 37;
g, Ref. 31.

C6H13
O

O

OO

O

O

O

O

H3C

CH3

O

O

O

O

C6H13

CH3

C6H13

O

O

O

O

C6H13

C6H13

O

O
O

O

O

(a)

(g)

(f)

(b)

(c)(c,d)

�

(R,R)–

(R)-Ferrulactone II (R)-Recifeiolide

(R,R)-Pyrenophorin intermediate

(R,S)–

O
O

CH3

(e)

O

Scheme 8. Yeast-mediated reduction of
c-oxoacids and esters.

O
CO2R

CO2RRO2C

CO2R

CH3

O

O

O

(R)

(S)

CH3

O O

O O

CH3

OHCH3

Yamadazyma farinosa
IFO 10896

Pseudomonas diminuta
IFO 13181

Pig pancreas lipase

R � H

Baker’s yeast

Baker’s yeast

R � Et

CO2HRO2C O

RO2C



LACTONES, BIOCATALYTIC SYNTHESIS 1561

O O

Baker’s yeast
PhS(O)n

O O

PhS(O)n

Scheme 9. Yeast-mediated reduction of C——C double
bond.

O OR
*

R � CH3,a,b,c C2H5,d C3H7,d

C4H9,d C5H11,d C8H17,d,e 

C11H23,d C13H27,d 

R � CH3,h C2H5,d C3H7,d

C4H9,d C5H11,d C8H17,d 
C11H23,d,e C13H27,d 

CH2�CH(CH2)2–i

O OCH3

*
CH3 O O

*

*

Five-membered ring lactones

Six-membered ring lactones

R OO

S

N

(Diastereomeric
mixture) f 

CI
(g)

j

Figure 5. Enantiomerically enriched lactones by yeast-
mediated reduction of oxoacids or esters. a, Ref. 13;
b, Ref. 38; c, Ref. 23; d, Ref. 40; e, Ref. 41; f, Ref. 42;
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and, accordingly, a way of predicting the absolute stereo-
chemistry of the products. Scheme 11 summarizes the
conclusion of stereochemical preference in the oxidation.
Indeed, the formation of (3S,4R)-2,3-dimethyl-c-butyrolac-
tone (4-butenolide) from meso-2,3-dimethyl-1,4-butanediol
[a] is well explained by the model (50). An open-chain sub-
strate with considerable conformational flexibility suitably
fits to the space of the enzyme. However, there are always
some exceptions. Even in the case of very closely related

substrate [b] (Scheme 11), the product was a complex mix-
ture of isomeric lactols caused by a nonenzymatic epimer-
ization at the �-position of aldehyde intermediate (51). The
gross result seems to be that a primary alcohol located in
the opposite site was preferentially oxidized. Similar re-
versed selectivity was observed in another bicyclic sub-
strate (54). It might be possible that the epimerization of
intermediates and the equilibrated oxidoreductive condi-
tion caused the integration of the secondary products in
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Figure 7. Enantiomerically enriched
lactones by whole cell–mediated enantio-
selective oxidation. a, Ref. 56; b, Ref. 55;
c, Ref. 57.
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these two examples. Regardless, we should pay consider-
able attention to the application of this rule to determine
the absolute configuration of the molecule with an un-
known stereochemistry.

The selective oxidation of diols has also been reported
by means of whole cells of microorganisms involving Glu-
conobacter roseus (55) and Nocardia corallina (56) (Fig. 7).
It should be noted that when whole cells of a microorgan-
ism are used, it is difficult to simply ascribe the origin of
the enantiomerically enriched form of lactones to the en-
antioselectivity of the alcohol dehydrogenases. Sih noted
the possibility of the assimilation of natural enantiomer in
a study where Flavobacterium oxydans oxidized 3-

methylpentane-1,3,5-triol to give an unnatural enantio-
mer of mevalonolactone (57). A related example is that
Rhodococcus rhodochrous IFO 15564–mediated “enantio-
selective” hydrolysis with discrimination of the remote
asymmetric center of hydroxy nitriles, afforded an enan-
tiomerically enriched form of lactones (58). However, an-
other report pointed out the chance of enantioselective ox-
idation, as well as the further catabolic degradation of the
hydroxy acid, which is a possible intermediate of the met-
abolic pathway by the same microorganism (59).

Enzyme-mediated asymmetrization of prochiral and
meso compounds, coupled with the subsequent chemical
reactions, widely became accepted in synthetic organic



LACTONES, BIOCATALYTIC SYNTHESIS 1563

Cycloalkanone
monooxygenase

O
O

OH
OO

O

O2

FAD

FADOOH FAD
Lactone

NADPH NADP�

6-Phosphogluconate G–6–P
G–6–P-DH

Scheme 12. Monooxygenase-mediated
Baeyer–Villiger oxidation.

chemistry. Those examples of applications related to syn-
thesizing enantiomerically enriched forms of lactones by
use of hydrolytic or oxidoreductive enzymes are cited in
selected articles and reviews (60).

BAEYER–VILLIGER TYPE OXIDATION OF KETONES

Enzyme-catalyzed Baeyer–Villiger type oxidation by
means of cycloalkanone monooxygenases (61) have come
to the attention of organic chemists. Purified enzymes (cy-
clohexanone and cyclopentanone monooxygenases and re-
lated enzymes) from microorganisms have been utilized for
this purpose by combining the recycling system of cofactors
(for example, FAD-NADP) with glucose-6-phosphate de-
hydrogenase and glucose-6-phosphate (Scheme 12). The
use of the whole cell system was also effective to avoid the
set up of the above recycling systems. Recent studies on
the structural elucidation of enzymes (62), as well as the
extensive investigation on the structure of substrates and
products, made it possible to clarify the origin of stereo-
selectivity of the enzyme-catalyzed oxidation, and a model
for predicting the active site has also been proposed (63).

Substituted cyclohexanones are good substrates for cy-
clohexanone monooxygenase from Acinetobacter NCIB
9871. It was very interesting that although there are equal
chances for the migration for two C—C bonds in the rela-
tionship of enantiotopic groups, the enzyme-catalyzed re-
action proceeds in a quite stereoselective manner, as illus-
trated in Scheme 13 (64–66). The examples of kinetic
resolution of racemic ketones via enantioselective Baeyer–
Villiger reaction were also reported. Enzymes from Pseu-
domonas putida NCIMB 10007 (67), Acinetobacter NCIB
9871 (68), and Pseudomonas sp. NCIMB 9872 (69) were
effective in preferentially oxidizing one enantiomer of sub-
strate to give lactones, while leaving the other enantiomer
intact as the ketone form (Scheme 13). The unreacted en-
antiomer is readily converted to the corresponding lactone
by chemical Baeyer–Villiger oxidation, such as a treatment
with peracid with complete retention of the absolute con-
figuration. Because of the high selectivity and wide sub-
strate specificity of Acinetobacter enzyme, an approach to-
ward a “designer yeast” has been reported (70). When a

strain of baker’s yeast was engineered to express cyclo-
hexanone monooxygenase, the reaction became unbeliev-
ably easy. Only the incubation of substrate with a stored
yeast cells under frozen condition in an appropriate nutri-
ent broth, for example, YEP-galactose, worked well to
carry out the Baeyer–Villiger oxidation. Problems that had
been caused from the insolubility of the substrates were
cleanly solved by adding b-cyclodextrin. The major side re-
action is the reduction of substrate to the corresponding
secondary alcohol. Lactones available from enantioselec-
tive Baeyer–Villiger oxidation are listed in Figure 8.

In the case of some bicyclic substrates, the kinetic res-
olution brought about a not simple outcome. The more sub-
stituted C—C bond of ketone had migrated on one enan-
tiomer to give a “normal” lactone, while an “abnormal”
lactone came from the other enantiomer by migration of
less substituted C—C bond of ketone, as described in
Scheme 14 (71,72). The resulted lactones involving carbo-
cyclic and heterocyclic rings were shown in Figure 9.

The other application of this monooxynegase is the ad-
dition or insertion of an “oxygen” atom on a sulfur atom
(from sulfides to sulfoxides), and on benzylic methylene
groups (74). As the latter example, a P. putida–catalyzed
formation of phthalide from alkyl substituted benzoic acid
on the ortho position has been reported (44).

SEPARATION OF ISOMERS BY THE ENZYMATIC ACTION
ON OTHER FUNCTIONALITIES THAT ARE APPENDED TO
THE MOLECULES

So far, the biochemical reactions directly concerned with
the lactone carbonyl moiety have been reviewed. However,
there are many natural and synthetic lactones with mul-
tiple functional groups. In this section, miscellaneous ap-
proaches for preparing enantiomerically enriched forms by
utilizing the reaction on other suffixed functional groups
are reviewed. The first approach is the kinetic resolution
by use of hydrolytic enzymes. Racemic mixtures of the lac-
tones with primary alcohols were effectively resolved by
way of a lipase-mediated enantioselective acylation with
acetic anhydride. Unreactive enantiomers could readily be
separated by a chromatographic purification, while the
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Scheme 13. Stereocourse of enzyme-
catalyzed Baeyer–Villiger oxidation.
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opposite enantiomer was converted to the corresponding
acetate. Hydrolysis of the corresponding acetate was elab-
orated by the use of lipase-catalyzed neutral condition to
avoid the racemization of the product under either acidic
or basic conditions, which is caused by an intramolecular
transesterification (Scheme 15) (75). A similar approach on
the asymmetrization of a lactone diol with a meso structure
has been reported (76).

In contrast, there has been reported another interesting
result utilizing an inherent nature of the substrate, that
in which the stereochemistry of hemiacetal position is
prone to racemize, even under very mild conditions. An
enantioselective acylation of one enantiomer with a con-
comitant spontaneous racemization enabled the dynamic
kinetic resolution of a lactone (Scheme 16) (77). Ester and
amide functionalities are also available as the clues for the
lipase-catalyzed kinetic resolution (78,79).

The second approach is the separation of diastereomeric
products. For example, the chromatographic separation of

diastereomeric lactones produced by a baker’s yeast me-
diated reduction of the racemic substrate, as illustrated in
Scheme 17, made the separation of enantiomers possible,
in regard to the chiral center already present in the sub-
strate (80). Needless to say, it is desirable that the enan-
tioface selectivity in the reduction of carbonyl group is as
high as possible. Indeed, the whole cell–mediated reduc-
tion of the racemic substrates in most cases accompanies
the kinetic resolution to give rather complex results (81)
and, accordingly, efforts for the screening of suitable strain
of microorganism have been reported (82).

APPROACHES BASED ON THE BIODEGRADATION OF
LIPIDS AND AROMATICS

Naturally occurring flavoring lactones themselves are in
most cases the oxidative degradation products of unsatu-
rated fatty acids. Lactone metabolites, as illustrated in
Figure 10, were reported in the microbial incubation of
natural products containing fatty acids, such as hydroxy
unsaturated fatty acids (83,84), vernoic acid (85), and cas-
tor oil (86). An aromatic substrate was also converted to
the partial degradation product. (�)-Muconolactone was
prepared from a racemic mixture of mandelic acid by the
action of P. putida mutant PRS 2912. Since this microor-
ganism possesses a mandelic acid racemase, both enantio-
mers of the starting material are used as the substrate.
The origin of chirality of the muconolactone is the step util-
izing a muconate cycloisomerase. As this mutant strain
lacks a muconate isomerase, which works as the key step
in the further metabolic pathway, muconolactone was
obtained in the incubation broth in as high as 97% yield
(Scheme 18) (87).

PREPARATION OF SOME LACTONES OF SPECIAL
INTEREST

(R,Z)-(�)-tetradec-5-en-4-olide is the sex pheromone of
Japanese beetle and is of great industrial value as the new
substituent of pesticides. Because any trace of contami-
nating (S)-enantiomer strongly inhibits the pheromone ac-
tivity, the synthesis of highly enantiomerically enriched
form had been secured. Although approaches based on the
lipase-catalyzed lactonization toward (R)-tetradec-5-yn-4-
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olide, a direct precursor for the pheromone, have been re-
ported, the enantioselectivity of the enzymatic step was
not satisfactory (20,23). The problem was solved by suc-
cessive two-lipase-catalyzed resolution, as illustrated in
Scheme 19 (88). Treatment of racemic alkynyl alcohol with
Pseudomonas cepacia lipase (Amano PS) and succinic an-
hydride afforded the desired (R)-isomer of 94% ee as a
hemisuccinate. The further enhancement of the enantio-
meric excess was achieved by the hydrolysis of isolated
product with Candida cylindracea lipase (Meito OF). The
concomitant lactonization proceeded, thus the (R)-lactone
was obtained in the state of more than 99% ee. Semihy-

drogenation afforded the pheromone of nearly pure enan-
tiomer.

D-Pantolactone has a great importance as the starting
material in medicinal and nutritional industries. So far,
various approaches were devoted to develop efficient
enzyme-mediated preparations. Enzymes that can hydro-
lyze its racemate in an enantioselective fashion were
screened, and a lactonohydrolase from Fusarium oxyspo-
rum was discovered (89). Immobilized cells of this micro-
organism worked well, even at a surprisingly high concen-
tration of substrate (350 g/L) and D-pantolactone was
obtained in 90–97% ee (Scheme 20). The immobilized mi-
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pantolactone.

CO2H

O O

OH

Racemic Racemic

O O

OH

O O

OH

O O

O

O O

OH

OH

HO

CO2H

OH

HO

CO2H

OH

HO

Fusarium
oxysporum (89)

D-(R)-pantolactone

CI

CHO

Candida parapsilosis (91)
Baker’s yeast (92)
Proteus vulgaris (93)

(R)-oxynitrilase
HCN (94)

(90)

croorganisms survived after the repetition of reaction for
more than 180 days. The reverse reaction, a selective lac-
tonization of D-pantoic acid to D-pantolactone in the equi-
molar mixture with L-pantoic acid worked well by the same
enzyme (90).

Syntheses of D-pantolactone from ketopantolactone by
microbial reduction have also been reported. After screen-

ing of microorganisms, Candida parapsilosis was selected
as the most effective strain in terms of enantioselectivity
(91). On the other hand, in the use of conventional baker’s
yeast, b-cyclodextrin as an additive was reported to en-
hance the enantioselectivity of the reduction (92). Asym-
metric synthesis from the ketone precursor is indeed at-
tractive to avoid the recycle of the unwanted isomer via
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racemization. An interesting approach toward an enzyme-
based bioreactor with a reductase from Proteus vulgaris
and Proteus mirabilis has been reported (93). As this en-
zyme works with very wide range of synthetic electron me-
diators, all of the electrochemical cells (cathodes), formate,
and hydrogen are available as electron donors.

The third approach is the use of (R)-oxynitrilase (94),
which is different from the other approaches from the
standpoint of the construction of the carbon skeleton of the
target molecule. There is the advantage that one carbon is
directly introduced as the cyano group with stereoselective
C—C bond formation from an easily accessible precursor,
hydroxypivalaldehyde derivative.

CONCLUSIONS

As discussed, there are versatile methods for preparing
lactones by biocatalytic means. The choice depends on
(1) the nature of the substrate, such as solubility in water
and organic solvent, and volatility; (2) the ease of purifi-
cation of the products from byproducts, unreacted starting
materials, and reagents; (3) the accessibility of precursors,
as well as the enzymes and microorganisms; and (4) the
scale of the reaction to be performed.
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INTRODUCTION

The enzymes catalyzing the reversible or irreversible hy-
drolysis of carboxylic esters to the corresponding carboxylic
acids and alcohols (EC 3.1.1.) play an important role in the
biosynthesis and biodegradation of various compounds. In
particular, the functions and structures of lipase (EC
3.1.1.3) and esterase (EC 3.1.1.1) have been well analyzed
(1–5). Lactonohydrolases (lactonases) also catalyze the
hydrolysis of carboxylic esters, but act on the intramolec-
ular ester bonds of lactone compounds. They are involved
in the synthesis and degradation of various lactone com-
pounds in vivo. For example, gluconolactonase (aldonolac-
tonase; EC 3.1.1.17) was suggested to participate in the
formation of L-gulono-c-lactone from L-gulonate in L-
ascorbate biosynthesis (6). Although the activities of lac-
tonohydrolases have been detected in various organisms
(6–13), there has not been a detailed study on their enzyme
chemistry so far.

DIVERSITY OF LACTONOHYDROLASES

Lactonohydrolases reversibly catalyze the hydrolysis of
lactone compounds into hydroxy acids, that is, they medi-
ate the interconversion between the lactone and acid
forms of hydroxy carboxylic acids. Gluconolactonase (al-
donolactonase; EC 3.1.1.17), L-arabinonolactonase (EC
3.1.1.15), and D-arabinonolactonase (EC 3.1.1.30) specifi-
cally hydrolyze aldonate lactones to the respective aldonic
acids. The activities of these enzymes have been detected
in various organisms (6–13). As to the roles of these en-
zymes in vivo, it has been suggested that gluconolactonase
participates in the formation of L-gulono-c-lactone from L-
gulonate in L-ascorbate biosynthesis (Fig. 1) (6). L-
Rhamnonolactonase (EC 3.1.1.65) and D-xylonolactonase
(EC 3.1.1.68) of Pullularia pullulans and Pseudomonas
fragi, respectively, are involved in the oxidative degrada-
tion of L-rhamnose and D-xylose, respectively (Fig. 1)
(14,15). In addition to these enzymes, pyridoxolactonase
(EC 3.1.1.27), dihydrocoumarin hydrolase (EC 3.1.1.35),
limonin-D-ring-lactonase (EC 3.1.1.36) and deoxylimonate
A-ring-lactonase (EC 3.1.1.46), and actinomycin lactonase
(EC 3.1.1.39) have been reported to be the enzymes
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Figure 1. Lactonohydrolase reactions involved in ascorbate biosynthesis and the degradation of
L-rhamnose and D-xylose.

Table 1. Properties of the Lactonohydrolases from F. oxysporum and B. protophormiae

Origin F. oxysporum B. protophormiae

Native Mr 125,000 62,000
Subunit Mr 60,000 26,500
Number of subunits 2 2
Substrate specificity Km (mM) Vmax (lmol/min/mg) Km (mM) Vmax (lmol/min/mg)

D-(�)-Pantolactone 120 653 — —
L-(�)-Pantolactone — — 3.59 13.7
D-Galactono-c-lactone 3.6 1,440 — —
Dihydrocoumarin 6.3 2,800 2.56 � 103 7.74 � 104

pH stability 5.0–10 �5.0
Optimum temperature 50 �C 45 �C
Thermal stability �50 �C �50 �C
Inhibitors L-(�)-pantolactone, chelating reagents Chelating reagents
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Table 2. Substrate Specificity of the Lactonohydrolase
from F. oxysporum

Relative hydrolyzing
activity (%)

Km

(mM)

Substrate (150 mM)

O
OH

OH

CH2OH

HCOH

O

100 3.6

D-Galactono-c-lactone
O

OHOH

CH2OH

HOCH

O

128 23

L-Mannono-c-lactone
O

OHOH

CH2OH

HCOH

O

167 29

D-Gulono-c-lactone

OHOH
HCOH

O

CH2OH

HCOH

O

59.4 118

D-Glycero-D-gulo-heptono-c-lactone

OHOH
HOCH

O

CH2OH

HCOH

O

132 167

D-Glycero-L-manno-heptono-c-lactone

O

OHOH

HOCH

O

HOCH

CH2OH

HCOH 16.4 —

�,b-Glucooctanoic-c-lactone

Table 2. Substrate Specificity of the Lactonohydrolase
from F. oxysporum (continued)

Relative hydrolyzing
activity (%)

Km

(mM)

O

OHOH

O

CH2OH

39.0 2.5

D-Ribono-c-lactone
O

OHOH

O

117 377

D-Erythrono-c-lactone

O

OH

OH
HO

O

CH2OH

107 —

D-Glucono-d-lactone
O

OHCH3

CH3
O

48.3 120

D-Pantolactone

Substrate (2.5 mM)

O
O

100 6.3

Dihydrocoumarin
HO

O
O

16.6 2.5

Homogentisic acid lactone

O
O

16.4 8.7

2-Coumaramone

O

O
0.58 4.4

3-Isochromanone

involved in the degradation pathways for vitamin B-6 (16),
aromatic compounds (17,18), limonoids (19,20), and acti-
nomycin (21), respectively. As for molecular biochemical
studies on lactonohydrolases, only the gene encoding glu-
conolactonase from Zymomonas mobilis has been cloned
and sequenced (22), and there has been no report on the
structure of any other lactonohydrolase.
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Figure 2. Novel microbial lactonohydrolases catalyzing the stereospecific hydrolysis of pantolac-
tone. PL � pantolactone; PA � pantoic acid.

NOVEL MICROBIAL LACTONOHYDROLASES

During the course of studies on the microbial production
of chiral intermediates for D-pantothenate (23–25), Shi-
mizu et al. found that several microorganisms, such as Fu-
sarium, Brevibacterium, and so on, produce a novel en-
zyme that catalyzes the hydrolysis of aldonate or aromatic
lactones (26,27).

The enzyme isolated from cells of Fusarium oxysporum
has a relative molecular mass of 125 kDa and a subunit
molecular mass of 60 kDa. The enzyme thus appears to be
a dimer consisting of identical subunits. The enzyme con-
tains about 1 mol of calcium per subunit and 15.4% (w/w)
glucose equivalent of carbohydrate. Calcium seems to be
necessary for both enzyme activity and stability. The
enzyme carries three kinds of N-linked high-mannose-
type sugar chains at the 28th, 106th, 179th, and 277th Asn
residues. The carbohydrate moiety is an essential partici-
pant in the stabilization of the enzyme. Table 1 summa-
rizes the properties of the enzyme (26). The enzyme hy-
drolyzes aldonate lactones, such as D-galactono-c-lactone,
L-mannono-c-lactone, D-gulono-c-lactone, and D-glucono-d-
lactone, stereospecifically, but the corresponding enantio-
mers (i.e., L-galactono-c-lactone, D-mannono-c-lactone, L-
gulono-c-lactone, and L-glucono-d-lactone, respectively) do
not serve as substrates. All these substrates have down-
ward hydroxy groups at their 2-position carbons in com-
mon, according to Haworth’s projection system, (Table 2),
whereas their enantiomers have upward hydroxy groups
at their 2-position carbons. The enzyme can also catalyze
the asymmetric hydrolysis of D-(�)-pantolactone. For
every substrate, the reverse reaction (i.e., lactonization of
the aldonic acid) was observed. Aromatic lactones, such
as dihydrocoumarin, homogentisic acid lactone, 2-
coumaranone, and 3-isochromanone, were also effective
substrates. They are good substrates for dihydrocoumarin
hydrolase (EC 3.1.1.35) and have no hydroxy group at their
2-position carbons (17). With regard to the reverse reac-
tions, no detectable lactone compounds were formed.

A similar kind of lactonohydrolase was found in Brevi-
bacterium protophormiae (Table 1) (27). This bacterial en-
zyme only hydrolyzes L-(�)-pantolactone; D-(�)-pantolac-
tone does not act as a substrate. Various kinds of aromatic
lactones, such as dihydrocoumarin, homogentisic acid lac-
tone and so on, are also hydrolyzed, but aldonate lactones
are not hydrolyzed. The relative molecular mass of the na-
tive enzyme is 62 kDa, and its subunit molecular mass is
26.5 kDa.

APPLICATION OF MICROBIAL LACTONOHYDROLASE
TO THE OPTICAL RESOLUTION OF RACEMIC
PANTOLACTONE

Calcium D-(�)-pantothenate is mainly used as an additive
for animal feeds and for various pharmaceutical products.
At present, the commercial production of D-(�)-pantothen-
ate depends exclusively on chemical synthesis. The chem-
ical synthesis process involves reactions yielding racemic
pantolactone from isobutyraldehyde, formaldehyde, and
cyanide; optical resolution of the racemic pantolactone to
D-(�)-pantolactone; and condensation of the D-(�)-
pantolactone with b-alanine. Drawbacks of this chemical
process are the troublesome resolution of the racemic pan-
tolactone, for which the use of an expensive alkaloid as a
resolving agent is unavoidable. Recently, Kataoka et al.
showed that the microbial lactonohydrolase could be used
as a catalyst for the resolution of racemic pantolactone
(28–30).

The principle of the optical resolution of racemic pan-
tolactone is shown in Figure 2. If racemic pantolactone is
used as a substrate for the hydrolysis by the stereospecific
lactonohydrolase, only the D-(�)- or L-(�)-pantolactone
might be converted to the D-(�)- or L-(�)-pantoic acid, and
the L-(�)- or D-(�)-enantiomer might remain intact, re-
spectively. Consequently, the racemic mixture could be re-
solved into D-(�)-pantoic acid and L-(�)-pantolactone, or
D-(�)-pantolactone and L-(�)-pantoic acid. In the case of
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L-(�)-pantolactone-specific lactonohydrolase, the optical
purity of the remaining D-(�)-pantolactone might be low,
except when the hydrolysis of L-(�)-pantolactone is com-
plete. On the other hand, using the D-(�)-pantolactone-
specific lactonohydrolase, D-(�)-pantoic acid of high opti-
cal purity could be constantly obtained irrespective of the
hydrolysis yield. Therefore, the enzymatic resolution of ra-
cemic pantolactone with the D-(�)-pantolactone-specific
lactonohydrolase was investigated (28–30).

The distribution of the D-(�)-pantolactone-specific lac-
tonohydrolase is narrow; only filamentous fungi in three
genera (i.e., Fusarium, Gibberella, and Cylindrocarpon)
show high hydrolytic activity. The D-(�)-pantolactone hy-
drolysis reaction catalyzed by the purified Fusarium lac-
tonohydrolase favored alkaline pH, and the D-(�)-pantoic
acid lactonization reaction favored rather acidic pH. At pH
7.0, about 80% of the substrate, pantolactone, was present
as pantoic acid, and about 75% of the pantoic acid added
was present as pantolactone at pH 5.0. The pantoic acid/
pantolactone ratio in the reaction mixture was nearly 1:1
at pH 6.0 (Fig. 3) (26).

Optical Resolution of Racemic Pantolactone
with the Microbial Lactonohydrolase

Washed cells of F. oxysporum as well as the purified lac-
tonohydrolase catalyze well the stereospecific hydrolysis of
D-(�)-pantolactone. As shown in Figure 4, D-(�)-pantolac-
tone was stereospecifically hydrolyzed to D-(�)-pantoic
acid with a substrate concentration of 700 mg/mL. The for-
mation of L-(�)-pantoic acid was barely detected. After 24
h, the total concentration of pantolactone hydrolyzed in the
reaction mixture reached 322 mg/mL, with an optical pu-
rity of 96% ee. After the removal of L-(�)-pantolactone
from the reaction mixture by solvent extraction, D-(�)-
pantoate remaining could be easily converted to D-(�)-
pantolactone by heating under acidic conditions.

Stereoselective Production of D-(	)-Pantolactone from
Racemic Pantoic Acid through Microbial Stereoselective
Lactonization

As described earlier, an alkaline pH favors the hydrolysis
of D-(�)-pantolactone, and a rather acidic pH favors the
lactonization of D-(�)-pantoate. At pH 5.0, the ratio of D-
(�)-pantoate and D-(�)-pantolactone after the reaction is
1:3, whereas that at pH 7.0 is 4:1. These results strongly
suggest that this stereospecific lactonization reaction
might be used for the asymmetric production of D-(�)-
pantolactone from racemic pantoate.
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When 385-mM racemic pantoic acid (50 mg/mL as ra-
cemic pantolactone) was incubated with washed cells
of F. oxysporum at 30 �C for 14 h at pH 4.5 to 5, 40%
of the pantoate was lactonized, with an enantioselectivity
of 83% ee for the D-(�)-isomer. In an organic solvent-water
two-phase system for which an aqueous solution of
1,540 mM racemic pantoic acid (200 mg/mL as racemic
pantolactone) containing 50 mM CaCl2 and cells was in-
cubated with ethyl acetate at 30 �C for 20 h at pH 4.5 to 5,
D-(�)-pantoate in the racemic mixture was almost
stoichiometrically lactonized to D-(�)-pantolactone (90%
ee). This improvement of the two-phase reaction system
was suggested to be the result of a shift of the reaction
equilibrium during the lactonization on extraction of the
reaction product, i.e., D-(�)-pantolactone moved into the
organic phase.

LARGE-SCALE RESOLUTION OF RACEMIC
PANTOLACTONE WITH IMMOBILIZED CELLS
OF F. OXYSPORUM

Practical hydrolysis of the D-(�)-isomer in a racemic mix-
ture is carried out using immobilized mycelia of F. oxy-
sporum as the catalyst. A stable catalyst with high hydro-
lytic activity can be prepared by entrapping the fungal
mycelia in a calcium alginate gel. When the immobilized
mycelia were incubated in a reaction mixture containing
350 g/L of racemic pantolactone for 21 h at 30 �C under
automatic pH control conditions (pH 6.8 to 7.2), 90 to 95%
of the D-(�)-enantiomer was hydrolyzed (optical purity, 90
to 97% ee). After repeated reactions for 180 times (i.e., 180
days), the immobilized mycelia retained more than 90% of
their initial activity (Fig. 5).

The overall process for the present enzymatic resolution
is compared with the conventional chemical process in Fig-
ure 6. The enzymatic process avoids several tedious steps
that are necessary in chemical resolution and thus is
highly advantageous for practical purposes. There have
been several reports of the application of enzymatic asym-
metric hydrolysis to the optical resolution of pantolactone
(31,32). In these cases, esterified substrates, such as O-
acetyl or O-formyl pantolactone, and lipases were used as
starting materials and catalysts, respectively. Because the
lactonohydrolase of F. oxysporum hydrolyzes the intramo-
lecular ester bond of pantolactone, it is not necessary to
modify the substrate, pantolactone. This is one of the prac-
tical advantages of this enzyme.
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Ruiz, Biotechnol. Lett. 18, 1175–1180 (1996).
21. C.T. Hou and D. Perlman, J. Biol. Chem. 245, 1289–1295

(1970).
22. V. Kanagasundaram and R. Scopes, Biochim. Biophys. Acta

1171, 198–200 (1992).
23. H. Yamada and S. Shimizu, Angew. Chem. Int. Ed. Engl. 27,

622–642 (1988).
24. S. Shimizu and H. Yamada, in E.J. Vandamme ed., Biotech-

nology of Vitamins, Pigments, and Growth Factors, Elsevier
Science Publishers, London, 1989, pp. 199–219.

25. S. Shimizu and H. Yamada, in T.O. Baldwin, F.M. Raushel,
and A.I. Scott eds., Chemical Aspects of Enzyme Biotechnol-
ogy, Plenum Press, New York, 1990, pp. 151–163.

26. S. Shimizu, M. Kataoka, K. Shimizu, M. Hirakata, K. Saka-
moto, and H. Yamada, Eur. J. Biochem. 209, 383–390 (1992).

27. M. Kataoka, J. Nomura, K. Nose, and S. Shimizu, Nippon No-
geikagaku Kaishi 70, 374 (1996).

28. M. Kataoka, K. Shimizu, K. Sakamoto, H. Yamada, and S.
Shimizu, Appl. Microbiol. Biotechnol. 43, 974–977 (1995).

29. M. Kataoka, K. Shimizu, K. Sakamoto, H. Yamada, and S.
Shimizu, Appl. Microbiol. Biotechnol. 44, 333–338 (1995).

30. M. Kataoka, K. Shimizu, K. Sakamoto, H. Yamada, and S.
Shimizu, Enzyme Microb. Technol. 19, 307–310 (1996).

31. H.S. Bevinakatti and R.V. Newadkar, Biotechnol. Lett. 11,
785–788 (1989).

32. B.I. Glänzer, K. Faber, and H. Griengl, Enzyme Microb. Tech-
nol. 10, 689–690 (1988).

See also BIOCATALYSIS DATABASES.

LYSINE. See AMINO ACIDS, PRODUCTION PROCESSES.



1579

M
MALATE, D-MALATE

MAKOTO UEDA

YASUHISA ASANO

HIDEAKI YAMADA
Mitsubishi Chemical Co.
Yokohama, Japan

KEY WORDS

D-Malate
Maleate
Maleate hydratase

OUTLINE

Introduction
Methods of D-Malate Production

Chemical and Physical Methods
Biological Methods

D-Malate Production from Maleate
Maleate
Screening of D-Malate Producing Strains
Cultivation and Reaction Conditions for the
Production of D-Malate
Production of D-Malate by Intact Cells
Comparison of Manufacturing Processes for Malate

Purification and Characterization of Maleate
Hydratase
Bibliography

INTRODUCTION

Optically active malate is a key intermediate in the syn-
thesis of pharmaceuticals and agrochemicals, as well as a
resolving agent for racemic compounds. L-Malate can be
obtained economically from natural resources or enzymat-
ically from fumarate with the enzyme fumarase (EC
4.2.1.2). However, the unnatural stereoisomer, D-malate,
is expensive. Several methods for synthesizing D-malate
have been described. The latest biological method for the
production of D-malate is the stereoselective hydration of
maleate through the reaction of maleate hydratase (D-
malate hydrolyase, EC 4.2.1.31) derived from microorgan-
isms. Maleate hydratase catalyzes the hydration of male-
ate to D-malate through trans addition to the double bond.
In early studies on maleate hydratase, Sacks and Jensen
demonstrated that an enzyme mixture from corn kernels
catalyzed the conversion of maleate to malate, although
they did not mention its optical purity (1). Subsequently,
several workers detected the enzyme in mammalian kid-
neys (2) and microorganisms (3). Since 1992, the enzyme
have been used in investigations on D-malate production

in microbial reactions (4–9). In this chapter, D-malate pro-
duction involving microbial maleate hydratase and the
characteristics of the enzyme are described. Many appli-
cations of D-malate are found in the synthesis of interme-
diates for pharmaceuticals; however, the commercial pro-
duction of D-malate has not yet been realized.

METHODS OF D-MALATE PRODUCTION

Chemical and Physical Methods

The chiral pool refers to relatively inexpensive, readily
available, optically active natural products. L(�)-Tartar-
ate is a natural product of which about 50,000 tons are
purified from agol for wine production per year. Gao and
Sharpless reported D-malate synthesis from L(�)-tartar-
ate with a 55% yield (10). Amino acids are valuable as chi-
ral synthons. The nitrous deamination of �-amino acids is
a well-known process, which was claimed to proceed with
retention of amino acid configuration. Henrot et al. syn-
thesized the L- or D-form of malic acid from aspartic acid
(11). Asymmetric hydrogenation has been an important
advance in organic synthesis in recent years. Noyori and
Takasago Inc. have demonstrated the successful commer-
cialization of rhodium-BINAP complexes as asymmetric
hydrogenation catalysts. D-malate is formed via a critical
bond-breaking process from the sodium salt of epoxysuc-
cinic acid with rhodium phosphine complexes as the cata-
lyst (12). Optically active �-hydroxy acids, such as malate
and citramalate, are derived from optically pure b-
lactones, which are asymmetrically synthesized from ke-
tene and chloral using quinine or quinidine as a catalyst.
These b-lactones are available on a commercial scale from
Lonza Ltd. (13).

Classical resolution is most often used to produce opti-
cally active materials. It is based on the interaction of a
racemic product with an optically active resolving agent,
yielding two diastereometric derivatives. The resultant
diastereoisomeric salts can usually be separated by selec-
tive crystallization. Aliphatic or aromatic amines are ef-
fective for D-malate resolution (14–16).

Biological Methods

Recently, biological methods for the production of D-malate
have been reported. The most traditional means of pro-
ducing optical isomers is microbiological resolution, in
which a microorganism only degrades the opposite isomer.
D-Malate can be produced from a malate racemic mixture
using microorganisms that assimilate L-malate (17). Sev-
eral microorganisms can specifically assimilate L-malate,
and D-malate of high optical purity (100%) was obtained
from Acinetobacter Iwoffi culture broth (18). The enzymatic
resolution of DL-malate can be achieved with fumarase and
aspartase, resulting in the conversion of the DL-malate to
D-malate and L-Asp (19). (R)-Dimethyl malate was ob-
tained from a racemic mixture by hydrolysis with pig liver
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esterase (93% ee at 0 �C in 20% aqueous methanol) (20) or
Rhizopus lipase (99% ee) (21). Santaniello et al. reported
that Lactobacillus fermentum ILC G18D produced (R)-
diethyl malate through the enantioselective reduction of
sodium diethyl oxalacetate, the enantioselectivity being
80% (20).

D-MALATE PRODUCTION FROM MALEATE

Maleate

Maleic anhydride, which is industrially produced as a raw
material for unsaturated polyesters, succinic anhydride, c-
butyrolactone, 1,4-butanediol, tetrahydrofuran, fumarate,
DL-malate, and so on, is an inexpensive chemical. Several
industrial processes have been developed for the manufac-
ture of maleic anhydride. Since 1974, n-butane has been
increasingly used in place of benzene as the raw material
for the production of maleic anhydride. Fluidized catalysts
containing vanadium and phosphorus oxides are used for
the oxidation of n-butane to maleic anhydride. The n-
butane method is less expensive and nontoxic. Therefore,
for maleic anhydride production in the United States,
there has been a change to methods involving n-butane
instead of benzene. In the case of Mitsubishi Chemical Co.,
the manufacturing process for maleic anhydride was
changed to a n-butane method with a fluid-bed reactor
from the butene method in 1984. Annually, manufacturers
produce 630,000 tons of maleic anhydride from n-butane,
248,000 tons still being produced from benzene (22). Maleic
anhydride can be used for the maleate hydratase reaction
as maleate in an aqueous medium.

Maleate is not a natural compound; however, it is an
intermediate in the pathway for the catabolism of nicotin-
ate (23) and gentisate (24). Several investigators have
studied the use of maleate as a carbon source to charac-
terize the metabolism of microorganisms. Perry and Ed-
ward observed the growth of Pseudomonas fluorescens
ATCC11150 on a medium containing maleate as the sole
carbon and energy source, and deduced the metabolic path-
way from the cultivation profile (25). They discussed the
possibility of economical L-malate production from maleate
using maleate cis–trans isomerase (EC 5.2.1.1.) and fu-
marase from a microorganism that grows on maleate. Ma-
leate cis–trans isomerase was first identified by Behrman
and Stanier in Pseudomonas sp. (26). Many researchers
have investigated the characteristics of this enzyme. Ki-
mura et al. demonstrated that Alcaligenes sp. T501 showed
high activity as to the enzymatic conversion of maleate to
L-malate via fumarate (27). L-Aspartic acid is widely used
as a food additive, as a raw material for aspartame, and in
medicines. In 1973, the continuous production of L-aspartic
acid from fumarate by means of an immobilized microbial
cell system was commercialized by Tanabe Seiyaku. L-
Aspartic acid was also enzymatically synthesized from ma-
leate and ammonia, using maleate isomerase and aspar-
tase. Takamura et al. showed the enzymatic production of
L-aspartic acid, for which maleate was employed instead
of fumaric acid as the starting material, with a cell sus-
pension of Alcaligenes faecalis 5-24 through the actions of
both maleate isomerase and aspartase (28).

Screening of D-Malate Producing Strains

In general, many maleate-assimilating bacteria are known
to metabolize maleate to L-malate via fumarate (23). Ra-
hatekar et al. (29) have already reported a Pseudomonas
strain that exhibits both maleate hydratase and maleate
cis–trans isomerase activity (Fig. 1). Malease is found in a
wide variety of organisms, including bacteria, yeasts, fungi
(30), plants (1), and mammals (31). Therefore, microorgan-
isms that have a powerful D-malate producing enzyme
without a maleate isomerase were necessary to produce D-
malate. From among 440 strains of maleate-assimilating
bacteria isolated from soil, 82 bacteria that could produce
more than 5.0 g/L malate in 24 h were obtained. The ratio
of D-malate to the total amount of malate produced by
these 82 microorganisms was measured. Fig. 2 shows that
only one strain produced L-malate stereospecifically, and
the products of 32 strains were mixtures of D- and L-
malate. Fifty strains that specifically produced D-malate
were obtained and the optical purity of their products was
above 90%. Among these strains, Arthrobacter sp.
MCI2612 showed high maleate hydatase activity, and the
malate produced was 100% D-type (7). This result suggests
that only maleate hydratase, and not maleate isomerase,
is responsible for the maleate metabolism in this strain.

Cultivation and Reaction Conditions for the Production
of D-Malate

Asano et al. (7) studied the conditions for the cultivation
of Arthrobacter sp. MCI2612, and D-malate production by
the maleate hydratase with resting cells. As shown in Ta-
ble 1, the D-malate producing activity was found not to be
inducible, but the addition of maleate, D-malate, and citra-
conate to the medium increased the activity. Maleate was
a suitable inducer for the formation of D-malate producing
activity. The addition of organic solvents and surfactants
for D-malate production was effective. Triton X-100, Triton
N-101, and tergitol NPX remarkably increased the activ-
ity; the initial reaction rate was about 10-fold that without
detergents, and Triton N-101 (1% of the reaction mixture)
gave the optimum production of D-malate.

Production of D-Malate by Intact Cells

Since maleate concentrations above 5% inhibit D-malate
production, the reaction was carried out at 36 �C for 20 h,
keeping the concentration of maleate below 5% through
successive feeding of maleate. The time course for D-
malate synthesis is shown in Figure 3; 87 g/L of D-malate
was produced after 20 h reaction. The molar yield of D-
malate was 72%.

Within the last few years, there have been several re-
ports on D-malate production by microorganisms from ma-
leate. Table 2 summarizes the profiles of the microbial pro-
duction of D-malate (4–7,32,33). The maleate hydratase of
all strains except one is inducible. These enzymes are in-
duced by structurally different compounds, such as male-
ate, D-malate, and 3-hydroxybenzoate, which are the sub-
strate, product, and precursor, respectively, of maleate.
The enzyme in Ustilago sphaerogena S402 is constitutive
(5). van der Welf et al. produced a high concentration of
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strains.

Table 1. Effect of Inducers on D-Malate Producing
Activity on Arthrobacter sp.

Cultivation
Initial rate
of D-malate

Inducer (g/L)
Final
pH

Growth
(ODa)

production
(mg/mL/h)

None — 5.8 18.3 1.09
Maleic acid 1 5.7 18.3 1.73

2 5.9 18.4 2.19
3 5.9 18.9 2.39
4 6.0 19.6 2.22
5 5.8 19.3 2.26

Fumaric acid 2 6.6 19.4 0.31
D-Malic acid 2 6.5 22.0 1.60
L-Malic acid 2 6.5 20.2 0.66
Citraconic acid 2 6.6 20.0 1.47
Mesaconic acid 2 6.5 20.0 0.59
DL-cis-epoxysuccinic acid 2 5.8 19.0 0.85
DL-trans-epoxysuccinic acid 2 6.0 19.1 0.31
L(�)-Tartaric acid 2 7.0 19.7 0.27
Nicotinic acid 1 6.7 19.5 0.71
2,5-Dihydroxybenzoic acid 2 6.7 20.7 0.75
Crotonic acid 0.5 6.6 9.58 0.12
L-Ascorbic acid 2 6.1 18.3 0.18
o-Phthalic acid 2 5.9 19.6 0.58

Note: The composition of culture medium was 10 g sorbitol, 2 g NH4NO3 3
g KH2PO4, 10.5 g K2HPO4, 250 mg MgSO4•7H2O, 10 mg FeSO4•7H2O, 10
mg MnSO4•4–6H2O, 5 g yeast extract, 2 g L-proline, and inducers in 1,000
mL of tap water.
aOD660, optical density at 660 nm.

malate in a crystal-liquid two-phase system with Ca-
maleate as the substrate (33). The advantages of this
method are that no substrate or product inhibition occurs
during the reaction and that the reaction equilibrium pro-
ceeds towards the product (34). The high enantioexcess of
D-malate produced suggest that these microorganisms
have no maleate isomerase or that it is not induced during
cultivation. The reaction temperature was rather low com-
pared with that for L-malate production from fumarate
(50–55 �C) (35). Screening for heat-resistant maleate hy-
dratases will lead to improvement of productivity and pre-
vent contamination that may lead to a decrease in the op-
tical purity.

Comparison of Manufacturing Processes for Malate

DL-Malic acid is used in the food industry, for example as
an acidulant in juice and in processed foodstuffs. About
25,000 tons of DL-malate is produced per year through the

chemical hydration of maleic anhydride. L-Malate is used
for blood infusion and as a resolving agent in organic syn-
thesis. L-Malate can be produced through natural re-
sources, fermentation, and enzymatic processes. An enzy-
matic process using fumarase is the most efficient. As
Brevibacterium flavum was found to show high enzyme ac-
tivity in the case of cells immobilized with j-carrageenan,
Tanabe Seiyaku produces L-malate from fumarate using
an immobilized biocatalyst on an industrial scale (35). Ta-



1582 MALATE, D-MALATE

M
al

at
e 

co
ns

um
ed

D
-m

al
at

e 
pr

od
uc

ed
 (

g/
L)

Reaction time (h)
0 10 20

0

20

40

60

80

100

Figure 3. Time course of conversion of maleate to D-malate. Cells
were grown at 28 �C in the culture medium, which was the same
as in Table 1 except that it contained 3 g maleate/L. Triton N-101
(1%) was added to the reaction mixture. The reaction was carried
out at 37 �C. Symbols: �, D-malate produced; �, residual maleate.
After 2, 6, and 12 h of incubation, maleate 2Na was fed to the
reaction mixture.

Table 3. Comparison of Manufacturing Processes of Malate

L-Malate DL-Malate D-Malate

Raw material Fumarate Maleic anhydride Maleate
Catalyst Fumarase None Maleate hydratase
Reaction temperature (�C) 30–50 160–200 30
Reaction pressure (atm) Atmospheric pressure 5–20 Atmospheric pressure
pH 6–8 2–4 7–8
Solvent Water Water Water

Table 2. Comparison of the D-Malate Production by Various Microorganisms

Strain
Arthrobacter sp.

MCI-2612 (7)

Pseudomonas
fluorescens

IFO3081 (6)

Clostridium
formicoaceticum

DSM94 (32)

Ustilago
sphaerogena

S402 (5)

Pseudomonas
pseudoalcaligenes
NCIMB9877 (4,33)

Inducer Maleate, D-Malate,
Citraconate

Citraconate NE None
(constitutive)

3-Hydroxybenzoate,
Gentisate

pH 7.0 7.0 7.5 NE 7.5
Temperature (�C) 36 26 37 30 30
Substrate inhibition Yes NE NE None

(up to 100 g/l)
Yes

Product inhibition Yes NE NE NE Yes
Treatment of cells Triton N-101 None None Triton X-100 Triton X-100
Productivity 87 g/L/20 h 6.94 g/L/24 h 1.87 g/L/18 h 40.8 g/L/48 h 215 g/L/48 h
Reaction volume culture

volume
1 3 NE 2.5–3.3 NE

Optical purity (% c.c.) 100 99 �99 98.9 99.96
Reaction yield (mole %) 72 NE �98 49.6 99.4

NE, not examined.

ble 3 compares the D-malate, L-malate, and DL-malate
manufacturing processes. These two enzymatic reactions
proceed under mild conditions of pressure, temperature,
and pH values.

PURIFICATION AND CHARACTERIZATION OF MALEATE
HYDRATASE

The properties of maleate hydratases from a wide variety
of organisms have been reported. England et al. (31) dem-
onstrated that an enzyme mixture from rabbit kidney cat-
alyzed the hydration of maleate to D-malate by trans ad-
dition to the double bond. Britten et al. reported that
partially purified maleate hydratase from rabbit kidney
had an absolute requirement for chloride ions (36). A crude
extract from a pseudomonad produced D-malate from ma-
leate; the optical purity of D-malate was 99.7% (24). Dreyer
(37) reported that maleate hydratase from rabbit kidney
was a monomeric protein with a molecular mass of 68,000
and required activation by ferrous ion and Na2S.

Ueda et al. (38) purified the maleate hydratase of Ar-
throbacter sp. MCI2612. It has a molecular mass of about
90,000 and consists of two subunits with molecular masses
of 58,000 and 28,000. The purified enzyme was incubated
with sulfhydryl compounds and Fe2�. L-Cysteine was
found to be the most effective activator, followed by di-
thiothreitol, thioglycolate, reduced glutathione, and 2-
mercaptoethanol, in the presence of Fe2�. Several hydra-
tases, such as citraconase (39), mesaconase (40), L-tartaric
dehydratase (41), aconitase (42), and fumarase (43), are
known to require ferrous ion and sulfhydryl compounds for
their activities. Fumarase is a well-characterized enzyme
among these hydratases. A fumarase in aerobically grown
Escherichia coli required activation by incubation with
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Table 4. Kinetic Parameters of Substrates of Maleate
Hydratase of Arthrobacter sp.

Substrate Km (mM) Vmax (lmol/mg/min)

Maleate 3.85 16.5
2-Chloromaleate 2.74 25.8
2-Bromomaleate 3.27 8.26
Citraconate 4.55 13.2

Note: The initial velocity was measured at 30 �C in a reaction mixture con-
taining 20 mM Tris-HCl buffer (pH 7.5), an appropriate amount of purified
enzyme, and various concentrations of substrate.
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H OH
HOOC

X2

H COOH
Figure 4. Stereochemistry of the reaction catalyzed
by fumarase (a) compared to that catalyzed by ma-
leate hydratase (b).

Table 5. Some Properties of Animal and Bacterial Maleate Hydratases

Origin Rabbit kidney (37)
Pseudomonas pseudoalcaligenes

NCIMB9867 (47,48)
Arthrobacter sp.

MCI-2612 (38,49)

M.W. (kDa) 68 (Sephacryl S-300) 24,000, 57,000 (SDS)
89,000 (Gel filtration)

58,000, 28,000 (SDS)

Optimum pH NT 8 8.5
Optimum temperature (�C) NT 45 45
Activating agents Fe2�, Na2S None Fe2�, L-Cysteine
Specific activity (U/mg protein) 317 108 6.55
Another substrate None Citraconate

2,3-Dimethylmaleate
Citraconate
2-Chloromaleate
2-Bromomaleate

Km (mM) NT 0.35 for maleate
0.20 for citraconate

3.85 for Maleate
2.74 for 2-Chloromaleate
3.27 for 2-Bromomaleate
4.55 for Citraconate

NT, not tested.

Fe2� and a thiol, and was suggested to have an Fe-S clus-
ter (44). Thus, the maleate hydratase from Arthrobacter
sp. is suggested to be a member of the hydratases contain-
ing an Fe-S cluster represented by fumarase, because the
feature of the activation is similar to that reported for fu-
marase. The reaction product of the purified maleate hy-
dratase is D-malate and the optical purity is 100% D-type.

The substrate specificity and kinetic properties of this
reaction were also examined. As shown in Table 4, chlo-
romaleate served as a better substrate than the natural
substrate, maleate. The rates of hydration of these sub-
strates followed: chloromaleate � maleate � citraconate �
bromomaleate (Table 4). The reaction products from citra-
conate, chloromaleate, and bromomaleate are (R)-(�)-



1584 MALATE, D-MALATE

citramalate, (�)-erythro((2S, 3S)-3-)-chloromalate and
(�)-erythro((2S, 3S)-3-)-bromomalate, respectively. The
enzyme did not act on dimethyl maleate, acetylenedicar-
boxylate, fumarate, mesaconate, cis-epoxysuccinate, and
trans-epoxysuccinate. Consequently, it was possible to de-
termine that the bacterial enzyme-catalyzed hydration re-
action also involved trans addition of the hydrogen and hy-
droxyl ion to maleate (Fig. 4a).

Fumarase (fumarate hydratase, EC 4.2.1.2), which cat-
alyzes the reversible hydration of fumarate to L-malate,
has a broad substrate specificity (45). Many dicarboxylic
acids, such as acetylenedicarboxylate, epoxysuccinate, and
tartarate, as well as �-monosubstituted derivatives of fu-
marate, such as chlorofumarate, bromofumarate, and io-
dofumarate (Fig. 4b), have been reported to serve as sub-
strates for fumarase from swine heart muscle (46).
Although acetylenedicarboxylate, epoxysuccinate, and tar-
tarate did not serve as substrates for the maleate hydra-
tase from Arthrobacter sp., these dicarboxylic acids were
found to be competitive inhibitors.

Table 5 summarizes the characteristics of the maleate
hydratases purified from microorganisms and rabbit kid-
ney. Although the maleate hydratase derived from rabbit
kidney exhibited absolute specificity for maleate, the hy-
dration of chloromaleate, bromomaleate, and citraconate,
in addition to that of maleate, was observed for the male-
ate hydratase from Arthrobacter sp. (38,49). The purified
P. pseudoalcaligenes enzyme also catalyzes the hydration
of citraconate and 2,3-dimethylmaleate (47,48). The en-
zyme from rabbit kidney requires Fe2� and a thiol as re-
ducing agents for its activity. In contrast, the maleate hy-
dratase from P. pseudoalcaligenes does not require metals
or other cofactors. Thus, it appears that maleate hydra-
tases can be classified into two classes of carboxylic-acid
hydratases, either containing or not containing on iron-
sulfur cluster, of which fumarase is probably the most thor-
oughly investigated (50).
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L-Malic acid plays a very important metabolic role in living
cells. It has been used to treat hyperammonemia and liver
disfunction, and it is component of amino acid infusions.
Also, if it becomes possible to supply large amounts of L-
malic acid at low cost, L-malic acid—the natural form—is
expected to be used instead of DL-malic acid—the racemic
form—in the food industry as a food additive.

Existing preparation methods for L-malic acid include
isolation from natural fruit juice, the optical resolution of

synthetic DL-form, fermentation, and others. However, for
industrial purposes, the acid has been produced from fu-
maric acid by the action of fumarase as follows.

Fumarase

—HOOCCH CHCOOH � H O i HOOCCH CH—COOH— 2 2

|
OH

Fumaric acid L-Malic acid

Many kinds of microbial cells having high fumarase
activity have been successfully immobilized. The
immobilized cells having high enzyme activity were ob-
tained by the polyacrylamide gel method. Moreover, the
immobilized cells were stable, and a column packed with
them could be used for continuous enzyme reaction for long
periods.

The industrial production of L-malic acid from fumaric
acid has been performed by an enzymatic batch process
using the broth of Lactobacillus brevis (1), but a continuous
reaction using immobilized fumarase of immobilized cells
with fumarase activity should be more economical.

Marconi et al. (2) reported that fumarase isolated from
microbial cells can be efficiently immobilized on cellulose
triacetate, making it possible to develop an economically
attractive method for producing L-malic acid. However, no
industrial process using immobilized fumarase has been
brought into operation.

Several microorganisms having high fumarase activity
were immobilized by the polyacrylamide gel method, and
their activities were compared (3). Brevibacteriumammon-
iagenes was found to be the most active before and after
immobilization.

In 1974, Tanabe Seiyaku Co., Ltd., introduced a process
of continuous production of L-malic acid from fumaric acid
using immobilized B. ammoniagenes. Since then, the pro-
cess has been modified in several major and minor respects
to create the current system, which is 20 to 25 times more
efficient than the original.

Yamamoto et al. (3) investigated the industrial appli-
cation of immobilized microbial cells with fumarase activ-
ity and developed a method using B. ammoniagenes im-
mobilized with polyacrylamide gel.

When the immobilized cells were used for the produc-
tion of L-malic acid from fumaric acid, succinic acid was
formed as a by-product, and the separation of succinic acid
from L-malic acid was technically very difficult. Accord-
ingly, for the industrial production of pure L-malic acid in
high yield, it was necessary to prevent the formation of
succinic acid during the enzyme reaction. Thus, various
treatments of intact or immobilized cells were performed.
Heat treatment, autolysis, and freezing-thawing were not
effective for the prevention of succinic acid formation.
However, treatment with substrate solution containing
deoxycholic acid or bile acid, which was commonly used as
a solubilizer of membrane-bound enzymes, was found to be
very effective for the suppression of succinic acid forma-
tion, as shown in Table 1. Further, this treatment also
markedly enhanced the formation of L-malic acid. This ef-
fect was attributed to an increase of membrane perme-



1586 MALIC ACID, PRODUCTION BY FUMARASE

Table 1. Effect of Detergent Treatment on Formation of L-Malic Acid and Succinic Acid

Treatment Formation of L-malic acid Formation of succinic acid
Detergent Concentration (%) (lmol/h/mL gel) (mol% L-malic acid)

No addition 75 2.5–5.0
CPC 0.02 340 2.5–5.0
CPC 0.16 225 1.0–2.5
SLS 0.02 445 1.0–2.5
SL-10 0.02 90 2.5–5.0
Triton X-100 0.20 395 �5.0
Bile acid 0.20 425 �0.2
Bile extract 0.20 485 �0.2
Deoxycholic acid 0.20 480 �0.2

Note: CPC � cetylpyridium chloride; SLS � sodium lauryl sulfate.

Figure 1. Comparison of the fumarase ac-
tivities of various enzyme preparations per
unit of intact cells. One unit is defined as
activity producing 1 mmol of L-malic acid at
37 �C in 1 h. Square brackets show activity
in the presence of 0.02% cetylpyridium chlo-
ride; percentages are values relative to the
activity (100%) of intact cells in the presence
of cetylpyridium chloride.

Intact cells (1 g: wet weight)

0.20 unit (2%)
[10.60 units (100%)]

Immobilized cells
0.49 unit (5%)

[3.37 units (32%)]

Bile extract-treated cells

7.20 units (68%)

Sonicated cells

8.98 units (85%)

Bile extract-treated
immobilized cells

7.71 units (73%)

Table 2. Comparison of Productivities of Brevibacterium ammoniagenes and Brevibacterium flavum Immobilized with
Polyacrylamide and with Carrageenan for Production of L-Malic Acid

B. ammoniagenes B. flavum

Immobilization
method

Activity
(unit/g cells)

Half-life at 37 �C
(day)

Relative
productivity

Activity
(unit/g cells)

Half-life at 37 �C
(day)

Relative
productivity

Polyacrylamide 5,800 (60%) 53 100 6,680 (34%) 94 204
Carrageenan 5,800 (60%) 75 142 9,920 (51%) 160 516

Note: Activity after treatment with bile extract. Productivity � E0 exp(�jd � t)dt, where E0 � initial activity, jd � decay constant, and t � operationalt�0

period.

ability to the substrate or product resulting from bile acid
treatment. Bile extract is suitable for industrial purposes
because it is commercially available at a low price. Various
conditions for treatment with bile extract were studied,
and the most effective procedure was to stand the immo-
bilized cells in 1 M sodium fumarate (pH 7.5) containing
0.3% bile extract at 37 �C for 20 h. The yield of fumarase
activity of immobilized cells obtained in this way is shown
in Figure 1.

Enzymic properties of the immobilized cells treated
with bile extract were studied and compared with those of
the native enzyme. The optimum temperature and opti-
mum pH of the enzyme reaction were almost same as those
of the native enzyme, namely 60 �C and pH 7.0 to 7.5, re-
spectively. The equilibrium point of the enzyme reaction

was scarcely affected by immobilization or by the reaction
pH, but tended to shift toward L-malic acid formation with
decreasing reaction temperature.

Conditions for the continuous enzyme reaction using a
column packed with the immobilized cells were investi-
gated. It was found that when 1 M sodium fumarate (pH
7.5) was passed through the column at 37 �C at a space
velocity of below 0.23 (residence time in the column, more
than 4.3 h), the reaction reached equilibrium with about
80% conversion of fumaric acid to L-malic acid. Fumaric
acid was removed from the effluent by acidification, and L-
malic acid was separated in about 70% yield from fumaric
acid.

For industrialization of this system, chemical engineer-
ing studies were carried out, and a continuous reaction sys-
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tem using immobilized cells was designed. L-Malic acid of
high purity has been industrially produced at Tanabe Sei-
yaku by this process since 1974.

To improve L-malic acid productivity, the authors inves-
tigated immobilization methods that could be carried out
under mild conditions without denaturation of fumarase,
and they also screened again to find microbial cells with a
higher fumarase activity than B. ammoniagenes.

Among many synthetic and natural polymers tested as
matrixes for entrapping microbial cells, j-carrageenanwas
found to be best (4).

Brevibacterium flavum was found to have higher en-
zyme activity after immobilization with carrageenan as
compared with the former B. ammoniagenes. For indus-
trial purposes, the stability was also studied, and the pro-
ductivity was compared, as shown in Table 2. When the
productivity of immobilized B. ammoniagenes with poly-
acrylamide was taken as 100, that of immobilized B. fla-
vum with carrageenan was 516. Therefore, it is evident
that also in this case the carrageenan method is more ad-
vantageous than the conventional polyacrylamide method.
So, we changed the polyacrylamide method to the carra-
geenan method in 1977. This new method gives us satis-
factory results from an industrial point of view.

In other studies, Thermus rufens nov sp., a thermophilic
bacterium, was immobilized ionically on Duolite for pro-
duction of L-malic acid from fumaric acid (5).

L-Malic acid is one of the members of tricarboxylic acid
cycle. It is easy to be metabolized in a living body and is
accompanied by generation of ATP, which is the energy
source of a living body.

L-Malic acid is also converted to L-aspartic acid via ox-
alacetic acid. In this process, ammonia is metabolized with
coupling to the L-glutamic acid–�-ketoglutaric acid sys-
tem. Further, L-aspartic acid condenses with L-citrulline to
form arginosuccinate and enters into the urea cycle. Am-
monia is also incorporated when L-citrulline is formed from
L-ornithine.

L-Malic acid is effective in detoxication of ammonia by
introducing ammonia into the urea cycle. Its detoxicative
action is cumulative in combination with L-arginine (6–8).

In addition to the role of L-malic acid mentioned in this
article, it has been reported that L-malic acid is effective
for lowering blood cholesterol (9), preventing atheroscle-
rosis (10), and lowering blood pressure (11). The diuretic
effect of L-malic acid was also reported (12).
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INTRODUCTION

Before the advent of recombinant DNA technology, indus-
trial mammalian cell culture and animal cell culture were
generally used primarily in the production of viral vac-
cines, using primary cells and normal diploid cell strains,
and biologics, using isolated transformed cells. The arrival
of rDNA technology and the expression of heterologous
proteins in mammalian cells completely transformed cell
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culture technology. Except for the production of alternated
or inactivated viral vaccines, virtually all mammalian cell
culture processes now employ continuous cell lines, most
of which have been adapted to grow in suspension, without
a surface support. The adoption of the growth of suspen-
sion cells as the typical vehicle for the production of com-
plex molecules requiring extensive posttranslational mod-
ification also transformed the concept of bioreactor
selection.

Much research activity and many commercial efforts
were devoted to developing bioreactors for mammalian cell
culture in the 1980s. The anticipation was that the poten-
tially detrimental effect of the air sparging of mammalian
cells would require a newly designed bioreactor to accom-
modate the manufacturing needs of the new mammalian
cell–based products. Many of these efforts have since de-
clined, and the bioreactors used for industrial cell culture
converge on a few basic configurations. This article focuses
only on the main types used currently for industrial cell
culture. Those interested in the historical aspects of bio-
reactor development are referred to other monographs and
review articles. It should be noted that many of the bio-
reactors developed in the 1980s, although not commonly
used, might find specialized applications in other areas,
such as tissue engineering and cellular therapy.

BASIC REACTOR KINETIC

Mammalian cell bioreactors are generally categorized sim-
ilarly to chemical reactors according to their mixing char-
acteristics. It is instructive to review two ideal reactors:
well-mixed stirred tank and plug-flow (tubular) reactor. In
an ideal well-mixed bioreactor, the mixing is assumed to
be intense enough that the fluid is homogeneous through
the reactor. The mathematical description of the ideal con-
tinuous flow stirred tank reactor is described by the follow-
ing first-order differential equation:

d(VC )A
� F C � F C � r V (1)i Ai o Ao Adt

where V is the culture volume in the bioreactor, CA is the
concentration of nutrient or product A, t is time, F is the
flow rate, and rA is the volumetric consumption rate of nu-
trient or production rate of product A.

In an ideal stirred tank reactor, there is no flow bypass
and no shunt of substrate from inlet to outlet and no dead
zones or clumps of undissolved solid substrate floating
around. The addition of a substrate is through feeding in-
stantaneously distributed throughout the entire reactor,
and when gas sparging is employed the agitator provides
intimately mixed gas and liquid.

The basic model for the tubular reactor (such as hollow
fiber and ceramic systems to be described later) is that the
liquid phase moves as a plug flow, meaning that there is
no variation of axial velocity over the cross section. The
mass balance for component A in a volume element S�z
that described an ideal plug-flow reactor is the following:

�C �CA A
� �v � r (2)z A�t �z

where vz is the linear velocity in the z direction and S is
the cross-sectional area. At any given moment of time or
at steady state (i.e., cell concentration and cellular activi-
ties are not changing with time), the equation becomes

�c r • SA A
� (3)

�z F

which describes changes of concentration of A along the
direction of fluid flow. It is clear that the nutrient concen-
tration will decrease from the inlet to the distal end of the
reactor, whereas the metabolite concentration will in-
crease. The length of the reactor is limited because even-
tually nutrient depletion or metabolite accumulation in-
hibits growth and metabolism.

These ideal cases of completely mixed tanks or plug-
flow tubular reactors are situations that can be approxi-
mated in small-scale laboratory conditions. The conditions
in larger-scale process reactors deviate significantly from
these ideal conditions.

In a well-mixed bioreactor, there are no concentration
gradients in either the gas or the liquid phase. In other
words, none of the chemical species or cells is segregated
in the reactor. The other extreme of mixing is total segre-
gation, where there is no interaction between different vol-
ume elements in the bioreactor. An ideal plug-flow reactor
is assumed to be under conditions of total segregation.
Most bioreactor systems have a mixing pattern between
the two extremes and are under partially segregated con-
ditions.

In general, laboratory and small pilot plant bioreactors
are used for process development and optimization. The
fluid-mixing characteristics are rather sensitive to the
scale of the reactor. Furthermore, plug-flow bioreactors are
intrinsically more difficult to scale up than mixing vessels,
because the concentration gradient of essential nutrients,
oxygen in particular, inevitably becomes limiting in the
downstream region of the reactor. In considering the selec-
tion of bioreactors for mammalian cell cultures, the mixing
characteristics and their relationship to scale-up have to
be kept in mind.

OPERATION MODES

Mammalian cell cultures are operated in batch, fed-batch,
and continuous modes. Batch culture is used most fre-
quently. All nutrients are added at the beginning of a pro-
duction cycle, except for oxygen, which is provided contin-
uously during the culture through surface aeration,
membrane creation, or direct gas sparging. Using a con-
ventional medium, the typical densities achieved in batch
culture are rather low, about 2–4 � 106 cells/mL. In many
cases, batch operation tends to be run as extended batch
processes. In this operation mode, spent medium with or
without cells may be harvested periodically and replaced
by an equal quantity of fresh medium. It allows a produc-
tion process to be extended to a couple of weeks, with in-
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creased productivity for the reactor. It is possible to control
the inhibitory products accumulated in the culture with
this technique.

Another possibility to prolong the batch processes is to
use fed-batch operation. In this process, certain nutrients
such as amino acids, glucose, and some other micronutri-
ents are added continuously or intermittently to increase
the cell concentration and to prolong the product-
formation period. In most cases bulk salts (such as NaCl)
are not added to the feed to avoid increasing the osmolality.
The final product concentration is substantially higher
than that in a batch culture.

Continuous chemostat operation, used primarily for
laboratory-scale bioreactors, has found limited application
in production-scale systems. In this operation, spent me-
dium is continuously replaced with an equal volume of
fresh medium and therefore continuously discharging
cells. The cell concentration in the bioreactor usually is at
a low level similar to that in batch cultures. A major draw-
back of a simple continuous culture is thus the low cell
concentration and the corresponding low throughput of the
system. To increase the cell concentration and the reactor
throughput, a perfusion culture is more frequently used in
industrial continuous operations. In a perfusion culture, a
high medium flow rate (one much higher than the cell
growth rate, which would wash out cells in a simple con-
tinuous culture) is used, but a cell retention device is used
to prevent most of the cells from leaving the reactor. The
cell concentration in the reactor is up to 10 times higher
than that for a simple continuous culture.

When a plug-flow type of bioreactor is used, usually the
medium is continuously recirculated through the bioreac-
tor. The recirculating medium carries oxygen to the reactor
to sustain cell viability and growth. However, the system
is not a continuous reactor in a strict sense. Although the
flow of recirculating medium is continuous, the medium
itself is replaced periodically for nutrient replenishment
and product harvest. It is more similar to repetitive-batch
types of bioreactors.

MIXING TANK BIOREACTORS

Cell Support for Mixing Vessels

In the past decade, most of the cell culture processes de-
veloped have been for the production of recombinant pro-
teins and antibodies; the majority employ suspension cells.
However, despite the general trend of using suspension
cells, anchorage-dependent or anchorage-preferred cells
are still widely used for the manufacture of some products,
especially viral vaccines. Many cell types used in tissue
engineering applications are also anchorage dependent. To
cultivate these cells in a mixing vessel, some form of an-
choring support is necessary. By employing such support,
the cells can be cultivated in a relatively homogeneous en-
vironment with appropriate environmental control, be in-
fected for virus production, or be induced for product for-
mation.

Microcarriers. The use of microcarriers for cell culture
was first demonstrated by Van Wezel (1). The basic concept

is to allow cells to attach to the surface of small suspended
beads so that conventional stirred tank bioreactors can be
used for cell cultivation. To ease suspending these cell-
laden microcarriers, their diameter and density are usu-
ally in the range of 100–300 lm and 1.02–1.05 g/cm3, re-
spectively. This diameter range also gives a good growth
surface area per reactor volume. Even at a moderate mi-
crocarrier concentration, in the range of 8–15% culture vol-
ume being occupied by microcarriers, a significantly larger
surface area per reactor volume can be achieved than that
in roller bottles.

Although smaller microcarriers less than 100 lm in di-
ameter can provide even more surface area, they are not
used often. Most anchorage-dependent cells do not develop
their normal morphology and in many cases do not mul-
tiply well on surfaces with an excessively high curvature.
These cells do not grow well on small microcarriers. On the
other hand, some cells, especially transformed cells, mul-
tiply well even though they are attached to small micro-
carriers and do not develop a well-spread-out morphology.
These cells, after attaching to the small microcarriers, ag-
glomerate to form aggregates and continue to grow to high
density. The small microcarriers, usually with a diameter
of about 50 lm, serve as nuclei for the initiation of aggre-
gate formation.

The microcarriers can be made of many different ma-
terials, including dextran, gelatin (2), polystyrene (3,4),
glass (5), and cellulose (6). Not all of these are available
commercially. In general, in addition to having a wettable
surface, the backbone materials of microcarriers often
need to be chemically modified to improve cell attachment.
One of the most widely used microcarriers, the dextran-
based ones, are derivatized with charged molecules or col-
lagen. Polystyrene microcarriers have also been coated
with collagen or other adhesion molecules for better per-
formance.

An advantage for the industrial-scale culture of anchor-
age-dependent cells is the ease of separating cells from the
culture medium. Many microcarrier cultures require me-
dium exchanges during cultivation to remove accumulat-
ing lactate, ammonia, and other metabolites and to replen-
ish nutrients. In many cases, the cell-laden microcarriers
are simply allowed to settle while the spent medium is
withdrawn and replenished. In large-scale operations, con-
tinuous or semicontinuous perfusion is used more fre-
quently. Such perfusion can be accomplished by withdraw-
ing the medium through a coarse screen that allows the
medium to pass through but retains microcarriers in the
reactor. Many cells have been grown on microcarriers, in-
cluding fibroblast, kidney, epithelial, hepatocyte, neuro-
blastoma, and endothelial cells from various species. Over-
all, microcarrier culture is a convenient laboratory and
research tool, and it has the advantage of being amenable
to large-scale production if a large quantity of product is
needed.

Macroporous Microcarriers. A variant of microcarriers
is one with large pores of tens of micrometers in its interior.
The void space inside allows cells to be cultivated not only
on the external surface but also internally. Cells in the in-
terior are less susceptible to mechanical damage caused by
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agitation and gas sparging. Of course, cells in the interior
of microcarriers are more likely to be subject to oxygen
limitation due to the long diffusional distance, especially
because most macroporous microcarriers have a larger di-
ameter (500 lm to a couple of millimeters). Macroporous
microcarriers are made of different materials, including
gelatin, collagen, and plastic. Many cell lines have been
successfully grown on macroporous microcarriers includ-
ing Vero, HepG2, CHO and 293 cells. The final cell concen-
tration achieved tends to be higher than that obtained with
an equivalent volumetric concentration of conventional mi-
crocarriers. But in some cases the growth kinetics are a bit
slower because the penetration of cells into the interior
may be slowed or even retarded by restrictive opening of
these pores.

Aggregate Culture. Some transformed cells that nor-
mally attach to or spread and grow on a surface can form
aggregates when cultivated in shaker flasks or in stirred
vessels (7). Different methods have been used to induce
aggregate formation for cells. Aggregation can be promoted
by manipulating the calcium concentration (8) in conjunc-
tion with the agitation rate. Aggregate cultures have ad-
vantages similar to microcarrier cultures. They can be cul-
tivated in conventional stirred tank reactors with
environmental control. They can also be allowed to settle
relatively rapidly by stopping agitation, which readily per-
mits medium replenishment.

For many cell types, one limitation for application of the
aggregate culture is that the rate of aggregate formation
is slow. One way to induce aggregate formation is to add
microspheres to the cell suspension to allow for rapid ag-
glomeration to the microspheres (9). If the aggregate di-
ameters become too large, necrotic centers can be formed
as a result of transport limitation. The aggregate size may
influence the viral infection kinetic and yield for vaccine
formation (10). Many cell lines, including BHK, CHO, 293,
and ST cells, have been cultivated as aggregates with sizes
ranging between 90 and 400 lm, without the formation of
necrotic centers (9,11).

Cell Entrapment. Another method of cell cultivation that
enables the use of a stirred tank reactor is cell entrapment.
This technique entails entrapping cells in a polymeric ma-
trix to form spheres. The spheres are then either coated
with another polymeric film to control the crossing of mol-
ecules according to their size—commonly referred to as mi-
croencapsulation—or cultivated as they are. These beads
are suspended in medium to allow cell growth inside. One
of the polymers most used for cell entrapment is calcium
alginate. Cell entrapment in calcium alginate is accom-
plished by preparing a cell suspension in sodium alginate
and adding it, in a dropwise fashion, into a solution of cal-
cium chloride. Calcium cross-links alginate, instantane-
ously forming beads that contain entrapped cells. Alginate
may be coated with polylysine for increased mechanical
and chemical stability, but such treatment decreases the
molecular weight cutoff and prohibits large molecular
weight proteins in the medium from reaching the cells. To
prepare hollow spheres, the alginate gel inside a bead

coated with a polylysine is liquefied through treatment
with a calcium chelator such as EDTA or citrate.

The diameter of these beads is often on the order of mil-
limeters. The mechanical strength of the gel that consti-
tutes the beads is relatively weak. Large-scale application
using such techniques is not easy. On the other hand, the
microcapsule provides a means of immunoisolation of
transplanted cells or tissues (sometimes referred to as ar-
tificial cells) and could be suitable for some tissue engi-
neering applications. Cell entrapment has been applied to
hybridomas (12) and small clusters of adherent cells (13).
It has also found applications in the cultivation of differ-
entiated cells, such as insulin-secreting cells. For tissue
engineering applications using differentiated cells, the en-
closing membrane around the cells and the hydrogel must
be biocompatible (14). The membrane used in microencap-
sulation is semipermeable to allow sufficient diffusion and
transport of low molecular weight molecules important for
cell survival, such as oxygen, nutrients, and metabolites.
For optimum transport across the membrane, the micro-
capsules should have a uniform wall thickness. Ideally, the
semipermeable membrane prevents the passage of high
molecular weight proteins, such as immunoglobulins, to
allow for product to accumulate inside the microcapsule.

Because the cells are inside the capsules, they are pro-
tected from hydrodynamic damage. The culture can be
stirred at faster rates than conventional culture, which im-
proves nutrient, metabolite, and gas exchange. Entrapped
cells may be cultured in stirred tank bioreactors, fixed-bed
reactors, or fluidized-bed reactors. An airlift reactor could
be used as well, provided that the beads are small and not
significantly denser than the medium.

Stirred Tank Bioreactors

The cells respond in different ways when they are exposed
to fluid forces. Usually the morphology of the cell and the
cell metabolism are affected by fluid stress. The fluid me-
chanical consequences in the cells on microcarriers depend
on the type of cells and the quality of cell attachment. Cell
damage from the interaction between microcarriers and
turbulent eddies may be severe when the Kolmogorov
length scale for the smallest turbulent eddies becomes
comparable to the diameter of the microcarriers (15). The
microcarrier–microcarrier collisions are also expected to
increase in frequency and severity in the presence of eddies
of size equal to the average interparticle distance. Sus-
pended cells are generally less prone to hydrodynamic
damage than cells on microcarriers. Two principal types of
fermentors—stirred tank and airlift bioreactors—are most
commonly used for cell cultivation.

Stirred tanks, or conventional fermentors, have been
widely used for culturing suspension cells since the 1960s.
With the use of microcarriers, whether conventional or ma-
croporous, adherent cells can also be cultured in a stirred
tank. For cell entrapment in hydrogel, the use of stirred
tanks is limited to laboratory scale, because the prepara-
tion of a large quantity of cell-entrapped beads can be a
daunting task, and the risk of mechanical damage caused
by agitation increases with scale.

The basic configuration of stirred tank bioreactors for
mammalian cell culture is similar to that of microbial fer-
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mentors. A major difference is that the aspect ratio (the
height-to-diameter ratio) is usually smaller in mammalian
cell culture bioreactors. The power input per unit volume
of bioreactor is also substantially lower in mammalian cell
culture bioreactors. Although the Rushton-type impeller is
the norm in microbial fermentors, mammalian cell culture
fermentors mostly employ marine-type impellers (16). As
in microbial fermentors, an axial impeller is often mounted
at the top of the bioreactor to drive the liquid downward
in large-scale cell culture bioreactors. These differences re-
flect the different purposes of agitation in microbial fer-
mentation and cell culture. In microbial fermentation ag-
itation is needed at a higher power input to disperse air
bubbles and to increase oxygen transfer efficiency, whereas
in mammalian cell culture the primary purpose of agita-
tion is to keep cells or microcarriers suspended in nutrient
medium relatively uniformly. In general, the mixing time
in a mammalian cell culture bioreactor is substantially
longer than that in a microbial fermentor with similar
scale. The oxygen transfer capacity in a cell culture bio-
reactor is also substantially lower than that in a microbial
fermentor. However, the typical oxygen demand in a mam-
malian cell culture is also much lower (10 to 50 times) than
that in microbial fermentation.

Because of the relatively low oxygen demand in cell cul-
ture, surface aeration is often sufficient to supply enough
oxygen for optimal growth in small-scale bioreactors. In
fact, surface aeration is the primary means of supplying
oxygen in almost all laboratory-scale bioreactors. If nec-
essary, enriched oxygen is used to increase the oxygen
transfer from the gas phase to the culture fluid.

However, as the volume of the reactor increases, the
area of gas–liquid interface per culture volume decreases,
and surface aeration alone becomes inadequate. To supply
oxygen, silicone rubber tubing is often installed inside the
reactor to allow air or oxygen passing through it to supply
oxygen without direct gas sparging. In addition to silicone
rubber tubing, other materials with high oxygen perme-
ability, such as porous polypropylene, can also be used. The
oxygen transfer tubing need not necessarily be used as a
single long piece; many different configurations for the in-
stallation of the oxygen transfer tubing can be employed.
This method of supplying oxygen provides a convenient,
relatively trouble-free way of sustaining cell growth at a
reasonably high cell density. Applying such a technique in
a large-scale operation could be very cumbersome. Never-
theless, it has been used in bioreactors of up to hundreds
of liters in volume.

The most efficient way to supply oxygen, especially in
large-scale reactors, is the direct sparging of air- or oxygen-
enriched air. Direct sparging, though, can damage cells.
Numerous studies have tried to clarify the mechanism of
cell damage caused by direct gas sparging (17). The large
amount of energy released as the gas bubbles emerge from
the liquid surface appears to be responsible for its most
damaging effects. These consequences can be partially al-
leviated by the addition of polyols in the culture medium.
In fact, it is standard practice to include Pluronic F-68� in
a low-protein or protein-free medium for suspension cul-
tures.

Airlift Bioreactor

A variant of the bubble column reactor with internal cir-
culation loops is used to improve the performance of con-
ventional bubble column reactors. In airlift column reac-
tors, internal liquid circulation is achieved by sparging
only part of the reactor with air. The sparged section has
a lower effective density than the bubble-free section, and
the difference in hydrostatic pressure between the two sec-
tions induces the liquid circulation upward in the sparged
section (riser) and downward in the bubble-free section
(downcomer). The loop has the advantages of permitting
high-efficiency mass transfer and improving the flow and
mixing properties in the vessel.

These reactors are characterized by low costs, mainly
because of their simple mechanical configuration. Consid-
erable backmixing in both gas and liquid phases, high-
pressure drop, and bubble coalescence can be disadvan-
tages, in some cases. An additional benefit is the low
energy requirement compared with stirred tank reactors.
Although simple in construction, sound design is critical
for optimal hydrodynamic behavior. Nevertheless, the flow
in bubble column reactors is relatively well defined com-
pared with that in stirred tank reactors.

Airlift bioreactors for cell cultivation are considered to
be low-shear devices because there is no mechanical agi-
tation. Also, the direct air sparging may not cause exces-
sive cell damage, at least under normal cultivation condi-
tions. The flow regime depends on the sparger used and
the flow rate. Various types of spargers are used to provide
different bubble sizes.

Airlift reactors have been used successfully with sus-
pension cultures of BHK 21, human lymphoblastoid, CHO,
hybridomas, and insect cells.

Stirred Tank in Perfusion Culture

The stirred tank bioreactors can be operated in batch, fed-
batch, or continuous mode. Using typical culture medium,
the cell concentration achieved in batch and continuous
cultures is rather low, largely because of the high conver-
sion ratio of key nutrients (glucose and glutamine) to waste
and growth inhibitory metabolites, lactate, and ammonia.
One method of increasing cell concentration in continuous
culture is to retain cells inside the bioreactor while perfus-
ing medium through. With cell retention, a 10-fold increase
in cell concentration can be achieved. An effective cell re-
tention device should permit easy and rapid separation of
cells from spent medium and allow for long-term opera-
tion. Those continuous cultures with cell retention are typ-
ically referred to as perfusion cultures.

A cell retention device may be physically positioned in-
side or outside of the bioreactor vessel. The devices that
have been used include settling tanks (18), external cen-
trifuges (19), external membrane filtration (20), internal
microfiltration (21), and rotating wire cage bioreactors
(22). All of these, or similar devices, have been shown to
be effective at laboratory scale. At industrial scale, bio-
reactors of up to hundreds of liters, centrifuges, settling
devices, and spin filters appear to be top choices. The em-
ployment of a centrifuge or a settling device necessitates a
recirculation loop to return the concentrated cell stream
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back to the reactor while discarding the purged cells along
with the other stream. The spin filter, on the other hand,
is an internal cell retention device. This device is a rotating
cylindrical screen mounted on the agitator shaft. It can be
mounted to a shaft rotated by a top motor while a bottom
motor drives the impeller. The filter screen has an opening
ranging from 25 to 60 lm. The average cell diameter is 10–
15 lm; however, the cell density inside the cage is much
lower than outside the cage. The greatest difficulty en-
countered with the spin filter is the control of flux and cell
retention efficiency.

NONMIXING TANK BIOREACTORS

Roller Bottle

Roller bottles are cylindrical screw-capped bottles mostly
made of disposable plastic; reusable glass bottles are still
used occasionally. Each bottle is typically about 1 to 1.5 L
in total volume. A bottle is usually filled with 0.1 to 0.3 L
culture medium for cell cultivation. A stack of bottles is
placed on a roller, and the bottles rotate on the roller rack
at 1 to 4 rpm and are incubated in an incubator or an in-
cubation room. Roller bottles are used for the cultivation
of both suspension cells and anchored cells. However, for
suspension cells, it is usually more convenient to grow the
cells in a stirred vessel, and roller bottles are only used on
a small scale when convenience dictates this selection of
cultivation methods. Anchorage-dependent or anchorage-
preferred cells are frequently cultivated in roller bottles,
both in the laboratory and in manufacturing of biologics.
These cells attach to the inner wall of the bottle. Initially,
they cover only part of the surface of the inner wall after
inoculation. The cell layer is bathed in a liquid medium
and is alternately exposed to medium and gaseous nutri-
ents as the bottle rotates. As cells grow, they cover the
entire surface and reach confluence. Normal diploid cells
then reach contact inhibition and stop growing until they
are detached by protease treatment and inoculated into a
larger number of roller bottles. Many continuous cell lines
or tumorous (transformed) cells can continue to grow to
form multiple layers of cells after reaching confluence if
sufficient nutrients are provided. Some variations of roller
bottles are available to increase the cell growth surface
area in a bottle. Spiral films and waffles on the inner wall
of roller bottles have been introduced and are sometimes
used.

For small-scale operations, roller bottles provide many
advantages for the cultivation of adherent cells. It is rela-
tively inexpensive to set up. Often it allows for a rapid
change of throughput in response to need. Furthermore,
replacing cell growth medium with one designed for prod-
uct formation is rather straightforward. It is particularly
useful when the serum-containing medium needs to be re-
placed by a serum-free or protein-free medium for the pro-
duction of secreted proteins or viruses. The transparent
glass or plastic wall allows visual or microscopic exami-
nation of the culture status. Microbial contaminated bot-
tles can be readily spotted and discarded before they pool
together with contaminated ones.

However, the drawbacks of roller bottles are numerous
for large-scale production of biologics. On-line environmen-
tal monitoring and control are virtually impossible or at
least impractical. The aseptic bottle handling for inocula-
tion, trypsinization for cell detachment and expansion, me-
dium exchange, and product harvest, require extensive
well-trained labor to ensure a high success rate. Each
batch can easily involve hundreds or even thousands of
bottles, and the large number of manual steps involved
makes the risk of microbial contamination rather high. De-
spite these significant drawbacks, roller bottles are still
widely used in the production of viral vaccines, often be-
cause the products involved were approved by regulatory
agencies before more recent cultivation technologies be-
came more robust and widely accepted. In some cases,
roller bottles were selected over other bioreactors because
the process was easy to implement compared with those
based on other bioreactors. One notable example is the pro-
duction of erythroprotein (EPO) using recombinant Chi-
nese hamster ovary cells. Recent improvements include de-
veloping a fully automatic and continuous cell culture for
a large number of roller bottles to make industrial-scale
production by mammalian cell culture (23).

Hollow Fiber

The use of hollow fiber reactors for cultivation of mam-
malian cells dates back to the early 1970s (24). A hollow
fiber system can be used for anchorage-dependent and sus-
pension cells. It consists of a bundle of capillary fibers
sealed inside a cylindrical tube. The basic configuration is
similar to the hollow fiber cartridge used in kidney dialy-
sis. The hollow fiber, in most cases, consists of supporting
polymeric porous materials for mechanical strength and a
thin layer of membrane that provides selective passage of
molecules depending on their size. In most cases, an ultra-
filtration membrane is used (25). The molecular weight
cutoff (MWCO) of the membrane differs according to the
application, ranging from a few thousand to a hundred
thousand daltons. The ultrafiltration membrane prevents
free diffusion of secreted product molecules from passing
through the membrane and allows them to accumulate in
the extracapillary space to a high concentration. The cul-
ture media is usually pumped through the fiber lumen, and
cells grow in the extracapillary space, or the shell side.
Supply of low molecular weight nutrients to the cells and
removal of waste products occur by diffusive transport
across the membrane between the lumen and the shell
spaces. Although the use of microfiltration hollow fiber
membranes for cell culture is infrequent, it finds applica-
tion in various research uses for studying metabolism and
for the cultivation of anchorage-dependent or highly ag-
gregated cells for which a convective flow of medium
through the extracapillary space to bathe cells in medium
is desired.

Table 1 lists some of the types of hollow fiber membrane
that have been used in cell culture and kidney dialysis.
Most hollow fiber systems used for cell culture employ fi-
bers of approximately 250–350 lm in outer diameter. The
interfiber distance is at least as large. A factor limiting the
potential of scaling up a hollow fiber system is the diffu-
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Table 1. Membrane Materials Used in Hollow Fiber
Reactor and Kidney Dialysis

Membrane material Cell type

Cellulose nitrate or
cellulose acetate Liver cells (26)

Cellulose acetate Hybridoma (27)
Hepatocytes (28,29)

Polysulfone Hybridoma (30,31,32)
Chinese hamster lung fibroblast

(33)
MDCK (Madin-Darby Canine

Kidney) (34)
Hepatocytes (35)

Polymethyl-methacrylate Kidney (36)
Cuprophane or

polyacrylonitrile Kidney (37)
Acrylic copolymer SV3T3 cells (38)

sional resistance. In the radial direction, the nutrients (in-
cluding oxygen) diffuse through the hollow fiber wall and
membrane to reach the site of cell consumption. In the ax-
ial direction, the medium entrance region is exposed to
fluid with higher oxygen, whereas the exit end inevitably
sees a lower concentration of oxygen. Oxygen is of primary
concern because it is usually the first nutrient to become
growth limiting. To ensure ample oxygen supply, the recir-
culating medium is typically passed through an oxygena-
tor (e.g., one used in surgery operations) before it enters
the hollow fiber system. A typical setup of a hollow fiber
system therefore includes not only a constant-temperature
incubator to house the hollow fiber bioreactors but also pH
control, oxygenation and oxygen monitoring systems, and
a medium reservoir for recirculating medium. In addition,
a small to medium reservoir is frequently used to supply
high molecular weight nutrient supplements to the extra-
capillary space directly. A harvest reservoir is used to col-
lect the product containing fluid from the extracapillary
space. In a hollow fiber bioreactor, a nonuniform growth of
cell mass and product accumulation is often seen. This
growth is usually caused by the small convective flow in
the shell side, the difficulty of inoculating cells uniformly,
and settling due to gravity.

One technique to improve oxygen supply is the use of
fiber or silicon tubing for oxygen supply into the shell side
of the reactor. However, the use of mixed fibers in the bio-
reactor makes the bioreactor harder to manufacture. An-
other technique is to reverse the flow direction periodically
to inverse the axial regions exposed to high and low oxygen
concentrations.

Despite its limitation in scaling up, the hollow fiber sys-
tem is a proven technology relatively easy to apply to pro-
cesses that require a modest amount of product. In some
tissue engineering and cellular therapy applications, the
product is often patient specific and the quantity of cells
needed is relatively small. A hollow fiber system could be
ideal for those applications.

Ceramic Matrix

The ceramic bioreactor, to some extent, can be considered
a variant of the hollow fiber system. It consists of a cylin-

drical ceramic core with many channels that pass longi-
tudinally through the ceramic material. Cells inoculated
in the channels adhere to the material or become en-
trapped in the pores of the ceramic. As in a hollow fiber
system, ceramic reactors are supported by medium perfu-
sion loops. Cell culture medium is pumped through the lon-
gitudinal channels in the ceramic cores from a medium
reservoir in a recirculating loop configuration. Fresh me-
dium is fed into the system, and harvested culture fluid is
removed to the medium reservoir. Unlike the hollow fiber
system, no membrane separates the cells and bulk me-
dium. Product is secreted directly into the bulk medium.
Essentially, the ceramic bioreactor can be used to conven-
iently replace a large number of roller bottles. As in hollow
fiber systems, an oxygen concentration gradient develops
along the axial direction and limits the length (i.e., the
scale) of the reactor.

CONCLUDING REMARKS

The bioreactors described in this article represent those
used widely in the cultivation of mammalian cells. They
can be operated in batch, fed-batch, or continuous mode.
Regardless of which operating mode a process is based on,
it invariably involves a transient period in which the cell
concentration is increasing. Even in a continuous perfusion
culture, the concentrations of cells, nutrients, and product
are often not at steady state. On-line sensors for environ-
mental factors and control of important variables, includ-
ing pH, temperature, dissolved oxygen concentration, and
medium perfusion rate, are thus commonly employed. The
sensors and control strategies used for mammalian cell
cultivation are basically identical to those used in micro-
bial fermentation. However, mammalian cell cultures are
mostly used for the production of more complex molecules
or viruses, for which the quality of the product is less de-
finable than the smaller molecules (such as primary or sec-
ondary metabolites in microbial fermentation). They are
thus more prone to change caused by fluctuations in en-
vironmental factors. A key consideration in selecting a
mammalian cell culture bioreactor for a particular process
is therefore the controllability of process variables and the
consistency in reactor performance. Ultimately a good
manufacturing process must employ a reactor that can be
scaled up and controlled to produce the necessary quantity
of product with the highest quality.
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INTRODUCTION

Although mammalian cells have been grown in vitro since
before 1907 (1) the factor that gave impetus to their cur-
rent widespread laboratory and industrial use was the dis-
covery by Enders (2) that human pathogenic viruses could
be grown in cell cultures. Following this demonstration by
Enders in 1949 it took only 5 years for the first cell-based
vaccine to be licensed for clinical use (Salk polio vaccine in
primary monkey kidney cells in 1954). This opened up 20
years of continuous development of human and veterinary
viral vaccines and created the need for industrial-scale cell
culture processes. The most effective large-scale process
developed during this period was for foot-and-mouth dis-
ease virus (FMDV) based on suspension culture of baby
hamster kidney (BHK) cells (3). Developments in processes
for human vaccines were less dramatic because of the need
to use biologically safe cell lines. This meant that the use
of human diploid cell lines, such as WI-38 (4) and MRC-5
(5), because of their normality (i.e., they behaved as cells
in vivo without tumorgenic transformation), only grew at-
tached to a substrate (anchorage dependent) and only
reached low cell densities. The wide range of animal cell
reactors available is partly due to the dual development of
systems for anchorage-dependent cells (ADCs) and free-
suspension cells (6,7). ADCs were grown in small culture
vessels, and a production batch constituted hundreds or
even thousands of replicate cultures (i.e., a multiple-batch
process) (8). The need for a unit batch process (one large
culture vessel), such as the fermentors used for suspension
cells, saw the development of a wide range of novel culture
reactors (6,7), but the significant breakthrough came with
the microcarrier system (9). This procedure, developed in
1967 by van Wezel (9), allowed cells to grow attached to
small (200 lm) spheres that were stirred in a large tank
fermentor analogous to suspension cells. This was the first
successful large-scale unit process for ADCs.

Vaccines were the dominant product until the 1970s,
but changes in regulatory and licensing procedures then
allowed cells from sources other than normal tissues to be
used for human medicinal products. This came about dur-
ing the development of an interferon process using a cancer
cell line, Namalva, by Wellcome (10). This company’s pio-
neering work established the safety criteria, and thus ac-
ceptance, for using nonnormal (heteroploid, transformed,
or tumor-derived cell lines) and the feasibility of scaling up
an industrial cell culture process to 8,000 L. Cell culture
then entered a new, or modern, phase in which a wide va-
riety of cell products (Table 1) is produced from a range of
cell types (Table 2). Two of these products can be high-
lighted as being significant milestones. First, the produc-
tion of monoclonal antibodies from hybridoma cells (the
fusion of a normal antibody producing cell and a hemopoi-
tic cancer cell) (12) has given rise to hundreds of new prod-
ucts. Second, the development of recombinant tissue plas-
minogen activator (tPA) by Genentech (14) gave rise to the
first genetically engineered clinical product from cell cul-
tures. Currently applications are widening to include the
cell itself as a product in tissue engineering, organ replace-
ment, and gene therapy (15).

In this article the description of cell culture reactors is
given against this historical evolution of cultures from
small-scale virus production through scale-up to the more
than 10,000-L unit processes that now play a dominant
role in the health biotechnology industry, with hundreds of
products either already available in the clinic or going
through phase I through III clinical trials. The emphasis
is on scale-up because of the relatively low biomass pro-
ductivity of animal cells compared with bacteria, the low
product expression rates (one clinical dose is often equiv-
alent to 0.1 to 100 L of culture supernatant), and the need
to introduce more efficient and economical industrial pro-
cesses.

BACKGROUND

Mammalian Cells

Major differences between single mammalian cells and mi-
croorganisms should be noted because they influence, and
put constrictions on, the culture process. Cells do not have
a cell wall but a thin cell membrane (a phospholipid bi-
layer) that mediates communication between the cell and
the environment. They are thus very sensitive to environ-
mental stimuli, such as pH, nutrients, oxygen, regulatory
molecules, and hydrodynamic forces. Cell shape and mor-
phology are controlled by cytoskeletal elements attached
to the membrane and running through the viscous cyto-
plasmic gel. The degree of polymerization of the microtu-
bular network regulates the shape, whether spherical or
elongated, flattened or attached. Mammalian cells are on
the order of 12–20 lm in diameter (i.e., 1,000-fold greater
volume than microorganisms), which means diffusion into
the cytoplasm is greatly reduced in the spherical state.
When flattened, membrane folding and ruffling give a
much greater surface area. Also, mammalian cells are far
more fastidious in their nutrient requirements, with criti-
cal optimal chemical and physical environmental param-
eters. The consequence of these factors is that cells need
more gentle stirring and aeration procedures than bacte-
ria, which greatly reduces mass transfer and homogeneous
mixing in the culture. This need for more moderate stirring
and aeration procedures, together with greater sensitivity
to nonoptimum or fluctuating culture conditions, slower
growth rate (14–22 h average doubling time), and vulner-
ability to microorganism contamination, means that the
culture system has to be extremely well controlled and con-
tained. Some key issues in setting up successful cultures
are as follows:

• Cells should be inoculated from the late logarithmic
phase rather than stationary cultures.

• Cells should be prepared for inoculation as quickly as
possible and the time they are exposed to trypsin,
acidity, or low temperatures limited during harvest-
ing.

• The new culture medium should be at the required
temperature (37 �C), pH (usually 7.1–7.3), and so
forth before inoculating.

• The minimum inoculation density (1–2 � 105/mL or
2 � 104/cm2) should always be exceeded.
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Table 1. Mammalian Cell Products

Native products

Human vaccines Polio (1954), measles (1963), rabies (1964), mumps (1969)
Veterinary vaccines Foot-and-mouth disease vaccine, rabies, Marek’s, pseudorabies, BVD, louping ill, bluetongue,

avian influenza, canine distemper (examples)
Interferon Refs. 10 and 56

Engineered products

Monoclonal antibodies OKT3/Orthoclone (1987), Centoxin (1990), Reopro (1994), Myoscint (1989), Oncoscint (1990)
Tissue-type plasminogen activator Activase/actilyse (1987)
Erythropoeitin (EPO) Epogen/Procrit/Eprex (1989), Epogin/Recormon (1990)
Human growth hormone Saizen (1989)
HBsAg GenHevac B Pasteur (1989), HBGamma (1990)
Interferon Roferon (1991)
Colony stimulating factor (G-CSF) Granocyte (1991), Neupogen (1991)
Blood factor VIII Recombinate (1992), Kogenate (1993)
Dnase I Pulmozyme (1993)
Glucocerebrosiduse Cerezyme (1994)
Follicle-stimulating hormone Gonal-F (1995)

rDNA products in development/clinical trial

HIV vaccines (gp120, pg160, CD4)
Herpes simplex vaccines (gB, gD)
Chimeric monoclonal antibodies (her2, CD4, TNFa, CD20, Cd18, TAC, leukointegrin, CF54, RSV)
Others (TSH, TNF, M-CSF, IL-6, IL-1)
In vitro diagnostic monoclonal antibodies (1–200)
Tissue engineering and replacement (e.g., skin, artificial kidneys)

Scale-Up

Principles. Normally a culture process begins with an
ampoule, stored at �196 �C, of about 5 million cells put
into 10 mL of medium, which can then be expanded up to
a final volume of 10–20,000 L at 2 million cells per milli-
liter (i.e., a 1 to 2 million–fold scale-up). This expansion is
achieved by a series of ever-increasing culture volumes
(the seed train), each step bringing about a 5- to 10-fold
volume increase and taking 4 to 5 days. Thus, before the
final production culture is initiated, cells will have been
passaged at least five times over 25 days. This investment
in time and resources shows how important it is to keep
sterility by strict attention to all aspects of the process
(equipment, reagents, and handling procedures). The
scale-up process involves many factors, including engi-
neering (especially to maintain sterility and reliability),
physiological (supply of oxygen and nutrients and critical
maintenance of the correct environmental conditions),
monitoring and control (biosensors, performance measure-
ments, and computer control), logistics, and compliance
with pharmaceutical licensing and health and safety reg-
ulations. The aim of such scale-up is to provide more cells
and more cell product in as efficient and cost-effective a
manner as possible while complying with all regulatory
and health and safety criteria. This emphasizes the im-
portance of moving from a multiple-unit (many replicate
bottles, roller cultures, spinner flasks, etc.) to a high-
volume-unit process. Such a shift allows economy in man-
power (reduction in repetitive steps), space (expensive hot
rooms), and time and an increased efficiency by being able
to reproducibly control environmental factors, such as pH

and oxygen, in a unit process. The wide range of alterna-
tive culture systems that are or have been available
(6,7,16) is due (1) the need to find processes for both sus-
pension and ADC cells and (2) various solutions to over-
coming limiting factors in scale-up (17).

Limiting Factors in Scale-Up. The first problem in mov-
ing from a small, multiple unit process to a large unit pro-
cess is usually oxygen limitation. To overcome this problem
and supply oxygen without the damaging effects of air bub-
bles from sparging and the high stirring speeds needed to
effect efficient mass transfer, bioreactors have been devel-
oped that oxygenate through a membrane. This bubble-
free aeration has been achieved by means of long lengths
of tubing in the bioreactor (18–20) or external medium
loops through hollow fiber oxygenators. A related factor is
mixing, and low-shear modifications to impellers and the
airlift bioreactor concept (21) have been introduced. A
problem for ADCs is the limitation on surface area during
scale-up. A huge range of reactors have been developed
(multiple plates, spirals, ceramic matrices, glass beads),
but the most successful method has been the microcarrier
(9,22). The large fermentor systems used for suspension
cells thus became available for ADCs because the small
microcarriers with cells attached behaved analogously to
a suspension cell.

The next problem to be overcome is nutrient limitation
and toxic metabolite buildup. Although media changes can
be used (especially for attached cells), the most efficient
means of overcoming these problems is continuous me-
dium perfusion. To perfuse suspension cells cells and waste
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Table 2. Typically Used Cells in Biotechnology

Cell line Derivation Application

CHO Chinese hamster ovary Good product glycosylation
CHO dhfr Mutant for genetic amplification Principal substrate for recombinant products
BHK21 Syrian hamster Viruses/veterinary vaccines
Vero African green monkey Viral vaccines
HeLa Human cervical adenocarcinoma Polio vaccine
MRC-5/WI-38 Human fetal lung fibroblasts Human vaccines
MDCK Cocker spaniel kidney Viral vaccines
Namalwa Human B lymphoblastoid Interferon
COS 1/COS 7 African green monkey kidney Recombinant products
NS0/NS1 and Sp2/0-Ag14 Myeloma Fusion partners for monoclonal antibody production immunoglobulin
J558L Mouse Balb/C myeloma Secretes immunoglobulin A
NIH/3T3 Swiss mouse embryo Sarcoma virus
GH3 Rat pituitary tumor Hormone studies
293 Adenovirus transformed HEK Gene therapy
X CRE/Y CRIP Mouse NIH3/Moloney leukemia Retrovirus packaging

Insect

Sf9 Spodoptera frugipeda Baculoviruses
Schneider-2 Drosophila melangogaster Recombinant products

Source: Ref. 12.

Figure 1. Scale-up strategies and the evolution of high cell den-
sity culture systems. STR, stirred-tank reactor; ALF, air-lift fer-
menter.

medium have to be physically separated; this separation
has been done by means of spin filters, external loops to
filters or centrifuges, or gravitational settling devices (18).
The use of perfusion resulted in the development of many
immobilization procedures to prevent cell washout (e.g.,
encapsulation, hollow fiber devices, membrane reactors,
gels, fibers, and porous microcarriers). Additional benefits
to these developments were the provision of huge unit sur-
face areas for cell attachment and the ability to grow cells
at 50- to 100-fold higher densities than previously achieved
in free suspension. Thus these developments mean that
manufacturers have a choice in scale-up routes (6).

Scale-Up Strategies. Some scale-up strategies are as fol-
lows (22–24):

• High-volume (to 10–20,000 L) tank fermentor sys-
tems with conventional cell densities of 1–2 � 106/
mL

• Low-volume (�1 L) but very-high-density (1–2 �
108/mL) heterogeneous systems (e.g., hollow fiber
bioreactors)

• Intermediate systems using spin filters to increase
cell density to 1–2 � 107/mL but to a volumetric scale
of only 500 L

• High-density (1 � 108/mL) scaleable systems (to 200
L) based on porous microcarriers

These systems are summarized conceptually in Figure
1. It should be emphasized at this stage that there is no
ideal system, but the advantages of high-density systems,
summarized in Table 3, show why a choice has to be made.
Immobilized systems, such as porous microcarriers, also
have the advantage of being equally suitable for suspen-
sion and anchorage-dependant cells (the Universal Sys-
tem?), protecting from shear, and having a three-

dimensional structure that enhances productivity.
Basically, the low-volume, high-density systems fill an im-
portant niche in manufacturing capability (e.g., gram
amounts of monoclonal antibodies), whereas the high-
volume systems are the most widely used scale-up route
for pharmaceutical products.



1598 MAMMALIAN CELL CULTURE REACTORS, SCALE-UP

Table 3. Comparison of High- and Low-Cell-Density
Culture Systems

Advantages of high cell density

Smaller reactor volume and therefore reduced need for high-
quality laboratory space

More concentrated product
Reduced requirement for expensive serum and growth factors
Long run lengths (50–100 days) and thus less downtime and

seed preparation
Daily or continuous harvesting
Shorter residence time for products (and exposure to preteolytic

degradation)
Cell debris washout

Disadvantages of high cell density

Volumetric scale-up more difficult and complex
Mass transfer problems leading to heterogeneity
Sterilization problems because some systems cannot be heat

sterilized
Higher degree of process control needed (direct cell

measurement impossible)
More validation and regulatory conditions for product licensing

needed
Perceived as experimental and therefore not accepted as readily

as traditional methods

Culture Modes

Suspension culture is the preferred method for scale-up
because it is easier and cheaper to scale up, requires less
space, can monitor cell growth, and can more easily control
environmental parameters. However, many cell lines have
higher specific productivity when attached to the sub-
strate. In the urge to move to suspension systems the fol-
lowing advantages of anchorage-dependent systems
should not be overlooked:

• They facilitate complete medium changes, which are
often needed to wash out serum before adding serum-
free production medium, for example.

• They are easier to perfuse and thus achieve higher
cell densities and healthier cells.

• Media-to-cell ratios are more easily changed during
an experiment, thus increasing product titre.

Microcarrier culture, especially porous microcarrier
(25), has most of the advantages of both suspension and
anchorage-dependent systems.

Different types of culture strategy can be employed;
they are defined as follows:

Batch culture. Cells grow from seed to final density over
a 4- to 7-day period and are then harvested (typical
monoclonal antibody yield is 6 mg/L per batch run)
Fed-batch culture. Additional media or medium com-
ponents are added to increase culture volume and den-
sity of cells as the culture progresses.
Semicontinuous batch culture. A batch culture is par-
tially harvested (e.g., 70%), topped with fresh medium,

allowed to grow up again, and reharvested. Typically
three to four harvests can be made, although usually
with diminishing returns at each harvest.
Continuous-flow (chemostat) culture. Because it is com-
pletely homogeneous for long periods of time while cells
are in a steady state, this is an extremely useful tool for
physiological studies but not very economical for pro-
duction (by definition, cells are never at maximum den-
sity).
Continuous-perfusion culture. This type of culture dif-
fers from chemostat in that all nutrients are kept in
excess and cells are retained within the bioreactor. This
is the most productive culture system, with typical
monoclonal antibody yields of 10 mg/L per day for 50–
100 days.

There is no definitive answer as to the best system to
use; the answer depends on the nature of the cell and prod-
uct, the quantity of product, downstream processing ca-
pability, licensing regulations, and so forth. However, a
rough guide to relative costs for producing monoclonal an-
tibodies by perfusion, continuous-flow, and batch culture
is 1:2:3.5 (26).

REACTORS FOR ADCS

Basic Culture Units

Tissue culture flasks and tubes giving surface areas of 5–
200 cm2 are the familiar stock items of any culture labo-
ratory. The largest stationary flask routinely used is the
Roux bottle (or disposable plastic equivalent), which gives
a surface area of 175–200 cm2 (depending on make and
type), needs 100–150 mL medium, and utilizes 750–1,000
cm3 of storage space. Such a vessel will yield 2 � 107 dip-
loid, or 108 heteroploid cells; thus, to produce a modest 1010

cells, more than a hundred replicate cultures are needed
(i.e., manipulations have to be repeated 100 times) and 100
L culture space is required. The need to move to larger
units is obvious and is approached by increasing the
surface-area-to-volume ratio. The first step in scale-up
usually involves a change from stationary flasks to roller
bottles (i.e., a dynamic system). Roller bottles can be up to
1,750 cm2, use 350 mL medium, and have a volume of 2.5
L (i.e., a ninefold increase in surface area but only a three-
fold increase in medium and total volume). This is brought
about by using the total internal surface area for cell
growth and more efficient aeration as the cells move in and
out of the culture fluid. However, this procedure has been
used industrially for viral vaccines, veterinary vaccines in
multiples of 28,000 (8), interferons, and EPO. It has a place
in modern processes largely because it is automatable with
robotic systems, such as the Cellmate (Automation Part-
nership, Royston, Herts, U.K.) and that described by Kun-
itake et al. (27). All the routine manipulations of cell seed-
ing, media changing, bottle gassing, cell sheet rinsing,
trypsinization, and cell collection by scraping can be car-
ried out automatically, and reproducibly, with very precise
volumes. Examples of products produced by this method
are Varivax (Merck varicella vaccine) and Saizen (Serono
recombinant human growth hormone).
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Table 4. Properties of Solid Glass Sphere Fixed-Bed
Reactors

Glass sphere (diameter) 3 mm 5 mm

Weight, g 0.0375
Surface area, cm2/kg 7,546 4,570
Volume, mL/kg 990 625
Void fraction 0.46 0.40
Void volume, mL/kg 455 250
Channel size, mm2 0.32 1.00
Vero cell yields

105/cm2 0.78 2.5/3.1a

108/kg 4.00 8.0/9.9
106/mL 1.6 3.2/4.0

aYield in 1 kg/10 kg bed reactors.

Many modifications have been made to the roller bottle
to increase the surface-area-to-volume ratio. Although
some of the following adaptations are no longer commer-
cially available, they are included to stimulate further in-
novation:

• Disks. A series of vertical disks placed along the hor-
izontal axis of the roller bottle (28)

• Spira-Cell Multi-Surface Roller Bottle (Bibby Sterlin
Ltd.). A spiral polystyrene cartridge on which cells
grow on both sides of the film, available in 2,000,
4,500, and 6,000 cm2 sizes (29).

• Glass tubes. A roller bottle packed with a cluster of
small glass tubes arranged in parallel and separated
by silicone spacer rings, available in 1,000, 10,000,
and 15,000 cm2 sizes (Bellco-Corbeil Culture System)
(30). The initial concept was developed by Chemap as
the Gyrogen (31)

• Extended surface area roller bottles (ESRB). A poly-
styrene roller bottle with a ribbed, or corrugated, sur-
face that doubles the area of an 850-cm2 bottle to
1,700 cm2 (Bibby Sterlin Ltd.).

• ImmobaSil. Silicone rubber matrix–coated roller bot-
tles that increase the surface area severalfold (Ashby
Scientific Ltd., Coalville, U.K.).

Also, to increase cell productivity, roller bottle perfusion
systems (32) with specially modified swivel caps (Bellco
Autoharvester, New Brunswick Roller Apparatus) can be
used. The roller bottle is a well-established technique and
is still widely used in both the research laboratory and the
industrial plant. Some cell lines (particularly epithelial)
may not be as successfully grown in roller bottles because
of streaking, clumping, or inadequate spreading over the
total surface (i.e., nonlocomotory cell lines) as in stationary
bottles. An alternative scale-up route is to use multisurface
plate stationary systems.

Multisurface Plate Units

There are two commercially available examples of
multiple-layered polystyrene plates stacked within a poly-
styrene box. In the Cell Factory (A/S NUNC, Roskilde,
Denmark), the trays are 335 � 205 mm (600 cm2) and can
be obtained in multiples of 1, 2, 10, and 40. The largest,
therefore, has a surface area of 24,000 cm2 and needs 8 L
medium (i.e., it is equivalent to 14 large roller bottles but
requires half the incubation space and no ancillary roller
equipment). However, for convenience of handling, espe-
cially large numbers, the Cell Factory Manipulator is ad-
vantageous because it can be operated robotically.

Although the CellCube (Costar, Cambridge, Mass.,
USA) (33) also has parallel polystyrene trays, it is a mod-
ular closed-looped perfusion system, including an oxygen-
ator, pumps, and a system controller (pH, O2, level control).
The unit is very compact, with the trays being only 1 mm
apart; thus, the smallest unit of 21,250 cm2 is less than 5
L total volume (1.25 L medium). Additional units of 42,500
cm2 (2.5 L medium) and 85,000 cm2 (5 L medium) are avail-
able, and four units can be run in parallel in the system,
giving 340,000 cm2 growth area.

High-Volume Units

High-volume units are true unit process systems, analo-
gous in volume and performance to suspension cell fer-
mentor vessel processes. Examples include (1) the multi-
surface propagator (34), with vertically stacked circular
stainless steel plates on a central revolving shaft scaled up
to 200 L (200,000 cm2), and the titanium plate reactor (35);
(2) the plate heat exchanger (36,37); (3) glass spheres (38–
41); (4) microcarriers (9,42,43); (5) porous microcarriers
(44–46); and (6) stainless steel wire coils (48).

Glass Bead Culture. Packed beds of 3- to 5-mm glass
spheres through which medium is continuously perfused
has a demonstrated scale-up to 100 L (49). Spheres of
3-mm diameter pack sufficiently tightly to prevent the bed
from shifting but allow sufficient medium flow up the col-
umn so that fast flow rates, which would cause shear dam-
age, are not needed. The physical properties of glass
spheres are given in Table 4. Medium can be circulated by
pump or by airlift (to give better oxygenation) (50). Al-
though 3-mm beads are normally used to maximize the
available surface area, the use of 5-mm spheres can actu-
ally give a higher total cell yield, despite the reduced sur-
face area per unit volume, because of better physiochemi-
cal conditions (6,39). Scale-up has vertical limitations in
that it is difficult to maintain a uniform plug flow without
channeling. For inoculation, the use of a perforated tube
placed centrally for the height of the bed allows even dis-
tribution of cells. Also, alternating the direction of medium
flow on a daily basis increases homogeneity and thus scale-
up potential. In conclusion, glass sphere packed beds con-
stitute a simple system (that minimizes moving parts and
the risk of mechanical failure) with an inexpensive and
reusable substrate capable of considerable radial and rea-
sonable vertical scale-up to operate beds of volumes more
than 200 L using 5-mm spheres. The disadvantages are
that it is a low-intensity system (spheres have the mini-
mum surface area per unit volume) and is limited to se-
creted products because it is difficult to harvest cells from
the bed (i.e., it is ideal for long-term continuous cultures
rather than batch cultures, as demonstrated by Brown et
al. [51]). Experimental protocols for using glass sphere
technology have been published (52).
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Table 6. Industrial Processes Using Microcarrier Technology

Product Cell line Scale (L) Company Reference

Foot-and-mouth disease vaccine Pig kidney 235 Merrieux 50
Polio and rabies vaccines PKMC 500 RIVM (Bilthoven) 55
Polio and rabies vaccines Vero 1,000 Merrieux 43
Human IFN-b HDC 50 Sclavo 11
Human IFN-b HDC 4,000 Toray
Human growth hormone Vero 100 UNSW (Australia) 56
Tissue-type plasmingon activator Bowes melanoma 40 RIVM (Bilthoven) 42

Table 5. Microcarriers

Name Manufacturer Material cm2/g

Solid microcarriers

Bioglas Solo Hill Engineering Glass/latex 350
Bioplas Solo Hill Engineering Polystyrene 350
Biosilon Nunc Polystyrene 255
Cytodex 1, 2 Pharmacia Dextran 6,000
Cytodex 3 Pharmacia Collagen 4,600
Dormacell Pfeifer & Langen Dextran 7,000
Gelibead Hazelton Laboratories Gelatin 3,800
Micarcel G Reactifs IBF Polyacrylamide 5,000
Microdex Dextran Products Dextran 250

Diameter (lg)

Microporous microcarriers

Cellsnow Kirin Ltd Cellulose 800–1,000
Cytocell Pharmacia Cellulose 180–210
Cultispher Hyclone Gelatin 170–270
Cytoline 1,2 Pharmacia Polyethylene 1,200–1,500
ImmobaSil Ashby Scientific Silicone rubber 1,000
Siran Schott Glaswerke Glass 400–5,000

Microcarrier Culture. Microcarriers are small particles,
usually spheres, 100 to 300 lm in size, that are suspended
in stirred culture medium. The concept was initiated in
1967 (9); however, the chromatographic grade of dextran
(Sephadex A-50) then used proved unsuitable for consis-
tent and reliable growth. After considerable developmen-
tal work, Pharmacia produced a range of suitable micro-
carriers—the Cytodex series. The first industrial process
based on microcarriers was for FMDV (43,53). Subse-
quently a wide range of microcarriers based on gelatin,
collagen, polystyrene, glass, cellulose, polyacrylamide, and
silica have been manufactured to meet all situations
(23,54) (Table 5). The key criteria were to get the surface
chemically and electrostatically correct for cell attach-
ment, spreading, and growth. The power of the method is
exemplified by the following data: 1 g Cytodex � 6,000
cm2, which at 2 g/L � 12,000 cm2/L (i.e., eight large roller
bottles). Scale-up to 4,000 L (equivalent to 3,200 roller bot-
tles) has been achieved in an environmentally controlled
and optimized process. This method opened up industrial
production opportunities (Table 6) and allowed research
laboratories to easily produce substantial quantities of de-
velopmental products.

Experimental considerations and principles (54) are as
follows:

• Because cells differ in their attachment require-
ments, a range of microcarriers should be assessed.

• Microcarriers vary in their density (1.01 to 1.06), me-
chanical robustness, hardness, and the concentration
at which they can be used. These factors have impli-
cations for the choice of process (e.g., stirring system,
need for rapid sedimentation due to frequent medium
changes, and total unit surface area required: Cyto-
dex 6,000 cm2/g, glass or polystyrene 300 cm2/g).

• Culture equipment is critical. Small-scale culture re-
quires the use of specially designed spinner flasks
rather than the conventional magnetic bar and sili-
conized glass to prevent microcarrier attachment.

• Culture initiation conditions are critical and should
include a high-quality single-cell inoculum and a pre-
warmed and stabilized culture medium. Inoculation
should not be undertaken below the minimum cell
number per bead (usually five, optimally seven), and
a nutritionally supplemented medium (e.g., with
nonessential amino acids) might be necessary.

• Instead of counting by the trypan blue technique, af-
ter trypsinization the nuclei-counting method (57),
should be used.
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• Some microcarriers can be reused, and it may be pos-
sible to recolonize microcarriers in situ during scale-
up (58).

• Enzyme harvesting (e.g., trypsin) can be difficult or
damaging, so consideration should be given to using
a microcarrier that can be enzymically digested (e.g.,
by dextranase or collagenase), leaving the cells in-
tact.

• Microcarriers, such as Cytodex, should be used be-
tween 1 and 3 g/L unless a perfusion system (e.g.,
using a spin filter) is employed, with which concen-
trations of 15 g/L are feasible (39).

• Inoculation in a reduced volume assists attachment
and should be followed by topping up to the final
working volume after 4–8 h.

• An advantage of microcarriers is the ease with which
cell samples can be taken and analyzed.

• As the culture progresses, partial medium changes
will have to be carried out and the stirring speed in-
creased from 40–60 rpm to 75–90 rpm to prevent mi-
crocarrier aggregation.

In conclusion, microcarrier culture is the most versatile,
reliable, and well-characterized procedure for unit volume
scale-up of ADCs. It has had widespread use for industrial
processes (Table 6), as well as many developmental uses
(59), has been scaled up to 4,000 L, and has the potential
for process intensification by perfusion with spin filters or
by the use of microporous microcarriers.

REACTORS FOR SUSPENSION CELLS

Laboratory Scale

The basic culture unit for suspension cells is the spinner
flask, so called because it has a magnetic bar operated by
standing the unit on a magnetic stirrer. Initially a bar mag-
net was placed on the floor of the glass vessel, but spinner
flasks now have the magnet suspended just above the bot-
tom of the culture on a stirrer shaft fitted to the bottle top
to prevent cells from being crushed. Side arms are usually
fitted to allow gassing with CO2/O2 through a filter and for
sampling. There are many variations in the design of spin-
ner flasks, most affecting the size, number, and positioning
of the stirrer bar (6,23). The spinner flask is usually glass,
with a silicone- or Teflon-coated magnet and is available
in sizes from 50 mL to 20 L, although 10 L should be con-
sidered the maximum practical size. The quality of the
magnet stirrer (usually multibased to take at least four
replicates) is extremely important because it must main-
tain a stable rpm between 30 and 300, an accurate tachom-
eter, ability to restart after power interruptions at the set
speed, a surface that does not become hot, and reliable
operation for long periods in a 37 �C environment. It is
advisable to siliconize the culture vessel and add medium
supplements, such as Pluronic F-68 (polyglycol) (BASF,
Wyandot) at 0.1% to protect against mechanical damage,
especially if low serum concentrations are used. Carboxy-
methyl cellulose (CMC, 15–20 cps) can also be used to pro-

tect cells (0.1%) and antifoam (6 ppm) if foaming is a prob-
lem (usually when serum is present at 5–10%). Stirring
speeds for suspension cells are usually within the range of
100–250 rpm (depending on cell type and vessel geometry),
and a culture will expand from 1–2 � 105/mL to 1–2 �
106/mL in 4 to 5 days before needing either harvesting or
a medium change. Cell clumping is often a problem but
can be reduced by using low Mg2� and Ca2� ion media.
Conventional spinner flasks are available from a wide
range of laboratory suppliers. The range includes ones
with large-bladed paddles attached to the magnet. They
are primarily designed for microcarrier culture to give bet-
ter mixing at the lower speeds necessary. Modified spinner
cultures include a radial stirring action (Techne) (60), a
floating impeller (Techne BR-06 Bioreactor), the Super-
spinner (Braun Melsungen AG), CellSpin (Tecnomara AG,
Switzerland), and a dual overhead drive system to allow
perfusion (Bellco). Experimental details for using spinner
flasks have been published (61).

Scale-Up

Suspension culture is the preferred method for scaling up
cell cultures because it is easier to volumetrically increase
the size of a single fermentor vessel than the specialized
units used for ADCs. Although some cell lines will not grow
in suspension (e.g., human diploid cell lines WI-38 and
MRC-5), many lines can be adapted to grow in free sus-
pension by recognized procedures (62).

Several physical factors must be satisfied for successful
scale-up. Good mixing is essential for homogeneity and ef-
ficient mass transfer, but during scale-up the power needed
to produce these conditions can cause problems. The en-
ergy generated at the tip of the stirrer blade is a limiting
factor because it gives rise to damaging shear forces (cre-
ated by fluctuating liquid velocities in turbulent areas); be-
cause mixing efficiency increases with turbulence, a com-
promise has to be reached to minimize cell damage. Thus
cell cultures use large impellers running at relatively low
speeds. Magnetic bars used in spinner flasks give only ra-
dial mixing, with no lift or turbulence, and scale-up means
a move to marine (not turbine) impellers. Alternative sys-
tems developed to avoid stirring are as follows:

• Airlift fermentor. The airlift fermentor uses the bub-
ble column principle to both agitate and aerate a cul-
ture (21,28,63,64). Air bubbles are introduced into
the bottom of a culture vessel (aspect ratio 8–12:1)
and rise up an inner draft tube. Aerated medium has
a lower density than nonaerated medium so the me-
dium rises through the draft tube and circulates
down the outside of the vessel (upflow and downflow
approximately equal volumes). The amount of energy
needed is very low and shear forces are absent; thus
it is an ideal method for fragile cells. Airflow rates of
about 300 mL min�1 are used. Vessels are available
from 2 L upward, with 2,000 L reactors used in in-
dustrial manufacturing processes. However, scale-up
is more or less linear, and a 90-L vessel requires 4 m
headroom; special manufacturing suites are thus
needed for large-scale operations.
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• Vibro-mixer. The Vibro-mixer (65) is a nonrotating ag-
itator that produces a stirring effect by a vertical re-
ciprocating motion with a path of 0.1–3 mm at a fre-
quency to 50 Hz. The mixing disk is fixed horizontally
to the agitator shaft, and cone-shaped holes in the
disk cause a pumping action as the shaft vibrates.
This is a low energy system with reduced shear forces
and foaming.

• Celligen fermentor. This fermentor (66,67) is avail-
able from New Brunswick Scientific and is designed
so that the impeller acts as a fluid pump and aerator.
Macrocirculation mixing is generated by the hollow
central shaft filled with three rotating horizontal jet
tubes in a low-shear bulk movement of cells and me-
dium (cell-lift effect).

The other principal physical factor to be accommodated
is aeration. Sparging can cause cellular damage unless car-
ried out at very low rates. General guidelines are to use
large bubbles (1–3 mm diameter) and low flow rates (5–10
cm3/L/min), which means relatively inefficient mass trans-
fer, especially at the low stirring rates used. Even though
cell bioreactors have an aspect ratio of less than 2:1 to max-
imize surface diffusion, a means of increasing oxygen sup-
ply during scale-up is essential. Strategies for increasing
the oxygen supply have included a surface aerator (68),
multiple nozzle injection on the medium surface (69), caged
aerator (70), spin exchange aerator (37), external and in-
ternal loop oxygenator (71), membrane tubing arranged in
the vessel (19), and stirring system (20). The use of closed
perfusion loops through external reservoirs is also an ef-
ficient means of oxygenation as long as the perfusion rate
is fast enough (6), which requires a very efficient spin filter
or other cell separation device in the culture.

Scale-up from laboratory spinner cultures to fermentors
(1–10,000 L) has the following consequences:

• Change from glass to stainless steel vessels
• Change from mobile (autoclavable) to in situ system

connected to steam, seed, medium holding and down-
stream harvesting vessels, and so forth

• Requirement for water jacket, or internal tempera-
ture control

• Greater sophistication in environmental control sys-
tems and engineering to preserve integrity

Animal cell bioreactors were adapted from the microbial
fermentation tanks with only minor modifications:

• Suitable impeller (e.g., marine)
• No baffles and a curved base for better mixing at low

speeds
• Water jacket rather than immersion heater type of

temperature control (to avoid localized heating at low
stirring speeds)

• Top-driven motor stirrer so that cells cannot become
entangled between moving parts

• Mirror finish to internal surfaces to reduce mechan-
ical damage and cell attachment

Large-Scale Bioreactors

Large-scale bioreactors are based on either the fermentor
tank or the airlift principle. Stirred tanks have been op-
erated at 8–10,000 L (14) for the production of interferon
and tPA and airlift at 2,000 L principally for monoclonal
antibodies. The preference is for the tank fermentor be-
cause this is a well-tried and familiar production method
using conventional production plant facilities that have
been refined over the past 30 years. However, most pro-
cesses run at scales between 50 and 500 L. Airlift bioreac-
tors are considered more flexible in that a greater range of
cells (including extremely fastidious and fragile types) can
be grown in them. However, scale-up is very dependent on
tall buildings. A modification of the single-cell suspension
system is to grow cells as aggregates or flocculants brought
about by the addition of slightly positively charged poly-
mers (e.g., poly-L-histidine) (72). Flocculants facilitate pro-
cess operations such as filtration, centrifugation, perfu-
sion, and sedimentation, and the microenvironment
created within the cell aggregate can increase specific pro-
ductivity (73).

Scale-up increases the complexity of equipment and the
process and thus gives rise to greater risks of system fail-
ure, loss of integrity (sterility), and potential release of
hazardous materials. Because the reason for scale-up is
the production of therapeutic biological products, condi-
tions have to comply with current good manufacturing
practice (cGMP) standards acceptable to the relevant li-
censing authorities. Containment of the process to prevent
ingress of contaminating factors and release of materials
that may affect the process worker and environment are
thus key factors in these processes. Microbiological con-
tainment of small-scale systems (below 20 L) in class III
microbiological cabinets is possible (74), and larger-scale
fermentation plants can be contained to P3 standards at
least up to the 150-L scale (75).

The scale-up chain to the final production vessel is gov-
erned by the split ratio possible with the particular cell line
at each subculture and is usually between 1:3 and 1:5. The
chain starts with an ampoule of cells stored at �196 �C
(liquid nitrogen) in a master cell bank (MCB) that has been
fully characterized for biological contaminants and cell line
stability (76). All manipulations are carried out according
to standard operating procedures to obtain reproducibility
between runs and to generate the necessary quality control
data for acceptance of the final product.

The engineering complexity and considerable resource
investment in money and time to build and operate a large-
scale production process means that many new products
are still brought to market using replicate small-scale sys-
tems. This provides for quicker market entry but requires
complete reregistration of the product if the product is
later moved to a large-scale production process. The ex-
perimental procedures for scaling up a stirred bioreactor
process have been described (77).

HIGH-CELL-DENSITY BIOREACTORS

The alternative strategies for scale-up were outlined ear-
lier. In this section the processes that support cells at sig-



MAMMALIAN CELL CULTURE REACTORS, SCALE-UP 1603

Table 7. Devices Used for Immobilizing Animal Cells to
Permit Medium Perfusion

Device Reference

Gravitational settling of cells in medium
outflow 79–81

Spin filter 5,66,69,81–85
Centrifuge circulation loop 86,87
Filtration membrane

Dialysis 88,90
Hollow fibers 91–95
Membranes 96,97

Encapsulation 98–100
Entrapment

Textured ceramics 101
Tubular flow reactor 102
Cellulose or polyurethane sponges 103,104
Fibers 105,106
Polyester (Fibra-cel) 107
Microporous microcarriers 46,47,108–111

nificantly greater densities than the classical 2–3 � 106/
mL level are described. In the human body cells in tissues
are on the order of 2–3 � 109 cells/cm3, and this has always
been a target for in vitro systems. However, 2 � 108 cells/
mL has so far been the practical limit of density scale-up;
even so, this is a 100-fold increase over the conventional
low-density methods described so far. The two critical fac-
tors needed to achieve higher unit cell density are (1) per-
fusion to supply nutrients and remove waste products (78)
and (2) cell immobilization to perfuse media at a fast
enough rate without damaging or washing the cells out of
the culture. Many devices have been developed to meet
these requirements (6,7,18,22) (Table 7), of which hollow
fiber bioreactors, spin filter perfusion, and microporous mi-
crocarriers are the most successful in terms of acceptance
and use.

Hollow Fiber Bioreactors

Use of hollow fiber bioreactors was pioneered by Knazek
et al. (95) using ultrafiltration capillary fibers. They can be
considered analogous to a blood vascular system because
the fibers selectively (by molecular weight cutoff) allow
passage of macromolecules through the spongy fiber wall
(60 lm) as the medium flows continuously through the lu-
men (200 lm in diameter). Cells are kept in the extracap-
illary space. A unit consists of thousands of fibers potted
at either end in a cylindrical housing and capable of sup-
porting both ADCs and suspension cells at 1–2 � 108/mL.
This concept has been widely developed, with many com-
mercial units available, and has been used particularly for
producing monoclonal antibodies. The principal limiting
factor in its exploitation is the difficulty in scaling up be-
yond very small volumes (25 mL). The problem is due to
transmembrane flux being directed back into the lumen for
the latter half of the flow path (6,112). Methods of over-
coming this gradient problem include the insertion of
contraflow and aeration fibers (112), cyclical flushing of
medium between the lumen and extracapillary compart-
ment (113), use of flat-bed rather than cylindrical filtration
cartridges (91), and use of a radial flow reactor (114). The

concept of using pressure differentials to simulate in vivo
arterial and venous flow is used in the Acusyst System
(Cellex Biosciences, Inc.). This system is well documented
(113), including experimental details (115), and is probably
the most used and successful application of hollow fiber
technology.

To allow ADCs to attach, special fibers can be used (e.g.,
Amicon 3S1000) to give a huge surface area (1-L cartridge
has 1 m2 surface area and supports 1010 suspension cells
or 2 � 109 ADCs). Thus this method gives a very large
surface-area-to-volume ratio, allows continuous removal of
waste products and supply of nutrients, supports high cell
densities with a tissuelike architecture, and allows a con-
centrated product to be harvested. The disadvantages are
diffusional limitations that cause culture inhomogeneity
and cell necrosis, process control complexity, and difficulty
in sterilization.

Spin Filters

Because all static filters within a culture eventually be-
come blocked, the development of a rotating filter that cre-
ates a boundary effect, thus delaying cell attachment and
filter clogging, has been a successful step forward. The
principle was introduced by Himmelfarb in 1969 (82) using
a 3-lm stainless steel mesh rotated at 300 rpm. Subse-
quently there have been many variations (reviewed in Ref.
6): polymers (84), ceramics, microfibers, porcelain, im-
mersed cages, baskets semiimmersed in the culture or at-
tached to the stirrer shaft, separate rotating shaft (to in-
crease rpm), filter within a draft tube and so forth. They
provide a simple technical solution to scaling up process
intensity within well-established stirred fermentors. They
are limited in that clogging eventually occurs and in the
perfusion rate that can be maintained. However, they are
particularly useful for microcarriers because a far larger
mesh can be used, thus reducing the onset of filter clogging
and permitting cell densities of 2 � 107/mL to be attained.

Microporous Microcarriers

Microcarrier culture has proven to be the most effective
scale-up method for ADCs, despite its limitations (critical
procedures, low surface-area-to-volume ratio of a sphere).
Attempts were made to increase the surface area by sur-
face indenting techniques but were not successful until the
fabrication of porous particles. The initial particle was the
Verax microsphere (47,108), which was 500 lm in diameter
and manufactured from bovine collagen; the interconning
channels of 20–40 lm diameter gave an internal open vol-
ume of 80% of the sphere. They were designed for fluidized-
bed reactors, and thus their specific gravity was artificially
increased to 1.7 with the addition of small metallic weights
incorporated into the matrix. The spheres were fluidized
at 75 cm/min upward flow, and cell densities in excess of
108 per milliliter intrasphere volume were achieved (equiv-
alent to 4 � 107/mL in the bioreactor). The sphere matrix
provided a huge surface area for attachment of ADCs but
was equally suitable for suspension cells (which were en-
trapped in the pores). The system was scaled up to 24 L
routinely and 200 L in the company’s production unit and
used for more than 85 different cell lines producing many
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Table 8. Advantages of Microporous Microcarriers

Unit cell density 50- to 100-fold higher than that of free
suspension

Suitable for both attached and suspended cells
Can be used in fluidized- and fixed-bed reactors and stirred

suspension
In situ 100- to 250-fold seed expansion eliminates seed chain

steps
Diffusion into a sphere efficient (30% diameter penetration �

70% of volume)
Cells protected from shear
Specific cell productivity increased three- to five-fold
Three-dimensional structure easily derivitized for specialized

cells
Capable of long-term (�100 days) culture with continuous

harvesting
Scale-up potential by comparison with analogous systems

(microcarrier to 4,000 L)

Table 9. Necessary Conditions for the Acceptance of
Scaleable Immobilized Bioreactors

Insufficient quantities produced by other methods
Product only produced by immobilized or specialized cells that

need three-dimensional culture
End product price only attainable with scale-up economies

possible with these systems
Increased production plant capacity when expansion is no longer

possible
New company or product beginning registration process
Sufficient data and experience accumulated to give

manufacturing confidence

Increase number of units

Volumetric scale-up

Unit density scale-up

Roller bottles

Anchorage-dependent cells

Spinner flasks

Robotics

Factory units
(cell cube or multitray)

Unit process
(small fermentors)

Suspension

Microcarrier

Efficiency modifications
(e.g., spin filter)

New technology bioractors

     Scaleable
      microporous

      microcarriers:
           Fluidized bed

     Fixed bed
 Stirred

Stirred tanks Airlift

Small scale
(e.g., hollow fiber)

Figure 2. Scale-up: the decision process.

cell products (including tPA, pro-urokinase [proUK], EPO,
interferon, interleukin, factor VIII, and various immuno-
globulins).

Verax was initially a closed product in that you had to
invest in the complete system. Thus other microporous
beads were quickly developed (Table 5). Alternative sys-
tems are also available such as the Pharmacia Cytopilot
using Cytoline porous microcarriers (110). Microporousmi-
crocarriers that could be used in stirred rather than fluid-
ized bioreactors are preferred and now available (Cellsnow
and ImmobaSil). ImmobaSil (116) is of particular value be-
cause it is extremely permeable to oxygen, a robust, non-
animal product safe from bovine contaminants that can be
used in all culture modes. Because the concentration of
spheres is far less, the total cell mass is greatly reduced in
stirred systems. However, it allows manufacturers to use
conventional stirred equipment and increases cell density
in the microcarrier system from 2 � 106/mL to in excess
of 5 � 107/mL (using spin filter perfusion and aeration).

An alternative to using stirred or fluidized microporous
carriers is use of a fixed bed of porous glass spheres (e.g.,
Siran) (46,109). Fixed-bed reactors of solid glass spheres
have many advantages (111), and the disadvantage of low
cell density can be overcome by using 5-mm Siran spheres.
These spheres have surface areas of 75 m2/L with inter-
conning pores and channels of 60–300 lm and can be
stacked in 5-L beds and perfused at 5 linear cm/min to
provide a high feed rate without washing out or damaging
the cells (protected from shear within the particles). The
versatility and usefulness of this technique has been dem-
onstrated for a range of suspension and anchorage-
dependent cells, resulting in a 10-fold higher productivity
over equivalent systems (18,117–119). A characteristic of
all microporous carrier systems is that cell specific pro-
ductivity is always higher (18,117), presumably due to the
favorable environment of cells packed together in almost
tissuelike density. Details on experimental methods have
been published; fluidized-bed (120), fixed-bed (121), and
commercial fixed-bed reactors are available (Meredos
GmbH, Bovenden).

The advantages of porous carrier culture are summa-
rized in Table 8. This technology is truly universal in being

equally suitable for suspension cells and ADCs and flexible
in the range of bioreactor systems it can be in. It is the only
truly scaleable high-cell-density system available and pro-
vides a microenvironment that stimulates cell product ex-
pression. As the need for high-quantity biopharmaceutical
manufacture increases, this technology will become in-
creasingly widespread in application and use (Table 9).

COMPARISONS, CONCLUSIONS, AND FUTURE
DEVELOPMENTS

Given the range of culture strategies and options men-
tioned in this article, how does one choose the system best
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Figure 3. Comparison of culture systems in-
dicating volumetric size, unit, and system cell
yields.

suited to the problem at hand? In Figure 2, a flow sheet of
the options is given by which a product manager can reach
such a decision based on the cell line, the product type, the
time table, the available plant and resources, the man-
power, and the annual product requirement. The question
of whether to take the high-volume or high-density option
is based on the considerations summarized in Tables 3 and
8 and the range of total cell densities that various bioreac-
tors will support (Fig. 3). The system chosen will be the
one that fulfills the defined need at the minimum com-
mercial risk, because there is no one ideal system to meet
all needs.

The future of animal cell biotechnology as a production
vehicle for therapeutic products is as an essential compo-
nent in a range of biological processes. Recombinant mi-
croorganisms will be the first method of choice for
simple, nonglycosylated products without complex three-
dimensional configurations necessary for bioactivity.
Transgenic production may take over for products needed
in 50 to 100-kg quantities. However, society may demand
that these products be produced even at greater consider-
able cost in culture systems to reduce the exploitation of
animals; this will be the driving factor for high-volume
high-density systems based on microporous microcarriers.
Finally, engineering solutions (122) to scale-up are not the
only means of increasing unit productivity and economy of
cell manufacturing processes. Considerable advances are
being made in increasing cell-specific productivity from a
modest 0.2 mg/106 cells/day to nearer in vivo levels of 7
mg/106 cells/day by cell engineering (recombinant control
of metabolic processes). Advances are also being made in
development of media and the environment to regulate cell
growth, metabolism, and product expression in simpler
(cheaper) media. There are also considerable improve-
ments to be made in downstream scale and efficiency,
where often only 20% of the product survives the purifi-
cation process.
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Table 1. Diffusivities of Some Common Solutes in Dilute
Liquids

Solute Solvent
Temperature

(�C)
DL

(�109 m2 s�1)

Acetic acid Water 25 1.26
Acetic acid Benzene 25 2.09
Acetone Water 25 1.28
Benzoic acid Water 25 1.21
Carbon dioxide Water 20 1.50
Carbon dioxide Water 25 2.00
Ethanol Water 25 1.24
Glucose Water 20 0.60
Glycerol Water 20 0.83
Methanol Water 15 1.26
Nitrogen Water 20 1.64
Oxygen Water 20 1.80
Oxygen Water 25 2.41
Phenol Water 20 0.84
Sucrose Water 20 0.45
Urea Water 25 1.38
Water Ethanol 25 1.13

Table 2. Diffusivities of Some Globular Proteins in Dilute
Aqueous Solutions

Protein

Molecular
weight

(kg kmol�1)
Temperature

(�C)
DL

(�1011 m2 s�1)

Bovine serum
albumin 67 500 25 6.81

Urease 482 700 25 4.01
Human serum

albumin 72 300 20 5.93
Human fibrinogen 339 700 20 1.98
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INTRODUCTION

Mass transfer phenomena impact upon all facets of biopro-
cessing. Transport effects often determine the productivity
of bioreactors and the downstream recovery operations.
Gas–liquid mass transfer problems arise during supply of
oxygen from a gas phase to liquid culture and during re-
moval of metabolically generated carbon dioxide from a cul-
ture fluid to a gas phase. Similarly, gas–liquidmasstransfer
issues must be faced again during recovery operations such
as distillation. Liquid–liquid mass transfer occurs whenox-
ygen is supplied through liquid carriers such as perfluoro-
carbons, during liquid–liquid extraction, and during deg-
radation of water immiscible liquid substrates.Solid–liquid
mass transfer problems are faced during recovery by ad-
sorption, during chromatographic separations, and in
operations such as crystallization. Performance of solid–
phase biocatalysts such as immobilized cells and enzymes
is often limited by solid–liquid mass transfer. Solid–liquid
mass transfer effects influence the workings of membrane
separations such as microfiltration and ultrafiltration.
Transport within solid particlesor intraparticlemasstrans-
fer becomes limiting in certain cases. Gas–solid transport
is seen during some drying situations. Some of these trans-
port issues are the focus of this article.

Ultimately, the transport of a solute through any fluid
or space is governed by the molecular diffusivity or the
diffusion coefficient of the solute in the fluid or solution.
How diffusivity is affected by factors such as temperature
and viscosity and the estimation of diffusivities in various
situations are discussed next.

DIFFUSION COEFFICIENT OR DIFFUSIVITY

For diffusion of a solute through a solvent, the diffusion
coefficient depends on temperature, the type of solvent and
its viscosity, and the concentration of solute in solution.
Diffusivities in liquids and gases generally increase with
temperature. Liquid-phase diffusivities are little affected
by pressure, but in gases, diffusivities decline as pressure
increases. Typically, liquid-phase diffusivities are much

lower—only about a hundredth—compared to those in
gases. Diffusion coefficients of common solute–solvent
combinations are available in handbooks. Tables 1 and 2
provide some bioprocess-relevant data. Methods of mea-
suring diffusion coefficients have been described by Gean-
koplis (1) and Pratt (2). When diffusion coefficients are not
available, they can be estimated.

Diffusivities of small solutes diffusing in dilute liquids
can be estimated using the Wilke-Chang (3) equation

0.5(vM ) TL�16D � 1.173 � 10 (1)L 0.6l VL M

where ML and lL are the molecular weight and the viscos-
ity of the solvent, respectively; T is the absolute tempera-
ture, VM is the molar volume of the solute at its boiling
point, and v is the association parameter, a measure of
polar interactions among molecules, of the solvent. Asso-
ciation parameters of some common solvents are noted in
Table 3. The molar volumes are given in handbooks, or, for
organic solutes, they are easily calculated by the group
contribution method (1,2). Equation 1 is suitable for small
solutes with VM � 0.500 m3 kmol�1. When molar volumes
are larger, as with globular proteins, the Stokes-Einstein
equation may be used to estimate diffusivities; thus
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Table 3. Association Parameters for Some Solvents

Solvent Association parameter, n

Water 2.6
Methanol 1.9
Ethanol 1.5
Benzene 1.0
Ether 1.0
Heptane 1.0
Other unassociated solvents 1.0

Source: Based on Wilke and Chang (3).

Direction of diffusion

Gas
film

Liquid
film

Bulk liquid

Bulk gas

Interface

CG

CL

δG δL

CGi

CLi

Figure 1. Steady-state dissolved oxygen concentration profile in
the vicinity of the gas–liquid interface.

�169.96 � 10 T
D � (2)L 1/3l VL M

Larger molecules diffuse more slowly than smaller ones.
For example, the diffusivities of globular proteins (Table
2) are much lower than those of smaller solutes listed in
Table 1.

Small solutes such as sugar or oxygen diffusing in so-
lutions of proteins move more slowly than in water. Dif-
fusion coefficient DP of a small solute in a solution of glob-
ular protein can be approximated (1) as

�3D � D (1 � 1.81 � 10 C) (3)P L

where DL is the diffusivity of the solute in water and C (kg
m�3) is the concentration of protein in solution. Equation
3 is suitable only when the diffusing solute does not asso-
ciate with the protein molecule. When a solute associates
with the protein, a part of the observed diffusivity of solute
is due to diffusion of the protein molecules and a part is
due to diffusion of unassociated solute.

Small molecules diffusing through gels such as agar,
gelatin, and alginate diffuse more slowly than in water.
The diffusion coefficient declines with increasing concen-
tration of the gelling agent; however, in typically formu-
lated gels, diffusivities are only 20 to 50% lower than in
water. Inorganic salts and electrolytes that dissociate in
water actually diffuse as molecules in the absence of elec-
tric fields. Diffusivities of electrolytes may be estimated
using methods discussed by Pratt (2).

GAS–LIQUID MASS TRANSFER

Many industrial fermentations require oxygen. Oxygen
supply must at least equal the oxygen demand or the fer-
mentation will be oxygen limited. Oxygen demand is es-
pecially difficult to meet in viscous fermentation broths
and in broths containing a large concentration of the
oxygen-consuming cells. In large fermenters, oxygen trans-
fer becomes difficult when demand exceeds 4 to 5 kg m�3

h�1 (4). Above a critical concentration of dissolved oxygen,
the amount of oxygen does not influence the specific growth
rate. The critical dissolved oxygen level depends on the
microorganism, the culture temperature, and the sub-
strate being oxidized. The higher the critical dissolved ox-
ygen value, the greater the likelihood that oxygen transfer
will become limiting (4). Under typically used culture con-
ditions, fungi such as Penicillium chrysogenum and Asper-
gillus oryzae have a critical dissolved oxygen value of about

3.2 � 10�4 kg m�3. For baker’s yeast and Escherichia coli,
the critical dissolved oxygen values are 6.4 � 10�5 and
12.8 � 10�5 kg m�3, respectively (4). For comparison, the
dissolved oxygen concentration in an air-saturated sterile
medium is typically around 7 � 10�3 kg m�3; hence, in
terms of percent of air saturation, the minimum acceptable
dissolved oxygen level in a fungal fermentation is about
5%.

Oxygen uptake rate of mammalian cells is typically (0.8
� 8.0) � 10�15 kg O2 cell�1 h�1. In suspension culture of
animal cells, cell concentrations typically reach (1 � 1.2)
� 106 cells mL�1; concentrations up to 1.2 � 107 cells
mL�1 are attained in perfusion culture, and even higher
values occur in immobilized cell bioreactors. The critical
dissolved oxygen concentration for animal cells tends to be
low, for example, 0.5% of air saturation or 0.035 kg m�3.

The transport route of a soluble gas from the gas to the
liquid phase is schematically illustrated in Figure 1. The
gas may be imagined as passing through stagnant gas and
liquid films on either side of the gas–liquid interface. The
resistance to transfer is localized within the stagnant films
and the gas–liquid interface itself is assumed to offer no
resistance to mass transfer. Mass transfer in the films oc-
curs solely by diffusion; therefore, at steady state, linear
concentration profiles exist in the films (Fig. 1). The trans-
port flux (J) of the diffusing species is related to the con-
centration gradient (DC) in the film and to the film thick-
ness (d) as follows:

DJ � DC (4)
d

In equation 4, D is the diffusivity of the transferring com-
ponent in the film. The ratio D/d is known as the mass
transfer coefficient, k.

At steady state, the flux of the diffusing component (or
the rate of transfer per unit cross-sectional area) is the
same through the gas and the liquid films; thus, equation
4 may be written for each of the two films:

J � k (C � C ) (5)G G Gi

� k (C � C ) (6)L Li L
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Table 5. Typical kLaL Values Seen in Bioprocesses

Process kLaL (s�1)

Fungal fermentations 10�2

Bacterial and yeast fermentations 10�1

Wastewater treatment 3 � 10�3

Source: Data from Ref. 5.

Table 4. Factors Influencing Gas–Liquid Mass Transfer

Temperature
Pressure
Diffusivity
Viscosity
Density
Surface tension
Presence of surfactants and ions
Ionic strength
Concentration of solids
Hydrophobicity of solids
Morphology of solids
Shear rate or power input
Aeration velocity
pH
Geometry of the bioreactor
Flow parameters of non-Newtonian fluids

where kG and kL are the gas and the liquid film mass trans-
fer coefficients, respectively. The overall mass flux from the
gas to the liquid phase may be written as follows:

J � K (C* � C ) (7)L L

where C* is the saturation concentration (i.e., the maxi-
mum possible value) of the diffusing component in the liq-
uid in equilibrium with the gas phase, and KL is the overall
mass transfer coefficient based on the liquid film. The sat-
uration concentration C* in the liquid is related to the gas
phase concentration (CG) of the diffusing component by
Henry’s law:

C � HC* (8)G

where H is the dimensionless Henry’s constant (5). Using
equations 5 to 8 and the knowledge that CGi � H � CLi

(i.e., equilibrium exists at the interface because the inter-
face offers no resistance to mass transfer), the various
mass transfer coefficients can be shown to be related as
follows (5):

1 1 1
� � (9)

K k HkL L G

For a sparingly soluble gas such as oxygen, H is much
greater than unity (H � 30 for oxygen in water); further-
more, the coefficient kG is typically larger than kL because
the gas–phase diffusivities are vastly greater than those
in liquids (e.g., Doxygen/air � 104 Doxygen/water at 20 �C). Con-
sequently, the second term on the right side of equation 9
is negligible relative to the first, and the equation becomes

1 1
� (10)

K kL L

This implies that essentially all resistance to interfacial
mass transfer of a sparingly soluble gas is localized in the
liquid film at the interface, that is, the mass transfer is
liquid-film controlled (5).

Because the transport flux J equals the rate of transfer
per unit gas–liquid interfacial area, equation 7 may be ex-
pressed in terms of rate as follows

dCL
� K a (C* � C ) (11)L L Ldt

where CL is the dissolved gas concentration at time t, and
aL is the gas–liquid interfacial area per unit volume of the
liquid.

Volumetric Gas–Liquid Oxygen Transfer Coefficient

In view of approximation 10, the overall volumetric mass
transfer coefficient KLaL for gas–liquid mass transfer is of-
ten expressed as kLaL. The overall volumetric gas–liquid
mass transfer coefficient kLaL and the concentration driv-
ing force (C* � CL) for mass transfer must be known if the
rate of supply of oxygen or other soluble gas is to be quan-
tified (5). The mass transfer driving force, which is easily
determined, depends on temperature and pressure. The

coefficient kLaL depends on the properties of the fluid, the
hydrodynamic regime, and the configuration of the bio-
reactor. The factors influencing kLaL and mass transfer are
summarized in Table 4. Prediction of kLaL is an important
part of bioreactor design. The individual terms in kLaL are
difficult to measure directly, but the product is relatively
easily measured (5).

Usually, the overall volumetric gas–liquid mass trans-
fer coefficient is expressed in terms of the liquid volume in
the fermenter; however, sometimes the basis of expression
has been the gas–liquid dispersion volume (5). An identical
basis is necessary for comparing mass transfer capabili-
ties, and the coefficient expressed in one form may be con-
verted to the other if the overall gas holdup (�G) is known:

k aL Dk a � (12)L L 1 � eG

Some typical kLaL values seen in various types of biopro-
cesses are noted in Table 5.

As noted earlier, the rate of diffusive transport of a com-
ponent through a unit area perpendicular to the direction
of transport can be expressed as mass flux or molar flux—
kilogram or kilomole of component transferred per unit
area per unit time. The flux J is proportional to a mass
transfer driving force and a mass transfer coefficient KL,
or J � KL � (driving force). Mass transfer is driven by
differences in chemical potential. A species diffuses from
regions of high potential to those of low potential until the
difference has been eliminated. In practice, the driving
force for mass transfer may be expressed as a concentra-
tion difference, partial pressure difference, or mole fraction
difference. For example, when oxygen-free water is
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Table 6. Possible Ways of Expressing Mass Flux and Mass Transfer Coefficient

Flux, J Driving force Units of KL

kg s�1 m�2 Concentration difference, kg m�3 m s�1

kg s�1m�2 Mole fraction difference kg s�1m�2

kg s�1m�2 Partial pressure difference kg s�1m�2

kmol s�1m�2 Concentration difference, kg m�3 m s�1

kmol s�1m�2 Mole fraction difference kmol s�1m�2

kmol s�1m�2 Partial pressure difference kmol s�1m�2

m3m�2s�1 (for transfer of a gas) Partial pressure difference m s�1

brought in contact with air, oxygen diffuses from air to wa-
ter until the water becomes saturated. At this point, the
oxygen concentrations in the two phases are in dynamic
equilibrium, but there is no net transfer. Note that the con-
centrations of oxygen in water and air are not equal, but
the chemical potentials are. Depending on how the mass
flux J and the driving force are expressed, the mass trans-
fer coefficient may have different numerical values and dif-
ferent units, as noted in Table 6 for a few cases. A coeffi-
cient expressed in one form may be easily converted to a
different one.

Measurement of kLaL. Several methods are available for
measuring kLaL values (1,5–7). Here only a few of the more
useful and common methods will be noted.

Sulfite Oxidation Method. The sulfite oxidation method
has been widely used, but it is suited to measurements
only in physical systems (no live microorganisms) such as
water or some polymer solutions. The method is subject to
too many interferences (5,6) and, therefore, it is not suit-
able for use in most culture media or in nonviable fermen-
tation broths. Moreover, because of high ionic strength, the
sulfite oxidation medium is strongly noncoalescing and
rheologically quite different from fermentation systems.
Consequently, the sulfite oxidation measurements are not
readily translated to biologically relevant systems.

The sulfite oxidation method relies on oxidation of sul-
fite to sulfate using dissolved oxygen:

Catalyst
2� 2�SO � 1/2O r SO3 2 4

The reaction is catalyzed by copper (II) and cobalt (II) as
well as other metal ions. The rate of sulfite oxidation is a
measure of the rate of oxygen transfer to the liquid. The
overall reaction generates H�, and pH control is necessary
because the reaction rate is pH dependent. Also, the tem-
perature needs to be controlled carefully to ensure con-
stant reaction kinetics. Impurities such as iron, manga-
nese, and other transition metals in the parts per million
range affect the reaction.

For kLaL measurements, the reaction conditions should
be such that the reaction occurs in the bulk liquid and not
at the gas–liquid interface. Thus, Cu (II) catalysis is used
with a sufficiently high sulfite concentration that the oxi-
dation rate is independent of the sulfite level. The rate of
sulfite consumption is given by

2�d[SO ]3
� � k a (C* � C ) (13)L L Ldt

where C* and CL are the saturation concentration of dis-
solved oxygen and the actual instantaneous concentration
at time t. CL is usually close to zero. The sulfite consump-
tion rate, which should remain constant, is followed by
quenching the samples taken at various times with excess
iodine and back titration of the residual iodine with thio-
sulfate (5).

Another oxygen-consuming reaction is the oxidation of
dithionite in alkaline solutions; however, in view2�(S O )2 4

of uncertain kinetics and other factors, the usefulness of
that reaction for kLaL measurements remains question-
able.

Chemical Absorption of Carbon Dioxide. This method is
similar in principle to the sulfite oxidation procedure. Car-
bon dioxide is absorbed into a mildly alkaline or suitably
buffered solution where it is converted to other species.
Chemical absorption of carbon dioxide into Na2CO3–
NaHCO3 solution is sufficiently slow for use in kLaL deter-
minations when the ratio of carbonate to bicarbonate con-
centrations is between 3 and 5 (5). Other reaction
conditions need to be controlled to ensure that the reaction
rate does not enhance mass transfer. The method has lim-
itations similar to those of the sulfite oxidation technique.

The Hydrazine Method. The hydrazine method makes
use of the reaction

Catalyst

N H � O r N � H O2 4 2 2 2
Hydrazine

The reaction is best carried out at pH 11 to 12 using copper
sulfate catalyst (5). A steady flow of hydrazine into an aer-
ated reactor is used to maintain a constant concentration
of dissolved oxygen. The amount of hydrazine consumed
per unit time equals the oxygen absorption rate. The re-
action does not produce any ionic species; hence, the ionic
strength of solution can be kept lower than with the sulfite
oxidation or the carbon dioxide absorption methods.

Oxygen Balance Method. This technique depends on
measurement of mass flow rates of aeration gas into and
out of the fermenter. The mass fraction of oxygen in the
inlet and exhaust gas streams must also be determined
(mass spectrometer, paramagnetic oxygen analyzer) as
well as the steady state dissolved oxygen concentration in
the broth (dissolved oxygen electrode). The kLaL is ob-
tained from the oxygen balance:
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Air on

Time

Figure 2. Dissolved oxygen concentration as a function of time
during dynamic determination of the overall volumetric gas–
liquid mass transfer coefficient in a fermentation.

F(x � x ) � V k a (C* � C ) (14)i o L L L L

where F is the mass flow rate of gas, xi and xo are the mass
fractions of oxygen in the gas (i � inlet, o � outlet), and
VL is the volume of the broth in the fermenter. Equation
14 assumes no evaporation and it does not correct for car-
bon dioxide production; however, the necessary corrections
can be easily incorporated. For constant volume continu-
ous culture, equation 14 needs to be further modified to
account for oxygen entering and leaving the fermenter via
the liquid streams.

The oxygen balance method requires accurate measure-
ments of gas flow rates and oxygen concentrations. The
oxygen mass fraction in the inlet and outlet gas must differ
measurably (i.e., the oxygen consumption rate in the fer-
menter should be relatively large) for reliable kLaL mea-
surements. Under suitable conditions, the method is very
reliable, and it does not disturb the fermentation by inter-
rupting the air supply (7).

Enzymatic Oxidation Method. Oxygen transfer may be
followed by the formation of gluconic acid via oxidation
with oxygen in presence of the enzyme glucose oxidase.
The rate of absorption of oxygen is calculated from the rate
of consumption of alkali that is needed to neutralize the
acid. The liquid-phase oxygen concentration is determined
with a dissolved oxygen electrode. The cost of the enzyme
restricts the method to small-scale applications (5). The
procedure applies only to physical systems.

The Dynamic Gassing-In Method. In a fermentation at
steady state, the oxygen supply rate exactly matches the
rate of consumption by the microorganisms and the con-
centration of dissolved oxygen does not change:

dCL
� k a (C* � C ) � q X � 0 (15)L L L O2dt

where is the specific oxygen consumption rate, X is theqO2

concentration of viable biomass, X is the consumptionqO2

term, and kLaL (C* � CL) is the oxygen supply or mass
transfer term. If now the oxygen supply is interrupted, the
mass transfer term in equation 15 becomes zero and, as
shown in Figure 2, the dissolved oxygen concentration de-
clines linearly with time (7). The slope of the CL versus t
line during the unaerated period provides � X. AfterqO2

a short period, before the oxygen concentration has
dropped to the critical level, the oxygen supply must be
resumed. Now, the dissolved oxygen level rises (Fig. 2).
During the rise period, the dissolved oxygen concentration
as a function of time is given by

1 dCLC � C* � q X � (16)L O� �2k a dtL L

which is a rearranged form of equation 15. Thus, kLaL can
be calculated from the slope of a plot of

dCLC versus q X �L O� �2 dt

This procedure requires interrupting the oxygen flow to

the fermenter, and the dissolved oxygen electrode needs to
be capable of a rapid response.

The gassing-in method is commonly applied also to
physical systems (5). In such cases the dissolved oxygen in
the liquid is first reduced to near zero by bubbling with
nitrogen. The nitrogen flow is then stopped, the bubbles
are allowed to leave the fluid, and the system is oxygenated
by bubbling with air. The concentration of the dissolved
oxygen in the liquid is followed as a function of time, and
the kLaL is calculated as the slope of the linear equation

C* � CL0ln � k a t (17)L L� �C* � CL

where C* is the saturation concentration of dissolved ox-
ygen, CL0 is the initial dissolved oxygen concentration at
time t0 when a hydrodynamic steady state has been rees-
tablished upon commencement of aeration, and CL is the
dissolved oxygen concentration at any time t (5). Equation
17 is obtained by integration of equation 15, assuming a
well-mixed liquid (i.e., uniform CL), no change in gas phase
composition (i.e., a constant C*), and an absence of oxygen
consumption (i.e., � 0) in the physical system.qO2

Correct evaluation of kLaL by this method requires at-
tention to several factors, including the response dynamics
of the dissolved oxygen electrode and the nature of mixing
in the gas and the liquid phases. In large intensely mixed
fermenters, a well-mixed liquid phase may still be as-
sumed, but the gas phase composition changes signifi-
cantly from the inlet to exhaust. The gas is generally in
plug flow and, thus, a log mean concentration driving force
(C* � CL)LM should be used in equation 15. The driving
force is

C* � C*in out(C* � C ) � (18)L LM C* � Cin Lln� �C* � Cout L

where and are the saturation concentrations inC* C*in out
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equilibrium with the gas phase composition at the fermen-
ter inlet and outlet, respectively.

Generally, the nature of mixing in the gas phase is in-
consequential in kLaL determinations so long as 1/kLaL is
less than the residence time of the gas phase in the liquid.
The mean residence time tR of the gas phase in bubble col-
umns and stirred tanks can be estimated (5) using

h eL Gt � (19)R (1 � e )UG G

where �G is the overall gas holdup. Equation 19 may be
applied also to risers of airlift reactors when there is little
or no gas in the downcomer. In the latter case, the UG

should be replaced with UGr (the superficial gas velocity
based on the riser cross-section), and the gas holdup should
be replaced with �Gr. When there is gas in the downcomer,
equation 19 may still be used because the downcomer gas
holdup acts mostly as a dead volume.

The response characteristics of the dissolved oxygen
electrode have little influence on the dynamic determina-
tion of kLaL if the response time (63% of full response) is
less than or equal to 1/kLaL. Consult Chisti (5) for addi-
tional details. Other variations of the gassing-in technique
exist.

Estimation of kLaL for Gases Other Than Oxygen. Most of
the available data and correlations for kLaL were obtained
for mass transfer of oxygen. The overall volumetric mass
transfer coefficient for transfer of other gases can be esti-
mated using the oxygen transfer data and the diffusion
coefficients for oxygen and the other gas (5); thus

Dgas(k a ) � (k a ) (20)L L gas L L oxygenDoxygen

or

Dgas(k a ) � (k a ) (21)L L gas L L oxygen�Doxygen

Equation 20 applies when the transfer can be ascribed to
the film penetration mechanism of the two-film theory (5).
Equation 21 is applicable when the surface renewal is the
predominant mechanism of mass transfer (5). The differ-
ence between the two correction factors is small. The dif-
fusivities used for the correction should be at the same
temperature as the kLaL data. The correction is satisfac-
tory only for transfer in identical fluids at identical hydro-
dynamic conditions. Data on carbon dioxide mass transfer
have been reviewed by Ho and Shanahan (8).

Solubility of Oxygen. Information on solubility of oxygen
is needed for estimating the concentration difference driv-
ing force for mass transfer. Calculation of the saturation
concentration C* of dissolved oxygen (equation 8) requires
a knowledge of the Henry’s law constant, H. The dimen-
sionless H for oxygen in pure water may be calculated as
a function of temperature T (�C) using the equation

�3 �3H � �9281.4 � 10 � 4030.9 � 10 T
�4 2 �5 3� 1403.5 � 10 T � 178.8 � 10 T (22)

Equation 22 provides almost exact values of H over the
range 20 to 30 �C. Oxygen solubility in water at a pressure
of 1 atm can be calculated with the equation

�3 �4C* � 2178.549 � 10 � 549.304 � 10 T
�6 2 �8 3� 848.781 � 10 T � 483.785 � 10 T (23)

where the temperature T is in �C and C* is in mmol L�1.
Equation 23 applies over 0 to 40 �C. In addition to tem-
perature, other factors influence oxygen solubility and the
H value. Solubility declines with increasing ionic strength
of solution. Solubility depends also on the types of ions in
solution. For example, for the same molar concentrations
of sodium chloride and hydrochloric acid in different sam-
ples of pure water, the oxygen solubility is lower in the salt
solution. Solubility data for oxygen and other gases are
available in handbooks. At 37 �C, the saturation dissolved
oxygen concentration in a typical animal cell culture me-
dium with serum is about 6.5 � 10�3 kg m�3.

LIQUID–LIQUID MASS TRANSFER

Transfer of a solute from an immiscible liquid dispersed
into another liquid (the continuous phase) can be analyzed
using the two-film approach discussed for gas–liquid mass
transfer. Now, the overall mass transfer coefficient KL and
the film coefficients for the dispersed (kLd) and the contin-
uous (kLc) phases are related as follows:

1 1 Kp
� � (24)

K k kL Lc Ld

In equation 24, Kp is the partition coefficient of the solute
between the two phases. The partition coefficient defines
the equilibrium distribution of the solute between the
phases; thus

CLcK � (25)p CLd

where CLc and CLd are the equilibrium concentrations of
the solute in the continuous and the dispersed phases, re-
spectively. Again, as for gas–liquid mass transfer, the in-
terface between the phases is assumed to offer no resis-
tance to mass transfer; hence, the equilibrium relationship
determines the solute concentrations at the interface.

The overall volumetric mass transfer coefficient for
liquid–liquid mass transfer is KLaLc where the specific in-
terfacial area (aLc) is based on the volume (VLc) of the con-
tinuous phase. The rate of mass transfer from the dis-
persed to the continuous phase is given by

dCLc
� K a (C* � C ) (26)L Lc Lcdt

where C* is the saturation concentration of the solute in
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the continuous phase in equilibrium with the dispersed
phase.

SOLID–LIQUID MASS TRANSFER

Mass transfer to or from suspended solids is important in
many bioprocess situations. Solid–liquid mass transfer
may be rate limiting in immobilized enzyme and cell re-
actors, during dissolution of solids, in adsorption, and in
other cases. The rate of mass transfer to or from the sus-
pended particle depends on the solid–liquid mass transfer
coefficient (kL), the total solid–liquid interfacial area (As),
and the concentration driving force; thus

dCLV � k A (C* � C ) (27)L L s Ldt

where CL is the concentration of the transferring compo-
nent in the liquid at time t, C* is the saturation concen-
tration (or solubility) of the transferring component, and
VL is the volume of the suspending liquid. Equation 27 is
written for transfer from the solid to the liquid. By analogy
with the film model of mass transfer, the coefficient kL con-
ceptually equals the diffusivity of the solute divided by the
thickness of the stagnant liquid film at the solid–liquid in-
terface; kL is needed for quantifying the rate of mass trans-
fer. Methods for estimating the solid–liquid or solid–gas
(also gas–liquid if liquid is adsorbed as a very thin film on
the surface of the solid) mass transfer coefficient kL in vari-
ous situations are discussed in a later section of this mono-
graph.

MASS TRANSFER BEHAVIOR

General Aspects

Mass transport by diffusion and forced convection are in-
fluenced by the following variables: the mass transfer co-
efficient kL, the molecular diffusivity of the transferring
component DL, the fluid density qL and viscosity lL, a char-
acteristic length d, and the velocity of flow UL. Mass trans-
fer by natural convection is influenced also by the gravi-
tational acceleration g and the density difference Dq

between phases. These variables can be grouped into the
following principal dimensionless groups or numbers:

Inertial force q U dL LRe (Reynolds number) � � (28)
Viscous force lL

Sh (Sherwood number)
Total mass transfer k dL

� � (29)
Diffusive mass transfer DL

Sc (Schmidt number)
Momentum diffusivity lL

� � (30)
Mass diffusivity q DL L

Gr (Grashof number)
3(Inertial force)(buoyancy force) d q DqgL

� � (31)2 2(Viscous force) lL

2Inertial force ULFr (Froude number) � � (32)
Gravitation force gd

The above-noted dimensionless numbers represent ratios
of various factors that may play a role in a given situation.
The Grashof number is important in situations where
density-difference-driven natural convection affects mass
transfer. The Reynolds number is used in situations where
forced convection is the predominant influence on trans-
port processes. The Froude number is useful in describing
gravity-influenced flows. The Schmidt number, ratio of mo-
mentum diffusivity to mass diffusivity, is a measure of
relative effectiveness of mass and momentum transfer.
Some of those dimensionless numbers may be expressed
in other forms, depending on the situation. A few possible
alternatives are noted in Table 7. In addition to the di-
mensionless groups discussed above, other groups relevant
to mass transfer and related fluid mechanics are encoun-
tered in the literature. Some of the more common ones and
their physical significance are noted in Table 8.

Grouping the many variables that affect mass transfer
into a few dimensionless numbers greatly simplifies the
process development experimentation and data correlation
for predicting the behavior of a system. For example, for
fluids flowing in straight pipes, the flow pattern changes
from laminar to turbulent at a Reynolds number value of
about 2,300. This occurs irrespective of which specific
fluid—air, water, milk, or thick glucose syrup—is being
used so long as the combination of the fluid density, vis-
cosity, flow velocity, and pipe diameter yields a Reynolds
number value that exceeds 2,300. Equations for correlat-
ing the mass transfer behavior of systems are often ex-
pressed in terms of dimensionless groups.

Behavior of Dispersions

A dispersion consists of one or more phases dispersed in a
continuous phase. The continuous phase may be a gas or
liquid. The dispersed phase may be liquid droplets, solid
particles, or gas bubbles. The magnitude of mass transfer
coefficient inside and outside fluid particles depends on
whether the particles behave as ridged spheres or are mo-
bile. Small drops and bubbles behave as noncirculating
ridged spheres. Larger bubbles and drops have internal
fluid circulation and mobile interfaces because of relative
motion between the particle and the surrounding fluid.
Bubbles are immobile if the dimensionless diameter d* is
10 or below. The interface is nearly always mobile if d*
exceeds 50. Here, the dimensionless diameter number is

�1/32lLd* � d (32)B� �q g(q � q )L L G

as defined by Wesselingh (5). Using this criterion, in air
and water, bubbles smaller than 0.5 mm will always be
ridged, whereas bubbles larger than about 2.5 mm will
have mobile interfaces (5).

In certain cases, drops and bubbles may experience ad-
ditional interfacial motions that are a consequence of mass
transfer itself. Because the local mass transfer coefficient
around a particle may be different at different locations,
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Table 7. Alternative Methods of Expressing Dimensionless Groups

Group Alternative expressions

Reynolds number, Re (in pipes and channels)
q U dL L

lL

(stirred tanks)
2q NdL i

lL

(flow past a plate)
q U LL L

lL

(flow past particles in packed beds)
q U dL L p

(1 � �)lL

Sherwood number, Sh (d may be diameter of a particle, flow channel, plate, etc.)
k dL

DL

Froude number, Fr , or (in bubble columns and airlift fermenters)
2 2U UL G

gh ghL L

, or (in stirred tanks)
2 2Nd N di i

gh gL

Peclet number, Pe , or (in bubble columns and airlift fermenters)
U h U dL L B B

D DL L

(in stirred tanks)
2Ndi

DL

Table 8. Other Dimensionless Groups Relevant to Mass
Transfer and Related Fluid Mechanics

Group Definition Physical significance

Bond number, Bo
2gd Dqp

rL

Gravity force
Surface tension force

Peclet number, Pe
U LL

DL

Bulk mass transport
Diffusional mass transport

Poiseuille number, Ps
l UL p

2q gd DqL p

Viscous force
Gravity force

Power number, Po
P

3 5q N dL i

Rayleigh number, Ra Gr � Sc

Stanton number, St
Sh

Re � Sc

Weber number, We
1/22U q dp L p� �rL

Inertial force
Surface tension force

the local mass transfer rates may be different. In this sit-
uation, uneven transfer of a solute such as acetone or eth-
anol will generate solutions of different local concentra-
tions and surface tensions. Adjacent films of different
surface tension lead to violent motions: regions of high sur-
face tension contract, and the film ruptures in regions of
low surface tension. This effect is the well-known Maran-
goni effect, and it can significantly enhance mass transfer,
especially in liquid–liquid extraction processes.

For suspended solids, increasing agitation beyond that
needed to achieve complete suspension has little impact on
mass transfer coefficient. The coefficient is influenced by
relative velocity between the phases, which is determined
by density differences. In gas–liquid dispersions, too, the
kL is not substantially affected by increasing agitation, but

the overall volumetric mass transfer coefficient (kLaL) in-
creases because of the increase in gas–liquid interfacial
area.

For freely suspended particles and bubbles, mass trans-
fer to or from the bubble or particle obeys the general re-
lationship

Sh � f (Gr, Sc) (33)

For just suspended small particles (dp � 0.6 mm) in stirred
tanks, Calderbank and Moo-Young (9) recommended the
equation

1/32D Dq l gL L L�2/3k � � 0.31 Sc (34)L � 2 �d qp L

which is suitable for suspensions as well as gas–liquid dis-
persions of noncirculating bubbles (dp � 0.6 mm). For
larger circulating bubbles and liquid drops (dp � 2.5 mm)
in just-suspended state, the recommended equation is

1/3
Dq l gL L�0.5k � 0.42Sc (35)L � 2 �qL

For bubbles in the 0.6 to 2.5-mm range, the kL may be
estimated as a linear function of bubble diameter.

Large spherical cap bubbles frequently occur in gas–
liquid dispersions, especially when the viscosity of liquid
exceeds about 7 � 10�2 Pa s. Calderbank and Lochiel (10)
correlated mass transfer from such bubbles using the
equation

2 2/31.79(3R � 4)b 1/2Sh � (Re � Sc) (36)2R � 4b

where Rb is the ratio of bubble width to bubble height. For
spherical caps, Rb is about 3.5; hence, equation 36 becomes
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1/2Sh � 1.31(Re � Sc) (37)

Mass transfer to or from a particle suspended in a stag-
nant fluid occurs solely by diffusion. For a single spherical
particle surrounded by a stagnant medium, the theoretical
minimum value of the transfer coefficient is given by Sh
� 2. For a single particle in the creeping flow regime (Re
� 0.1), the specific relationship is

1/3Sh � 0.39(Gr � Sc) (38)

Equation 38 applies to particles with ridged interfaces, and
this includes noncirculating small bubbles (Re � 0.1) in
fermentation broths. Thus, compared to the case for a sin-
gle noncirculating bubble (equation 38), the mass transfer
coefficient in swarms of ridged bubbles (equation 34) is
about 20% lower.

For power inputs greater than needed for just suspen-
sion, Calderbank and Moo-Young (9) have established the
following equation in stirred tanks

1/4(P /V )lG L L �2/3k � 0.13 Sc (39)L � 2 �qL

where PG/VL is the power input per unit volume.
Transfer coefficient correlations generally require a

knowledge of liquid properties such as viscosity and den-
sity. This is usually not a problem when dealing with New-
tonian liquids, but difficulties arise with slurries and non-
Newtonian media. Slurries of biomass solids may be
treated usually as pseudohomogeneous fluids (5). Depend-
ing on the amount of suspended solids, slurries may be-
have as Newtonian or non-Newtonian power law fluids.
For small amounts of spherical solid particles, Newtonian
behavior is commonly observed and in this case the viscos-
ity of the slurry is independent of shear rate. The Newto-
nian viscosity may be estimated using equations of Ein-
stein and Vand (7). Another suitable equation is that of
Thomas:

2 �16.6l � l (1 � 2.5u � 10.05u � 0.00273e u ) (40)SL L S s S

where uS is the volume fraction of suspended solids and lL

is the viscosity of the suspending fluid.
When the slurry behaves as a non-Newtonian power

law fluid, the apparent viscosity depends on shear rate;
thus

n�1l � Kc (41)ap

where K is the consistency index or thickness of the fluid
and n is its flow behavior index. The parameter c is the
shear rate. The shear rate is difficult to define in most re-
alistic configurations of bioreactors under the usual oper-
ational conditions; nevertheless, the following expressions
are commonly used in estimating shear rates.

In bubble columns and airlift devices,

c � �U (42)G

where the constant � has been specified variously as 1,000,

2,800, 5,000 m�1, and so on (11). Equation 42 has been
applied also to airlift reactors, but that use is incorrect; for
airlift reactors, the superficial gas velocity based on the
cross-sectional area of the riser should be used in expres-
sions such as equation 42 as recommended by Chisti (5).
Depending on the constant used, equation 42 provides
wildly different values of the supposed shear rate; hence,
its use is not generally favored and it has been severely
criticized (5,11,12). Another expression for shear rate in
airlift reactors is

2 4 2c � 3.26 � 3.51 � 10 U � 1.48 � 10 U (43)Gr Gr

which was developed for 0.004 � UGr (m s�1) � 0.06 (13).
Equation 43 also has significant problems, as discussed
elsewhere (12,14). Alternative approaches for estimating
shear rates have been propounded by Molina Grima et al.
(12).

In stirred vessels, the mean shear rate in impeller agi-
tated tanks is usually given as

c � k N (44)i

where ki is an impeller-dependent constant (7). Some typ-
ical ki values are 11 to 13 for six-bladed turbines, 10 to 13
for paddles, �10 for propellers, and �30 for helical ribbon
impellers. Again, as with pneumatically agitated bioreac-
tors, much of the discrepancy among various predictive
correlations that rely on a shear-rate-dependent apparent
viscosity has been associated with the use of equations
such as equation 44 (15).

The apparent viscosity of many fermentation fluids de-
clines with increasing shear rate, that is, n � 1 (equation
41), and these fluids are known as shear thinning, or pseu-
doplastic. Because shear rate is not easily defined in typi-
cal bioreactors (5,11,12,15), correlations using solids
holdup directly are preferred to those relying on a poorly
established apparent viscosity of the slurry (5). As with
viscosity, the density of a pseudohomogeneous slurry may
be related to phase holdups as follows

q � q (1 � u ) � q u (45)SL L S S S

In some viscous fermentations, the principal resistance
to oxygen transfer may be in the bulk fluid or at the cell–
liquid interface and not at the gas–liquid interface. In such
cases, dilution of the broth with water and increased agi-
tation may improve the transfer rate a little. In broths of
filamentous fungi, promoting pelletlike growth as opposed
to the usual pulplike morphology may substantially reduce
the broth viscosity and improve mass transfer. Additional
details on transport fundamentals of dispersions have
been noted by Moo-Young and Blanch (16). Similar discus-
sions with a focus on gas–liquid mass transfer in non-
Newtonian media are given in the work by Oolman and
Blanch (17). Carbon dioxide mass transfer in bioreactors
has been treated in depth by Ho and Shanahan (8).

Gas–Liquid Mass Transfer

Either bubble-free aeration of the liquid surface in a bio-
reactor may be used to provide the needed oxygen or the
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aeration gas mixture may be bubbled or sparged through
the body of the fluid. These schemes are discussed sepa-
rately below.

Surface Aeration. Oxygen transfer through the surface
of a fluid is useful in relatively small-scale devices or in
microaerophilic processes and certain wastewater treat-
ment applications (18). Surface aeration is especially
common in early stages of culture, in shake flasks, tissue
culture flasks, roller bottles, and spinner flasks. Under-
standing and characterization of surface aeration in small-
scale devices is essential for process scale-up that mini-
mally attempts to reproduce on larger scale the culture
performance attained in the laboratory. Surface aeration
is used also in relatively small production bioreactors for
growing cultures with extremely low oxygen requirements.
Surface aeration in the principal types of laboratory and
production culture devices is detailed in the following sec-
tions.

Laboratory Culture Devices
1. Shake flasks. In 500-mL Erlenmeyer flasks placed on

reciprocating and rotary shaker platforms, Yamada et al.
(19) measured volumetric rates of oxygen transfer in sul-
fite solutions and in Acetobacter suboxydans fermentations
for converting sorbitol to sorbose. The rates were expressed
in terms of the volumetric oxygen transfer coefficients
through the flask closure (KP) and across the gas–liquid
interface (KS):

Volumetric rate 1 1
of oxygen transfer � (p � p ) (46)atm LV1 1 L(mol O /mL h)2 �� �K KP S

In equation 46, VL (mL) is the volume of liquid in the flask;
patm (atm) and pL (atm) are the partial pressures of oxygen
in the atmosphere outside the flask and in the liquid in the
flask, respectively. The units of KP and KS are mol O2

atm�1 h�1. The mass transfer coefficient KP through the
closure declined with increasing weight (3 to 7 g) of cotton
used to form the plug. The mean KP value for cotton plugs
was 2.87 � 10�2 mol O2 atm�1 h�1. Values for polyure-
thane foam and silicone foam plugs were a little lower.
Compared to open flasks, cotton plugs restricted oxygen
transfer. The KS values in sulfite oxidation solutions agi-
tated at 110 to 140 rpm ranged over (2.04 to 4.63) � 10�2

mol O2 atm�1 h�1. Under similar conditions in Acetobacter
suboxydans fermentations, the KS values were lower—only
50 to 60% of those obtained with sulfite oxidation. Various
types of baffles and indentation in the flasks enhanced KS

by about 50% relative to the base case.
For mass transfer from liquid surface in unbaffled Er-

lenmeyer shake flasks, the following equation has been
recommended (20)

1/3 �1/2 8/9 8/272l l d lL L F Lk a � 0.5L L� 2� � � � � � 2 3 �q g q D V q d gL L L L L F
2 0.5N êd� F

• (47)� �g

where dF is the maximum diameter of the flask, N is the

speed of rotation, and ê is the eccentricity of the shaker
platform. Equation 47 applies to animal cell culture media
when the liquid volume in the flask is 50 to 200 mL.

2. T flasks. Tissue culture flasks or T flasks are com-
monly used in initial stages of animal cell culture. During
typical culture conditions, the cells utilize the oxygen in
the liquid layer, but the concentration of oxygen in the gas
phase is little affected irrespective of whether the flask is
fully closed or the cap is cracked open (21). Clearly, diffu-
sion through the liquid layer controls mass transfer; thus,
the shallower the liquid depth the better. The oxygen
transfer resistance of the deposited cell layer at the bottom
of the flask is insignificant compared to the resistance
through the bulk liquid layer (21). The observed oxygen
transfer rates through the liquid layer tend to be greater
than if the transfer were purely by diffusion. This suggests
that convection and micromixing (e.g., during sampling,
opening or closing of incubator door) significantly contrib-
ute to transfer. In typical culture, the dissolved oxygen de-
clines linearly with time until, by about 60 h, the dissolved
oxygen level is reduced to below 10% of air saturation (21).
Because T flasks are typically inoculated and transferred
every other day, the observed decline in oxygen may be of
little real consequence; however, if the culture period is to
exceed 60 h and dissolved oxygen levels of 10% or higher
are wanted, then once or twice daily gentle agitation of T
flasks is recommended.

3. Roller bottles. Roller bottles are commonly used for
initial stages of cell culture. Typically about 0.1 m in di-
ameter and about 0.25 m tall, plastic roller bottles are
filled to about a third of their height with culture fluid. The
bottles are laid on their sides in a roller cabinet and rotated
at 1 to 2 rpm. Roller bottles are used to culture both ad-
herent cells as well as nonanchorage-dependent lines. The
interfacial area for oxygen transfer is the surface of the
culture fluid and the liquid film on walls that continuously
enters and leaves the pool of liquid. Mechanized and au-
tomatic handling of a large number of roller bottles have
extended this culture technique to commercial production
scale in a few cases, but this kind of processing has a very
limited scope. The surface aeration capability of roller bot-
tles, corrected for differences in surface-to-volume ratio, is
somewhere between that of Erlenmeyer-style shake flasks
under typical conditions and the stationary T flasks.

4. Spinner flasks. Aunins et al. (22) reported kLaL mea-
surements (surface aeration) in 500-mL Corning spinner
flasks (Fig. 3) filled to a depth of 0.08 m with Dulbecco’s
Modified Eagle’s Medium (DMEM) supplemented with 5%
(v/v) fetal calf serum and 1 kg m�3 EDTA. The data were
obtained at 37 �C and followed the equation

0.78Sh � 1.08Re (48)

where the Sherwood number is based on the vessel diam-
eter and the Reynolds number is based on the impeller
diameter. The measurements spanned the impeller speed
range 25 to 150 rpm, impeller diameters of 0.0525 m and
0.078 m, and impeller Reynolds number of 1,500 to 20,000.
Locating the impeller less than 0.01 m below the liquid
surface dramatically enhanced the kLaL. At 50 rpm, with
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hL W
di

hL/2

dT

Figure 3. Geometry of 500-mL Corning spinner flasks: hL � 0.08
m; dT � 0.096 m; di � 0.078 m (W � 0.025 m), or di � 0.053 m
(W � 0.019 m).

0.078 m diameter paddle impeller placed at the liquid sur-
face, the kLaL value was about 9.72 � 10�4 s�1. Moving
the impeller to 0.01 m below the surface provided a kLaL

value of about 4.17 � 10�4 s�1. Lowering the impeller fur-
ther into the fluid did not affect the kLaL significantly.

5. Stirred vessels. Lavery and Nienow (23) reported
kLaL measurements in water, RPMI 1640 basal cell culture
medium, and medium supplemented with 5% (v/v) fetal
calf serum in a small, unbaffled, spherical cell culture ves-
sel (1.5 L, static surface area of liquid � 2.23 � 10�2 m2)
stirred with one or two three-bladed propellers (di � 0.060
m, located 0.035 m apart). The lower impeller was posi-
tioned 0.003 m from the bottom of the vessel flask and the
upper was 0.002 m below the surface of the liquid. The
agitation speeds were 1.6 to 5.8 s�1 (100 to 350 rpm). Air
was sparged (100 mL min�1) either in the liquid under the
lower propeller or only through the headspace (i.e., surface
aeration). The submerged aeration kLaL values generally
agreed with predictions of Van’t Riet’s correlation for non-
ionic solutions (i.e., equation 57). Relative to measure-
ments in water, the serum and the basal medium had little
effect on kLaL values. The kL for surface aeration was little
affected by the number of impellers (whether one or two).
The kLaL values for surface aeration were about 75% of
those for submerged aeration in the reactor used. Addition
of silicone antifoam (6 ppm) reduced the kLaL values by
about 50%. In the basal medium with serum and the an-
tifoam, the kL values for surface aeration (no vortex) were
(1.18 to 3.54) � 10�5 m s�1. The kLaL values for sub-
merged aeration were (2.8 to 8.5) � 10�4 s�1.

6. Other devices. For absorption of oxygen at free sur-
face of sodium sulfite solution in cylindrical containers
placed on an orbital shaker platform, the volumetric mass
transfer coefficient has been correlated (24) as follows:

�5 0.4 �0.25 �0.6k a � 6 � 10 (P/V ) d h (49)L L L T L

Equation 49 is independent of gas flow rate in the head-

space; it was determined for 20 � P/VL (W m�3) � 500 and
0.5 � hL/dT � 1.5 (dT � 0.12 or 0.15 m). The agitation
speed of the shaker platform varied over 1.2 to 3.3 s�1, and
the moving vessel described a diameter of 0.01 to 0.04 m.

Larger Systems
1. Stirred tanks. Multibladed disk turbines located at

the surface provide superior surface aeration relative to
other types of impellers (25). To prevent entrainment of
bubbles, the turbines must be operated (25) such that

�0.2Nd � 0.11(d /d ) (50)i i T

As the tank diameter increases, the ability of a given im-
peller to agitate the entire liquid surface declines if the
agitation speed is to remain below the bubble entrainment
limit. The optimum impeller size for surface aeration (25)
is given by

di � 0.5 (51)
dT

Surface aeration is suited only to small reactors because
kLaL declines rapidly with increasing tank volume of sur-
face aerated bioreactors. For subsurface impellers oper-
ated so that there is no entrainment of gas, the mass trans-
fer coefficient kL has been correlated with the impeller
Reynolds number as follows (20):

0.76Sh � 1.4Re (52)i

which applies to waterlike media.
The contribution of the free surface to aeration in con-

ventionally stirred, baffled tanks declines as the scale of
operation increases. The liquid-phase mass transfer coef-
ficient at the free surface (no vortex) in such tanks can be
estimated using the correlations summarized in Table 9. A
preferred correlation (27) is

1/43 54l PoN dL i�2/3k � 0.138 Sc (53)L � 2 �pd h qT L L

where Po is the power number (Po � P/(qLN3 )); dT and5di

di are the diameters of the tank and the impeller, respec-
tively; hL is the height of liquid in the tank; N is the im-
peller rotational speed, and P is the power input. Equation
53 applies to Newtonian media without antifoams or sur-
factants. Added surfactants, fatty acids, and proteins re-
duce kL relative to values in clean liquids.

2. Vortex aeration. In unbaffled stirred tanks, agitation
with a centrally located impeller creates a vortex that
draws closer to the impeller as the rate of agitation in-
creases (Fig. 4). In a vortex-aerated industrial fermenter
(240 L) used in producing diphtheria vaccine, the following
equation has been reported (18)

�4 �4k a � 7.33 � 10 � 1.36 � 10 Q (54)L L G

where QG is the surface aeration rate (10 to 45 normal L
min�1). The equation was developed in aqueous sodium
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Table 9. Correlations for Liquid-Phase Mass Transfer Coefficient at Free Surface in Baffled Stirred Tanks
(No Vortex)

kL � 5.11 �
n �0.426n�111 K 3n � 1�3 0.5 0.852 1.352�0.426n10 D d NL i� � � �q 4nL

Perez and Sandall (26)

kL � �2/3 0.7 0.4 0.30.322Sc N d (l /q )i L L Hikita and Ishikawa (27)

kL �
1/3 2Po Ndi�1/20.0256Sc 2 1/3(pd h /4)T L

Farritor and Hughmark (28)

kL � �
1/3d Eqi L 1/20.432 0.13 DL� � � �� �d lT L

Bin (29)

�
1/2 1/22 2 3k d Nd q N d q lL i i L i L L0.04� �� � � �D l r q DL L L L L

Kataoka and Miyauchi (27)

Vortex

Agitator

Culture
fluid

Figure 4. Vortex aeration in a stirred fermenter.

chloride (2.5 kg m�3) and in the medium used in culturing
the diphtheria bacterium. The tank was agitated with a
six-bladed Rushton-type turbine (without disk), and the
agitation rate was 300 to 800 rpm. The working aspect
ratio was 0.74, which is substantially lower than values
that are typically used in sparged microbial fermenters.
Over the entire range of agitation rates used, the vortex
was fully developed and reached the eye of the impeller
(18). The conditions used in establishing equation 54 were
identical to those used in commercial processes for pro-
ducing the vaccine (18).

3. Wetted-wall columns. Mass transfer coefficient in liq-
uid films in wetted-wall falling film columns can be esti-
mated (2) with the equation

�0.40 �0.67k � 9.0Re Sc U (55)L L

where the Sc and Re are based on properties of the liquid.
Depth of the film and the mean film velocity (UL) are used
to calculate the Reynolds number. Equation 55 is appro-
priate for Re � 2,000 and Sc � 100. Another useful equa-
tion is

0.8 1/3Sh � 0.023Re Sc (56)

Other correlations suited to highly turbulent films (Re �
4,000) are available (30).

Submerged Geration. Submerged aeration in which an
oxygen-containing gas is sparged or bubbled through the
culture fluid is the norm in large-scale processes, including
animal cell culture. Typically, submerged cultivation is car-
ried out in stirred tanks, bubble columns, and airlift
bioreactors. Stirred vessels are relatively more common,
but the number of airlift devices continues to increase.
Bubble columns are used less frequently (14). Typically,
sparged aerated bubble columns and stirred tanks have
aspect ratios between 3 and 4. Airlift devices generally
have higher aspect ratios, usually greater than 6. Stirred
vessels used in culturing animal cells are usually shorter,
with aspect ratios less than 2. Microbial fermentations are
aerated at high rates, with superficial aeration velocities
of up to 0.1 m s�1 in airlift vessels and somewhat lower
maximum values in bubble columns. Aeration rates are
substantially lower in stirred tanks to prevent flooding of
the impeller. A flooded impeller is a poor mixer and gas
disperser.

Sparged aeration can potentially damage sensitive ani-
mal cells (12,31–34) and cells of certain cyanobacteria.
Nevertheless, sparged aeration is successfully used quite
widely in commercial culture of animal cells (35–37); how-
ever, the superficial aeration velocity in cell culture vessels
is always low, usually well below 2.5 � 10�3 m s�1. Sup-
plementing the culture medium with serum, albumin, vis-
cosity enhancers such as carboxymethyl cellulose, or sur-
factants such as Pluronic F68 is known to suppress the
damaging effects of sparged aeration in cell culture (12,38).

As a rule, serum supplementation of basal animal cell
culture media has little effect on mass transfer under con-
ditions that are typically used. Properties of serum-
supplemented media are usually quite similar to those of
serum-free basal media. At 37 �C the surface tension of a
typical cell culture medium with serum is about 0.060 to
0.064 N m�1 as compared to 0.071 N m�1 for water, and
the viscosity is about 0.75 � 10�3 Pa s�1. This viscosity
value is satisfactory for media containing 5 to 10% serum.
In submerged aeration, serum-containing media tend to
foam, especially if a fine-pore sparger is used for aeration
(35); however, fine-pore aeration is not the norm.

Stirred Fermenters. The gas–liquid volumetric mass
transfer coefficient in stirred vessels has generally shown
good correlation with agitation power input and the su-
perficial gas velocity; thus
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Figure 5. A concave-blade impeller for dispersing gases in liq-
uids. Source: Courtesy of Chemineer, Inc.

b ck a � �(P /V ) U (57)L L G L G

where PG/VL (W m�3) is the gassed power input and UG

(m s�1) is the superficial aeration velocity. Generally, 0.4
� b � 1 and 0 � c � 0.7 (6). For pure water, �, b, and c

values are 2.6 � 10�2 (sb�c�1m3b�cJ�b), 0.4, and 0.5, re-
spectively, when 500 � PG/VL (W m�3) � 10,000 (6). These
values have been shown to apply over a wide scale: 0.002
� VL (m3) � 2.6. In strongly ionic aqueous solutions, the
�, b, and c values become 2.0 � 10�3 (sb�c�1m3b�cJ�b), 0.7,
and 0.2, respectively, when 500 � PG/VL (W m�3) � 10,000
and 0.002 � VL (m3) � 4.4 (6). In pure water and ionic
aqueous media, the volumetric mass transfer coefficient
depends only on the specific power input irrespective of the
type of stirrer—whether turbines, propellers, paddles, or
self-sucking agitators—used for agitation. The number of
impellers does not matter and neither does the location so
long as it is within the usual ranges. Similarly, the height
of liquid and the type of sparger have negligible influence
under representative operating conditions (6). The param-
eters values noted above assume an absence of flooding.
Maximum aeration rates that still ensure unflooded opera-
tion depend on the geometry of the impeller, as discussed
by Nienow (39).

For single-impeller stirred air–water system, Bakker et
al. (40) have recommended the following values of the con-
stants in equation 57: b � c � 0.6 and � � 0.015 � 0.005.
The parameters noted apply only to the nonflooded state.
At high gas flow rates, concave-bladed gas dispersion im-
pellers (Fig. 5) yield at least 20% higher kLaL than obtain-
able with Rushton turbines under the same conditions
(40). The constants in equation 57 can be strongly affected
by fluid properties, presence of surfactants, and insoluble
oils. For fluids other than water and for multiimpeller sys-
tems, Bakker et al. (40) recommended measuring �, b, and
c in a geometrically similar small-scale stirred fermenter.
This data can be used in equation 57 for scale-up.

For fermentations of Endomyces sp. in stirred fermen-
ters, �, b, and c values in equation 57 have been reported

to be 4.015 � 10�2 (sb�c�1m3b�cJ�b), 0.33, and 0.56, re-
spectively, over a broad scale (0.03 � VL (m3) � 50). In a
5-L stirred fermenter operated with high-density culture
of a recombinant Escherichia coli, Shin et al. (41) reported
the following equation for kLaL

0.55 0.64 2 �0.25k a � 0.0195(P /V ) U (1 � 2.12X � 0.20X )L L G L G

(58)

where X (g L�1) is the biomass concentration. The X values
ranged over 0 to 75 g L�1, and the kLaL values during cul-
ture varied over (10 to 25) � 10�3 s�1.

In stirred-tank bioreactors for animal cell culture the
type of impeller used does not affect kLaL so long as mixing
is sufficient. For power inputs that are typical
(�25 W m�3), better mixing is attained with relatively
large (di/dT � 0.5 to 0.6), slow moving, axial flow impellers.
For typically used conditions, the kLaL should be calculated
as for bubble columns (equation 60) because for impeller
power inputs less than about 40 W m�3, the impeller has
little effect on kLaL. Stirred-tank design considerations for
animal cell culture have been discussed by Chisti (35) and
others (25).

Some of the main correlations for estimating gas–liquid
volumetric mass transfer coefficient in stirred microbial
fermenters are summarized in Table 10, which includes
equations suitable for relatively viscous power law broths.
Methods for estimating the power input in mechanically
agitated fermenters have been detailed by Chisti and Moo-
Young (7) and Nienow (39).

Bubble Columns. For a given fluid in bubble columns,
the kLaL is affected mainly by the superficial gas velocity,
which also determines the specific power input (5). The
specific power input can be calculated using the equation

PG
� q gU (59)L GVL

where VL is the volume of the liquid or slurry and qL is its
density. Properties of the fluid also affect kLaL. In waterlike
fluids, the aspect ratio of bubble columns does not affect
kLaL so long as the column diameter exceeds about 0.1 m
(5). Similarly, liquid superficial velocities do not affect kLaL

provided UL � 0.1 m s�1.
For power inputs that are typically used in microbial

culture, the kLaL in relatively coalescing media is little in-
fluenced by the design of the sparger because the turbu-
lence in the fluid controls the bubble size. In strongly ionic
low-viscosity media, bubbles do not coalesce easily, and the
bubble size depends on the characteristics of the gas
sparger. Porous plate spargers and those with smaller
holes produce smaller bubbles and higher kLaL values;
however, small bubbles are rapidly exhausted of oxygen
and have long residence times in the fluid. Small bubbles
are produced also under highly turbulent conditions irre-
spective of the sparger hole size. Such bubbles are espe-
cially persistent in viscous media because the viscous drag
prevents them from leaving the fluid. Persistent microbub-
bles are seen in broths of Streptomyces, mycelial fungi, and
certain fermentations that produce extracellular polymers
such as xanthan.
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Table 10. Mass Transfer Correlations for Stirred Tanks

Correlation Ranges

1. Taguchi and Yoshia (42)

�
1.4372k a d hL L T L �1.087 1.0210.113 (Nt ) (d /d )m i T� �N W (d � W)i t

Pseudoplastic paper pulp slurries (1.6% w/v pulp); disk turbine
stirred vessel

2. Yagi and Yoshida (43)

� �
1.5 0.19 0.5 0.62 2 2k a d d Nq d N l l UL L i i L i L L G0.06� � � � � � � �D l g q D rL L L L L

0.32Ndi �0.67[1 � 2 kN]�� �UG

For non-Newtonian fluids use apparent viscosity instead of lL. k is
the characteristic time or relaxation time of viscoelastic fluids;
k � 0 for nonviscoelastics

Viscous Newtonian and non-Newtonian liquids, including
viscoelastic fluids

3. Perez and Sandall (26)

�
1.11 0.5 0.447 0.6942 2k a d q Nd l U d lL L i L i ap G i G21.2� � � � � � � �D l q D r lL ap L L L ap

lap �
n3n � 1n�1K(11N) � �4n

Carbon dioxide absorption in water and non-Newtonian power
law solutions

4. Kawase and Moo-Young (44)

kLaL �
0.5 �0.253/5 9�4n/10(1�n)q E U lL G ap0.675 D� L � � � �1/2(1�n) 3/5(K/q ) r U lL L B w

Newtonian and non-Newtonian power law fluids

5. Niebelshütz (15)

�
0.53V PL G0.3k a Sc 0.103L L� � � �2/3Q Q q (gl /q )G G L L L

Non-Newtonian power law fluids such as broths of Aspergillus
niger, Penicillium chrysogenum, and xanthan fermentation;
0.035 � VL(m3) � 0.070, 0.02 � lL(Pa s) � 3.1; lL was
calculated at shear rate � 104 s�1

6. Reuss (15)

� 5.5 �
1/3 0.72k a l PL L L G0.3 �4Sc 10� � � �2U gq V U q gG L L G L

Newtonian broths of Saccharomyces cerevisiae and gluconic
acid, glucose solutions, lL � 12 � 10�3 Pa s, 0.05 � VL(m3)
� 1.9

7. Chandrasekharan and Calderbank (45)

kLaL �
0.5510.0248 PG 0.551/ d� TQG� �� �4d VT L

Air and water

In coalescence-inhibiting media typical of animal cell
culture, the kLaL in bubble columns at the very low super-
ficial gas velocities that are normally used depends on the
sparger hole diameter; the kLaL declines as the sparger
hole diameter increases over the range of 0.01 to 2 mm
(25). Relative to values in clean fluids, surfactants and pro-
teins reduce kLaL, but the reduction is greater in finer dis-
persions (i.e., in small, ridged bubbles) generated by small-
hole spargers than in dispersions of larger, circulating
bubbles. For aeration rates relevant to cell culture, the
kLaL for water may be calculated (25) with the equation

1/32k a lL L L �1/3 �b� �[(l g/q ) U ] (60)L L G� 2 �U q gG L

The values of � and b for use with various sparger hole
sizes are noted in Table 11. The kLaL values in culture me-
dia are only about 50% of those obtained with equation 60
for water. Equation 60 was developed in bubble columns
with aspect ratios 1 � (hL/dT) � 3 when the specific power
inputs were 3 � PG/VL (W m�3) � 38.

Although the overall kLaL in tall bioreactors may be lit-
tle affected by the height, the overall mass transfer rates
tend to be greater in taller systems because the mass

transfer driving force increases with increasing hydro-
static pressure. Mass transfer in bubble columns is dis-
cussed further by Shah et al. (46), Chisti (5,14), Deckwer
(47), and Deckwer and Schumpe (48). The various corre-
lations available for estimating kLaL or kL in bubble col-
umns are summarized in Table 12. Those correlations ap-
ply to the relatively high gas flow rates that are typical of
microbial fermentations. The correlation of Akita and
Yoshida (51) is recommended for viscosities less than about
21 � 10�3 Pa s. The correlation of Kawase et al. (54) (Table
12) has also agreed well with independent measurements
(59).

Airlift Bioreactors. Because of superior oxygen transfer
performance, airlift bioreactors have given excellent prod-
uctivities with yeasts, bacteria, and filamentous fungi
(5,14). Processes that produce highly viscous broths, in-
cluding several biopolymer-producing fermentations, have
been successfully carried out in airlift devices (14). Simi-
larly, many hybridoma cultures and plant cell suspensions
have given good results. As a general rule, the volumetric
productivity of airlift bioreactors equals or betters that of
conventional stirred tanks (14). Typically, this level of per-
formance is achieved at substantially lower power input
than in stirred vessels. Furthermore, the probability of me-
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Table 11. Values of � and b for Use in Equation 60

Sparger dH (mm) � b Range

Frit 0.01
0.02

6.0 � 10�5

6.3 � 10�5
0.4
0.2

0.001 � UG(lLg/qL)�1/3 � 0.1

Perforated pipe 0.5
2.0

4.2 � 10�5

2.2 � 10�5
0.2
0.17

0.01 � UG(lLg/qL)�1/3 � 0.2

Source: Data from Ref. 25.

chanical failure and likelihood of loss of sterility are lower
with airlift bioreactors. Airlift devices outperform bubble
columns in suspending solids. Relative to bubble columns,
the airlift reactors have a better-defined flow pattern; air-
lift systems are better than bubble columns in heat-
transfer capabilities (14). The operational range of airlift
bioreactors tends to be generally broader than similar bub-
ble columns. Unlike in bubble columns, the overall height
hL of liquid in airlift reactors affects kLaL because the
height strongly influences the liquid circulation velocity
and, hence, the gas holdup (14).

Many equations have been developed to relate the ap-
parent viscosity of non-Newtonian media to the kLaL in
airlift reactors. Most authors agree that kLaL generally de-
clines with increasing apparent viscosity; however, there
is great discrepancy on the precise magnitude of the vis-
cosity effect (5,14). The exponent on the apparent viscosity
term has been given variously as �0.255 (60), �0.66,
�0.89, and other values (see Ref. 5). Such discrepancies
are associated in part with the questionable practice of de-
fining shear rate as an arbitrary linear function of the gas
velocity (5,11). The viscosity-associated decline in kLaL is
especially pronounced for viscosities exceeding about 2.5
� 10�2 Pa s. In highly viscous non-Newtonian fermenta-
tions, the use of a supplementary axial flow impeller in the
draft tube of airlift reactors is known to enhance fermen-
tation performance.

Table 13 lists the correlations available for estimating
the gas–liquid mass transfer coefficient in airlift bioreac-
tors. These correlations are suitable only for initial esti-
mates because the hydrodynamic and transport behavior
of airlift devices is quite sensitive to the type of fluid, the
reactor geometry, the distribution of gas holdup in the vari-
ous zones, and the induced liquid circulation rate. Because
of the numerous influences, a superior approach to predic-
tion of mass transport for a more reliable design and scale-
up relies on data measured at small scale. This method is
discussed in the next section.

A General Method of Predicting kLaL for Scale-up. Al-
though various correlations can be used to directly esti-
mate kLaL, the reliability of such estimates is often quite
poor. A more reliable prediction of kLaL for process scale-
up is based on methodology that combines fundamental
principles with small-scale experimentation. This proved
approach is especially suited to prediction of kLaL in com-
plex media. Thus, based on purely analytical reasoning,
the volumetric mass transfer coefficient (kLaL), gas holdup
(�G), the Sauter mean bubble diameter (dB), and the true
mass transfer coefficient (kL), have been related (5) as fol-
lows

k k a (1 � e )L L L G
� (61)

d 6eB G

Calculations of the kL/dB ratio from the measured kLaL and
gas holdup have shown that in bubble columns and airlift
devices this ratio is constant for a given fluid irrespective
of the aeration rate (5,66). The value of kL/dB depends on
the properties of the fluid. Thus, in slurries of mycelia-like
cellulose fiber particles, kL/dB is affected by the concentra-
tion of solids (Fig. 6). For aqueous salt solution (0.15 M
sodium chloride) with or without suspended cellulose fiber,
the kL/dB ratio (5) has been expressed as

1/22k gq r D 2L L L L�5 �0.131CS� 5.63 � 10 e (62)� 3 �d lB L

where CS is the concentration of solids (% w/v). Equation
62 applies to airlifts as well as bubble columns. Chisti’s (5)
observations of constant kL/dB ratio in pneumatically agi-
tated reactors have also been confirmed by others (14).

The observed constancy of kL/dB provides a reliable
method for predicting kLaL in large-scale bioreactors from
data easily measured in a small-scale model unit (5). This
proved technique consists of the following steps:

1. Measure the gas holdup and the kLaL in a small-
model reactor with the fluid of interest over the
range of gas flow rates that are of interest.

2. Use the data from step 1 to calculate the constant
kL/dB ratio (equation 61).

3. Measure or calculate the riser gas holdup (�Gr) in the
full-scale reactor (see Refs. 5 and 14).

4. Calculate the kLaL value for the large reactor: for
bubble columns

k eL Gk a � (63)L L d (1 � e )B G

and for airlift bioreactors

k e AL Gr rk a � (64)L L d (1 � e ) A � AB Gr r d

In equations 63 and 64, the gas holdup and the geo-
metric parameters Ar and Ad are for the large reac-
tor; the kL/dB value is from step 2. The rationale for
equations 63 and 64 has been discussed by Chisti (5).
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Table 12. Gas–Liquid Mass Transfer Correlations for Bubble Columns

Correlation Ranges

1. Chisti (5)

kLaL � 2.39 � 10�4(PG/VL)0.86

Air and water, dT � 0.1 m, 200 � PG/VL(W m�3) � 1,000, hL/dT

up to 25

2. Heijnen and Van’t Riet (49)
0.7k a � 0.32UL L G

Air and water at 20 �C, 0.08 � dT(m) � 11.6, 0 � UG(m s�1) �
0.3, 0.3 � hL(m) � 21; perforated pipe or perforated plate
spargers producing 4–6-mm bubbles

3. Fair (50)

kLaD � 3.31
1/3 0.5D e l d q UL G L B L G� �� � � �2d q D lB L L L

Newtonian fluids

4. Akita and Yoshida (51)

�
0.5 0.62 0.312 2 3 2k a d l gd q gd qL D T L T L T L 1.10.6 eG� � � � � �2D q D r lL L L L L

Air and water and other Newtonian fluids; lL � 21 � 10�3 Pa
s, UG and UL up to 0.4 m s�1

5. Akita and Yoshida (51)

�
0.5 0.25 3/83 2 2k d l gd q gd qL B L B L B L0.5� � � � � �2D q D l rL L L L L

Air and water and other Newtonian fluids, lL � 21 � 10�3 Pa
s, UG and UL up to 0.4 m s�1

6. Chisti (5)

kL � 5.63 �
0.52gq D r 2L L L�5 �0.131CS10 d eB� �3lL

Air and water, and slurries of mycelia-like fibrous solids
(paper pulp) in salt solutions; bubble and churn turbulent
flow; 0 � CS(w/v %) � 3

7. Hughmark (52)

� 2 �
0.339 0.484 0.072 1.611/3k d l d U q d gL B L B G L B0.0187�� � � � � � �2/3D q D l DL L L L L

Newtonian fluids, 0.0009 � lL(Pa s) � 0.152

8. Nakanoh and Yoshida (53)

�
0.5 0.75 0.392 2 3 2 2k a d l gd q gd q UL D T L T L T L G0.09� � � � � � � �2D q D r l gdL L L L L T

� �
�0.45U kB1 v� � ��dB

v � 0 (inelastic fluids) or 0.133 (elastic fluids). For non-Newtonian
power law fluids lL � lap � K(5,000 n�1U )G

Newtonian, non-Newtonian, and viscoelastic fluids, 0.005 �

lL(Pa s) � 0.06, UG � 0.1 m s�1

9. Schumpe et al. (54)

�
0.5 0.21 0.60 0.492 2 3 2k a d l gd q gd q UL L T L T L T L G0.021� � � � � � � �2D q D r l gdL L L L L � T

lL is the apparent viscosity of the power law fluid

Non-Newtonian media

10. Kawase et al. (55)

�
0.5 3/52 1�n 2 n 2�nk a d Kd gd q d UL L T T T L T G0.555� � � � � �1�nD q D U r K/qL L L G L L

�
2U (2 � n)(2n � 3)G 0.5eG� � 2gd 20(1 � n)T

Newtonian and non-Newtonian power law fluids. For
Newtonian fluids K � lL and n � 1

11. Hikita et al. (56)

kLaL �
1.76 �0.248 0.243 �0.604414.9gf U l l g l lG L L G L� � � � � � � �3U r q r l q DG L L L L L L

f is 1.0 for nonelectrolytes; f � 100.0681I for ionic strength I � 1.0 kg
ion m�3; and f � 1.114 � 100.021 for I � 1.0 kg ion m�3

Low viscosity Newtonian media: water and various gases (air,
oxygen, carbon dioxide, hydrogen, methane), sucrose
solution, aqueous electrolytes, alcohols, 0.0008 � lL(Pa s) �

0.011, 0.042 � UG(m s�1) � 0.38

12. Deckwer et al. (57)

kLaD � 3.15 � �3 0.59 n�1 �0.8410 U [K(5,000U ) ]G G

Non-Newtonian power law fluids, slug flow (UG � 0.02 m s�1)

13. Godbole et al. (58)

kLaD � 8.35 � �4 0.44 n�1 �1.0110 U [K(5,000U ) ]G G

Newtonian power law fluids

Figure 7 compares the measured kLaL values with pre-
diction of the foregoing procedure for 11 reactors, including
bubble columns and external- and internal-loop airlift de-
vices. The comparison spans waterlike media as well as
pseudoplastic slurries of cellulose fiber. In all cases, the

predictions agree remarkably well with the measurements
(Fig. 7). Note that the Solka Floc cellulose fiber slurries in
aqueous salt solutions used in Figures 6 and 7 were meant
to simulate the fermentation broths of mycelial fungi
and filamentous bacteria (5,66). Such broths are usually
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Table 13. Gas–Liquid Volumetric Mass Transfer Coefficient Correlations for Airlift Bioreactors

Configuration Equation Ranges

Concentric-tube internal-
loop vessels (annulus
sparged)

� 2.25
0.500 0.1363k a r l q rL D L L L L� � � �4D gq q D glL L L L L

�
�0.0905dH 1.26eG� �dT

Average estimation error was 12% for 175
measurements

Koide et al. (61)

Newtonian media, 3.71 � 102 � lL/qLDL � 6.00
� 104, 1.18 � 106 � � 5.93 � 1010,3 4q r /glL L L

0.471 � di/dT � 0.743, 7.14 � 10�3 � dH/do �

2.86 � 10�2, 0.0302 � eG � 0.305, 6 � aspect
ratio � 15, 0.52 � Ad/Ar � 1.23

Concentric-tube internal-
loop vessels (draft-tube
sparged)

�
0.500 0.715 0.2512 2 3 2k a d l gd q gd qL D T L T L T L2.66� � � � � �2D q D r lL L L L L

�
�0.429di 1.34eG� �dT

Koide et al. (62)

Newtonian media, qL � 997 � 1182 kg m�3, lL

� (0.894 � 17.0) � 10�3 Pa s, rL � (51.7 �

73.0) � 10�3 N m�1, DL � (0.145 � 2.42) �

10�9 m2 s�1, Ar/Ad � 0.3–0.8, aspect ratio �

6–15

External-loop reactor
�

0.83k a L UL L Gr �0.614.5 Pe� �U ULr Lr

Pe value is for the entire loop
Verlaan et al. (63)

Air and water in 0.165 m3 reactor, aspect ratio
� 16 (based on riser), Ar/Ad � 4, no gas in
downcomer, 0.01 � UGr(m s�1) � 0.14, Pe �

ULL/EL, Pe � 40–60 (increased with gas flow
rate)

A bubble column and a
draft-tube sparged
concentric-tube airlift
vessel

�
0.5 0.202 n�1 2k a d K(2,800U ) gd qL L T G T L0.018� � � �D q D rLL L L

�
0.51 0.623 2U gd qG T L� � � �n�1 2[K(2,800U ) ]gd G� T

� (1 � 0.12Wi)�1

Suh et al. (64)

Non-Newtonian xanthan fermentation broths of
the obligate aerobic bacterium Xanthomonas
campestris. Bubble column (0.05 m3, aspect
ratio � 19); airlift bioreactor (1.2 m3, Ar/Ad �

1, aspect ratio � 12)

Concentric-tube internal-
loop (draft-tube
sparged)

kLaL � 3.43 � �2 0.524 �0.25510 U lGr ap

lap was calculated by assuming the shear rate to equal
5,000 � UGr for UGr � 0.04 m s�1, or 1,000 �

(UGr)0.5 for UGr � 0.04 m s�1

Li et al. (60)

Aqueous carboxymethyl cellulose (K � 0.286–
11.5 Pa sn; n � 0.441–0.617), 0.055 m3 vessel,
Ar/Ad � 0.618, aspect ratio � 26. 0.020 � lap

(Pa s) � 0.85

Concentric-tube internal-
loop reactors (draft-
tube sparged)

�
0.500 0.715 0.2512 2 3 2k a d l gd q gd qL D T L T L T L2.66� � � � � �2D q D r lL L L L L

� �
�0.429 0.069d Ci S1.34e 1 0.099G� � � � �d qT S

�
0.023 0.046 �13q r UL L t� � � � �4gl UL G

Average estimation error was within 17% for 383
measurements

Koide et al. (62)

Suspensions of glass or bronze spheres, 3.71 �

102 � lL/qLDL � 9.92 � 104, 1.36 � 103 �

qL/rL � 1.22 � 104, 1.29 � 108 �2 3 2 2gd gd q /lT T L L

� 1.26 � 1011, 0.471 � di/dT � 0.743, 3.99 �

10�2 � eG � 2.73 � 10�1, 1.69 � 10�11 �

� 2.55 � 10�6, 0 � CS/qS � 8.00 �4 3gl /q rL L L

10�2, 1.17 � 10�2 � Ut/UG � 0.844, Ar/Ad �

0.3–0.8, aspect ratio � 6–15

Concentric-tube internal-
loop reactors (draft-
tube sparged)

�
0.5 0.67 0.262 2 3 2k a d 4.04 l gd q gd qL D T L T L T L� � � � � �1.3 2D 1 � 2u q D r lL S L L L L

�
�0.047di 1.34eG� �dT

Average error of estimation was 14% for 260 data; UG

is based on the diameter dT of the outer column; the
kLaD values in water and salt solutions were similar

Koide et al. (65)

Suspensions of relatively low-density calcium
alginate beads in water, aqueous glycerol, and
aqueous salt solutions (0.10 or 0.27 kmol m�3

barium chloride; 0.4 kmol m�3 sodium
sulfate), 0–20% v/v solids, 1.88–3.98-mm bead
diameter, Ar/Ad � 0.3–1.2, aspect ratios � 6–
16, lL � (0.894–12.5) � 10�3 Pa s, DL of
oxygen � (0.194–2.42) � 10�9 m2 s�1, 3.71 �

102 � lL/DLqL � 5.52 � 104, 2.66 � 103 �

� 1.22 � 104, 2.35 � 108 �2 2 3 2q d g/r q d g/lL T L L T L

� 3.29 � 1011, 0.471 � di/dT � 0.743, 1.69 �

10�11 � Mo � 6.67 � 10�7, 3.79 � 10�2 � eG

� 2.24 � 10�1, 0 � uS � 0.2; where the
Morton number is

Mo �
4(n�1) 4ng(q � q ) 8U 3n � 1L G Lr4K � � � �3 2r q d 4nL L r
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Figure 6. Effect of concentration of mycelia-like cellulose fiber
particles on the kL/dB ratio in aqueous salt solution (0.15 M so-
dium chloride) (5).
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Figure 7. Predicted versus measured overall
volumetric gas–liquid mass transfer coefficient
in bubble columns, external-loop and internal-
loop airlift devices in Solka Floc (SF) cellulose
fiber slurries and solids-free media (5). The solid
line represents exact prediction.

pseudoplastic. The non-Newtonian flow properties of cel-
lulose fiber suspensions are quite close to those of the typ-
ical fungal fermentation broths (5).

For the low aeration rates typical of animal cell culture,
the kLaL in an internal-loop draft tube airlift vessel is al-
most identical to that in an equivalent bubble column;
hence, equation 60 can be used for an estimation. Although

the gas is sparged only in the draft tube or in the annulus
of an airlift bioreactor, for estimation of kLaL with equation
60 the superficial gas velocity should be calculated using
the cross-sectional area of the outer column. For conditions
typical of animal cell culture, whether the gas is sparged
in the draft tube or the annulus does not affect kLaL so long
as the outer-to-inner tube diameter ratio is 1.6 to 2.1 and
2 � hL/dT � 5. Large concentric draft-tube types of airlift
bioreactors are used in commercial culture of animal cells
(36,37). Various aspects of design of airlift bioreactors have
been exhaustively treated in the literature (5,14). A few
specifics are discussed in the following sections.

Axial Dissolved Oxygen Profiles. As clearly demon-
strated (5), the steady-state dissolved oxygen concentra-
tion varies axially in tall bubble columns and airlift reac-
tors even in the absence of an oxygen-consuming reaction.
The exact nature of the concentration profile depends on
the state of mixing in the reactor. During culture of baker’s
yeast in a draft-tube sparged concentric tube internal-loop
airlift reactor (Ar/Ad � 0.8; aspect ratio � 10; 0.25 m3),
Russell et al. (67) observed that the steady-state dissolved
oxygen concentration in the riser and the downcomer in-
creased with increasing aeration rate. The dissolved oxy-
gen levels were always several-fold higher in the down-
comer than in the riser (67). In the riser, the dissolved
oxygen levels tended to be 30% or less of air saturation.
The oxygen concentration did not vary radially either in
the riser or in the downcomer. Similarly, no significant var-
iations were observed axially in the downcomer (67).

Using the annulus-sparged mode of the same vessel
that was used by Russell et al. (67), Pollard et al. (68) found
that the axial-dissolved oxygen profiles in the riser showed
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a constant zero level of oxygen over a broad range of su-
perficial gas velocities (0.036 to 0.136 m s�1) during
baker’s yeast fermentations. Surprisingly, the dissolved
oxygen concentration increased down the downcomer,
peaking close to the bottom of the draft tube and declining
sharply to zero as the fluid moved into the riser. These
anomalous results seemed to indicate better oxygen trans-
fer in the downcomer relative to the riser (68). In view of
the observed profile, the cells experienced extreme dis-
solved oxygen heterogeneity in the reactor; however, there
seemed to be no effect on the culture performance. Instal-
lation and operation of a marine propeller (diameter �
0.16 m; 1000 rpm) near the bottom of the draft tube, com-
bined with a high level of aeration (0.358 m3 min�1), en-
hanced liquid circulation and oxygen transfer so much so
that the dissolved oxygen level did not drop below 35% of
saturation anywhere in the reactor.

Contributions of Various Zones to Overall kLaL. Many air-
lift reactors consist of two hydrodynamically distinct
zones, the riser and the downcomer, that contribute differ-
ently to the observed mass transfer (5). Sometimes a third
zone, the gas–liquid separator (69), may also exist with its
own contribution toward mass transfer.

In airlift bioreactors that do not have gas–liquid sepa-
rators, the measured kLaL consists of contributions from
the riser and the downcomer zones; thus

A (k a ) � A (k a )r L L r d L L d(k a ) � (65)L L measured A � Ar d

Equation 65 is an analytical expression that relates the
measured kLaL to the separate, hypothetical contributions
of the riser and the downcomer (5). Equation 65 leads to
the general conclusion that for any airlift device in which
gas–liquid mass transfer is confined to the riser (i.e., no
gas in the downcomer), the actual volumetric mass trans-
fer coefficient in the riser would be larger than the appar-
ent measured value; the difference being dependent on the
Ar/Ad ratio. Equation 65 applies to reactors in which the
riser and the downcomer have approximately equal
heights. In cases in which a significant portion of the liquid
resides in the head zone, equation 65 should be modified
to account for that volume (14). Generally, (kLaL)d �
(kLaL)r.

Based on data obtained in several concentric draft-tube
airlift reactors that were sparged either in the draft tube
or the annulus (aspect ratios � 6 to 11; UG � 0.019 to 0.12
m s�1), Koide et al. (70) suggested that in air and water
the contribution of the downcomer zone to gas–liquid mass
transfer was “relatively large.” Furthermore, in liquids
such as aqueous salt solutions in which the bubbles are
smaller, the riser and the downcomer were claimed to con-
tribute to the total mass transfer in proportion to the frac-
tion of the total volume that those zones occupied (70).
These observations in relatively small reactors are not en-
tirely consistent with other findings (5,14).

Mass Transfer Enhancement by Static Mixers. Installation
of static mixer elements in airlift and bubble column bio-
reactors is known to enhance the gas–liquid mass transfer
coefficient relative to mixer-free operation (14,71). The en-
hancement is mostly the result of an increase in the gas–

liquid interfacial area that is brought about by the bubble-
breaking action of the mixer elements. Improved
productivity of cephalosporin C by Cephalosporium acre-
monium was observed (72) in an airlift reactor when static
mixers were installed.

The mass-transfer-enhancing effect of static mixers is
most pronounced in viscous fluids that give rise to large
spherical cap bubbles (71); less dramatic, but still large
improvements are observed with waterlike media. Gener-
ally, for a given fluid, the mass transfer coefficient and the
gas velocity in the riser of a given airlift reactor may be
correlated in the form

bk a � �U (66)L L Gr

For a given fluid, the exponent b in equation 66 is not af-
fected by the presence of static mixers in the reactor; how-
ever, the mixers significantly enhance the value of � (71).
The improvement in � depends mainly on the consistency
index (K) or the thickness of the fluid; generally, the thicker
the fluid, the greater the effect of static mixers (71). The
approximate relationship among �, �M (the �-value in
presence of static mixers), and K has been established (71)
to be

�M 0.12� 4.43K (67)
�

Equation 67 was determined for approximately 104-fold
variation in K. The flow behavior index n (varied between
0.5 and 1.0) had no direct impact on enhancement of kLaL

by the mixers (71). Depending on the fluid, the static mix-
ers were found to enhance kLaL by 30 to 500% relative to
mixer-free operation (71). The constants in equation 67 are
expected to depend on the type of static mixer used.

Installation of mixing elements in airlift bioreactors
slows down the circulation of fluid; hence, fewest possible
mixing elements should be used to satisfy the mass trans-
fer needs while limiting the loss of liquid circulation. The
optimal interval between elements depends on the type of
fluid. The more coalescing the fluid, the closer must the
mixers be positioned for maximum performance. There is
an upper limit to the viscosity that may be used in airlift
reactors with static mixers (71). In excessively viscous me-
dia, just a few mixing elements can slow down the liquid
so much so that the reactor stagnates.

Reciprocating Jet Fermenter. A reciprocating plate or re-
ciprocating jet fermenter has been used in a few laboratory
studies. The device is similar to a pulsed extraction col-
umn. It consists of a cylindrical tank containing a central
shaft that supports a frame of evenly spaced perforated
plates or disks. The plates are mounted horizontally rela-
tive to the axis of the shaft. The plates or baffles remain
clear of the fermenter walls; the interdisk space and the
diameter of perforation varies. Typically, disks are placed
0.07 to 0.10 m apart and the perforations, 0.06 to 0.08 m
in diameter, occupy a large proportion of the disk surface.
The stack of disks oscillates up and down through the fluid.
The liquid moves through the perforations as jets that
change direction as the movement of stack reverses. The
frequency of oscillation is usually a few cycles per second,
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Table 14. The Parameters in Equation 68 for Pulsed Baffle Fermenters

Fluid
�

(sb�c�1m3b�cJ�b)
b

(�)
c

(�) Ranges

Water 4.86 0.364 1.55 23 � P/VL(W m�3) � 3,620
0.0049 � UG(m s�1) � 0.0099
hL/dT � 40

Water 0.281 0.632 1.138 35 � P/VL(W m�3) � 6,600
0.0005 � UG(m s�1) � 0.004
hL/dT � 1.87

Water–glycerol (1:1 by vol) 0.0039 0.735 0.668 35 � P/VL(W m�3) � 6,600
0.0005 � UG(m s�1) � 0.004
hL/dT � 1.87

Aqueous yeast slurry 4.8 0.268 1.184 dT � 0.05 m

and the vertical movement is small. Brauer reported on
these devices in the early 1980s, and more gas–liquid mass
transfer data have since appeared (73–75). The kLaL in re-
ciprocating jet reactors increases with increasing fre-
quency and amplitude of oscillation of the baffles. The
power input also increases. The kLaL generally follows the
equation

b ck a � �(P/V ) U (68)L L L G

where �, b, and c depend on the bioreactor geometry, fluid
properties, and the power input range. Some typical values
for those parameters are noted in Table 14. Commercial
utility of reciprocating plate fermenters remains to be
proved.

Tubular Loop Fermenters. Tubular loop fermenters use
concurrent flow of gas and liquid in a pipe. The liquid is
recirculated by a pump. This design is not practical except
for low-volume fermentations or unusual situations such
as seen in the tubular solar receivers of photobioreactors
used in culturing microalgae. For a tubular loop (0.025-m
tube diameter, 22-m length), Ziegler et al. (76) recom-
mended the equation

�5 0.9 0.2 �3k a � 5.321 � 10 (P /V ) U � 8.333 � 10L L G L G

(69)

Equation 69 was obtained using the sulfite oxidation sys-
tem.

Fluidized Beds. Gas–liquid–solid fluidized bed bioreac-
tors are seen in immobilized cell culture and wastewater
treatment processes. These reactors usually consist of a
cylindrical vessel containing a suspension of immobilized
biocatalyst. The solids are kept in suspension by continu-
ous flow of a liquid and gas. A solid–liquid separator, usu-
ally a sedimentation device, located near the top of the
reactor prevents washout of solids. Essential design fea-
tures of gas–liquid–solid fluidized bed reactors are dis-
cussed by Muroyama and Fan (77). The gas–liquid mass
transfer coefficients in three-phase fluidized beds may be
estimated using the correlation:

3.3 0.72k a d d U q l UL L p p t L L G
� � (70)� � � �D l rL L L

� � 2.33 � 10�5 when Ret � 2,000; � � 3.946 � 10�7

when Ret � 2,000; where Ut is the terminal setting velocity
of the particle and Ret is the Reynolds number based on
the terminal settling velocity. Equation 70 was developed
for carbon dioxide absorption in water containing porcelain
beads, sand, lead shot, or iron shot. The terminal settling
velocity of the solids ranged over 0.12 to 0.815 m s�1. Other
parameters were 0 � UG (m s�1) � 0.1; 0.05 � UL (m s�1)
� 0.172; 1.06 � dp (mm) � 6.84; and 2,400 � qS (kg m�3)
� 11,180.

Another correlation for gas–liquid mass transfer in flu-
idized beds was proposed by Nguyen-Tien et al. (78):

eS 0.67k a � 0.394 1 � U (71)L L G� �0.58

where �S is the volume fraction of solids. For three-phase
circulating bed fermenters, Loh et al. (79) have recom-
mended the following equation

0.91 0.95P (1 � 2.5e )S�4k a � 1.4 � 10 (72)L L � � 4.3V (1 � e )L S

Because kLaL is generally not too sensitive to the liquid
flow rate, the equations developed for slurry bubble col-
umns may also be applied to fluidized beds. Consult the
work by Muroyama and Fan (77) for further details on gas–
liquid mass transfer in fluidized beds.

Other Factors Affecting kLaL

1. Surfactants and antifoam agents. Relative to clean
systems, addition of surfactants may reduce or enhance
kLaL. The specific effect and its magnitude depend on the
type of surfactant, its concentration, and the nature of the
broth. The coalescence promotion effect of some surfac-
tants reduces the specific interfacial area aL and the kLaL.
Addition of surface-active agents such as ethanol to water
generally increases aL and kLaL. Surfactants such as so-
dium dodecyl sulfate (SDS) or sodium lauryl sulfate (SLS)
accumulate at the gas–liquid interface and usually cause
a reduction in kL.

2. Temperature. The overall volumetric gas–liquid
mass transfer coefficient kLaL generally increases with in-
creasing temperature. This is mainly because the diffusion
coefficient increases with temperature. Also, the viscosity
of the liquid declines with increasing temperature; hence,
for a given energy input, the film thickness declines and
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Figure 8. The effect of Solka Floc (SF) cellulose pulp fibers on
gas–liquid mass transfer coefficient in bubble columns at various
static slurry heights hL. The fibers were suspended in 0.15 M so-
dium chloride in tap water (5). The kLaL is shown as a function of
the specific power input.

the interfacial area may increase slightly. The kLaL value
at any temperature T (�C) may be calculated from the kLaL

at 20 �C using the equation:

(T�20)�C(k a ) � (k a ) h (73)L L T L L 20�C

where h is 1.200 to 1.024.
3. Suspended solids. How and how much suspended

solids affect kLaL depends on several factors, including con-
centration of solids, the density difference between the
solid and the suspending fluid, the particle diameter, the
operating conditions of the reactor (i.e., the power input),
and the hydrophobicity of the solids. Up to 15% (w/w) of
particles smaller than about 50 lm have little effect on
kLaL; however, much smaller amounts of larger particles
can reduce kLaL significantly. Very small concentrations of
relatively high-density solids may actually enhance kLaL a
little. Increasing amounts of low-density filamentous or
mycelial biomass rapidly increase the apparent viscosity
of the slurry, and the kLaL may decline sharply (5). The
effect of such solids on kLaL is illustrated in Figure 8 for
paper pulp fibers that simulate filamentous mycelial bio-
mass.

In a draft-tube sparged concentric draft-tube airlift re-
actor for potential application to microbial desulfurization

of coal, the mass transfer coefficient data in a simulated
basal salt medium were reported by Smith and Skidmore
(80). The medium contained a total of 1.9 kg m�3 of various
salts in distilled water. Pulverized coal particles (74 �
10�6 m particle diameter; density � 1,415 kg m�3) were
suspended in the fluid to a concentration of 0 to 40% wt
(equivalent to 0 to 0.315 volume fraction of solids in gas-
free medium). Over the temperature range 303 to 345 K,
the kLaL-values were strongly enhanced by increasing tem-
perature. Increasing concentration of solids over 0 to 5%
wt (equivalent to uS of 0 to 0.035) increased the kLaL values
slightly, but further increase in solids loading strongly low-
ered the mass transfer coefficient (80). This phenomenon
was explained as being due to penetration of fine solid par-
ticles in the stagnant liquid film around gas bubbles, re-
ducing the effective diffusion length (80). However, as the
concentration of solids increased beyond 5% wt, the solids
caused a blocking effect that reduced the effective mass
transfer area (5,80). In the region of enhanced mass trans-
fer (0 � uS � 0.035), the kLaL was correlated (80) with

2 4 1.55 �2990/Tk a � (5.7 � 144.8u � 5048.3u ) � 10 U eL L S S Gr

(74)

whereas in the blocking region (0.035 � uS � 0.315), the
following equation (80) was obtained

2 6 1.45 �4130/Tk a � (2.6 � 16.8u � 29.4u ) � 10 U e (75)L L S S Gr

Equations 74 and 75 agreed with the data to within about
�20%. These equations applied over the UGr range (0.154
to 1.39) � 10�1 m s�1, when the Ar/Ad and the aspect ra-
tios were 1.3 and about 5, respectively.

Mass transfer measurements in suspensions of agar-
filled soft polyurethane foam particles (dp � 3 mm; qp �
1030 kg m�3) in uninoculated penicillin culture medium
(lL � 1.9 � 10�1 Pa s) in draft tube sparged concentric
tube airlift reactors have been reported (81). Increasing
volume fraction of solids over the 0 to 0.1 range enhanced
the volumetric mass transfer coefficient by 15 to 20% over
solids-free operation (81). Further increase in solids load-
ing to 40% (v/v) caused a decline in kLaL values. The mass
transfer coefficient values in airlift reactors were up to
threefold higher than in comparable fluidized beds.

In suspensions of relatively low-density calcium algi-
nate beads in water and other Newtonian fluids (0 to 20%
v/v solids, 1.88- to 3.98-mm bead diameter), in draft-tube
sparged concentric-tube airlift reactors, Koide et al. (65)
noted that the mass transfer coefficient declined with in-
creasing concentration of solids, but was not affected by
the size of the particles.

Oxygen Transfer in Wastewater Treatment Processes. The
typically used bioreactor in activated sludge treatment of
wastewater consists of a relatively shallow (�4 m deep)
rectangular basin aerated by sparging through perforated
pipes or diffusers located at the bottom of the tank. The
oxygen transfer capability of such systems is quite limited;
hence, biodegradation is slow. Usually only about 0.5 to 2
kg of oxygen can be transferred per kilowatt-hour of energy
spent. The oxygen transfer capabilities of other conven-
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Table 15. Mass Transfer Coefficient Inside Mobile or
Oscillating Drops in Liquid–Liquid Dispersions

Correlation Range

Sh � 16.7 Re � 50

Sh �
0.10 �0.143 2r q 4D tC D C0.680.320Re � � � �4 2gl Dq dC D

Re � 150–200

Sh � �
�0.5lD0.63 0.500.32Re Sc 1� �lC

10 � Re � 1,000
spherical drops

Sh � 7.5 � �
�0.5lD�5 2.0 0.5610 Re Sc 1C � �lC

100 � ReC � 1,500
larger oblate drops

Note: Re in these equations is based on drop diameter and relative velocity
between phases; all other properties are for the drop phase unless otherwise
noted. The density and viscosity in ReC are for the continuous phase. The
subscripts C and D refer to continuous and dispersed phases, respectively.

Riser Riser

Air

Air

Downcomer

Downcomer

(a) (b)

Figure 9. Deep-shaft airlift reactor: (a) Aeration in riser during
start-up. (b) Aeration in downcomer during normal operation. In
(b), no gas is being injected in the riser; all the gas bubbles in the
riser result from circulation from the downcomer.

tional aeration systems have been detailed by Winkler
(82).

Faster degradation of pollutants can be achieved with
low-volume high-rate oxygen transfer systems. One such
technology is the deep shaft reactor based on the airlift
principle. This advanced activated sludge process relies on
high hydrostatic pressure in a deep airlift column to sig-
nificantly enhance oxygen transfer. In comparison with
conventional processes, oxygen transfer rates are up to 10-
fold greater (82). The transfer rate at peak load is about 1
kg oxygen m�3 h�1 (14). Several factors combine to yield
this high level of performance, including long gas–liquid
contact times and intense turbulence in the circulating
fluid with Reynolds numbers of the order of 105 or higher
(82). The shaft is 30 to 220 m deep (82), 0.5 to 10 m in
diameter, and partitioned vertically into a riser and a
downcomer. Air is injected into the downcomer, about 20
to 40 m below the surface (82), except during start-up when
the riser is aerated (Fig. 9). To ensure that air bubbles
move down the downcomer, a superficial liquid velocity of
1 to 2 m s�1 must be generated in the downcomer zone.
Because the gas is not recirculated, the downcomer region
above the sparger is free of bubbles. Oxygen transfer effi-
ciencies of 3 to 5.5 kg oxygen/kWh can be attained (82). Up
to 90% of the oxygen in the air is used up.

For deep shaft plants, Winkler (82) cites a BOD loading
of 0.9 kg BOD/kg sludge solids per day. A retention time
of about 1.5 h has been mentioned for 92% BOD removal
(82). Volumetric BOD removal is of the order of 3.7 to 6.6
kg BOD m�3 d�1, which is generally associated with high-
rate treatment processes. Sewage is treated without pri-
mary sedimentation; only preliminary degritting is needed
(82). Sedimentation of grit at the bottom of the shaft is
prevented by ensuring that the flow velocity at the bottom
exceeds 1 m s�1. See Chisti (14) for additional details.

In addition to the deep shaft, a biotower configuration
is increasingly being used in wastewater treatment. The

biotower units consist of a relatively shallow (18 to 20 m)
above-ground pool of liquid with or without multiple draft
tubes (downcomers). The towers handle streams with 2 to
12 kg m�3 chemical oxygen demand. The oxygen transfer
efficiency ranges over 1.2 to 3.8 kg oxygen/kWh (83). The
biomass sludge produced rises to the top with the bubbles
and is separated in an integral settling zone. Chisti (14)
provides further details.

Liquid–Liquid Mass Transfer

Liquid–liquid dispersions are encountered in solvent ex-
traction and in fermentations of hydrocarbons or other
water-immiscible liquid substrates. Liquid–liquid disper-
sions occur also in extractive fermentations where a prod-
uct is continuously extracted into a water immiscible
phase. Similarly, oxygen supply using water immiscible
perfluorocarbons and other fluids utilizes liquid–liquid
mass transfer. Whereas in gas–liquid dispersions only the
liquid film around the bubble is the principal resistance to
mass transfer, in liquid–liquid dispersions the film inside
the dispersed drops also affects the transport rate. Tables
15 and 16 list the correlations that are useful in calculating
the mass transfer coefficients in the dispersed and contin-
uous phases. Noncirculating small drops can be treated as
ridged particles and solid–liquid mass transfer correla-
tions (see later sections) developed for suspended spherical
solids can be used. Presence of surfactants often renders
drops nonmobile, and again, solid-sphere correlations ap-
ply. For larger, mobile, or oscillating droplets, both the con-
tinuous phase and the dispersed phase mass transfer co-
efficients are greater than for solid spheres.

Perfluorocarbons and Oxygen Vectors. Perfluorocarbons
are water immiscible liquids that dissolve 10 to 20 times
more oxygen than does water. These fluids can be used for
bubble-free oxygenation and removal of carbon dioxide in
animal cell culture. Another potential application is strip-
ping of inhibitory oxygen produced via photosynthesis in
cultures of microalgae. Perfluorocarbons are biologically
inert, and suitably selected ones are nontoxic to animal
cells and microorganisms. Indeed, emulsified perfluorocar-
bons have been used to supplement blood to improve oxy-
gen supply to human patients. In microbial culture, per-
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Table 16. Continuous Phase Mass Transfer Coefficient
Correlations for Liquid–Liquid Dispersions

Small, noncirculating drops

Sh � 2 � 0.79Re0.5Sc0.33

Sh � 2 � 0.76Re0.5Sc0.33

Sh � 0.562Re0.5Sc0.33

Larger, mobile drops

Sh � [1 � Re�0.5(2.89 � 2.15(lD/lC)0.64)]0.5(Re � Sc)0.52

p�
when Re � 120, (lD/lC) � 2, and 0 � (qD/qC) � 4

Sh � �126 � 1.8Re0.50Sc0.33

when 8 � Re � 800

Sh � �178 � 3.62Re0.50Sc0.33

Note: Re in these equations is based on drop diameter and relative velocity
between phases; all other properties are for the continuous phase unless
otherwise noted. The subscripts C and D refer to continuous and dispersed
phases, respectively.
Source: Based on Pratt (2) and Schügerl (84).

Table 17. Properties of Some Oxygen Vectors

Property n-Dodecane Perfluorocarbon

Oxygen solubility (mg L�1) 59.4 118.0
Density (kg m�3) 743 1,750
Interfacial tension

(liquid–air) (N m�1) 24.6 � 10�3 17.8
Interfacial tension

(liquid–water) (N m�1) 32.9 � 10�3 25.0
Boiling point (�C) 214 206

Note: Oxygen solubility data at 35 �C; all other data at 30 �C.

Exhaust

Oxygenator

Fermenter

Culture

Air
Pump

Pump
Perfluorocarbon

Figure 10. Bubble-free aeration with perfluorocarbon oxygen
vector in a cell culture bioreactor.

fluorocarbon concentrations as low as 10% v/v have
significantly enhanced culture performance.

One scheme for bubble-free oxygenation using perfluo-
rocarbons is illustrated in Figure 10. A separate vessel is
used to aerate the organic phase and strip the carbon di-
oxide. The oxygen-enriched liquid is pumped to the fer-
menter and sprayed into the culture medium. As the drop-
lets settle to the bottom in the relatively quiescent
environment of animal cell bioreactors, the oxygen trans-
fers to the aqueous phase. The oxygen-depleted perfluo-
rocarbon from the bottom of the fermenter is recycled to
the external aerator. Perfluorocarbons and other oxygen
vectors enhance oxygen transfer performance also when
added to an aerated reactor. The oils extract more oxygen
from the gas phase and effectively increase oxygen-culture
contact time. In agitated continuous culture of Escherichia
coli operated at a dilution rate of 0.275 h�1 and 35.5 �C,
an emulsified perfluorocarbon added to the feed at 50%

volume fraction could provide 0.17 kg O2 m�3h�1 when the
biomass concentration was 0.74 kg m�3 (85). The same
system removed 0.23 kg m�3h�1 of carbon dioxide.

With animal cells, clumping has been reported at the
interface between the culture medium and the perfluoro-
carbon layer at the bottom of the fermenter when the ag-
itator is placed in the bottom layer. Cells generally do not
adhere to perfluorocarbon droplets. Other oxygen carriers
have been tested, including hemoglobin solutions and
erythrocytes, hydrocarbons such as n-hexadecane and n-
dodecane, silicone oil emulsions, and soybean oil. Relevant
properties of two types of oxygen vectors are noted in
Table 17.

Aqueous Two-Phase Extractions. Aqueous two-phase ex-
traction is used in bioprocessing to recover and purify
bioactive proteins that are susceptible to denaturation
during traditional solvent extraction that uses hydropho-
bic solvents. Save et al. (86) measured mass transfer co-
efficients of cytochrome-c, amyloglucosidase, and b-
galactosidase in aqueous two-phase systems in a stirred
cell with a flat interface between phases. In the
poly(ethylene glycol)-dextran system, the controlling resis-
tance to mass transfer occurred in the heavy phase (the
dextran-rich phase). This was correlated as

17 1.8 0.42 0.78k � 3.9 � 10 D E l (76)L L L

For poly(ethylene glycol)-sodium sulfate systems, the con-
trolling resistance lay in the light phase (PEG-rich phase),
and the mass transfer coefficient (86) was correlated as

0.33 0.38k � 0.17D E (77)L L

In equations 76 and 77, lL is the viscosity of the phase, and
DL is the estimated diffusivity of the protein in that phase.
The agitation power input per unit phase mass is repre-
sented by E. The E values ranged over �(2 to 32) � 10�4

W kg�1.

Solid–Liquid and Gas–Solid Mass Transfer

Dissolution or vaporization of a solid phase into a fluid or
crystallization from a liquid are problems of solid–fluid
mass transfer. Other similar situations occur in adsorp-
tion/desorption of material and during reaction catalyzed
by a solid-phase biocatalyst. Common examples of gas–
solid mass transfer are seen in various kinds of drying
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operations. Mass transfer may occur to or from a fluid flow-
ing past a stationary solid, or the solid may be suspended
in the fluid. These cases are treated separately in the fol-
lowing sections.

Flow Past a Solid Surface. Material transport to or from
a fluid moving past a stationary solid is encountered in
packed beds of biocatalysts, chromatographic media, and
solid adsorbents such as activated carbon. Other occur-
rences are in membrane processes, solid-state fermenta-
tions (87), surfaces of biofilms, capillaries containing
surface-immobilized enzymes, and biofilters for treating
gaseous effluents. The rate of mass transfer in flow past a
solid is controlled by the flow rate of the fluid, the geometry
of the solid surface, the diffusivity of the solute, and the
physical properties of the flowing fluid. Suitable correla-
tions for estimating the mass transfer coefficient for flow
past solids of various geometries (flat plate, sphere, pipe,
etc.) are listed in Table 18. The correlations given are for
smooth surfaces. Predictive equations such as those in Ta-
ble 18 and others in this monograph are usually accurate
to only about �50% of the actual value. Some more im-
portant bioprocess-relevant cases of mass transfer in flow
past stationary solids are discussed in greater depth in the
following sections.

Packed Beds. External mass transfer to or from spher-
ical solid particles in packed beds has been correlated with
the following equations

0.4584 0.5931 1/3Sh � Re Sc (78)
u

for gases (89) when 10 � Re � 10,000;

1.09 1/3 1/3Sh � Re Sc (79)
u

for liquids (1) when 0.0016 � Re � 55 and 165 � Sc �
70,600; and

0.250 0.69 1/3Sh � Re Sc (80)
u

for liquids when 55 � Re � 15,000 and 165 � Sc � 10,690
(1). The Reynolds number in these equations is based on
the particle diameter, the superficial fluid velocity is based
on the total cross-section of the bed, and u is the voidage
of the packed bed. For nonspherical particles, these equa-
tions should be corrected; the Reynolds number should be
calculated using the diameter of a sphere having the same
surface area as the particle.

Aeration through Polymer Tubing. Bubble-free gas ex-
change through polymer tubing has been used in animal
cell culture and culture of microalgae. In the latter case,
the gas inside the tube is carbon dioxide, which is used by
photosynthetic cultures to generate carbohydrates and cell
mass. For animal cell culture, the tube may be supplied
with air, pure oxygen, or an atmosphere containing 5%
(v/v) carbon dioxide for pH control.

Either microporous or nonporous tubing may be used
for oxygenation of cultures having low oxygen demands.

Microporous tubing is made of polytetrafluoroethylene or
polypropylene, both of which are strongly hydrophobic. Mi-
cropores, 0.03 to 3.5 lm in diameter, occupy between 30
and 75% of the surface of the tube. The tubing is fairly
ridged, with typical outer diameters of 2.5 to 4 mm and a
wall thickness of about 0.5 mm. The pressure inside the
tubing cannot exceed the bubble point pressure or the gas
will issue through the pores as bubbles. The bubble point
pressure tends to be low, of the order of 10 mbar. So long
as the pores are gas filled, they do not pose a significant
resistance to mass transfer (20), which occurs only through
the liquid film held outside the pores. Microporous tubing
generally provides a better mass transfer performance
than the nonporous silicone tubing if the pores remain un-
wetted. Pore wetting can be a problem especially during
prolonged use.

In homogeneous nonporous silicone tubing, also known
as solution-diffusion tubing, the oxygen from inside the
tube transfers to the outside by diffusion through the sili-
cone tube wall; the transfer rate is quite slow compared to
unwetted microporous tubing. The typical dimensions of
silicone tubing are inside diameter � 1.8 mm and outside
diameter � 3.2 mm, or inside diameter � 3 mm and out-
side diameter � 4.6 mm. Silicone tubing may be internally
pressurized. Because of stretching and internal gas pres-
sure, the surface area of the installed tubing differs from
that in the relaxed state. The entire surface of the tubing
is effective in mass transfer, except when the tubing has
been reinforced. Solubilities and diffusivities of different
gases are different in silicone; hence, transport is selective
(20).

The mass transfer coefficient kL outside the micropo-
rous tubing in agitated tanks has been correlated (25) as

1.2 1/6Sh � (7.8 � 0.0021Re )Sc (81)

for 250 � Re � 6,000 and 200 � Sc � 500. The Reynolds
number in equation 81 is based on the impeller tip speed
and the outer diameter do of the tube; thus

pNq d dL i oRe � (82)
lL

The Sherwood number is based on do and oxygen diffusiv-
ity in the liquid. The di in equation 82 is the impeller di-
ameter. Equation 81 was developed in a cell culture vessel
having the polymer tubing coiled into a cylindrical draft-
tube configuration (Fig. 11). A two-bladed anchor impeller
located inside the draft tube was used for agitation. For
any given Reynolds number, the anchor impeller yielded
higher values of Sherwood number relative to propellers
and screw impellers. Equation 81 is for protein-free me-
dium. For microporous tubes, the kL values in protein-
containing media are about 20% lower than in water. Pres-
ence of protein does not seem to affect the mass transfer
coefficient of nonporous tubing (25). Equation 81 may be
used also for homogeneous silicone tubing.

Depending on the porosity of tubing and its diameter,
1.8 to 3.0 m of polymer tubing is needed per liter of culture
volume to meet the kLaL demands (25). This length of tub-
ing is close to technical limits of accommodation in a given
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Table 18. Relationships for Estimating Solid–Liquid Mass Transfer Coefficients

Flow geometry Laminar flow
Flow

transition Turbulent flow

1. Flow parallel to a flat plate

Flow

x

Shx � � 0.5)1/2 1/30.332Re Sc (Scx

Sh � 0.66Re1/2Sc1/3(Sc � 0.5)
Shx � � 0.025)1/2 1/20.565Re Sc (Scx

Subscript x indicates local value a distance x
(characteristic length) from the leading edge
of plate; mean coefficient is given by the
second equation where the whole length of the
plate is used to calculate Re

Rex � 5 � 105 Shx � 0.0296Re0.8Sc0.6

(10.0 � Sc � 0.5)

2. Fully developed flow in
straight pipe

Flow

Sh � 3.65 �
0.0668(d/L)Re � Sc

2/31 � 0.04[(d/L)Re � Sc]

Use hydraulic diameter dh for noncircular
section:

dh �
4 � flow area

Wetted perimeter

Re � 2,300 Sh � 0.023Re0.8Sc0.33

(Sc � 0.5)

Sh � 0.0102Re9/10Sc1/3

(Sc � 103; Re � 3,000)

3. Fully developed flow between
parallel plates

Flow

Sh � 7.54 � 0.0234
Re � Sc

(L/d)
Re � 2800 Sh � 0.023Re0.8Sc0.33

(Sc � 0.5)

4. Flow across a cylinder

Flow

Sh � 0.43 � �RebSc0.31

1,000 � Re � 4,000
(� � 0.53, b � 0.5)

4,000 � Re � 40,000
(� � 0.193, b � 0.618)

Sh � 0.600Re0.513Sc1/3

0.6 � Sc � 2.6 (gases)
1,000 � Sc � 3,000 (liquids)
50 � Re � 50,000

Re � 40,000 Sh � 0.43 � 0.0265Re0.8Sc0.31

5. Flow across a sphere

Flow

Sh � 2 � 0.37Re0.6Sc0.33

Sh � 2 � 0.552Re0.53Sc1/3 (gases)
0.6 � Sc � 2.7
1 � Re � 48,000

Sh � 2 � 0.95Re0.50Sc1/3 (liquids)
2 � Re � 2,000

Sh � 2 � 0.347Re0.62Sc1/3 (liquids)
2000 � Re � 17,000

Re � 150,000

6. Flow through a packed bed of
spheres

St � Sc2/3 � 1.625 �1/2Red

15 � Red � 120

Red � , where
q U dL L hi

lL

dhi �
6(1 � u) � flow area

Wetted perimeter

where u is the void fraction and St is the
Stanton number:

St � �
Sh KL

Sc � Re UL

Red � 120 St � Sc2/3 � 0.687 �0.327Red

120 � Red � 2,000

Source: Based on Refs. 1 and 88.
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Figure 11. Oxygen supply via silicone tubing.
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Figure 12. Steady-state solute concentration profile in ultrafil-
tration and microfiltration processes.

volume; therefore, aeration through polymer tubes is use-
ful only for specific cases. The tubing is susceptible to foul-
ing and requires periodic replacement. Anchorage-
dependent cells sometimes attach to the surface of silicone
tubing; hence, oxygen transfer to bulk fluid is prevented.

For transfer of carbon dioxide through nonporous sili-
cone membranes and tubes (wall thickness 1.5 to 2.0 mm)
the diffusion coefficient (D) has been reported to be 1.92 �
0.14 m2 min�1 at 25 �C (90). For mass transfer through
such a tube to a highly agitated culture volume VL, the
transfer rate can be written as

dC AD(C* � C )L L
� (83)

dt V dL w

where A is the surface area of the tube, dw is its wall thick-
ness, CL is the instantaneous concentration of the diffusing
gas in the liquid phase, and C* is the saturation concen-
tration of the diffusing component in a liquid sample that
is in equilibrium with a gas phase having the same com-
position as in the silicone tube; C* may be calculated using
Henry’s law. Note that equation 83 assumes a constant
composition of the gas within the tube (i.e., no diffusion of
other dissolved gases from the liquid into the tube). This
assumption may be valid for relatively short tubes and
high flow rates within the tubes. Aeration through polymer
tubing is discussed further by Aunins and Henzler (20).

Mass Transfer Effects in Membrane Processes. Membrane
filtrations, particularly microfiltration and ultrafiltration,
are commonly used in bioprocessing to separate cells, par-
ticles, microemulsions, and macromolecules. Generally, a
cross-flow scheme is used in which the fluid being filtered
flows parallel to the membrane but perpendicular to the
direction of the permeate flux. The turbulence generated
by the flow improves mass transfer at the membrane sur-
face; consequently, the buildup of a solute layer or gel layer
on the surface of the membrane is reduced to ensure rela-
tively high permeate or filtrate flux through the mem-
brane. At steady state, a solute concentration profile de-
velops on the upstream side of the membrane, as shown in
Figure 12. The permeate flux J is related to the concentra-
tion CGe of the solute in the gel layer, the concentration CB

in the bulk fluid, and the mass transfer coefficient kL as
follows:

CGeJ � k ln (84)L CB

The mass transfer coefficient depends on the Reynolds
number on the slurry side of the membrane as follows

b 1/3Sh � �Re Sc (85)

where the Sh and Re are based on the hydraulic diameter
dh of the flow channel. During ultrafiltration, b is 0.5 in
laminar flow and about 1.0 in turbulent flow. In cross-flow
microfiltration of particles and cells, b equals 0.8 in lami-
nar flow, but increases to about 1.3 in turbulent flow (91).
The � value is 0.023 in turbulent flow. Other expressions
for the Sherwood number are

0.33dhSh � 1.62 Re � Sc (86)� �L
0.33dhSh � 1.86 Re � Sc (87)� �L

and

0.875 0.25Sh � 0.023Re Sc (88)

Equations 86 and 87 are for laminar flow in tubes and
channels, respectively; equation 88 is for turbulent flow.
For fully developed laminar flow in ultrafiltration, kL may
be related to shear rate c by the Porter equation:

0.33 0.67 �0.33k � 0.816c D L (89)L L

where L is the length of the flow channel and the shear
rate depends on the channel geometry:

c � 8U /dL

for tubes with diameter d, and
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c � 6U /hL

for rectangular channels of height h.
The cross-flow velocity is the principal operating vari-

able for enhancing the performance of a given filtration
membrane module. The optimal cross-flow velocity de-
pends on the product and the configuration of the filtration
module. For tubular microfiltration membranes with
�5.5-mm inner diameter, the optimal cross-flow velocity is
about 2.5 to 5 m s�1 (92). The inner diameter of membrane
tubes is usually 4 to 20 mm. Hollow fibers have much
smaller diameters at 0.5 to 2 mm. Membranes are often
deployed as flat sheets in a plate-and-frame configuration
in which the height of the flow channel is 0.5 to 1.5 mm
(92).

Other methods for improving mass transfer in mem-
brane processes include operation at higher temperature
(i.e., higher diffusivity and lower viscosity), addition of
large inert particles to the feed to agitate the gel layer, and
use of pulsating flow. Module design may also be modified
to enhance turbulence in the flow channel; hence, turbu-
lence promoters such as static mixers (e.g., wire screens)
may be used in tubes and channels, or membranes may be
formed into a corrugated configuration. Another method of
mass transfer enhancement is the use of dynamic filtration
systems with rotating membranes or agitators placed in
close proximity to the membrane (7).

In both ultrafiltration and microfiltration, the mass
transfer coefficient tends to be quite small because of the
small diffusivities of the cells and macromolecules. For-
mation of the gel layer, also known as concentration polar-
ization, reduces the permeate flux in microfiltration to only
about 5% of the pure water flux. Unlike microfiltration and
ultrafiltration, pervaporation processes use nonporous ho-
mogeneous membranes. Typically, the solute flux is low
and the mass transfer coefficient kL is relatively large in
view of the higher diffusivities of small solutes such as eth-
anol. For additional information on mass transfer in mem-
brane processes, see works by Mulder (93), Ho and Sirkar
(94), and Brindle and Stephenson (95).

Mass Transfer at Rough Surfaces. Compared to smooth
surfaces, mass transfer from a geometrically similar rough
surface is generally higher for otherwise identical condi-
tions. Roughness induces an earlier transition to turbu-
lence in flow past a surface. The effect of surface roughness
on mass transfer coefficients in Newtonian fluids has been
correlated by Kawase et al. (96) using the equation

0.15Sh � 0.0093(e/d) Re
0.5 �1/3 �1/6� Sc (1.11 � 0.44Sc � 0.70Sc ) (90)

where e is the absolute roughness (mean height of projec-
tions from the surface) and d is the pipe or channel diam-
eter. The ratio e/d is known as relative roughness. Equa-
tion 90 is for the ranges 5 � 103 � Re � 5 � 105, 5 � Sc
� 400, and 0.003 � e/d � 0.056.

Fluid–Solid Slurries. For mass transfer to or from sus-
pended solids, energy dissipation in the vicinity of the par-
ticles is generally assumed to control mass transfer in an
isotropically turbulent field. Under such conditions, the

small energy-dissipating eddies are independent of the na-
ture of the bulk flow; the properties of those eddies depend
only on energy dissipation rate per unit mass of fluid, E.
In general, the liquid-film mass transfer coefficient kL at
the solid–liquid interface is expressed (97) in terms of E as
follows:

a1/3 4/3k d E q dL p L p bSh � � 2 � c Sc (91)� �D lL L

where (E1/3qL /lL) may be regarded as the energy dis-4/3dp

sipation Reynolds number (98). Notice that in a quiescent
environment, purely diffusive mass transfer occurs, and
equation 91 reverts to Sh � 2 as expected from theoretical
considerations. Irrespective of the reactor configuration,
solid–liquid mass transfer in slurries is not significantly
influenced by presence of gas bubbles. Solid–liquid mass
transfer cases for the principal types of bioreactors are dis-
cussed in the following sections.

Stirred Tanks. Use the Calderbank and Moo-Young (9)
equation 34 noted earlier or the Liepe and Möckel equa-
tions recommended by Hempel (99):

1/82 4P q dL p 1/3Sh � 2 � 0.67 Sc (92)� 3 �V lL L

which is valid when

�5/6 1/43Dq l VL Ld � 5.2 (93)p � � � 2 �q PqL L

When the particle diameter exceeds that given by inequal-
ity 93, the recommended equation is

1/3 2/32 4Dq P q dL p 1/3Sh � 2 � 0.35 Sc (94)� � � 3 �q V lL L L

Bubble Columns. The recommended correlation (100) is

0.2644 3k d gd q UL p p L G1/3� 2 � 0.545Sc (95)� 3 �D lL L

It is suitable for 137 � Sc � 50,000.
Airlift Bioreactors. For typical operating conditions, the

solid–liquid mass transfer coefficient in airlift bioreactors
is insensitive to the gas flow rate until such a point when
increasing the superficial gas velocity ceases to produce
much increase in circulation of the slurry. If the aeration
rate is increased further, the kL increases rapidly (14,97).
Pneumatic energy imparted to the slurry initially produces
bulk circulation of fluid; only when circulation no longer
improves is the energy dissipated in microeddies that pen-
etrate to the vicinity of the solid–liquid interface and en-
hance kL. Slight variations in solids concentration (e.g., 0.2
to 4% w/w) do not affect kL in airlift reactors (97,101).

Under similar conditions, solid–liquid mass transfer in
external-loop airlift reactors exceeds that in stirred tanks
and bubble columns; airlifts perform marginally better
than fluidized beds (14). Performance of draft-tube
internal-loop airlift devices also exceeds that of bubble col-
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Table 19. Solid–Liquid Mass Transfer Coefficient in Airlift Reactors

Reactor configuration Correlation Ranges

Internal-loop reactors (draft-tube sparged)
Sh � 2 � 0.064 Sc0.45

0.1653 4Eq dL p� �3lL

Kushalkar and Pangarkar (102)

0.5% wt benzoic acid granules, dp � 0.55–3 mm,
in air and water; Ar/Ad � 0.17 � 1.29, UG �

0.08 � 0.35 m s�1

Internal-loop reactors (draft-tube sparged)
Sh � 2 �

0.1733 4Eq dL p 0.331.01 Sc� �3lL

Goto et al. (101)

Amberlyst 15 ion exchange resin, dp � 0.55–
0.92 mm, suspended in dilute aqueous sodium
hydroxide; Ar/Ad � 0.1 � 1.4

Internal-loop reactors with static mixers
(draft-tube sparged) Sh � 2 � 1.68

0.1333 4Eq dL p 0.33Sc� �3lL

Gaspillo and Goto (103)

Kenics-type twisted-ribbon static mixers were in
draft tube

External-loop reactors
Sh � 2 � 0.48 Sc1/3

0.721/3 4/3E q dL p� �lL

Mao et al. (97)

Benzoic acid coated particles, dp � 3.8 mm, qs �
1,080 kg m�3, suspended in water

umns. The solid–liquid mass transfer coefficient in both
external- and internal-loop types of airlift reactors may be
increased further by using static mixers. In draft-tube
sparged reactors, Kenics-type twisted-ribbon static mixers
placed in the draft tube have been shown to enhance the
mass transfer coefficient by about 20% relative to opera-
tion without the mixers (14).

The various correlations developed for solid–liquid
mass transfer coefficient in internal- and external-loop
types of airlift reactors are noted in Table 19. These cor-
relations require a knowledge of the energy dissipation
rate per unit mass of fluid; E is calculated using the equa-
tion

gUGrE � (96)
Ad1 �
Ar

where UGr is the superficial gas velocity in the riser (5,66).
Fluidized Beds. The mass transfer coefficient for spher-

ical particles suspended in a gas or liquid fluidized bed can
be estimated using

0.5931 1/30.4548Re Sc
Sh � (97)

u

where u is the void fraction of the bed. Equation 97 is suit-
able for 10 � Re � 4,000. Another correlation applicable
only to liquid fluidized beds is

0.28 1/31.1068Re Sc
Sh � (98)

u

which is suitable for 1 � Re � 10.

External Mass Transfer and Heterogeneous Bioreaction.
At steady state, the rate of mass transfer of a substrate
being consumed at the surface of a nonporous particle
equals the rate of consumption; thus

k a (C � C ) � R (99)L s B Sb

where as is the solid–liquid interfacial area per unit liquid
volume, R is the overall rate of reaction, and CB and CSb

are substrate concentrations in the bulk fluid and at the
solid’s surface, respectively. Because R is a function of the
substrate concentration CSb, R tends to a maximum when
the concentration at the interface approaches that in the
bulk fluid, i.e., the mass transfer rate or the kLas is large.
In this situation, the rate of reaction is maximum, and it
is controlled by the intrinsic kinetics and not by mass
transfer effects. At the other extreme, when the mass
transfer rate is low compared to the reaction rate, the sub-
strate concentration at the interface approaches zero, and
the reaction is mass transfer controlled. Because now CSb

� 0, the reaction rate is

R � k a C (100)L s B

Thus, the observed rate of a mass transfer controlled re-
action will be influenced by changes in CB, kL, or the spe-
cific solid–liquid interfacial area as. Indeed, observing in-
fluence of these parameters on the reaction rate provides
methods for determining if the reaction is mass transfer
limited. In addition, because the activation energy for
mass transfer is much smaller than that of biochemical
reactions, the observed rate of a mass transfer controlled
reaction is not as sensitive to temperature changes as the
rate of reaction when it is not limited by transport effects.
In a batch-stirred vessel, an increase in the rate of a solid–
phase catalyzed reaction with increasing agitation implies
a mass transfer limited reaction. Similarly, in a packed-
bed reactor, the rate of a mass transfer controlled reaction
will increase as the flow rate is increased, but the contact
time is kept unchanged (i.e., the depth of the bed is in-
creased proportionately).

The solid–liquid mass transfer correlations given ear-
lier in this article may be used to estimate kL in bubble
columns, packed beds, fluidized beds, and other geometries
of bioreactors. External mass transfer in immobilized en-
zyme systems has been discussed in greater detail by Gold-
stein (104).
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Intraparticle Mass Transfer. When a substrate is being
consumed or a product is being produced inside a porous
immobilization matrix or in homogeneous gels, an internal
substrate (and product) concentration profile exists within
the matrix at steady state. In microporous particles, in the
absence of convective transport, the main internal mass
transfer parameter is the effective diffusivity De in the par-
ticle. The effective diffusivity is related to the liquid- or
gas-phase diffusivity in the pores as follows

p
D � D (101)e L

s

In equation 101, p is the porosity, and s is the tortuosity of
the immobilization matrix. Intraparticle mass transfer is
encountered in immobilized enzyme and cell particles, in
chromatographic media, and during leaching of solubles
from inert solids.

In macroporous particles, changes in local fluid velocity
outside the particle create pressure fluctuations within the
larger pores, and this leads to some agitation of the fluid
held in the pores. In this situation, the apparent effective
diffusivity (Deap) is greater than that predicted by equation
101. For example, the apparent effective diffusivity of ox-
ygen in pellets of Aspergillus niger has been reported to be
�10�8 m2 s�1 or about 10-fold greater than in water, which
suggests a level of fluid movement within the pellet, pos-
sibly because of turbulence-induced elastic structural de-
formations of the loose floc.

For porous particles in packed beds, the apparent effec-
tive diffusivity has been observed to depend on the effec-
tive diffusivity (no convection) and the Peclet number; thus

DeD � (102)eap 3 1 1
�� �Pe tanh Pe Pe

where the Peclet number is given as

d Up LPe � (103)
(1 � u)De

In equation 103, dp is the diameter of the particle, UL is
the superficial fluid velocity through the bed, and u is its
void fraction. More complete treatments of intraparticle
mass transfer have been provided by Chisti and Moo-
Young (7), Radovich (105), Willaert et al. (106), Pitcher
(107), and Bailey and Ollis (108).

NOMENCLATURE

A Surface area of tube (m2)
Ad Cross-sectional area of downcomer (m2)
Ar Cross-sectional area of riser (m2)
As Total solid–liquid interfacial area (m2)
aD Gas–liquid interfacial area per unit volume

of dispersion (m�1)
aL Gas–liquid interfacial area per unit liquid

volume (m�1)

aLc Liquid–liquid interfacial area per unit
volume of continuous phase (m�1)

as Solid–liquid interfacial area per unit liquid
volume (m�1)

BOD Biochemical oxygen demand
Bo Bond number (–)
C Concentration (kg m�3)
C* Saturation concentration of transferring gas

or solute in liquid (kg m�3)
DC Concentration gradient (kg m�3)
CB Solute or substrate concentration in bulk

liquid (kg m�3)
CG Concentration in the gas phase (kg m�3)
CGe Solute concentration in gel layer (kg m�3)
CGi Interfacial concentration of the diffusing

component in the gas phase (kg m�3)
CL Instantaneous concentration of transferring

component in liquid (kg m�3)
CL0 Initial dissolved oxygen concentration at

time t0 (kg m�3)
CLc Equilibrium concentration of solute in

continuous phase (kg m�3)
CLd Equilibrium concentration of solute in

dispersed phase (kg m�3)
CLi Interfacial concentration of the diffusing

component in the liquid phase (kg m�3)
CS Concentration of solids in slurry (% w/v or

kg m�3)
CSb Substrate concentration at solid–liquid

interface (kg m�3)
C*in Saturation concentration of oxygen in

equilibrium with ingoing gas (kg m�3)
C*out Saturation concentration of oxygen in

equilibrium with the exhaust gas (kg m�3)
D Diffusivity (m2 s�1)
DD Diffusivity of dispersed phase (m2 s�1)
De Effective diffusivity in particle (m2 s�1)
De ap Apparent effective diffusivity in particle

(m2 s�1)
Dgas Diffusivity of gas in liquid (m2 s�1)
DL Diffusivity of gas or solute in liquid (m2 s�1)
DMEM Dulbecco’s modified Eagle’s medium
Doxygen Diffusivity of gas in liquid (m2 s�1)
DP Diffusivity of small solute in protein solution

(m2 s�1)
d Characteristic length dimension (m)
d* Diameter number defined by equation 32 (�)
dB Sauter mean bubble diameter (m)
dD Diameter of drop (m)
dF Maximum diameter of flask (m)
dH Diameter of sparger hole (m)
dh Hydraulic diameter (m)
dhi Hydraulic diameter in packed bed as defined

in Table 18 (m)
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di Diameter of impeller (m)
do Outer diameter of tubing (m)
dp Diameter of particle (m)
dr Diameter of riser (m)
dT Diameter of tank or column (m)
E Energy dissipation rate per unit mass

(W kg�1)
EDTA Ethylenediaminetetraacetic acid
EL Overall axial dispersion coefficient of liquid

(m2 s�1)
e Absolute roughness (m)
ê Eccentricity of shaker platform (�)
F Mass flow rate of gas (kg s�1)
Fr Froude number (�)
f Parameter (�)
Gr Grashof number (�)
g Gravitational acceleration (m•s�2)
H Dimensionless Henry’s law constant (�)
h Height of channel (m)
hD Height of dispersion (m)
hL Height of gas-free liquid (m)
I Ionic strength (kg ion m�3)
J Mass flux (kg m�2 s�1 or kmol m�2 s�1) or

permeate flux (m s�1)
K Consistency index of fluid (Pa sn)
KL Overall mass transfer coefficient based on

liquid film (m s�1)
KP Mass transfer coefficient for plug (mol O2

atm�1 h�1)
Kp Partition coefficient of solute defined by

equation 25 (�)
KS Mass transfer coefficient at surface (mol O2

atm�1 h�1)
k Mass transfer coefficient (m s�1)
kG Gas film mass transfer coefficient (m s�1)
ki Impeller-dependent constant in equation 44

(�)
kL Liquid film mass transfer coefficient (m s�1)
kLaL Overall gas–liquid volumetric mass transfer

coefficient (s�1)
(kLaL)rord Overall volumetric mass transfer coefficient

in riser or downcomer (s�1)
kLc Liquid film mass transfer coefficient in

continuous phase (m s�1)
kLd Liquid film mass transfer coefficient in

dispersed phase (m s�1)
L Length of circulation loop, pipe, plate, or flow

channel (m)
l Length of impeller blade (m)
ML Molecular weight of liquid (kg kmol�1)
Mo Morton number (�)
N Rotational speed (s�1)
n Flow behavior index (�)
P Power input (W)

PEG Poly(ethylene glycol)
Pe Peclet number (�)
PG Gassed power input (W)
Po Power number (�)
Ps Poiseuille number (�)
p Porosity of particle (�)
patm Partial pressure of oxygen in the atmosphere

outside flask (atm)
pL Partial pressure of oxygen in liquid in flask

(atm)
QG Volume flow rate of gas (m3 s�1)
qO2

Specific oxygen consumption rate (s�1)
R Overall rate of reaction (kg m�3 s�1)
Ra Rayleigh number (�)
Rb Ratio of bubble diameter to its width (�)
Re Reynolds number (�)
ReC Reynolds number for the continuous phase

(�)
Red Reynolds number based on dhi as in Table 18

(�)
Rei Reynolds number based on impeller (�)
Ret Reynolds number based on terminal settling

velocity of particle (�)
Rex Local value of Reynolds number at distance x

from leading edge (�)
RPMI Cell culture medium
Sc Schmidt number (�)
SDS Sodium dodecyl sulfate
Sh Sherwood number (�)
Shx Local value of Sherwood number at distance

x from leading edge (�)
SLS Sodium lauryl sulfate
St Stanton number (�)
T Temperature (�C) or absolute temperature

(K)
t Instantaneous time (s)
tC Contact time of droplets (s)
tm Mixing time (s)
tR Residence time of gas in liquid (s)
UB Bubble rise velocity (m s�1)
UG Superficial gas velocity based on outer

column cross-sectional area (m s�1)
UGr Superficial gas velocity in the riser (m s�1)
UL Mean superficial liquid velocity in the reactor

or pipe (m s�1)
ULr Superficial liquid velocity in the riser (m s�1)
Up Velocity of particle (m s�1)
Ut Terminal settling velocity of a single particle

in liquid (m s�1)
VL Volume of liquid or slurry (m3)
VLc Volume of continuous phase (m3)
VM Molar volume of solute at its boiling point

(m3 kmol�1)
W Width of impeller blade (m)
We Weber number (�)
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Wi Weissenberg number (�)
X Viable biomass concentration (kg m�3)
x Distance (m)
xi Mass fraction of oxygen in inlet gas stream

(�)
xo Mass fraction of oxygen in exhaust gas (�)

Greek Symbols

� Parameter; parameter in equation 66 (m�b

s�(b�1))
�M Value of � (equation 66) in presence of static

mixers (m�b s�(b�1))
b Parameter (�)
c Parameter or shear rate (s�1)
d Film thickness (m)
dG Thickness of gas film (m)
dL Thickness of liquid film (m)
dw Wall thickness of tube (m)
�G Overall gas holdup (�)
�Gr Gas holdup in the riser (�)
�S Volume fraction or holdup of solids in three-

phase systems (�)
h Parameter in equation 73 (�)
k Characteristic time or relaxation time of

viscoelastic fluid (s)
lap Apparent viscosity of non-Newtonian fluid

(Pa s)
lC Viscosity of the continuous phase (Pa s)
lD Viscosity of the dispersed phase (Pa s)
lG Viscosity of the gas (Pa s)
lL Viscosity of the liquid (Pa s)
lSL Viscosity of the slurry (Pa s)
lw Viscosity of water (Pa s)
v Association parameter (�)
p Pi (�)
qC Density of continuous phase (kg m�3)
qD Density of dispersed phase (kg m�3)
qG Density of gas (kg m�3)
qL Density of the liquid (kg m�3)
qp Density of the particles (kg m�3)
qS Density of solids (kg m�3)
qSL Density of slurry (kg m�3)
Dq Density difference between phases (kg m�3)
r Interfacial tension (liquid–liquid) (kg s�2)
rL Interfacial tension (kg s�2)
s Tortuosity of pores (�)
u Void fraction of the packed bed (�)
uS Volume fraction of solids in gas-free slurry

(�)
v Parameter (�)
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INTRODUCTION

The increased understanding of microbial biochemistry
in recent decades, along with major advances in ge-
netic and molecular techniques, has resulted in an ex-
panding diversity of microorganisms entering the biotech-
nology arena. Be it novel uses for well-studied organisms,
such as the commercial production of restriction endonu-
cleases from many common bacteria and yeasts, or the
potential for development of new applications from new
species such as the unidentified hydrogen-producing bac-
terium FOX-1 (1), microorganisms, themselves, are inte-
gral components in the overall aspects of biotechnology
from discovery, through research and development, to pro-
duction.

For those biotechnologists not formally trained in clas-
sical microbial physiology, the too-prevalent assumption is
that microorganisms function similarly to the purified re-
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agents used in a well-documented chemical reaction. In
reality, microorganisms (even authenticated and charac-
terized strains) are heterogeneous conglomerations of mul-
tiple biochemical pathways with the potential for working
antagonistically or synergistically, depending upon the en-
vironment in which the microorganism resides. For those
strains under study in the laboratory or being potentially
harnessed for bioprocess use, the microbial environment is
the culture medium.

This article surveys elements of microbial media and
other considerations of microbial nutrition that impact
upon the general growth and metabolic activity of micro-
organisms. Although specific references are given for many
useful compendia of microbial media formulations (2–7),
the purpose here is not to further cite well-documented
media and buffer formulations. The intent of this article
and its specific examples is to illustrate general principles
of controlled media design, formulation, and preparation
for the cultivation of microorganisms.

ESSENTIAL NUTRITIONAL REQUIREMENTS

Water

Depending upon the physiological state of the organism,
the chemical composition of bacteria is 70–90% water. As
a polar solvent, water dissolves other compounds of similar
chemical nature, which also happen to be the biologically
important molecules such as amino acids, carbohydrates,
and nucleic acids. The polarity of water helps to permit the
hydrogen bonding necessary in the formation of the final
working configuration of a cell’s large macromolecules. As
a polar solvent, water chemically forces nonpolar mole-
cules such as lipids into hydrophobic aggregates that are
integral in the formation cell membranes. The presence of
water is critical to the existence of microorganisms. Under
laboratory conditions, microorganisms are cultivated with
liquid and solid media. In both situations, the adequacy
and purity of water used in media preparation can dras-
tically effect the performance and/or sustained viability of
an organism.

Because the availability of high-quality, purified water
has become increasingly affordable for even small labora-
tories, the use of tap water or marginally distilled water
for the preparation of media and reagents is not a recom-
mended option. For most municipalities, tap water is sea-
sonably variable with respect to its chemical and microbial
content. Hard water ladened with calcium and magnesium
will precipitate many media formulations, with deleterious
results. The terms deionized or distilled water with respect
to water purity are merely euphemistic unless actual de-
terminations of residual ion and organic levels are known.
Water passed through spent deionization beds or boiled
and condensed through a scale-clogged distillation system
is hardly purified. At minimum, water used in the prepa-
ration of microbial media and reagents for general labo-
ratory purposes should meet U.S.P. specifications for pu-
rified water; other organizations such as the American
Society for Testing and Materials (ASTM) and the National
Committee for Clinical Laboratory Standards (NCCLS)
have similar criteria with respect to the conductivity, re-

sistivity, and total organic content for Type II water (8).
Point of use deionization systems available from many
manufacturers (e.g., Barnstead/Thermolyne Corporation,
Dubuque, Ia. and Millipore Corporation, Bedford, Mass.)
easily produce Type I, 18 MX water. Some systems include
ultrafiltration to reduce pyrogen levels. Purified water for
highly regulated applications and processes (e.g., biophar-
maceuticals) must meet U.S.P. specifications for water for
injection (9). Water, unless sterilized, should not be held
for any length of time in storage containers such as bottles
or carboys or allowed to stand in uncirculated piping sys-
tems (e.g., dead-legs) because there is a good probability
that the water will become populated with bacterial bio-
films that grow on container and piping walls. Bacterial
contamination will organically pollute water purity in ad-
dition to increasing endotoxin and pyrogens to unaccept-
able levels for certain procedures including product puri-
fications or animal injections. Note that pyrogens are
lipopolysaccharides from bacterial membranes. With re-
spect to purified water, they indicate bacterial contami-
nation. Their presence, of course, in bacterial cultures is a
mute point. Use of plastics for water storage containers
may be a consideration because plasticizer leaching can
cause inhibition of sensitive organisms.

Energy

All microorganisms require an exogenous source of energy.
The biochemical mechanisms involved with this aspect of
metabolism are diverse. Lithotrophic organisms obtain en-
ergy from inorganic sources. Lithotrophs fall into two met-
abolic categories with respect to energy procurement. Pho-
tolithotrophic bacteria and cyanobacteria obtain energy
from light in conjunction with, respectively, reduced sulfur
(e.g., hydrogen sulfide) or water, to release energy for bio-
synthetic functions. Variations in microbial chlorophyll
molecules create adsorption spectra that, in nature, limit
a given species to a particular photic zone. Under labora-
tory conditions, the light requirements necessary for cul-
tivation reflect this consideration. For example, the green
and purple sulfur bacteria, such as Chlorobium and Chro-
matium, with adsorption peaks above 750 nm, are culti-
vated under the red wavelengths of tungsten light. Cul-
tures, however, should not be placed too close to an
incandescent light source because the heat emitted from
the bulbs can quickly raise the temperature of the culture
vessel beyond the upper growth limits for an organism.
Cyanobacteria (e.g., Anabaena) adsorb blue wavelengths
of light below 700 nm. This requirement can be satisfied
by cultivating the bacteria under fluorescent tubes that
emit light at this range of the visible spectrum. Chemo-
lithotrophic organisms utilize inorganic compounds for en-
ergy. Examples within this second form of energy procure-
ment are Sulfolobus spp., which oxidize elemental sulfur
to sulfuric acid, and Nitrobacter spp., which biochemically
exploit the oxidation of nitrites to nitrates. Numerous new
genera and species of prokaryotic chemolithotrophs that
obtain energy from various inorganic electron donors have
been isolated in recent years, including Archaeoglobus
spp., Methanococcus spp., and Pyrodictium spp. (10). Many
obligate lithotrophs are inhibited by organically rich en-
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vironments and are best cultivated under chemically de-
fined media conditions.

Organotrophic organisms obtain energy more conven-
tionally from organic compounds. As with the lithotrophs,
organotrophs many be either phototrophic or chemo-
trophic. Photoorganotrophs are represented in nature by
the anaerobically cultivated purple nonsulfur bacteria
(e.g., Rhodospirillum), which utilize light in conjunction
with organic compounds such as malate, pyruvate, or yeast
extract, rather than O2, as electron acceptors to release
energy for growth and nutrition. Chemoorganotrophs en-
compass a vast number of organisms from all the microbial
groups including archaea and bacteria, fungi, protozoans,
and nonphotosynthesizing eukaryotic cells that obtain en-
ergy from the oxidation or other dissimilation of organic
compounds.

Major Chemical Elements (C, H, N, O)

Unlike energy-procuring mechanisms, which vary widely
between microbial genera and species, the anabolic or bio-
synthetic requirements of eukaryotic and prokaryotic cells
are remarkably similar. Molecular mechanisms for intra-
cellular communication and structural components share
much chemistry whether they are bacterial E. coli cells or
fungal Aspergillus nidulans cells. Whereas individual
strains may vary in their ability to manufacture basic cell
components and metabolites due to specific mutations at
points within biochemical pathways, all known organisms
share the same basic cellular needs for carbohydrates, lip-
ids, proteins, and molecular combinations thereof. The ele-
ments carbon, hydrogen, nitrogen, and oxygen can be re-
garded as major essential elements of nutrition because
they contribute in significant percentages to the biomass
of cells. These major elements may be required in the gas-
eous form, as organically fixed compounds, or both. Iron,
magnesium, phosphorous, potassium, sulfur, and other
elements, although critically important to sustained
growth and metabolic activity, are often termed minor or
trace elements in that they collectively represent less than
2% of cellular dry weight.

Carbon. Nutritionally, carbon appears in cellular me-
tabolism in two forms: carbon dioxide gas (CO2) and or-
ganic molecules. CO2 is required by all organisms for a
number of biochemical functions including tricarboxylic
acid (TCA) cycling and de novo fatty acid synthesis from
acetyl-CoA. Although much of the carbon dioxide is meta-
bolically recycled throughout the cell’s biochemical path-
ways, an initial exogenous source of carbon dioxide is man-
datory. Autotrophic organisms readily assimilate
atmospheric carbon dioxide; yet, also, all heterotrophic or-
ganisms have some ability to fix this compound, although
at a much-reduced capacity. Microbial cultures will some-
times experience long lag periods when subcultured at low-
volume inoculum into fresh media. This phenomenon is
often attributable to suboptimal CO2 tension, which the
culture slowly corrects with cellular respiration before any
significant increase in biomass can occur. The term CO2

sparking refers to the sudden increase in bacterial growth
observed when a freshly inoculated culture is briefly

sparged with the gas. An enriched atmosphere of 5% CO2

is used for the cultivation of clinical (particularly for fresh
isolates) bacterial strains. CO2 incubators are most effi-
cient for multipurpose cultivations, but the anaerobic gas-
pack CO2-generating systems offered by BBL (Becton
Dickinson Microbiology Systems, Cockeysville, Md.) or
Difco (Difco Laboratories, Detroit, Mich.) are recom-
mended for small volume or infrequent use. Depending
upon the absolute requirement, capnophilic (CO2-
requiring) bacteria can also be cultivated in jars in which
inoculated test tubes or agar plates are placed along with
a burning candle. The candle jar is then tightly sealed
while the candle continues to burn until free oxygen in the
jar is consumed. The resulting atmosphere achieves ap-
proximately 2% CO2. Both the anaerobic gas-pack systems
and candle jars have draw backs with respect to increased
risk of culture contamination. Respiring cultures give off
significant amounts of water, which raises the humidity
within the sealed jars. As the jars themselves are normally
not sterile at time of culture incubation, any environmen-
tal bacterial or fungal contaminant within the jar will pro-
liferate in the additional moisture. Capillary action of ex-
cess water at the culture vessel openings (particularly
petri dishes) can draw contaminating organisms or their
spores into the culture vessel.

Autotrophs can use carbon dioxide gas as a sole source
of carbon for biosynthesis. Although autotrophy is often
regarded by nonbacteriologists as synonymous with pho-
tosynthesis, autotrophy and phototrophy are quite inde-
pendent metabolic functions. For example, methanogenic
archaea (e.g., Methanobacterium sp.), while nonphotosyn-
thetic, are capable of utilizing carbon dioxide and hydrogen
as sole sources of carbon and energy. Yet, as noted else-
where, purple nonsulfur bacteria are photosynthetic but
rely upon organic acids for metabolic reducing power and,
ultimately, as the carbon source for biosynthetic functions.
Whereas autotrophy is widely represented among pro-
karyotes, the ability to utilize CO2 as a sole carbon source
is not a general characteristic of fungi. Among filamentous
fungi, Cephalosporium spp. and Fusarium spp. have been
documented to be able to do so under long-term cultivation
(11).

Heterotrophs obtain carbon principally from organic
molecules such as carbohydrates, amino acids, or lipids.
For heterotrophs, a compound utilizable for its carbon of-
ten also functions as an energy source. Although glucose
is widely assimilated by many heterotrophic microorgan-
isms, it is not necessarily the universal carbon source for
culture medium supplementation. Many bacteria, whether
their characteristics are genuswide or species-specific,
show little or no stimulation by glucose and preferentially
utilize amino or other organic acids. The marine genus
Oceanospirillum falls into this category as do many indi-
vidual species within the diverse genus Clostridium. In an
extreme example, C. aminovalericum (ATCC 13725) ap-
pears to be limited to d-aminovaleric acid as its singular
assimilable source of both carbon and energy.

Some organisms can alternate between autotrophy and
heterotrophy, depending upon environmental and nutri-
tional conditions. For these cultures, biomass vigor and
yield are most often greater with heterotrophic rather than
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autotrophic conditions; however, secondary metabolites
produced can vary considerably between the two condi-
tions.

Hydrogen. Certain archaea and bacteria can grow by
utilizing atmospheric hydrogen (H2) as an electron donor
and, depending upon the organism, assorted compounds
including carbon dioxide, oxygen, nitrate, or sulfate as
terminal electron acceptors (10). The hydrogen-oxidizing
genus Hydrogenophaga (12) is facultative with respect to
energy metabolism in that it functions chemoorganotroph-
ically in a nutritionally heterotrophic aerobic environment
by metabolizing various amino acids or sugars for sources
of carbon and energy. However, in an atmosphere contain-
ing 60% H2, 10% CO2, 25% N2, and 5% O2, the organisms
switch to chemolithoautotrophic pathways. Methanobac-
terium thermoautotrophicum, a strictly anaerobic archeae-
bacteria, metabolizes hydrogen and carbon dioxide as sole
energy and carbon sources to yield methane and water
(methanogenesis). For the anaerobic methanogens as well
as the aerobic hydrogen bacteria, conditions favoring au-
totrophy require a high (60–80%) concentration of hydro-
gen for cultivation. Under all conditions, work with com-
pressed hydrogen gas should be conducted with adherence
to pertinent laboratory safety practices. Lower concentra-
tions of H2 (3–10%) are frequently included in gas mixtures
for the cultivation of anaerobic bacteria in gas-generating
systems and glove boxes where, in the presence of a pal-
ladium catalyst, trace amounts of inhibitory molecular ox-
ygen are chemically reduced to water. The final form of
hydrogen required for nutritional purposes is the molecu-
larly combined element required by all organotrophic cells.
Combined hydrogen originates from the catabolic metab-
olism of organic compounds assimilated by a cell as carbon
and energy sources.

Oxygen. As already noted for combined hydrogen, the
bulk of combined oxygen within cells originates from the
complex nutritional compounds, including water, assimi-
lated by the cell. If a medium provides enough matter to
satisfy the carbon and energy requirements of a culture,
then the combined oxygen requirements will also be met.
However, molecular oxygen (O2) is an important, often
growth-limiting, variable in microbial nutrition. O2 is the
primary terminal electron acceptor for many aerobic and
facultatively anaerobic organisms. In oxygen-depleted or
diminished environments, cells with no other biochemical
mechanisms for exploiting alternative electron acceptors
stop metabolizing and cease multiplying. Facultative or-
ganisms switch to fermentative pathways. In either situ-
ation, the biochemical activity of the cells, as well as the
secondary metabolites produced, is significantly altered by
oxygen starvation. Be it large-volume fermentors or small-
volume chemostats or Fernbach flasks, the need for O2

sparging in bulk cultivation vessels is regarded as a basic
cultivation requirement for aerobic organisms (13). Be that
as it may, one should also be aware that significant O2 gra-
dients quickly form in liquid test tube cultures, particu-
larly for those cultures that form surface mats or pellicles
of growth. Various micrometabolies can occur within the
cell population in a standing culture along the O2 gradients

from surface to bottom of the test tube that might, if un-
recognized, cause undue problems in scale-up develop-
ment. Cultures with strong O2-requirements (even for
those that do not form pellicles) may not grow to very high
density in a test tube because of the limited liquid–air in-
terface. Better liquid growth of these test tube cultures is
effected by incubating the tube at a slant to increase the
surface area of the culture, or by shaking.

Nitrogen. Cells can assimilate nitrogen by two meth-
ods. Nitrogen fixation is the ability to acquire elemental
nitrogen from the air and to molecularly combine the ele-
ment into chemical forms utilizable for biosynthetic pro-
cesses. The bacterial genera Azotobacter, Bradyrhizobium,
and Rhizobium are most recognized for this characteristic,
although some facultative anaerobes as well as anaerobic
bacterial species also have the capacity. Fungi are not rec-
ognized as competent nitrogen fixers. Nitrogenase activity
is induced with cultivation on nitrogen-free media. Growth
on chemically defined “nitrogen-free” media might pre-
sumptively select for potential nitrogen fixers; however,
trace amounts of nitrogen from agars, chemicals, and
glassware are present in sufficient concentration to permit
effective scavenging and growth (albeit, less than optimal)
by many non-nitrogen-fixing organisms. Conclusive nitro-
gen fixation is best determined by the acetylene reduction
assay (14).

The second, and most widely utilized, microbial mech-
anism for nitrogen procurement is via combined nitrogen
assimilation from inorganic or organic molecules. Media
formulations satisfy combined nitrogen requirements ei-
ther with inorganic salts [e.g., NH4Cl; NH4NO3 or KNO3;
(NH4)2SO4] or from organic compounds (e.g., amino acids).
The ability to utilize inorganic salts as a nitrogen source
varies widely even within species. The chemolithotrophs
as a group effectively utilize inorganic ammonium or ni-
trate salts as sole sources for nitrogen. For other organ-
isms, the inability to grow under chemically defined me-
dium conditions with ammonium or nitrate salts as a sole
nitrogen source is due not so much to the inability to as-
similate the ion directly from the medium or to incorporate
it as the glutamine precursor to all subsequent biosyn-
thetic nitrogenous pathways, but to the specific need for
additional nitrogenous growth factors such as purines, py-
rimidines, amino acids, or small peptides. These kinds of
nitrogenous nutritional requirements are discussed in
greater detail in the section “Growth Factors”.

Nitrate is not a preferentially assimilated or utilized
source of nutritional nitrogen for many bacteria or fungi;
concentrations as low as 0.2% are inhibitory to the growth
of some bacteria. However, the use of nitrate in energy me-
tabolism as a terminal electron acceptor is a widely used
mechanism among bacteria and is termed dissimilatory ni-
trate reduction or denitrification. The biochemical path-
ways involved with nitrate assimilation for cellular syn-
theses and for dissimilatory nitrate reduction are different.
Nitrate reduction occurs with either aerobic or anaerobic
bacteria. Strains of Clostridium perfringens, for example,
utilize nitrate as an electron sink, which causes a shift
from butyrate to acetate fermentation and an increase in
growth yield (15). All recognized species in the extremely
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Table 1. Trace Metal Mixes for Bacteriological Media

Metal mix A: Balch’s trace element solution

Nitrilotriacetic acid 1.5 g
MgSO4 • 7H2O 3.0 g
MnSO4 • H2O 0.5 g
NaCl 1.0 g
FeSO4 • 7H2O 0.1 g
CoCl2 • 6H2O 0.1 g
CaCl2 0.1 g
ZnSO4 • 7H2O 0.1 g
CuSO4 • 5H2O 10.0 mg
AlK (SO4)2 • 12H2O 10.0 mg
H3BO3 10.0 mg
Na2MoO4 • 2H2O 10.0 mg
Distilled water to 1.0 L

Suspend nitrilotriacetic acid in about 500 mL water and adjust
to pH 6.5 with KOH pellets to dissolve. Add remaining salts
one at a time. Bring final volume to 1.0 L with distilled water.
Use 10.0 ml trace element solution per 1 L medium.

Metal mix B: modified Balch’s trace element solution

To 1.0 L metal mix A add
NiSO4 • 6H2O 30.0 mg
Na2SeO3 20.0 mg
Na2WO4 • 2H2O 20.0 mg

These metals are included for the cultivation of methanogenic
bacteria under chemically defined conditions.

Source: From Ref. 23, p. 158.

halophilic genus Haloarcula are capable of using nitrate
as a sole nitrogen source and, in addition, are strong de-
nitrifiers with the ability to readily tolerate and reduce 3
M concentrations of KNO3 under either complex or chem-
ically defined media conditions; aerobic growth of haloar-
culas with liquid media lacking nitrate supplementation is
markedly limited compared to aerobic growth in media
supplemented with 0.2% KNO3 (R. J. Cote, unpublished
data, 1995).

Minor and Microelements (Fe, Mg, K, P, S, and others)

Trace metal function and speciation have been extensively
studied in bacteria and fungi (16,17). Nutritionally essen-
tial metal ions function metabolically as enzyme cofactors
in membrane transport and in structural components. Mi-
crobial response to trace metals is detectable at extremely
low concentrations (i.e., microgram or nanogram quanti-
ties, depending upon the metal). However, the bioavaila-
bility of a particular metal is markedly dependent upon
proper speciation of the ion as it occurs in the culture me-
dium (18). Depending on interaction with other medium
components or methods of sterilization, metal valences can
change to nonusable forms, or the ions can irreversibly
bind as insoluble precipitates. Although problems with
metal-binding phenomena are often directed toward the
nutritionally essential metals, the potential for significant
and irreversible binding of ions to media components must
also be taken into consideration in studies of bacterial re-
sistance to heavy metals. Reports of bacterial resistance to
silver and selenium (19,20) could not be verified when the
metals were added to culture media in a manner that elim-
inated their binding to peptones (R. J. Cote and R. L.
Gherna, unpublished data, 1994). Similar observations
made regarding media influence and metal sensitization of
Enterobacter cloacae to silver sulfadiazine (AgSu) (21) are
explained by heavy-metal binding under complex media
conditions. Tilton and Rosenberg (22) discuss the issue of
heavy-metal sequestration in a study of the effects of agar
on silver inhibition.

Microelement supplementation is not normally re-
quired in media formulated with chemically complex com-
ponents such as yeast extract or protein hydrolysate be-
cause the essential metals are naturally present in these
materials in sufficient concentration to provide optimum
culture growth and performance. Well-designed, chemi-
cally defined formulations include calcium, iron, magne-
sium, manganese, phosphorous (as phosphate), potassium,
sodium, and sulfur (as sulfate) in the form of inorganic
salts. Other micronutrients may be required in the me-
dium, depending upon the nature of the metal function un-
der study or, in the case of general culture propagation, the
purity of the water and cleanliness of the glassware used
to prepare the medium. Understanding of cell physiology,
as well as any physical interactions within the culture sys-
tem, is a basic requirement when working with nutritional
trace metals. For example, although boric acid is often in-
cluded in trace metal mixes, a boron deficiency is practi-
cally noninducible for cultures grown in borosilicate glass
vessels because enough of the element leaches from the
glass to satisfy nutritional needs. Table 1 lists metal mix

formulations that are useful for chemically defined culti-
vation of numerous microorganisms. As noted elsewhere
in this article, the use of tap water to satisfy trace element
requirements is not recommended because regional and
seasonal variability in water purity can introduce consid-
erable ionic variation in a medium, with frequently dele-
terious results.

The whitish haze or precipitate that develops in some
media upon standing or after autoclaving is frequently
caused by imbalanced metal compositions. Divalent and
trivalent cations (i.e., Ca2�, Fe2�, Fe3�, and Mg2�) will
spontaneously bind with OH� and groups in the me-2�PO4

dium to form insoluble hydroxides and phosphate com-
plexes. The condition is most evident at neutral to alkaline
pH values and is intensified by heat, either boiling or au-
toclaving. Similarly, precipitation caused by metal binding
to proteinaceous material in the medium and darkening of
chemically defined agar media are also frequently encoun-
tered in poorly designed or manipulated formulations. All
of these adverse metal interactions are generally regarded
as deleterious and growth limiting. Depending upon the
composition of the medium, these kinds of chemical inter-
actions can be eliminated by sterile filtration or separate
autoclaving of inorganic salts and any phosphate buffers,
and separate autoclaving of agar.

The use of chelating agents can also help to selectively
maintain the solubility of polyvalent cations. Care must be
taken when using powerful chelators such as ethylenedi-
aminetetraacetic acid (EDTA) or nitrilotriacetic acid
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(NTA) because overchelation also depletes bioavailability
of the metals. For microbial media, 0.5–2.0 mg/L EDTA or
15–150 mg/L NTA are reasonable concentrations. Mild
chelation can be achieved with the use of specific amino
acids (e.g., glycine, histidine) or carboxylic acids (acetate,
citrate, succinate, tartrate). However, their use and con-
centration must be evaluated with respect to the function
of the medium and the physiology of the microbial culture.
For example, carboxylic acids are readily utilized carbon
and energy sources for many microorganisms, and glycine
is inhibitory at 1% concentration to many bacteria.

Under iron-deficient growth conditions, some bacteria
produce and secrete chelators called siderophores to im-
prove transport of ionic iron into the cell (24,25). Siderop-
hores have been found in a number of diverse genera in-
cluding Aureobacterium (Arthrobacter) flavescens (26), E.
coli, Klebsiella (27), Pseudomonas, and Mycobacterium av-
ium subsp. paratuberculosis (28). Other organisms rely
upon the hemin molecule in blood as an easily assimilable
iron chelate. A growth factor requirement for hemin is
common among medically important bacteria. Hemin re-
quirement (the X-factor) is diagnostic in the identification
of Haemophilus influenzae. Porphyromonas gingivalis (29)
and Vibrio vulnificus biotypes 1 and 2 require iron in the
form hemin for growth and virulence (29,30). Whereas a
number of classical media formulations (e.g., GC Agar) in-
clude crude hemoglobin as the source of the iron porphyrin
molecule, use of hemin, instead, will produce a medium
free of the heavy debris associated with hemoglobin. He-
min is used at a concentration of 0.5 mg/L medium. To
improve solubility, initially suspend the compound in 1–2
mL 1 N NaOH, then add the hemin-NaOH solution to the
bulk of the medium.

Many of the metals listed here that have been histori-
cally categorized as needed by microorganisms only in
trace amounts have, in recent years, come to be evaluated
on a different metabolic scale. Sulfur serves as an energy
source for numerous species of bacteria, and thiosulfate
seems to be utilized for energy by some fungi. While the
role of sulfate as the terminal metabolic electron acceptor
for the many anaerobic sulfate-reducing bacteria has been
long recognized, new genera are currently being isolated
that possess the ability to utilize one or more biologically
important metals [(Fe (III), Mn (IV)], U (VI), and others]
as terminal electron acceptors in biochemical dissimilatory
metal reduction pathways (31). Because the function of ter-
minal electron acceptor is not recyclable within the cell and
bears a heavy metabolic load, the amounts of metal ion
needed per liter for efficient energy transfer are orders of
magnitude greater than those needed to satisfy trace ele-
ment nutrition. One to four grams per liter is a guideline,
depending upon the specific metabolism of the organism as
well as the molecular weight and form of the metal salt
selected for use.

Growth Factors

Given less than a dozen essential chemical building blocks
and a source of metabolic energy to power the cellular ma-
chinery, some organisms, such as the wild-type E. coli, can
synthesize every molecule needed for cell maintenance,

growth, and reproduction. Many other microorganisms
(even strains within the same species) are auxotrophic in
that they have lost the ability to synthesize one or more
key organic compounds essential to their physiology. These
missing compounds are called growth factors and must be
present in the culture medium if cell growth is to be vig-
orous, metabolically productive, and sustainable.

L-Amino Acids. L-Amino acids are common growth fac-
tor requirements for prokaryotes and eukaryotes. Many
bacterial genera (e.g., Lactobacillus spp.) have multiple
amino acid requirements. The requirement may be abso-
lute or conditional and influenced by the presence and con-
centration of other amino acids (32–34). Similarly, a phe-
notypic amino acid requirement may disappear with the
addition of an appropriate synthetic pathway intermedi-
ate. For example, a tryptophan “requirement” may actu-
ally be caused by a metabolic block earlier in the trypto-
phan pathway and might be satisfied by one of the earlier
pathway intermediates (i.e., aspartic acid or indole). Be-
cause amino acids may share a common transport system,
an excess of one amino acid can result in an increased need
for a competing amino acid. Amino acid supplementation
is not required in complex media containing peptones or
other protein hydrolysates. In chemically defined media,
the addition of 20–50 mg/L amino acid stimulates prokar-
yotic growth (100–200 mg/L for yeast), although adjust-
ment of the concentrations is necessary for media optimi-
zation with multiple amino acid-requiring strains to
chemically balance the formulation. The most notable ex-
ception is the requirement for glutamic acid, which, as pre-
cursor to all other amino acid biosyntheses, must be added
at 200–500 mg/L to achieve optimal growth of a bacterial
culture. Amino acids, except glutamine, are stable with au-
toclave sterilization at the working concentrations used in
media. Glutamine in aqueous solution will spontaneously
break down with time to ammonium and pyrrolidone car-
boxylic acid residues. This reaction occurs more rapidly at
elevated temperatures (37 �C and above). The use of glu-
tamine peptides in a medium can eliminate this problem,
however, they are expensive for large-scale use. Concen-
trated stock solutions of amino acids may not be soluble,
but neutralization of the stock solution with NaOH or KOH
will increase solubility with the formation of amino acid
salts for many of these compounds. Stock solutions of cys-
teine will autooxidize to cystine unless stored anaerobi-
cally (e.g., under N2).

For many years, the perceived need by bacteria for com-
bined amino acids (peptides or proteins) was satisfied by
the argument that peptide transport utilized different sys-
tems than did amino acids; thus, the need for a specific
peptide was actually an alternative cellular method for ob-
taining a specific amino acid contained within that peptide
via a biochemically noncompetitive mechanism. However,
increased knowledge of the role of peptides in protein traf-
ficking suggests that peptide auxotrophies can affect cel-
lular physiology and communication (35). Successful lab-
oratory cultivation of Thermoplasma acidophilum, having
no other known growth factor requirements, is dependent
upon specific lots of powdered yeast extract containing a
methanol-soluble growth factor, which purification re-
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vealed to be a small 1,000-MW peptide (36). Similarly, re-
cent laboratory cultivation of Treponema maltophilum also
included the requirement for a methanol-soluble growth
factor from yeast extract (37). The treponeme requirement
has not been further purified. Finally, successful cultiva-
tion of the protozoan Entamoeba histolytica in complex me-
dia enriched with peptone, vitamins, and serum is never-
theless dependent upon an unknown growth factor found
only in certain lots of powdered yeast extract (38). Whether
the elusive yeast extract growth factor is the same for all
these metabolically dissimilar organisms or whether the
relatively gentle methods used in the manufacture of yeast
extract simply yield a large pool of assorted intact peptides
possibly required by some microorganisms poses an inter-
esting question.

Whole Proteins. Whole proteins (e.g., albumin, blood,
egg, meat, serum) are not known to be essential require-
ments for microbial growth, although they are an integral
medium component for many nutritionally fastidious mi-
croorganisms. Clinical isolates of mycobacteria have been
historically cultivated with Lowenstein–Jensen medium,
containing whole egg and inspissated (coagulated by heat-
ing at 80–85 �C for 45 min) to form a solid matrix (39).
Most mycobacteria, however, can be effectively cultured
with Dubos medium or Middlebrook 7H9/or 7H10 media,
in which the egg protein is replaced by the more defined
components bovine serum albumin, catalase, dextrose, and
oleic acid (40). Variations of chopped meat media (2) were
for many years the recommended formulations for culti-
vation of pathogenic clostridia and similar bacteria, yet
many of these strains give equal cell yield with the more
defined, and more easily prepared, Reinforced Clostridial
medium (40), although this basal medium frequently re-
quires the addition of hemin and/or vitamin K1 to satisfy
the growth factor requirements of some strains; addition-
ally, 0.5% cellobiose added to reinforced clostridial medium
will enhance the growth of cellulolytic clostridia.

Defibrinated rabbit or sheep blood (5–10% v/v) is a com-
mon addition to media used for the cultivation of micro-
organisms pathogenic to animals. Human blood is not rec-
ommended for use for microbial culture work for health
safety reasons and also because outdated blood obtained
from banks is normally citrated. Citrated blood of any type
should not be used in culture media because the antico-
agulant may have negative effects on culture growth or
hemolytic reactions. Although diagnostic hemolytic reac-
tions differ between rabbit and sheep bloods, the ability to
support microbial growth is generally the same. Human or
sheep bloods, unless chocolated, are not used for the cul-
tivation of Haemophilus spp. or other organisms requiring
NAD because these fluids contain enzymes that inactivate
the growth factor. Chocolate blood agar is prepared by
heating the medium containing blood to 70–80 �C for 15
min. Purchase of whole animal blood should be from a rep-
utable supplier and pooled from animals on an antibiotic-
free diet. Well-collected and processed defibrinated blood
is free from clots and cell lysis. Although commercial
blood suppliers carefully collect their products, each lot of
blood should be checked for sterility prior to use. Not all
types of bacterial contaminants found in blood will grow

well in either of the U.S.P.-recommended sterility test me-
dia (i.e., Fluid Thioglycollate and Soybean–Casein Digest).
To broaden the screening procedure, the battery of media
should be enlarged to include Brain Heart Infusion (BBL
11059 or Difco 0037) to enhance the recovery of somewhat
fastidious contaminants, as well as HTYE (Trypticase pep-
tone (BBL), 0.5%; yeast extract 0.2%; HEPES, acid, 0.4%;
adjust to pH 7.2 � 0.1 prior to sterilization at 121 �C for
15 min), which has wide versatility in the ability to culti-
vate diverse environmental heterotrophic organisms that
do not grow well with conventional, general bacterial
growth media. Whole blood should be stored under refrig-
eration (not frozen) and should be incorporated into media
as soon as possible to help stabilize the fluid. Whole blood
can not be stored longer than 2–3 weeks without signifi-
cant deterioration. However, when stored at 4–8 �C, media
containing blood can, for most media purposes, have a 4-
month shelf life.

Serum (5–10% v/v) is an alternative to blood for the
cultivation of pathogens. Horse, fetal, or newborn bovine
sera are most frequently used for the cultivation of bacte-
ria, whereas adult bovine serum is specified for the culti-
vation of many pathogenic protozoans. Sera vary in their
intrinsic enzyme activity. For example, horse serum de-
grades glutamine, a necessary component in many animal
cell line media formulations, and as already noted for cho-
colatizing whole blood, sheep and human blood can inac-
tivate NAD. Preparation instructions for many media for-
mulations call for serum heat inactivation (incubation of
the serum at 56 �C for 30 min) to inactivate the protein
complement. This temperature may not be high enough to
eliminate adverse serum enzyme activity. Conversely, heat
inactivation may not be a universally advantageous spec-
ification for all microbial growth and performance. A re-
searcher should investigate types of sera as well as the
effects of heat inactivation upon the performance of a mi-
crobial culture.

Whole proteins and their hydrolysates supply an eclec-
tic and undefined mix of nutrients, detoxifiers, and other
molecules that slowly release or absorb metabolites that
may be required for cell nutrition in small amounts but
quickly become toxic at elevated levels (e.g., fatty acids).
Proteins hydrolysates supply a myriad of nutritional
growth factors and help control physical parameters such
as pH and osmolarity.

Be that as it may, the use of proteins and their deriva-
tives in media formulations is becoming problematical
with respect to biotechnology for two reasons: (1) Because
many of the products of interest produced by microorgan-
isms are proteins or substances with chemical affinity to
proteins, presence of a complex proteinaceous medium
component can significantly complicate a product purifi-
cation process. (2) Biotechnology applications under regu-
latory compliance are facing increasing scrutiny about the
potential presence of unidentified adventitious agents in
media components. The international concern with bovine
spongiform encephalopathy (BSE) is real and pervasive
throughout the field of biotechnology, ranging from final
product, to the type and source of medium components
used in the preparation of a frozen or lyophilized master
cell bank used in the manufacture of a product.
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Table 2. Balch’s Vitamin Solution

p-Aminobenzoic acid 5.0 mg
Folic acid 2.0 mg
Biotin 2.0 mg
Nicotinic acid 5.0 mg
Calcium panothenate 5.0 mg
Riboflavin 5.0 mg
Thiamine HCl 5.0 mg
Pyridoxine HCl 10.0 mg
Cyanocobalamin 100.0 mg
Thioctic acid 5.0 mg
Distilled water 1.0 L

Mix all vitamins in distilled water. Adjust to pH 7.0, if
necessary, to dissolve. Filter sterilize and store in brown bottle
with refrigeration.

Source: From Ref. 44, p. 160.

The European Commission decision 97/534/EC bans
the importation of specified risk materials (SRM) into the
European Union member countries (including Australia,
Canada, and New Zealand). U.S. biotechnology companies
wishing to deal with the European market must be able to
provide a declaration to customs agents that assures their
product does not contain, nor is derived from, the specified
SRM as defined in 97/534/EC. The specified risk material,
in this instance, is defined as “the skull, including the brain
and eyes, tonsils and spinal cord of bovine animals over 12
months, ovine and caprine animals which are over 12
months or have a permanent incisor tooth erupted through
the gum, and the spleen of ovine and caprine animals” (41).

Many of the peptone hydrolysates used in biotechnology
are of animal (bovine) origin and are manufactured from
“leftovers” of the slaughterhouse trade. As large-scale ani-
mal processing is not a clean operation, SRM contamina-
tion of raw material used in the manufacture of peptones
is probable, particularly where source material is not di-
rectly traceable to government-regulated, clean herds.

The degree of concern with animal peptones with re-
spect to 97/534/EC varies with industry and product. For
example, from a regulatory perspective, the manufacture
of biopharmaceuticals, especially direct injectables, de-
mands high scrutiny for presence and elimination of any
SRM. But the use of an animal peptone in a medium used
solely for clinical diagnostic purposes (e.g., a peptone used
clinically in MacConkey agar to differentiate E. coli from
other normal intestinal flora), might be of lesser concern
because the peptone never comes in direct contact with
animals or humans at risk to BSE or similar prion agents.
Acid-hydrolyzed animal peptones are generally of lower
risk than enzymatic hydrolysates because the acid and
heat associated with acid hydrolysis inactivates viral
agents. Ultrafiltration of peptone solutions and sera has
been proposed as a mechanism for eliminating possible
BSE contaminants as well as reducing endotoxin levels. In
any event, the concern with BSE and related animal/hu-
man pathogenic agents has caused an escalation of docu-
mentation requirements for the tracking of animal-derived
media components. Certificates of origin for sera, meat,
and milk peptones can, and should, be obtained from rep-
utable vendors of these materials. Although certificates of
analysis are now routinely supplied by raw material ven-
dors to the biotechnology industry, certificates of origin are
currently customer driven and are generally supplied only
as requested.

BSE has fostered much current interest in the devel-
opment of nonanimal peptones. With yeast, soy, or wheat
as the source protein, some of these “veggie peptones” have
interesting nutritional attributes but, nevertheless, still
suffer the drawback of elevated intrinsic carbohydrate lev-
els characteristic of plant peptones.

Difficulties in medium optimization and performance
currently preclude wide use of serum-free or SRM-free me-
dia with animal cell lines. However, design of SRM-free
media for most bacteria and yeast are feasible and cost-
effective.

Vitamins. Vitamins are biochemical catalysts and ap-
pear in cellular metabolism as coenzymes or as the pros-

thetic group of enzymes. Vitamins elicit microbial growth
response at very low levels, at nanogram concentrations
for vitamins such as biotin and cyanocobalamin (vitamin
B12). Although many microorganisms are capable of syn-
thesizing all of the required vitamins, many others are
auxotrophic for one or more of these growth factors. The
genus Lactobacillus characteristically has multiple vita-
min requirements, and several strains within the group
were widely used for many years in protocols for vitamin
assays until replaced by instrumentation-based method-
ologies. The U.S.P. 23 still retains Lactobacillus del-
brueckii subsp lactis (L. leichmannii) (ATCC 7830) as the
assay organism for vitamin B12. Marine bacteria fre-
quently require B12, whereas thiamine and biotin are nec-
essary for the growth of many mycelial fungi. Menadione
or its more active form, vitamin K1, is a supplement for the
cultivation of some clinical anaerobic bacteria. As noted
with amino acids, a shift in medium composition can spare
the need for a specific vitamin. E. coli (ATCC 10799; NCIB
8134) requires vitamin B12 when cultivated with a chemi-
cally defined minimal medium; when grown in the pres-
ence of 20 lg/mL methionine, the vitamin requirement is
eliminated (42). Vitamin auxotrophies can appear as a
need for the vitamin precursor, the intact vitamin, or as
conjugates in coenzyme form. Koser noted, many years
ago, that vitamin and amino acid auxotrophies in ther-
mophilic bacilli are temperature variable (43). NAD and
cocarboxylase (thiamine pyrophosphate) are coenzymes re-
quired by many pathogenic bacteria.

All of the vitamins are water soluble and heat stable at
working concentrations used in media; coenzymes should
be filter sterilized, as should concentrated vitamin stock
solutions. Most vitamin stock solutions remain water sol-
uble in significant concentrations, although biotin, folic
acid, nicotinic acid, and riboflavin require neutralization
with NaOH to retain solubility of the concentrate. Vitamin
K and thioctic acid stock solutions are ethanol soluble.
Ascorbic acid, used in microbial cultivation as an antioxi-
dant, has a short life (about 3 weeks) in media; use of as-
corbate salts rather than the free acid will improve stabil-
ity. Table 2 lists a complete vitamin mix for the cultivation
of bacteria and fungi. Yeast extract at a concentration of
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0.1–0.5% is used as an undefined vitamin supplement for
microbial growth in complex media; however, concentra-
tions of yeast extract as low as 0.05% can elicit growth
stimulation by organic growth factors, which may or may
not be vitamins.

Nucleic Acid Precursors. Nucleic acid precursors are of-
ten required by nutritionally fastidious organisms when
cultivated in defined or semidefined media. In some in-
stances, the purine or pyrimidine will satisfy the require-
ment; more commonly, an organism needs preformed nu-
cleosides or nucleotides. Organisms with these types of
synthetic deficiencies will show a growth response to 5–50
lg/mL filter-sterilized additive.

Lipids. Lipids or their precursors are required by di-
verse organisms. Some pneumococci have a unique re-
quirement for choline as a lipid precursor. i-Inositol is a
structural component of some phospholipids. Inositol-
deficient strains of Neurospora crassa and Saccharomyces
cerevisiae have been used in studies of phospholipids and
cell membrane structure. Fatty acids stimulate the growth
of some fungi; certain mutants of N. crassa are auxotrophic
for fatty acid synthesis (45). Rumen bacteria require short-
chain fatty acids for growth. Many mycobacteria have a
generalized requirement for exogenously supplied lipid.
Various media formulations for nonglycerophobic myco-
bacteria include 2.0 mL/L glycerol, 0.05 g/L oleic acid, or
0.5 g/L Tween 80 to satisfy this requirement. Most of the
bacterial mollicutes (anaeroplasmas, mycoplasmas, and
spiroplasmas) require sterols. Cholesterol is a prevalent
component in semidefined media formulations for these or-
ganisms, whereas fetal calf or horse serum supplies the
growth factor in general-use complex mycoplasma media.
Eubacterium coprostanoligenes (ATCC 51222) and Eubac-
terium sp. (ATCC 21408) represent a novel group of bac-
teria that use cholesterol and similar sterols as terminal
electron acceptors (46,47). The former organism does not
require cholesterol but metabolizes and requires phospha-
tidylcholine for growth, whereas the latter requires cho-
lesterol as well as an alkenyl ether lipid for growth. These
bacteria have been used in probiotic studies on decreasing
the level of cholesterol in the digestive tract. All the lipids
just mentioned are stable to autoclave temperatures.
Short-chain fatty acids are water soluble; higher molecular
weight lipids are soluble in less polar solvents such as eth-
anol or chloroform. In the presence of other media com-
ponents at alkaline pH, some high-weight lipids can form
growth-limiting soapy complexes. Separate sterilization of
the fatty compounds helps to alleviate the problem.

Polyamines. Polyamines (e.g., putrescine, spermidine,
spermine) are formed via the arginine pathway and have
undefined functions in the cell. Research on polyamines
has been done principally in vitro where the compounds
bind to and neutralize charges on DNA and RNA. Although
high concentrations of Mg2� exert the same general ionic
neutralization effect, only polyamines have the ability to
influence correct tRNA conformation. Much of the cellular
polyamine appears bound to ribosomes. In E. coli, putres-
cine and spermidine account for half the total product of

the arginine pathway (48). Polyamine supplements as
growth stimulants appear in media for the cultivation of
Ureaplasma urealyticum (2p.530), Haemophtlus parain-
fluenzae (49), Veillonella atypica (50), and other bacteria.
Where complex media are used, there is generally a suffi-
cient polyamine content in yeast extract to satisfy the re-
quirements of deficient strains.

Unique Growth Factors. Any organism has the possibil-
ity to, either spontaneously or through human interven-
tion, develop mutations in biosynthetic pathways. Thus,
unusual or strain-specific growth factors are always a con-
sideration in the development of media for “unculturable”
organisms. Deliberate mutation for the inability to syn-
thesize the cell wall component diaminopimelic acid was
engineered into early recombinant host strains of E. coli
as an attenuation factor to reduce the possibility of sur-
vival outside of laboratory cultivation. Until recently, Bac-
teroides forsythus had only been culturable in cocultivation
with other oral anaerobic bacteria, until its requirement
for N-acetylmuramic acid was recognized (51). As noted
earlier for the L-amino acids, the inability to synthesize
functional signal and transport peptides may be limiting
factors in the protein chemistry of some organisms.

PHYSICAL PARAMETERS

pH

pH is a strong selection factor for microorganisms. Al-
though most bacteria have a wide pH range (�3.0 pH
units) at which measurable growth occurs, optimum
growth is limited to a narrow range. Minimum and maxi-
mum pH values can often be distinct and sharply defined.
Members of the genus Bacillus will grow at pH 6.8 but not
at pH 6.5. Extreme halophiles with a biomass yield opti-
mum at pH 7.4 continue to grow slowly at pH 7.0 and ex-
hibit little or no growth below pH 6.7. Eukaryotic and pro-
karyotic organisms shift their biochemistry according to
the pH of their environment and thus change cellular char-
acteristics as well as metabolic by-products. Such changes
in cultivation parameters can be consciously directed to-
ward a particular application such as secondary metabo-
lite production. Unfortunately, the effects of pH shifts are
too often not critically examined, particularly at the small-
scale cultivation stage. For example, in an unbuffered test
tube culture of anaerobic carbohydrate-fermenting clos-
tridia, acid production can quickly drop the medium to be-
low pH 4.0, well outside the pH minimum of 6.5 necessary
for significant growth. Either the culture will sporulate (if
medium conditions are conducive to the process) or viabil-
ity quickly diminishes as acid concentration increases. Ef-
fective media design must be constructed around the pH
at which the medium is developed and will be used. Radical
adjustment to media naturally posed at a particular pH
too often leads to precipitation of components or other
problems with performance. Inclusion of buffers, as well as
the types of buffers used, are important considerations in
media design.
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Incubation Temperature

Incubation temperature influences microbial metabolism
both with respect to the rates at which cellular processes
run and the rates at which nutrients are assimilated.
Strains of Serratia marcesans produce pink-pigmented col-
onies at 26 �C but are colorless or slow to produce pigment
at 37 �C. Temperature effects may sometimes be subtle.
Bacteria alter the fatty acid compositions of their phos-
pholipids according to temperature. The proportion of low-
melting-point fatty acids increases as growth temperature
decreases (52,53). Organisms may display fairly broad
temperature tolerances within a range, but as with pH,
optimum growth range is fairly narrow. Psychrophiles
characteristically exhibit efficient metabolic rates at tem-
peratures below 15 �C; the obligate psychrophilic bacterial
species Colwellia psychroerythrus has a temperature op-
timum around 10 �C and lyses above 20 �C (54). Mesophiles
are active between 20 �C and 40 �C. Free-living environ-
mental strains are more tolerant of wider temperature
ranges than are pathogenic strains that effectively func-
tion within only a few degrees of the body temperature of
their hosts. Thermophilic microorganisms exist at tem-
peratures above 40 �C. Although some fungi (e.g., Mucor
miehet and Sporotrichum thermophile) can grow at tem-
peratures as high as 50 �C, extreme thermophily, charac-
terized by the ability to metabolize at temperatures above
70 �C, is restricted to members of the archaea and, to a
lesser extent, the bacteria.

Oxidation–Reduction Potential

Oxidation–reduction (redox) potential of the culture envi-
ronment determines the ability of a microorganism to ini-
tiate growth. Redox values of media and respiring cultures
are measured with a pH meter set to the millivolt (mV)
mode and a platinum electrode. Aerobic organisms require
positive millivolt conditions. Obligate microaerophiles re-
quire 0 to �100 mV; clinical anaerobes less than �100 mV;
obligate and extreme anaerobes less �200 mV. Actively
metabolizing anaerobic cultures can drop redox levels be-
low �300 mV. Media for obligate microaerophiles and an-
aerobes include reducing agents to lower the redox poten-
tial to a range optimal for a culture inoculum to be able to
initiate metabolic activity. Subsequent cellular growth will
maintain an overall redox condition reflecting the varying
metabolic activities of the culture. Organic matter such as
meat particles, yeast extract, and reducing sugars exert
reducing effects in a medium. Filling a culture vessel al-
most to capacity with medium or adding 0.2% agar to the
medium to retard diffusion of O2 will be adequate to cul-
ture less fastidious microaerophiles. Anaerobic organisms
with more stringent redox requirements need one or more
chemical reducing agents included in the growth medium.
Frequently used reducing agents, listed in terms of ap-
proximate redox potential in millivolts, include sodium
thioglycollate (�100 mV), cysteine hydrochloride
(�210 mV), titanium (III) citrate (�480 mV), sodium sul-
fide (�571 mV), and sodium dithionite (�600 mV). The
overall redox level of a medium containing any of these
reducing agents will, of course, be dependent upon the
chemical interactions of all media components as well as

the reducing agent. Media chemically reduced with any of
these compounds should not be allowed to reoxidize, be-
cause the chemical structure of the reducing agents can be
irreversibly altered by oxidation and lose effectiveness; in
some instances, the oxidized forms of reducing agents can
be toxic to cells (55). For some strict anaerobes cultivated
under chemically defined conditions, it is best to add the
reducing agent just prior to inoculation because reduced
conditions are difficult to maintain under prolonged media
storage. Ljungdahl and Wiegel (56), Breznak and Costilow
(57), and Balch et al. (58) provide excellent detailed in-
structions for the cultivation of strict anaerobes.

Detoxifiers

Detoxifiers are required for the cultivation of some fastid-
ious microorganisms. In the natural environment, meta-
bolic by-products released by some organisms are enzy-
matically neutralized or utilized by other organisms for
nutritional or other biochemical needs before the com-
pounds accumulate to toxic levels. In vitro, for a pure cul-
ture lacking the appropriate enzymatic mechanisms to
neutralize its own metabolic wastes, these metabolites can
build to inhibitory concentrations before significant cul-
ture growth has occurred. The inability to break down hy-
drogen peroxide by organisms lacking catalase, and strain
sensitivity to fatty acid accumulation are two common
problems associated with metabolite accumulation in
closed culture conditions. To cultivate these types of mi-
croorganisms, some media require the addition of detoxi-
fiers, of which most are absorbents. Frequently utilized de-
toxifiers include blood/serum, bovine serum albumin (BSA,
fraction V), catalase, and charcoal. More recently, lipo-
somes have been utilized to slowly release lipid growth fac-
tors to deficient organisms, thus eliminating the toxic ef-
fects that a full “dose” of a medium lipid supplement would
have for these organisms (59). Similarly, cylodextrins have
been shown to effectively chelate and then slowly release
potentially toxic, yet essential, nutrients for some clinical
bacteria under semidefined growth conditions (60,61).

MEDIA DESIGN AND COMPOSITION

Optimal growth and performance of a microbial culture is
most influenced by the design and composition of its
growth medium. There is no one “best” medium for a par-
ticular application; however, there exist many examples of
poorly designed and/or poorly manipulated media, or well-
designed media being used for an inappropriate purpose,
in which a microorganism manages to survive in spite of
the medium and not because of it. Effective media design
comes from an understanding of an organism’s biochem-
istry and physiology, as well as the nutritional ecology of
the environment from which the organism was isolated.
Although isolation media are selective and frequently nu-
tritionally suboptimal to limit the growth of unwanted or-
ganisms, general growth or maintenance media should
provide conditions to sustain a culture at optimal mor-
phology and physiology through repeated subcultures. Un-
der microscopic examination, bacteria grown under favor-
able conditions do not have a misshapen or shriveled
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appearance; cell inclusions are generally minimal or ab-
sent; and cell lysis and/or spheroplast development is min-
imal or absent. At logarithmic phase of growth, motility is
detectable for motile strains. Depending upon its applica-
tion, a medium may be further defined in terms of chemical
composition or optimized to increase biomass or cell prod-
uct yield. An organism exhibiting optimal growth in a nu-
tritionally balanced maintenance medium may not give
high yields of a much-wanted metabolic by-product. Thus,
medium optimization is a process directed toward a spe-
cific application. With so many nutritional and physical
variables impacting upon microbial physiology, attempts
at media optimization can become unnecessarily expen-
sive, time-consuming, and largely unproductive when
blindly tackled one variable at a time. Statistical methods
using modified factorial approaches have been developed
to aid in systematic media optimization for large-scale de-
velopment (62), but for general laboratory purposes,
knowledge and understanding of an organism’s metabolic
pathways and physical growth parameters can indicate
specific areas in which quick design improvements to an
existing formulation can effect significant results.

Media formulations may be chemically defined, in
which discrete compound identity and concentration of all
components are known, or chemically undefined, in which
ingredients include one or more chemically complex sub-
stances such as protein hydrolysates and extracts. The
choice of defined or undefined medium is dependent upon
its application. Chemically defined media are useful in bio-
chemical or metabolic studies of organisms. These types of
formulations are also sometimes used in large-scale bac-
terial or yeast fermentations to produce products which
further require stringent purifications such as those from
recombinant DNA technology. General laboratory growth
media for heterotrophic microorganisms as well as indus-
trial media for large-scale production of metabolites (e.g.,
antibiotics, alcohols and other solvents) are often chemi-
cally complex. Scale-up of any medium formulation must
include considerations of availability, cost, performance
and lot-to-lot reproducibility of components as balanced
against the value of the product. Chemically defined media
can be expensive, particularly if the ingredients include a
lengthy list of growth factors.

Microorganisms can transport only small molecules
across their membranes. Large molecules (e.g., DNA,
starch, proteins) can be nutritionally utilized by a micro-
organism only if it can synthesize and secrete the appro-
priate extracellular enzymes to digest large molecules into
subunits small enough for assimilation into the cell. Be-
cause this type of enzymatic activity is absent from many
organisms, in vitro microbial cultivation relies upon pre-
digested macromolecules in the form of hydrolysates, pep-
tones, and extracts and simple carbon compounds as nu-
tritional substrates.

Protein Hydrolysates (Peptones)

Protein hydrolysates supply a mixed source of nitrogen
and growth factors in the form of amino acids, nucleic acid
fractions, peptides, and salts to a complex growth medium.
For organisms possessing the metabolic capacity, protein

hydrolysates can also serve as complex carbon and energy
sources. Industrial large-scale fermentations using bacte-
ria and fungi effectively use by-products from other indus-
trial processes as proteinaceous material for media, in-
cluding cottonseed, yeast, and soy. Although these
substrates are chemically undefined, published analyses of
their nutritional content greatly help in determining the
appropriateness of a product for inclusion in a medium
(63). Manufacturers of refined media and media compo-
nents offer water-soluble products with more controlled
nutritional composition. Table 3 lists and briefly describes
the extracts and hydrolysates frequently encountered in
microbiological laboratory media. Meat, milk, and soy com-
monly serve as starting material for the manufacture of
hydrolysates. Digestion of these proteins can be by acid,
alkali, or enzymatic hydrolysis. The source protein and
method and degree of hydrolysis determine the nutritional
characteristics of a hydrolysate. Prolonged hydrolysis re-
leases free amino acids; more gentle hydrolytic processes
yield mixtures of amino acids and peptides. The strong con-
ditions of acid or alkali hydrolysis destroy much intrinsic
vitamin content of a raw protein, as well as some amino
acids such as tryptophan, and reduce the levels of serine
and threonine. Acid-hydrolyzed protein hydrolysates are
high in salt content formed during the neutralization step;
however, some manufacturers feature acid-hydrolyzed
peptones with additional processing to reduce the amount
of salt [e.g., Casamino Acids (Difco 0230)]. Enzymatic di-
gests contain free amino acids as well as small peptides
while maintaining the vitamin content of the original
source material. Enzymatic casein digests, reflecting the
amino acid composition of the starting material, are high
in tryptophan and low in cystine. Peptones from plant pro-
teins [i.e., Soytone (Difco); Phytone (BBL)] contain intrin-
sic carbohydrate and, while conducive to rapid heterotro-
phic growth, can cause quick culture decline due to
substantial metabolic acid production. Because of the car-
bohydrate level, plant peptones are also unsuitable in
basal media for fermentation or sole carbon source utili-
zation studies. For routine growth, peptones are normally
added to media at concentrations of 0.5–1.0%. Growth of
microorganisms with diverse and multiple nitrogenous
auxotrophies (e.g., the lactobacilli) is enhanced by elevated
peptone concentrations as well as nutritional supplemen-
tation with peptones of mixed sources and degrees of hy-
drolysis.

Carbon and Energy Sources

Microorganisms other than autotrophs require organic
compounds as a source of carbon and energy. These can
include simple sugars, complex carbohydrates, alcohols,
amino and other organic acids, and short-chain lipids.
Some organisms (e.g., Aspergillus, Pseudomonas) possess
the complex metabolic machinery that permits numerous
classes of organic compounds for carbon/energysubstrates.
Other taxa exploit specific classes of molecules metaboli-
cally ignored by or toxic to general heterotrophs. Methy-
lotrophs (Methylobacterium spp., Methylomonas spp.,
Methylophaga spp., and others) can extract energy from C1

compounds such as methanol and formaldehyde, whereas
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Table 3. Hydrolysates and Extracts

Hydrolysis method Source Product/manufacturera Characteristics

Acid Casein Acidicase (BBL)
Casamino acids (Difco)
Hy-Case (Sheffield)

Free amino acids; deficient in tryptophan and cystine;
high intrinsic salt concentration unless designated
salt-free

Enzymatic Casein Casitone (Difco)
NZ-Amine (Sheffield)
Trypticase (BBL)

Free amino acids and small peptides; high levels of
tryptophan; low in carbohydrates

Enzymatic Meat Myosate (BBL)
Thiotone (BBL)
Primatone (Sheffield)
Peptone (Difco)
Proteose peptone (Difco)

Mixtures of amino acids and peptides; those
designated proteose are hydrolyzed for a high
peptide content; Thiotone high in sulfur

Enzymatic Plant Phytone (BBL)
Soytone (Difco)
Hy-Soy (Sheffield)

High in carbohydrates and vitamins

Mixed Yeast/casein Biosate (BBL) Combines amino acids as well as vitamins lost during
protein hydrolysis of peptones

Casein/meat Polypeptone (BBL)
Autolysis Yeast Yeast extract (BBL; Difco; Sheffield) High in amino acids, peptides, water-soluble vitamins,

and carbohydrates

aItems listed are representative of of a manufacturer’s product line. Consult manufacturers’ technical manuals for more information, Refs. 39, 40, and 64.

the metabolic diversity of the bacterial genus Pseudo-
monas has allowed selection of strains that can utilize the
long-chained hydrocarbons in crude oil or attack the
degradation-resistant chemical rings of cresols and phe-
nols as sole carbon/energy sources. Assorted fungal genera
(Cladosporium, Candida, and others) have been found as
actively growing contaminants in aircraft and diesel fuels
(65). The type and concentration of a carbon substrate
present in a medium will affect overall growth rates, mor-
phology, and metabolites of a culture. Sole carbon utiliza-
tion profiles are used in identification matrices for pro-
karyotes and yeasts.

Carbohydrates and related compounds are preferential
carbon sources for many genera of microbes. Hexoses are
most diversely utilized, followed by the disaccharides, tri-
saccharides, smaller polysaccharides (starch and glyco-
gen), and pentoses. Glycerol, mannitol, and sorbitol are
commonly utilized alcohols. Under laboratory conditions
with defined media and mixed sugars at normal substrate
levels (e.g., 2–10 g/L), microorganisms often exhibit
diauxic growth, in which a culture first utilizes the carbon
compound that supports the greatest rate of growth, with
concurrent catabolic repression of other substrates (66–
68). Enzyme systems then shift accordingly as the organ-
ism switches to and consumes each less-preferential car-
bon compound. This results in a biphasic growth curve.
However, under carbon-limited (e.g., microgram to milli-
gram per liter concentrations) chemostat conditions that
mimic the low-nutrient conditions of the natural environ-
ment, a number of organisms use the components of carbon
mixtures simultaneously (69).

Proteolytic organisms have the capacity to utilize L-
amino acids and related compounds as sole carbon/energy
sources. This metabolic characteristic is more common
among bacteria than fungi and varies widely between spe-
cies; identification keys for the genus Clostridium use sac-
charolytic versus proteolytic metabolisms for species dif-

ferentiation. As a group, the helical/vibroid Gram-negative
bacteria (e.g., Aquaspirillum, Azospirillum, Camplylobac-
ter, Oceanospirillum) do not ferment or oxidize carbohy-
drates but satisfy carbon/energy requirements with amino
acid catabolism. Legionella spp. also use amino acids as
carbon/energy sources. Filamentous fungi vary in their
ability to utilize amino acids as effective carbon sources;
none, however are limited to nitrogenous sources of carbon.
Glutamic acid, alanine, arginine, and proline are fre-
quently utilized by many prokaryotes and yeasts. The ar-
omatic rings of the amino acids tryptophan, phenylalanine,
and tyrosine, as well as the purine and pyrimidine rings of
the nitrogenous bases, are not readily attacked by many
organisms. The ability to do so is used for taxonomic spe-
ciation. Degradation of any of these ring compounds, how-
ever, is not presumptive of an organism’s ability to further
use the breakdown products as a sole source of carbon/
energy; in many cases, the compound is not so metabolized.
Organisms that catabolize amino acids frequently utilize
organic acids in the same fashion (e.g., Oceanospirillum).
In addition, many carbohydrate-utilizing organisms are
also capable of utilizing organic acids. For example, citrate
and propionate utilizations are classical tests in the iden-
tification of the carbohydrate-metabolizing genus Bacillus.
When used as sole carbon and energy sources, amino and
organic acids may not be soluble at required substrate lev-
els (2–5 g/L); however, neutralization with KOH or NaOH
will form soluble salts of these compounds.

Some organisms have the capacity to utilize fatty acids
and other nonpolar molecules as carbon and energy
sources. In some instances, the requirement is absolute.
The bacterial genus Leptospira requires long-chain fatty
acids (70), which are supplied in complex growth media by
rabbit serum. The anaerobic sulfate-reducing Desulfovi-
brio sp. (DSM 2056) oxidizes the fatty acids butyrate
through stearate (71).

Simple sugars and other carbon compounds can un-
dergo chemical changes when autoclaved with other media
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Table 4. Volatile Fatty Mix for Rumen Bacteria and Fungi

Acetic acid 17.0 mL
Propionic acid 6.0 mL
N-Butyric acid 4.0 mL
N-Valeric acid 1.0 mL
Isovaleric acid 1.0 mL
Isobutyric acid 1.0 mL
DL-�-Methylbutyric acid 1.0 mL

Pipette the given volumes of fatty acids into a container that
has a tight-fitting closure and mix well. The objectionable odor
of the free fatty acids can be reduced by neutralizing the pH of
this solution with the addition of NaOH pellets. Use 3.1 mL of
the fatty acid mix per liter of medium.

Source: From Ref. 44, p. 162.

components. Amino acids and organic acids, though heat
stable at growth factor levels, may degrade at substrate
concentrations. The characteristic darkening of autoclaved
media containing glucose and peptones, called the Mail-
lard reaction, is caused by an interaction of amino acids
with the glycosidic hydroxyl group of the sugar. Darkening
of autoclaved media can also be caused by the interaction
of mono- and disaccharides, particularly glucose, with
phosphates; the reaction is more intense at alkaline pH.
Carlsson et al. (72) demonstrated that the glucose–
phosphate reaction produces hydrogen peroxide at levels
toxic to catalase-negative organisms. These types of ad-
verse chemical reactions between nutrient components
compromise the performance of a medium and are to be
avoided either by autoclaving or filter sterilizing the re-
active compounds separately from the balance of the me-
dium. Not all commonly used carbon substrates can with-
stand autoclave sterilization. In particular, arabinose,
fructose, lactose, pyruvate, ribose, and xylose should be fil-
ter sterilized. Light-weight alcohols and similar solvents
are volatile at autoclave temperatures. Autoclaving of
heat-stable alcohols can be done in tightly stoppered con-
tainers; alternatively, these compounds can be sterilized
with appropriate solvent-resistant membrane filters.
Long-chain hydrocarbons (e.g., oils and waxes) are hydro-
phobic and are not sterilizable by autoclaving because the
sterilant (steam) cannot adequately penetrate the mate-
rial. A good chemical reference text, such as the Merck In-
dex (73), is invaluable for determining the heat stability,
solubility, and other important characteristics of many
chemical components used in media formulations.

Extracts

Spray-dried powders derived from infusions of meat, yeast,
or other chemically complex proteinaceous materials pro-
vide a nutritionally useful but undefined source of water-
soluble growth factors and sugars. Because they are not
subject to the same harsh conditions as those used in the
manufacture of peptones, meat or yeast extracts can sup-
ply those nutrients lost during the peptone hydrolysis (e.g.,
vitamins and certain amino acids). Extracts, in them-
selves, do not contain sufficient concentrations of essential
nitrogen or carbon compounds to effectively function as the
sole source of these nutrients in a medium. Meat extracts
include appreciable amounts of glycolic and lactic acids, as
well as creatine. Yeast extract is high in carbohydrates
and, therefore, interferes with fermentation studies. The
nutritional properties of the fresh yeast extract solution
used in many media formulations for the cultivation of my-
coplasmas is not replaceable by powdered yeast extract.
Malt extract used in some media for fungi is composed pri-
marily of carbohydrates (glucose, fructose, sucrose, mal-
tose, dextrins) and small amounts of nitrogenous matter.
Powdered extracts are generally incorporated in media at
a concentration of 0.5–1.0%.

Aqueous extracts and infusions of various materials
have historically been used to supply undefined nutritional
factors in laboratory media. Concentrated liquid extracts
generally are used at 10–20% v/v concentration as a me-
dium supplement, whereas infusions will constitute the

entire liquid base of a medium to which additional nutri-
ents are added. As already noted, a filtered, aqueous so-
lution prepared from autolyzed baker’s yeast (150 g yeast/
L) is a necessary ingredient in media for mycoplasmas and
other mollicutes. The fresh yeast extract solution is then
filter sterilized and incorporated into the mycoplasma me-
dia at 10% v/v concentration. Lactic acid bacteria from
milk or milk products have been cultivated with infusions
prepared from whole milk, whereas tomato juice or other
fruit juice extracts have been used at 10–20% v/v in media
for lactic acid bacteria isolated from plants. Potato infu-
sions (200–300 g potatoes/L) serve as a nutritional base in
many media for the cultivation of bacterial and fungal
plant pathogens. Soil extracts prepared from fertile, chem-
ically uncontaminated soils have been used to induce spor-
ulation in many bacteria. Rumen fluid, containing par-
tially digested nutrients from the first compartment of a
cow’s stomach, is a supplement in media for the cultivation
of rumen microorganisms. Rumen fluid contains an unde-
fined mixture of fatty acids, carbohydrates, peptides, vi-
tamins, and metabolites. As rumen fluid is most commonly
added to and autoclaved with basal medium components,
any heat-labile nutrients are destroyed. Rumen fluid is ob-
tained from fistulated dairy cows and can often be procured
gratis from universities with departments of animal or
dairy nutrition. Rumen fluid may or may not contain sig-
nificant amounts of solid material, depending upon the
length of time the material has been in the rumen. Cen-
trifugation will effectively remove the bulk of debris; how-
ever, a series of filtrations down through 0.2 lm is neces-
sary to remove dead cells of indigenous microflora that can
confuse microscopic examinations of the organism being
cultured. A defined mixture of fatty acids (Table 4) can ef-
fectively replace the need for rumen fluid for many bacte-
ria; however, as with most chemically complex, undefined
supplements, cell yield is frequently better when it is in-
cluded in the medium.

Buffers

pH buffers are molecules that, in solution, resist fluctua-
tions in hydrogen ion concentration. Weak acids, bases,
and their corresponding salts in partial dissociation func-
tion as pH buffers. Buffering capacity is greatest when the



MEDIA COMPOSITION, MICROBIAL, LABORATORY SCALE 1653

compound is at 50% dissociation. The pH at which this
occurs is equal to the pKa value of the compound, and
greatest buffering capacity falls between �1 pH unit of the
pKa. Thus, no one buffer can be used across the entire pH
range of 1 to 14 (74). Some acids are zwitterions (com-
pounds that can chemically behave as acids or bases) and
have more than one pKa. In an extreme example, glycine
when titrated against HCl has pKa 2.3; titrated against
NaOH, pKa 9.6. Other zwitterions include citric acid (pKa1

3.06, pKa2 4.74, pKa3 5.40), succinic acid (pKa1 4.19, pKa2

5.57), and the Good buffers (see later). The perfect media
buffer would be (1) completely effective at poising a desired
pH throughout the metabolic flux of a culture’s growth cy-
cle, as well as any other chemical or environmental
changes that may affect pH (e.g., metal ion interaction,
temperature), (2) resistant to microbial enzymatic activity,
(3) chemically inert with respect to other medium compo-
nents, and (4) inexpensive. The perfect buffer does not ex-
ist.

Lacking perfect buffers, in vitro microbial cultivation
relies, for better or worse, upon a standard array of buf-
fering systems. Nevertheless, the choice of buffer must not
be made haphazardly. No discussion of buffers could be
complete without N. E. Good’s comment: “It is impossible
even to guess how many exploratory experiments have
failed, how many reaction rates have been depressed, and
how many processes have been distorted because of im-
perfections of the buffers employed” (75). The capacity to
buffer well at a particular pH is only one of many criteria
in the determination of an appropriate buffer for a partic-
ular application. Chemical interaction with other media
components or culture metabolites will compromise both
the buffering capacity as well as the nutritional balance of
a medium. The effectiveness of a microbially metabolized
buffer diminishes with culture growth. The pH of some buf-
fers can vary, sometimes considerably, with concentration
or temperature. Synthetic buffers, while very effective for
bench-top laboratory needs, may become prohibitively ex-
pensive upon scale-up.

Natural Buffering Agents. Natural buffering agents are
those compounds most frequently encountered in micro-
biological media; they are also the buffers subject to the
greatest drawbacks in their use. Carboxylic acids (e.g., ac-
etate, citrate, succinate) are effective buffers for the lower
ranges (�pH 6) of biological activity. These compounds are
metabolically catabolized for carbon and energy by many
microorganisms. Also, at the concentrations needed for
buffering, carboxylic acids can become cation chelators.
The mixtures of amino acids in protein hydrolysates and
extracts have significant buffering capacity. Thus, peptone-
based complex media frequently do not require additional
buffering agents when used at or about the initial pH of
the medium. Many peptones are adjusted during manu-
facture to pH 6.8–7.0. Peptone solutions are stable to ster-
ilization at 121 �C; however, they adversely interact at el-
evated temperatures with other medium components such
as glucose, phosphates, and polyvalent cations. In addi-
tion, because peptones are nutrients, buffering capacity di-
minishes or shifts as the amino acids are microbially con-
sumed.

Sodium bicarbonate–carbon dioxide buffers can main-
tain pH in the range 6.0–8.0. However, when used in con-
junction with intrinsically buffered media, bicarbonate
buffers have a working range of pH 6.8–7.2. Despite the
necessity for closed systems to retain the gaseous CO2

phase, bicarbonate buffers are widely used in the cultiva-
tion of anaerobic bacteria and eukaryotic animal cell lines.
Bicarbonate buffers are nutritionally consumed. Also, car-
bon dioxide has minimal solubility in aqueous solutions,
which somewhat limits its buffering capacity. Solid cal-
cium carbonate (powdered) is used in various media for
strongly acidifying organisms such as Acetobacter, Clos-
tridium, and Lactobacillus. Ethanol-tolerant, acid-produc-
ing acetobactors can be isolated and differentiated from
mixed-culture fermentations using a carbonate-ethanol
medium (yeast extract, 3%; calcium carbonate, 2%; agar,
2%; filter-sterilized ethanol, 2%). Strongly acidifying ace-
tobacter isolates able to grow in the presence of ethanol
will also dissolve the carbonate and form a zone of clearing
around the colony.

Although widely used in media formulations at pH 6–
8, phosphate buffers suffer from a great number of draw-
backs. Unless a medium is carefully designed and pre-
pared with respect to metal speciation and concentration,
phosphates will adversely bind to and precipitate polyva-
lent cations and proteinaceous material at neutral to al-
kaline pH. This chemistry creates two problems: (1) buf-
fering capacity is diminished as cations complex with the
phosphate anion, and (2) cations bound as precipitates are
unavailable as nutrients. These unwanted chemical inter-
actions are intensified by heat. The problem can be reduced
by autoclaving the phosphate buffer separately from the
balance of the medium and then combining both solutions
when cooled to room temperature after autoclaving. The
addition of a chelator such as EDTA may retard trace
metal precipitation; however, overchelation will also re-
strict the availability of trace metals from the nutrient
pool. Above pH 7.2, with poorly designed media formula-
tions, precipitation can become spontaneous even at room
temperature; the reaction may be immediate or may slowly
develop over time and is often misinterpreted as bacterial
contamination. Balanced phosphate-buffered salines (e.g.,
Dulbecco’s, Hank’s) containing calcium and magnesium
salts are filter sterilized to avoid precipitation of the salts.
When autoclaved together, phosphate and glucose will also
adversely react at neutral pH and above; trace metals will
intensify the reaction. Because soluble phosphates are nu-
trients, the effectiveness of these buffers can diminish with
culture metabolism. Finally, phosphate buffers exhibit a
concentration effect characterized by a rise of 0.2–0.3 pH
unit with each 10-fold dilution.

Synthetic Buffers. Synthetic buffers were developed to
alleviate the many problems encountered with the earlier
generations of natural buffers. Tris [Tris(hydroymethyl)-
aminomethane; pKa 8.3 at 20 �C] was the first organic com-
pound widely utilized for its improved buffer characteris-
tics. Tris and Tris HCl can be combined for buffering
between pH 7.0 and 9.0, with strongest activity between
7.2 and 8.0. Tris can also be paired with other acids such
as acetate, borate, or phosphate for specific buffering ap-
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plications. Tris does not precipitate calcium ions and helps
to maintain the solubility of magnesium salts. Tris is, how-
ever, a chemically reactive amine and can penetrate cell
membranes; some microorganisms (e.g., Sporocytophaga
myxococcoides ATCC 10010) have shown growth inhibition
by the compound. Tris exhibits marked concentration and
temperature effects that can limit its effectiveness for cer-
tain biological purposes. Tris buffers fall approximately 0.1
pH unit per 10-fold dilution. At 0.05 M, a Tris buffer at 25
�C will be pH 7.20; at 5 �C, pH 7.76; at 37 �C, pH 6.91.
Therefore, when used in culture media, Tris buffers should
be constructed with the incubation temperature of the cul-
ture in mind and not upon the pH of the buffered medium
at room temperature.

During the 1960s Good et al. (75) developed a number
of zwitterionic compounds for use in biological systems to
include as many as possible of the following desired buffer
characteristics: (1) freely soluble in aqueous solutions to
permit preparations of concentrated stock solutions,
(2) buffering optima within the range of most biological
systems, (3) biochemically nonreactive and chemically sta-
ble, (4) inert to microbial or other enzymatic attack,
(5) minimal temperature and ionic effects upon buffer pH,
and to further enhance their versatility to include postcul-
ture analytical procedures, (6) insoluble in organic solvents
and (7) transparent to the ultraviolet wavelengths used in
many biological spectrophotometric assays. Collectively
these compounds have come to be known as the Good buf-
fers, of which, HEPES (pKa 7.5 at 25 �C) is most commonly
recognized due to its prevalence in media formulations for
the cultivation of animal cell lines. Other Good buffers use-
ful for microbial media formulations include ACES (pKa

6.8 at 25 �C), which is a component in the recommended
cultivation medium for Legionella; buffered charcoal yeast
extract (BCYE) (2p.518); MES (pKa 6.1 at 25 �C), PIPES
(Pka 6.8 at 25 �C), and TES (pKa 7.5 at 25 �C).

HEPES has been implicated in the phototoxicity of
RPMI medium for the cultivation of eukaryotic cells; how-
ever the effect was eliminated when sodium pyruvate was
added to the culture medium (76). Other Good buffers have
also shown various types of inhibition in certain cell lines
(77). As with any buffering system or other media compo-
nent, the Good buffers should be evaluated for applicability
against the microorganism under study.

Biological buffers for cell growth purposes are com-
monly used at 0.01–0.05 M; chemical effectiveness of the
buffer, initial pH of the medium without the buffer, pro-
duction of acid or basic metabolites during culture growth,
and enzymatic or other reagent optima are considerations
in determining appropriate buffer ion concentration. Buf-
fer tables can be found in numerous publications. Lacking
a table, buffer solutions can be prepared with either of the
two following methods and a calibrated pH meter:

1. Prepare a 2� solution of the buffer compound. Using
HCl or NaOH, titrate the solution to the desired pH.
Bring the solution to 1� volume with deionized or
distilled water.

2. Prepare equimolar solutions of the acidic member
and the basic member of the buffer pair. The molar-
ity of these solutions is that of the final concentration

needed for the working buffer. Choosing the solution
of the buffer pair with a pH closest to that needed
for the working buffer, titrate the solution to the de-
sired pH with the equimolar solution prepared with
the remaining component of the buffer pair.

Gelling Agents

Many microbial applications, such as strain isolation and
purification, necessitate the use of solid media. Growth of
aerobic organisms, in addition to specific morphologies, are
often enhanced on solid media providing unrestricted gas
exchange. The different gelling agents available to micro-
biologists each have attributes and drawbacks that one
must consider before choosing a particular gelling agent to
include in a medium formulation. Although agar is the
most frequently encountered gelling agent in microbial cul-
ture media, it must be properly used in order to maintain
the chemical and nutritional integrity of a formulation.
Many chemolithotrophic organisms are inhibited by organ-
ics and will not grow on media solidified with agar. Con-
versely, a number of marine bacteria are agarolytic and can
quickly dissolve or soften this support matrix. Other gel-
ling agents, including carrageenan and Gelrite, are alter-
natives to agar, but each has its own chemical peculiarities
that must be understood before they can be effectively
used.

Agar. Agar is a polysaccharide complex extracted from
a number of species of red algae (Gelidium, Gracilaria, and
others) found in the Pacific and Indian Oceans and the Ja-
pan Sea. The agar complex can be separated into (1) aga-
rose, a neutral gelling fraction, and (2) agaropectin, a sul-
fated, nongelling fraction. Depending upon the purity and
gel strength of the agar, and also upon the chemical com-
position of the medium in which the agar is used, a molten
1.5% agar solution will set at temperatures between 32
and 39 �C. However, agar media with high concentrations
of salt (e.g., those for the extreme halophiles, which contain
�18% NaCl and 0.5% each of MgSO4 and KCl) gel quickly
at temperatures above 55 �C. The gelling capacity of agar
is thermally reversible, however, repeated remelting of
agar-containing media is not recommended because the
chemical stability of many nutrients cannot withstand re-
peated exposure to elevated temperatures. Agar is subject
to acid hydrolysis, which destroys the gelling capacity of
the polysaccharide; the phenomenon is intensified by heat.
Agar-containing media autoclaved at less than pH 5.0 will
not gel when cooled. If a low-pH agar is required, it is ad-
visable to prepare and sterilize the medium in two sepa-
rate solutions: For 1 L of low-pH agar medium, (1) heat
and dissolve agar, with stirring, in 500 mL water; (2) dis-
solve remaining medium components in 500 mL water;
(3) sterilize each solution separately at 121 �C; (4) cool each
solution to approximately 50 �C; (5) aseptically combine
both solutions, mix well, and dispense into containers as
required.

Agar products vary with respect to nitrogenous and in-
organic salt contaminants. A number of manufacturers
feature agars purified though repeated water and solvent
washes. Some agar products contain significant amounts
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Table 5. Solid Medium for Thiobacillus ferroxidans

Solution A

(NH4)2SO4 0.08 g
MgSO4 • 7H2O 0.20 g
K2HPO4 0.04 g
Trace elements (see Table 1, mix A) 0.5 mL
Distilled water 40.0 mL

Adjust Solution A to pH 2.3 with concentrated H2SO4. Filter
sterilize.

Solution B

Phytagel (Sigma P-8169) 0.5 g
Distilled water 40.0 mL

With constant stirring, heat Phytagel to boiling to dissolve.
Sterilize at 121 �C for 15 min. Cool to no less than 80 �C.

Solution C

FeSO4 • 7H2O 2.0 g
Distilled water 20.0 mL

Quickly dissolve ferrous sulfate with constant stirring.
Immediately filter sterilize.

Complete medium

Warm solution A to about 50 �C. Add solution C to solution A and
immediately combine with solution B. Mix well and pour plates.
As this medium must be poured at a rather high temperature
to avoid premature gelling of the Phytagel, it will be necessary
to dry the plates before use by leaving the lids ajar in a sterile
environment or by incubating them at 37 �C overnight to
eliminate excess condensation.

of metals that can bind to and precipitate with phosphates
in the medium, resulting in diminished growth yield with
the solid medium as compared with that of the correspond-
ing liquid medium. Similarly, autoclaving any agar in the
same solution with the carefully balanced nutrient salts of
a chemically defined medium, particularly at neutral to
alkaline pH, will frequently give rise to a pronounced dark-
ening or haze that can compromise the effectiveness of the
medium. Under chemically defined conditions, component
integrity is best preserved by autoclaving a purified agar
separately from the autoclaved or filter-sterilized chemical
portion of the medium, as already outlined for preparation
of a low-pH agar medium. The use of electrophoretic
grades of agarose would be more suitable than purified
agars for gels in which a minimal level of trace metal con-
tamination is required.

As with all gels, agar exhibits syneresis in that it will
squeeze out solute as it contracts. The small puddle of liq-
uid at the bottom of a freshly prepared agar slant is an
example of this phenomenon. The amount of syneresis is
dependent upon the concentration of the agar in the gel.
Agar media can also lose water through desiccation during
storage. Once water has been eliminated from the agar gel,
it will not reenter the matrix unless the gel is remelted;
however, melting of solid media for the purpose of rehy-
dration not recommended because performance of the me-
dium will be markedly reduced.

Agar is normally used at concentration from 1.0 to 2.0%
for solid media; at 0.075 to 0.2% to create a viscosity that
retards oxygen diffusion in media such as fluid thioglycol-
late medium U.S.P. and the classical oxidation–fermenta-
tion (O-F) medium of Hugh and Leifson (78); and at 0.5 to
0.75% for soft, top-layer agars in media for bacteriophage
propagation.

Agarose. Agarose, the purified gelling fraction of agar,
is used in some formulations for organisms that are inhib-
ited by agar. Purified agarose products, particularly those
grades used for electrophoretic work, are low in inorganic
and organic contaminant and, therefore, react less with
the phosphates present in a medium. Gel clarity is greater
than for agar. Low gelling temperature agaroses melt
above 65 �C and form gels at less than 30 �C. Agarose will
form solid gels at 0.75–1.0%.

Gellan Gum. Gelrite, a gellan gum, is a heteropolysac-
charide composed of glucuronic acid, rhamnose, and glu-
cose, produced by bacterial fermentation, and commercial-
ized as a gelling agent by Kelco (Merck & Co., Inc., Kelco
Division, San Diego, Calif.). Sigma Chemical Co. (St. Louis,
Mo.) distributes the material under the trade name Phy-
tagel. Under either name, this gellan gum is somewhat
difficult to work with for routine media solidification pur-
poses, but nevertheless, its unique characteristics make
the material the most practical solution to some unusual
microbial cultivation requirements. Gelrite/Phytagel is a
high-melting-temperature (�70 �C) gel, which makes it
useful for the cultivation of thermophilic bacteria and
fungi at 45–50 �C, temperatures at which agar shows con-
siderable syneresis and softening. The gel is generally
thermally reversible, although under some conditions,

such as the elevated soluble salt concentrations of marine
media, gelling can become permanent. Gelrite/Phytagel is
subject to acid hydrolysis when autoclaved at low pH. The
gellan is resistant to microbial attack by most organisms
and so proves useful in the isolation of organisms such as
the marine cytophagas, a group in which many strains
characteristically possess the ability to degrade other bio-
polymer gells including agar, algin, carrageenan, and gel-
atin. Many chemolithotrophic organisms (e.g., Nitrobacter,
spp. and Thiobacillus ferroxidans), although inhibited by
agar and other organic gelling agents, can be grown suc-
cessfully on a solid medium using the gellan. Full gelling
capacity of this polysaccharide is cation dependent, and
media formulations may need amending to include at least
0.1% MgSO4•7H2O, or other magnesium salt to permit suf-
ficient gelling. Under chemically defined media conditions,
further chemical adjustments to other components may be
necessary to retain chemical balance because of a modifi-
cation in cation level. Recommended concentrations for
Gelrite/Phytagel are in the 0.1–0.2% range, however ex-
perimentation will probably be needed to select the appro-
priate concentration for one’s own needs. Table 5 provides
a media formulation that has been successfully used as a
solid medium for the cultivation of laboratory strains of T.
ferroxidans (ATCC 21834 and others); the gel is rigid
enough for the isolation and picking of colonies, and growth
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Table 6. Simplified Silica Gel Plates

Stock solutions

Solution 1
Concentrated HCl (�37%) 14.5 mL
Distilled water to 100.0 mL

Solution 2
Na2SiO3 • 9H2O 20.0 g
Distilled water 100.0 mL

Use slight heat and constant stirring to dissolve sodium silicate.
Filter out any particulates or colloidal material with
Whatman #1 paper.

Preparation of silica gel plate

1. Volumes given are for one 20 � 100 mm petri dish. Gelling
will occur within 10–15 s of mixing solutions. Be prepared to
work quickly.

2. Add 14.5 mL solution 1 to a 100-mL beaker and stir
continuously. (A magnetic stirrer will work best.)

3. Quickly add 19.0 mL solution 2 into the beaker and mix well.
4. As soon as effervescence stops, quickly pour contents of

beaker into a 20 � 100 mm petri dish. Use a glass dish if
subsequent autoclaving is required.

5. Initial gelling will occur almost immediately. Gel strength will
increase slightly over a half-hour period, at which time the gel
may be washed to remove excess NaCl and then flooded with
nutrient solution.

is rapid (3–5 days) at 20–30 �C. Preparation methods for
this particular formulation illustrate many of the topics
discussed in this article with respect to treatment of chem-
ically incompatible salts, acid hydrolysis, and heat insta-
bility of media components.

Alginic Acid and j-Carrageenan. Alginic acid (79) and j-
carrageenan (80,81) have been used microbiologically for
specialized gelling needs. Gelling efficiency of alginate is
Ca2� dependent, whereas j-carrageenan is K� or Na� de-
pendent. Since all of these substances are easily degraded
by assorted bacteria and fungi, their use as gelling agents
is restricted. Microbial degradation of these substances is
used for taxonomic purposes.

Silica Gel. A final solid substrate for the laboratory cul-
tivation of obligate chemolithotrophic organisms is silica
gel, first used by Weintraub and Hanks (82) in 1936 for the
isolation of ammonia-oxidizing bacteria. Many authors
have since attempted improvements on the tedious method
(83–86). Preparation of any quantity of plates is laborious.
Briefly, sodium silicate is reacted with strong HCl to pro-
duce silicic acid, NaCl and almost immediate gelling. Nu-
trient salts may be included in the formulation, or the sur-
face of the silica gel may be later flooded with nutrients,
with some absorption. Because the amount of NaCl is high
(�8–10%), the gel may first need clearing of the salt, with
repeated washings with water prior to flooding with a nu-
trient solution. Silica gels are translucent and rigid with a
high degree of syneresis. The gels are autoclavable, with a
tendency for cracking, and are not reversible. Table 6 pro-
vides simplified instructions for silica gel preparation
adapted from Ref. 82.

MEDIA STERILIZATION

With few exceptions, media and buffers used for microbial
cultivation must be sterilized as soon as possible after
preparation to limit proliferation of environmental con-
taminants that will alter the nutritional characteristics of
the medium either by consumption of nutrients or by pro-
duction of metabolites. Even nonnutritive buffers or trace
metal stock solutions can give rise to unwanted fungal
growth if stored unsterilized for any length of time at room
or refrigerator temperatures. Sterile media and buffers are
necessary for culture propagation; the presence of micro-
bial contaminants, even at a low level, can invalidate any
study or production process. The physical stress of sterili-
zation, however, can compromise the nutritional and phys-
iological characteristics of a medium or buffer. Conse-
quently, one must choose a sterilization method that has
the least negative impact upon the material being steril-
ized. Although steam sterilization had historically been
the only form of sterilization accessible by many labora-
tories, the widespread availability and diversity of reason-
ably priced and reliable disposable filtration units offer
more appropriate choices for media sterilization, even for
small laboratories.

Steam Sterilization (Autoclaving)

Steam remains the most widely used sterilization method
for rugged, heat-stable media and has the advantage of
often being the terminal step in media preparation. With
no additional manipulation of an uninoculated medium
poststerilization, possibility of inadvertent introduction of
contamination is reduced. The term autoclaving is often
used synonymously for the definitional procedure: “steril-
ize at 121 �C for 15 minutes.” This phrase must be applied
in context to the volume of the medium being sterilized as
well as to the efficiency of the autoclave being used. The
precise meaning of the phrase infers that the contents of
each container within an autoclave cycle must achieve an
uninterrupted exposure to 121 �C for 15 min; it does not
mean that the autoclave itself was set for that temperature
and time. From a practical laboratory standpoint, this
means that small volumes (e.g., test tubes) will require the
minimal amount of autoclaving time, whereas large vol-
umes (e.g., one or two flasks) will require additional au-
toclaving time. Fully loaded autoclaves may require longer
run times. Under laboratory autoclave conditions, a 30–35
min sterilization cycle for 0.5 L liquid medium in a 1-L
flask is a practical guideline; agar media that have been
allowed to solidify before sterilization may require longer
autoclave times. Large-scale fermentation volumes can re-
quire hours to sterilize; media processed in poorly main-
tained autoclaves might never be adequately sterilized.
Where mechanical agitation of a medium is not possible
during the autoclave cycle, maximum container volumes
of media should not exceed the ratio of �1 L media in a
2-L vessel because the prolonged autoclave times required
for heat conduction to raise the innermost portions of large
volumes of media to 121 �C will subject the outer portions
of the media to extreme overheating.

Autoclaves and their cycles should be validated for me-
dia sterilization. Ideally, this would include replicate au-
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toclave run data from multiple thermocouple probes
spaced strategically within the autoclave chamber and
load configurations. While this technological expense is be-
yond the budget of many small research laboratories,
quantified preparations of Bacillus stearothermophilus
sterilization indicators, such as the Verify Biological Indi-
cators (Steris Corporation, Mentor, Ohio), can indicate
general “121 �C, 15 min” parameters. Chemical indicator
strips or labels are not reliable indicators of sterilization
and should be used only as visual aids to indicate that a
particular item has been run through an autoclave cycle.
Under the most elemental quality control conditions, me-
dia samples should be held at least 2 weeks at 26 �C and
37 �C, and also at conditions and temperatures conducive
to the growth of the types of environmental bioburden nor-
mally encountered during media preparation and sterili-
zation, to ensure that latent contamination does not sub-
sequently proliferate. Unusual media formulations (e.g.,
extremes in pH, chemolithotrophic conditions, unusual en-
ergy sources) that may not allow proliferation of common
microorganisms may require inoculation of lot samples
into more conventional heterotrophic media (e.g., tryptic
soy broth) to encourage the growth of common environ-
mental contaminants.

Steam at pressures below 15 psi (121 �C) are used for
sterilization of many media components not stable at 121
�C. Skim milk (used as a cryoprotectant in lyophilization
and as a substrate in phenotypic characterization) is best
sterilized at 116 �C for 20 min; the lower pressure reduces
carmelization of indigenous lactose. Powdered sulfur (S0)
used as an energy source for microorganisms can be
treated with Tyndallization (100 �C for 30 min for 3 con-
secutive days) to avoid melting the element into a solid
mass that physically limits its availability to organisms.
Tyndallization is also used as a method of bioburden re-
duction (it is not a sterilization process) for other extremely
heat-labile media. In theory, vegetative cells are killed by
the first day’s boiling; quickly germinating spores are
killed the second day; by the third day, late-germinating
spores are killed, leaving a relatively clean preparation.

Filter Sterilization

Heat-labile media components should be filter sterilized.
Any chemically balanced liquid buffer or medium can also
be filter sterilized to ensure that chemical integrity will not
be compromised by the elevated heat and pressure of
steam sterilization. Membrane filters, rather than depth
filters, are preferred for sterilization purposes because
their uniform pore size permits absolute retention of par-
ticles down to a specified pore diameter when the mem-
branes are stored, sterilized, and used according to man-
ufacturer’s instruction. Depending upon the polymer
composition, membrane filters are available in porosities
from 10 lm down through nominal molecular weight limit
used for ultrafiltration. For general microbiological pur-
poses, 0.2-lm filtration is used for sterilization of media
and buffers because this porosity effectively traps many
vegetative bacteria and spores. However, in serum-based
media, because mycoplasmas are not always held back at
0.2 lm, filtration through a stack of three 0.2-lm mem-

branes rather than a single membrane will increase the
probability of retention of these common serum contami-
nants. In addition, membranes are now available in 0.1-
lm porosity that can retain smaller-sized microbial con-
tamination, but flow rates are slower and rate of
membrane clogging increases as porosity decreases. In any
event, the filtration method selected for sterilization
should be challenged against the smallest microbial con-
taminants known to be present in the working environ-
ment and production stream (87). As pore size decreases
to submicron diameters, there is the possibility of holding
back large molecular weight nutritional components and
aggregates.

Water-soluble hydrophilic microbial media, stock solu-
tions, and buffers are most commonly filter sterilized with
membranes composed of cellulose acetate or nitrate esters.
Fastidious cultures may require initial washing of the
membranes with hot water to remove residual organics
prior to media filtration; filters and membranes specified
for tissue-culture applications are also recommended for
sensitive organisms. Nonaqueous media components such
as ethanolic concentrates of antibiotics or dimethyl sulf-
oxide (DMSO) must be filter sterilized with hydrophobic
polymer membranes designed to withstand organic sol-
vents. Nylon and Teflon membranes are suitable for many
organic-solvent based biological applications. These types
of membranes can require initial washing with a weak
nonpolar solvent such as methanol to condition them for
filtration. Some membranes, such as Nylon, are protein
binding; if specific proteins are key media components,
choose a membrane specifically identified as low protein
binding.

Membrane filters have limited loading capacity and will
quickly clog. Consequently, effective membrane filtration
with any large volume, especially with particulate-laden
preparations, requires sequential filtration from larger
through smaller porosities to clarify the medium of debris,
as much as possible, prior to the final filtration step. Low-
speed centrifugation may also be used to first clarify crude
media preparations. Glass fiber depth filters are efficient
prefilters for many media applications because they have
great loading capacity; however, they do not always elim-
inate the need for sequential membrane clarification steps
prior to sterilization. Sterile filtration can be a slow pro-
cess. It may be necessary, for critical applications, to per-
form the entire operation in a cold room to retard environ-
mental microbial or other denaturing activity upon the raw
material.

Positive-pressure filtration with an inert gas such as
nitrogen is used in most large-scale filtration applications.
Positive pressure reduces foaming of the filtrate and pos-
sible denaturation of any essential protein components.
For critical and regulatory applications, the gas supply
must also be sterile filtered before it reaches the medium
reservoir. In many laboratories, filter sterilization with
vacuum is the only available option. With vacuum, foaming
of proteinaceous material will be best reduced with se-
quential prefiltration through larger membrane porosities
as well as with minimal vacuum applied to the process.
For most bacterial applications, serum foaming is not a
deleterious nutritional problem. However, do note that me-
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dia foaming can be a serious source of environmental con-
tamination if the foam is not trapped and collected before
passing into the laboratory vacuum line.

Disposable, presterilized filtration systems are offered
by a number of manufacturers (e.g., Falcon, Corning, Gel-
man, Millipore, Nalge) in small- to large-volume capaci-
ties. Capsule filters are available for small to medium in-
line batch processing (20–60 L). Filter/storage systems in
the 200-mL to 1-L sizes offer the ease of vacuum-operated
membrane sterilization and storage with minimal prepa-
ration and clean up. Syringe filters are most used for vol-
umes of less than 50 mL; however some types can sterilize
volumes up to 1 L without clogging.

Dry Heat Sterilization

Some materials with microbiological applications require
dry heat sterilization. Whereas autoclaving is suitable only
for heat-stable aqueous material, and filter sterilization is
amenable to those materials capable of passage through
membranes, dry heat is used for sterilization of nonaque-
ous, heat-stable material such as oils and waxes. It is also
used for glassware or equipment depyrogenation and en-
zyme (RNase) elimination in many production as well as
research protocols. A minimal standard for dry heat ster-
ilization is 350 �C for 30 min, or 121 �C for 6 h (88). As with
autoclaving, the time can vary considerably with the effi-
ciency of the sterilization oven as well as with the volume
and kind of material being sterilized. Sterilization oven
validation is required for many production process. How-
ever, for basic laboratory needs, biological dry-heat spore
indicators (Bacillus stearothermophilus and B. subtilis)
such as Spore-O-Chex (PyMaH 00190) will give a better
indication of actual oven operation than will chemical in-
dicator strips that show only that a particular temperature
has been reached, but not for how long, nor if any tem-
perature interruptions occurred. Oils and waxes are best
heat sterilized in shallow volumes in large containers to
permit rapid and thorough heat penetration of the mate-
rial because temperature lag is much longer with non-
aqueous than with aqueous materials.

MEDIA STORAGE

Prepared microbial media should stored refrigerated at 4–
8 �C and in the dark. Containers should be tightly sealed
or, in the case of petri dishes, packaged in plastic bags to
retard evaporation. Desiccated agar media are character-
ized by surface cracking and pulling of the agar away from
container walls. Water evaporation from liquid or solid me-
dia concentrates solutes, which can result in permanent
precipitation of some components, alters concentrations of
critical nutritional factors or substrates, and increases os-
molarity to possibly growth-limiting levels. The ability to
freeze media is entirely dependent upon the formulation.
As water freezes and concentrates the solutes, poorly sol-
uble chemicals, such as tyrosine, or chemicals, such as
phosphates, prone to complexing may not go back into so-
lution when the medium is subsequently thawed. Photo-
toxicity of media can develop when light activates the glass
or plastic containers, as well as media components, and

initiates formation of free radicals; aerobic conditions in-
tensify these deleterious reactions as do the blue wave-
lengths of light emitted by fluorescent tubes (89). The ef-
fects of light and free radical formation with respect to
tissue culture media have been well studied. In one such
mechanism, light at 360 nm and 450 nm activates ribofla-
vin, resulting in a transfer of energy to tryptophan or ty-
rosine and the formation of cytotoxic free-radical products
(90). Similar hydrogen peroxide formation in RPMI me-
dium has been shown to be intensified by the presence of
HEPES buffer. With bacteria, an inhibitory effect of light
on growth-supporting properties of eosin methylene blue
agar has been demonstrated (91). It is recommended that
tissue culture media and media for those microorganisms
sensitive to the presence of hydrogen peroxide or free rad-
icals (e.g., anaerobic bacteria) be stored and cultured in the
dark or in yellow wrappers to reduce the inhibitory effects
of light on the media and growth of the organisms.
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INTRODUCTION

The aqueous environment to which cultured cells are ex-
posed includes low molecular weight nutrients, hormones,
transport proteins, buffers, and reagents intended to ei-
ther reduce stresses imposed on the cultured cells in the
bioreactor environment or stabilize the product. The me-
dium, in many cases, also includes attachment proteins
and/or hormones that adsorb to the surface(s) of the bio-
reactor and mediate interaction with the cultured cells.
The cells rapidly modify the environment (both aqueous
and substratal) by utilization of nutrients and secretion of
proteins and metabolites. In many cases these secreted
products can be detrimental to both the cells and the prod-
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uct of interest. Thus it is common practice to include in
media antioxidants, protease inhibitors, and buffers. The
cell-specific rates of medium utilization and metabolite
production impact many of the values for process control
parameters, which are in turn influenced by the medium
design. Media components that destabilize or copurify with
the product must, of course, be avoided.

After a few days of culture in the bioreactor, the cells
are exposed to a modified or “conditioned” medium, which
differs considerably from the initial formulation. The levels
of some amino acids such as alanine usually increase,
while glutamine levels usually decrease. The metabolism
of glutamine results in the secretion of ammonia (which
can be cytotoxic at 1–2 mM), and glucose metabolism leads
to lactic acid production (which causes medium acidifica-
tion). Different clonal lines isolated from the same trans-
fection, fusion, or primary isolate usually exhibit differ-
ences in growth characteristics and metabolism. This
results in differences in the conditioned medium that fre-
quently require “fine tuning” of the production process, ini-
tial medium, and supplemental feedstocks. Cells of com-
parable derivation generally do, however, perform well in
similar bioreactor systems.

In developing any process utilizing animal cell culture,
all of the aspects of upstream and downstream processing
must be also considered. The goal is usually to consistently
produce conditioned medium containing a high concentra-
tion of an intact, uniformly processed product, which can
be readily isolated from other cellular products and me-
dium components. The interrelationship between the cul-
tured cells (and their associated metabolic activities),
aqueous environment, substratum, bioreactor design
(three-dimensional geometry, materials, mass transfer
limitations, “shear stresses”, etc.), and product of interest
(including the associated downstream processing consid-
erations) must be emphasized. This interrelationship dic-
tates the approach for producing any product through
mammalian cell culture technology. In Figure 1 many of
the important parameters are grouped within these five
categories to illustrate their interrelationships. The com-
position and range of aqueous environments utilized in
mammalian cell culture are presented here, and further
information can be found in discussions surrounding the
other components of a bioreactor system.

While it is true that many factors of the production pro-
cess influence medium design, it is, in practice, usually the
case that the medium design dictates many aspects of the
overall process strategy. In addition, the medium compo-
sition defines raw material requirements including their
storage and quality control (QC). Accordingly, much of the
overall cost of manufacturing the final product can depend
on the medium composition and its degree of optimization.
Therefore, a common first step toward process design is
the definition of the hormonal, nutritional, and substra-
tum requirements of the cell line. In most cases, these are
independent of the bioreactor design and process param-
eters. Evaluation of these data in light of the restrictions
defined by the desired product suggest appropriate condi-
tions, bioreactors, processes, and the course for medium
optimization. It should be noted that even small modifi-
cations in the medium can influence the cell line stability,

the product quality/yield, operational parameters of the
bioreactor, and downstream processing.

Medium Composition

The aqueous environment to which the cells are exposed
results from a combination of many of the factors just dis-
cussed. Dissolved gasses and pH are monitored and con-
trolled. Metabolites or other cell products may be either
stimulatory or inhibitory to the cultured cells. Almost all
of the medium components have both lower and upper lim-
its within which the cells perform optimally, and these
ranges are interdependent. The effective concentration
range of a given amino acid, for example, is dependent on
the concentrations of other amino acids that are taken up
by the cells through the same uptake mechanism. The me-
dium and process parameters must therefore be designed
such that no component either exceeds or falls below its
effective concentration range (both net utilization and bio-
synthesis of specific amino acids are observed, dependent
on the metabolite and conditions). This concept of “meta-
bolic balance” has been clearly expounded in relation to
static culture systems (T-flasks) by Ham and his colleagues
(1,2).

In practice, an analytical comparison of fresh and con-
ditioned medium provides considerable insight in medium
optimization (3). Most of the components routinely in-
cluded in media are discussed here in detail and can be
grouped into four categories: water, low molecular weight
nutrients, proteins, and supplements of a nonhormonal/
nonnutritional nature. Table 1 lists the components of six
common medium formulations that are frequently used as
a starting point in medium development.

Scrutiny of these formulations provides some insight
into the complexity of media and the evolution of in vitro
cell culture technology over the past 40 years. Dulbecco’s
Modified Eagle’s (DME) medium (4–6) was designed for
high-density culture of attachment-dependent cells in the
presence of serum supplementation, whereas F-12 me-
dium (7) represents an initial round of optimization for
clonal (low-density) protein-free growth of CHO cells. The
concentration of each component of F-12 was empirically
determined through sequential concentration/growth re-
sponse (C/GR) analyses. MCDB 302 medium was derived
from F-12 via further C/GR analyses (8). RPMI medium
was developed for suspension culture of lymphocytic cell
lines in the presence of serum (9). Iscove’s DME (10) and
mixtures of DME/F-12 are commonly used to provide all
the components necessary for low-density low-protein cul-
tures, while also including high enough levels of nutrients
to support mass cultures (11,12). The subsequent analysis
of the amino acid and carbohydrate consumption by cells
cultured in the specified bioreactor system utilizing a “good
mixture” often suggests appropriate modifications of the
basal nutrient formula.

Water Quality

It is recommended that water of at least the pharmaceu-
tical “water for injection” (WFI) quality be utilized for
mammalian cell culture, and it should be noted that such
preparations are not necessarily pure; they simply meet
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Figure 1. Bioreactor systems: in-
terrelationship of components.
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standards for injection. Agents present in water are di-
luted throughout the organism with injection, but remain
in a relatively concentrated form in cell culture.

Water from any natural source is full of contaminants,
and mammalian cells are exceedingly sensitive to many
compounds that often contaminate the water used for me-
dia preparation (13). This is particularly noticeable with
“reduced protein” formulations, and contaminants not re-
moved during the purification process or introduced during
storage are common causes of aberrant cultures. These
contaminants can be either growth stimulatory or growth
inhibitory (with the latter being more common). Unpuri-
fied water can contain organics (from detergents or de-
graded biomass), inorganics (such as chlorine and heavy
metals), microorganisms (which often result in endotoxin/
pyrogen contamination), or particles.

It is recommended that a multiple step purification is
used to purify water for cell culture. In the authors’ facility,
water is filtered, deionized, adsorbed with carbon, purified

by reverse osmosis, passed through a Milli-Q� polishing
unit (Millipore Corporation, deionization/carbon adsorp-
tion), depyrogenated via ultrafiltration, and then stored at
80 �C in stainless steel tanks until use. Routine mainte-
nance and monitoring of the various stages of the purifi-
cation stream are performed. Other techniques such as dis-
tillation and UV oxidation are commonly utilized.

Low Molecular Weight Nutrients

Bulk ions and trace elements should be considered nutri-
ents because their absorption, secretion, and concentra-
tion in a given organism are finely controlled (14). The
concentrations of these ions maintain the osmotic pressure
of the microenvironment, and their distribution within the
tissue (primarily Na� and K�) maintains membrane po-
tential. Therefore, both the absolute and relative amounts
of sodium and potassium are important. The transient al-
terations in the availability of Ca2� and Mg2� mediate
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Table 1. Media Formulations Commonly Used in Animal Cell Culture

Compound (g/mol) DME F-12 MCDB 302 RPMI 1640 Iscove’s DME Coon’s DME:F12

Bulk ions and trace elements

CaCl2 (anh) (111.00) 1.80 � 10�3 2.99 � 10�4 6.00 � 10�4 1.49 � 10�3 1.36 � 10�3

CuSO4 • 5H2O (249.68) 9.97 � 10�9 1.00 � 10�8 4.01 � 10�9

FeSO4 • 7H2O (278.02) 3.00 � 10�6 3.00 � 10�4 1.44 � 10�4

Fe(NO3)3 • 9H2O (404.00) 2.48 � 10�7 1.24 � 10�7

KCl (74.55) 5.37 � 10�3 3.00 � 10�3 3.00 � 10�3 5.37 � 10�3 4.43 � 10�3 4.65 � 10�3

KH2PO4 (anh) (136.09) 2.18 � 10�4

MgCl2 (anh) (95.22) 6.01 � 10�4 2.60 � 10�4

MgSO4 (anh) (120.40) 8.11 � 10�4 4.06 � 10�4 8.11 � 10�4 4.85 � 10�4

NaCl (58.44) 1.10 � 10�1 1.30 � 10�1 1.30 � 10�1 1.03 � 10�1 7.71 � 10�2 1.19 � 10�1

Na2HPO4 • (142.1) 1.00 � 10�3 2.98 � 10�3 2.33 � 10�4

NaH2PO4 • 2H2O (156.00) 8.01 � 10�4 8.01 � 10�4 2.86 � 10�4

ZnSO4 • 7H2O (287.54) 3.00 � 10�6 2.87 � 10�6 2.50 � 10�7

Buffers and other components

Carbon Dioxide (CO2, gas)
NaHCO3 (84.01) 4.40 � 10�2 1.40 � 10�2 1.40 � 10�2 2.40 � 10�2 3.60 � 10�2 3.65 � 10�2

Essential amino acids

L-Arg (HCl) (210.70) 3.99 � 10�4 1.00 � 10�5 1.00 � 10�3 9.49 � 10�4 3.99 � 10�4 5.49 � 10�4

L-Cys HCl • H2O (175.60) 3.56 � 10�4 2.00 � 10�4 1.00 � 10�4 3.71 � 10�4 5.20 � 10�4 1.82 � 10�4

L-Gln (146.10) 4.00 � 10�3 1.00 � 10�3 3.00 � 10�3 2.05 � 10�3 4.00 � 10�3 3.00 � 10�3

L-Hts HCl • H2O (209.70) 2.00 � 10�4 1.00 � 10�4 1.00 � 10�4 7.15 � 10�5 2.00 � 10�4 1.91 � 10�4

L-Ile (131.20) 8.00 � 10�4 3.00 � 10�5 3.00 � 10�5 3.81 � 10�4 8.00 � 10�4 4.31 � 10�4

L-Leu (131.20) 8.00 � 10�4 9.98 � 10�5 1.00 � 10�4 3.81 � 10�4 8.00 � 10�4 4.99 � 10�4

L-Lys HCl (182.70) 7.99 � 10�4 2.00 � 10�4 2.00 � 10�4 2.19 � 10�4 7.99 � 10�4 6.02 � 10�4

L-Met (149.20) 2.01 � 10�4 3.00 � 10�5 3.00 � 10�5 1.01 � 10�4 2.01 � 10�4 1.27 � 10�4

L-Phe (165.20) 4.00 � 10�4 3.00 � 10�5 3.00 � 10�5 9.08 � 10�5 4.00 � 10�4 2.30 � 10�4

L-Thr (119.10) 7.98 � 10�4 1.00 � 10�4 1.00 � 10�4 1.68 � 10�4 7.98 � 10�4 5.00 � 10�4

L-Trp (204.20) 7.84 � 10�5 9.99 � 10�6 9.99 � 10�6 2.45 � 10�5 7.84 � 10�5 4.90 � 10�5

L-Ttr (diNaSalt) 2H2O (237.20) 4.38 � 10�4 3.28 � 10�5 3.31 � 10�5 1.10 � 10�4 4.38 � 10�4 2.49 � 10�4

L-Val (117.20) 8.00 � 10�4 9.98 � 10�5 1.00 � 10�4 1.71 � 10�4 8.00 � 10�4 5.03 � 10�4

L-Cystine 2HCL (310.80) 1.01 � 10�4

Nonessential amino acids

L-Ala (89.09) 9.99 � 10�5 1.00 � 10�4 2.81 � 10�4 1.01 � 10�4

L-Asn • H2O (150.10) 1.00 � 10�4 1.00 � 10�4 3.33 � 10�4 5.60 � 10�4 8.66 � 10�5

L-Asp (133.10) 9.99 � 10�5 1.00 � 10�4 1.50 � 10�4 2.13 � 10�4 9.77 � 10�5

L-Glu (147.10) 1.00 � 10�4 1.00 � 10�4 1.36 � 10�4 5.10 � 10�4 1.02 � 10�4

Gly (75.07) 4.00 � 10�4 9.99 � 10�5 1.00 � 10�4 1.33 � 10�4 4.00 � 10�4 3.06 � 10�4

L-Pro (115.10) 3.00 � 10�4 3.00 � 10�4 1.74 � 10�4 3.48 � 10�4 3.04 � 10�4

L-Ser (105.10) 4.00 � 10�4 1.00 � 10�4 1.00 � 10�4 2.85 � 10�4 4.00 � 10�4 3.04 � 10�4

Amino acid derivatives

Putrescine 2HCl (161.10) 9.99 � 10�7 9.99 � 10�7 9.31 � 10�7

Water-soluble vitamins and coenzymes

Ascorbic acid (176.12) 4.26 � 10�5

Biotin (244.30) 1.64 � 10�5 2.99 � 10�6 3.00 � 10�5 8.19 � 10�7 5.32 � 10�6 1.43 � 10�7

D-Ca pantothenate (238.30) 1.68 � 10�5 2.01 � 10�8 9.99 � 10�7 1.05 � 10�4 1.68 � 10�5 9.44 � 10�6

Folic acid (441.40) 9.06 � 10�6 2.95 � 10�6 3.00 � 10�6 2.27 � 10�6 9.06 � 10�6 5.66 � 10�6

Niacinamide (122.10) 3.28 � 10�5 3.03 � 10�7 3.00 � 10�7 3.28 � 10�5 1.65 � 10�5

Pyridoxal HCl (203.60) 1.96 � 10�5 9.82 � 10�6

Pyridoxine HCl (205.60) 3.02 � 10�7 3.00 � 10�7 4.86 � 10�6 1.46 � 10�7

Riboflavin (376.40) 1.06 � 10�6 1.01 � 10�7 9.99 � 10�8 5.31 � 10�7 1.06 � 10�6 5.84 � 10�7

Thiamine HCl (337.30) 1.19 � 10�5 1.01 � 10�6 9.99 � 10�7 2.96 � 10�6 1.19 � 10�5 6.37 � 10�6

Vitamin B12 (1355) 1.00 � 10�06 1.00 � 10�6 3.69 � 10�9 9.59 � 10�5 5.02 � 10�7
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Table 1. Media Formulations Commonly Used in Animal Cell Culture (continued)

Compound (g/mol) DME F-12 MCDB 302 RPMI 1640 Iscove’s DME Coon’s DME:F12

Carbohydrates and derivatives

D-Glucose (180.16) 2.50 � 10�2 1.00 � 10�2 8.00 � 10�3 1.11 � 10�2 2.50 � 10�2 1.75 � 10�2

Na pyruvate (110.00) 1.00 � 10�3 1.00 � 10�3 1.00 � 10�3 1.00 � 10�3 1.50 � 10�4

Purine derivatives

Hypoxanthine (Na Salt) (146.10) 2.87 � 10�5 3.70 � 10�5 1.60 � 10�5

Pyrimidines

Thymidine HCl (337.30) 2.16 � 10�4 2.16 � 10�6 1.04 � 10�4

Lipids and derivatives

Choline chloride (139.60) 2.87 � 10�5 1.00 � 10�4 1.00 � 10�4 2.15 � 10�5 2.87 � 10�5 6.45 � 10�5

i-Inositol (180.20) 4.00 � 10�5 9.99 � 10�5 1.00 � 10�4 1.94 � 10�4 4.00 � 10�5 6.99 � 10�5

Linoleic acid (280.40) 2.85 � 10�7 3.00 � 10�7 1.43 � 10�7

Lipoic acid (Thioctic) (206.30) 1.02 � 10�6 9.99 � 10�7 4.85 � 10�7

Total osmolarity (mosm) 367 316 312 293 286 357
Total sodium ion (mM) 156 145 133 116 157 137
Total potassium ion (mM) 5 3 3 5 4 5
Total chloride ion (mM) 120 135 135 109 86 129

transmembrane signaling events, and these ions are also
necessary for integrin-mediated cell adhesion. Among
other biochemical roles, phosphate and bicarbonate ions
buffer the acidity of the microenvironment. Other ions
such as selenium, vanadium, copper, zinc, iron, molybde-
num, and manganese are necessary as cofactors for certain
enzymes. Depending on their concentration, trace ele-
ments can be either stimulatory or inhibitory in cell cul-
ture, and therefore must be used at optimal concentration.

Trace elements are contained as contaminants in the
reagents used to prepare media, and care must be taken
to assure that such unknown materials remain consistent
throughout a production operation. In order to insure this
consistency, it is common practice to “ball mill” large
batches of powdered nutrients, and perform QC on random
aliquots. The batch is then packaged in appropriately sized
containers because the uniformity of the powder decays
with time. Preparation of media from these large lots then
requires minimal QC (provided a good source of water is
utilized). Verification of osmolarity, pH, O2 and CO2, levels
(blood gas analyzer), and sterility is usually sufficient.

There are two major energy sources utilized by cultured
mammalian cells: six-carbon sugars and glutamine (15).
Glutamine (2–10 mM) can serve both as a source of energy
and carbon. However, ammonia produced from the conver-
sion of glutamine to glutamic acid can be detrimental at
concentrations exceeding 2 mM, and cultures of cells such
as murine hybridomas tend to build up significant concen-
trations of this metabolite. Cell lines can sometimes be
adapted to tolerate slightly higher levels of ammonia, but
success in this endeavor has been limited with levels not
exceeding about 10 mM. Glutamine is also unstable in
aqueous solution at 4 �C (half-life is approximately 100
days), and ammonia is one of the principal degradants.

Thus, long-term storage of media containing this amino
acid should be avoided. If necessary, glutamine-free for-
mulations can be supplemented with this amino acid just
prior to use. Glucose is the most common carbohydrate (2–
20 mM) provided as a source of energy, but many cell lines
can be adapted to growth in galactose or other six-carbon
sugars (16,17). In this case, a desirable reduction in the
rate of lactate production and six-carbon sugar utilization
is sometimes observed, presumably achieved via a de-
crease in the steady-state concentration of glycolytic inter-
mediates. Concomitant reduction in growth rate is often
seen. Pyruvate can also function as an energy/carbon
source.

Amino acids provide the major nitrogen source in these
cultures and have been grouped into two categories as a
result of tissue culture experiments: the essential and non-
essential amino acids (Table 1). However, most cultured
cells perform better in the presence of the nonessential
amino acids, and increases in the quantitative require-
ments for the essential amino acids are observed in cul-
tures deprived of nonessential amino acids. An exception
to this classification is the CHO-cell-derived lines that are
auxotropic for proline (0.1–1 g/L generally required). Other
amino acids such as serine and glycine have been shown
to be beneficial supplements for low-density cultures but
are relatively unimportant under conditions generally em-
ployed in large-scale mammalian cell cultures.

Vitamins have classically been grouped according to
their solubility water soluble (B12, biotin, folic acid, nia-
cinamide, pantothenic acid, pyridoxine, riboflavin, and
thiamine) or fat soluble (vitamins A, E, K). These com-
pounds are enzymatic cofactors that are necessary for cel-
lular metabolism and are reutilized (not metabolized and/
or degraded) by the cells. The fat-soluble vitamins are usu-
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ally added to the medium from a concentrated ethanolic
stock and are not particularly stable in solution. Vitamin
A (a retinoid) can have no effect, stimulate growth, or in-
duce differentiation (dependent on the cell type and cul-
ture conditions). Vitamin E serves as an antioxidant, and
vitamin K is necessary for the c-carboxylation of proteins.
The water-soluble vitamins function in multiple metabolic
roles and are generally necessary components of a medium
formulation. Vitamin C, a water-soluble antioxidant, has
been demonstrated to be beneficial in culture, particularly
with cells that tend to synthesize collagen. It is readily
oxidized, and continuous supplementation is advisable if
beneficial effects are to be observed (18).

Many cultured cells require supplementation with fatty
acids, phospholipids (and/or their precursors), and other
hydrophobic compounds such as cholesterol. The quanti-
tative and qualitative requirements vary with cell type,
culture conditions, and duration of exposure to the supple-
ment (19). Much is still to be discerned about the intercon-
version and biosynthesis of lipids by cultured cells, but a
few generalizations can be made. cis-Unsaturated fatty ac-
ids (for example, linoleic, oleic, arachidonic) have been
shown to be beneficial for many cell lines, but are relatively
insoluble and inherently unstable in aqueous solutions.
They are usually supplied as conjugates with delipidated
albumin or cyclodextrins, or added as unilamellar vesicles
(liposomes). Certain lots of albumin or improperly pre-
pared albumin conjugates can be quite toxic. Liposomes
have been utilized to provide cells with both fatty acids and
phospholipids such as spingomyelin, phosphotidyl choline,
phosphotidyl ethanolamine, and phosphotidyl inositol.
This approach is difficult to utilize in large-scale cell cul-
tures; in many cases the need for supplementation with
the more complex lipids can be circumvented by providing
the cells with precursors such as choline, ethanolamine,
and inositol. A few cells such as NS-1-derived hybridomas
have a deficiency in cholesterol biosynthesis, and supple-
mentation is usually necessary.

Nucleic acid precursors such as the nucleosides and nu-
cleotides are usually not required in a medium formula-
tion, provided at least one source of pyrimidine and purine
is supplied. Therefore, hypoxanthine and thymidine are
included in most media. Particular care must be taken
with mutant lines lacking enzymes of the biosynthetic
pathways or with cultures grown without glucose. In the
latter case a source of five-carbon sugars or a small con-
centration of glucose is advisable. Hybridoma cell lines
produced via NS0 (a cell line derived from NS1) fusions do
not express functional glutamine synthetase (GS), and
therefore this line has been used to produce cell constructs
using GS as a selectable marker (20). Recombinant lines
produced in this manner grow in glutamine-free medium,
but this formulation is usually supplemented with adeno-
sine, guanosine, cytidine, uridine, and elevated levels of
thymidine.

Culture in glutamine-free medium results in a system
where ammonia does not accumulate to toxic levels, and
frequently, higher cell densities can be achieved. How-
ever, even after adaptation to glutamine-free medium, the
proliferation rate is generally less than that seen in
glutamine-containing media. NS0-derived lines usually

need to be provided with a source of cholesterol unless con-
siderable “weaning/adaptation” has been performed (21).

Proteins

The first cultures were established in mixtures of plasma
and tissue extracts (22–24). More defined and reproducible
nutrient media designed in the late 1950s to early 1960s
were developed using cultures supplemented with dialyzed
serum. We now know that serum provides a host of factors
not contained in many basal nutrient formulations, includ-
ing low molecular weight nutrients (sugars, lipids, vita-
mins, amino acids, trace elements, etc.), hormones, blood
proteins, metabolites, and protective compounds. Signifi-
cant inter-lot, seasonal, and source variation in serum
composition exists.

Because quantitative analysis of all of the serum com-
ponents is not yet possible (particularly for the proteins,
lipids, and lipoprotein complexes), variation in the serum
supplement is frequently cited as the principal source of
variability between cultures. It is also the root of many
problems associated with the production of mammalian
tissue culture products. Supplementation with 10% serum
results in the contamination of the product-enriched me-
dium with a mixture of hundreds of proteins totaling about
4 g/L. This significantly complicates and increases the ex-
pense of downstream processing. In addition, serum is ex-
pensive, and the availability of high quality serum has
been (and is likely to be) a problem for large-scale efforts.

It is now well accepted that the major role played by
serum in cell culture is to provide hormones, growth fac-
tors, transport proteins, and attachment factors. Serum
also has other beneficial effects in culture. It supplies “ge-
neric” protein that coats the system, preventing nonspe-
cific adsorption of essential factors to the bioreactor walls
and filters. Enzymes contained in serum modify media
components, producing molecules the cells can more read-
ily utilize, and also detoxify other materials. Serum also
provides essential nutrients that are not included in the
older, less-complex basal media. Recently, the importance
of the numerous protease inhibitors present in serum has
also become apparent, and several reports of increased
product integrity in cultures supplemented with protease
inhibitors are present in the literature (tPA/aprotinin). In
addition, the physical properties of medium (colloid os-
motic pressure, diffusion rates, viscosity) are altered by
serum supplementation.

If serum is utilized in a culture system, extensive labor-
intensive prescreening of several lots is usually necessary.
This screening usually focuses on the growth and produc-
tivity of the cell line, and small-scale testing for interfer-
ence in the product isolation. Long-term growth, cellular
morphology, cellular productivity, and the possibility of ad-
ventitious contaminants must be examined. Once identi-
fied, a large lot of serum is usually purchased. Long-term
storage of costly, unstable biologicals such as serum in a
monitored freezer facility is expensive. Taken together,
these factors have driven the development of the technol-
ogy to reduce the need for serum supplementation in mam-
malian cell culture. In fact, with the recent concern about
potential prion contamination (25), a major emphasis has
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been placed on eliminating all animal-derived components
from culture systems designed to produce parenteral phar-
maceuticals.

Many of the useful growth promoting agents, attach-
ment factors, carrier proteins, and protease inhibitors
found in serum have been identified and characterized by
investigators attempting to reduce the level of serum sup-
plementation in their particular culture system by provid-
ing their cultured cells with purified molecules (26). In the
last few years a significant industry has emerged to mar-
ket recombinant proteins for health care, research, and cell
culture manufacturing. Many proteins (or modified poly-
peptides exhibiting the same activity in vitro) can be ob-
tained at a reasonable expense if ordered in quantity. In
fact, most protein-containing serum-free formulations are
significantly less expensive than medium supplemented
with 5% serum. Proteins commonly utilized in these media
formulations are discussed later and listed in Table 2
(along with other supplements).

Hormones and growth factors bind to cellular receptors
and, in the process, signal the cells to perform specific
tasks (growth factors are hormones that were discovered
in tissue culture). Mammalian cells evolved in the presence
of a mixture of these factors, only some of which are well
characterized today. The many components of basal cellu-
lar physiology are regulated by the concentrations of hor-
mones to which the cells are exposed (27). In addition, a
given cell (depending upon the receptors that the cell ex-
presses) can be signaled to grow, die (apoptosis), or differ-
entiate by exposure to different regulatory factors. Hor-
mones such as steroids, insulin, and thyroid hormone
regulate basal metabolic activities. In many cases such sig-
nals are necessary for continued viability of cells in culture.
In fact, nearly every cultured mammalian cell requires
stimulation by insulin (or an insulin-like growth factor
[IGE]) for survival (insulin, 0.5–10 lg/mL; IGF, 1–10 ng/
mL).

Analogs of many of the proteins produced through re-
combinant DNA technology exhibit activities similar to
those of native proteins in vitro (although pharmacokinet-
ics, tissue distribution, and pharmacodynamics may differ
in vivo). Some of such analogs are now available from com-
mercial sources and provide the necessary regulatory sig-
nal(s) to the cultured cells when present at 1–10 lg/L. The
quality and expense of such analogs can be consistent with
the requirements of animal cell production systems for
parenteral pharmaceuticals. Analogs of IGF and EGF, for
example, are marketed for less than $50 per milligram
when purchased in quantity.

Transport proteins such as albumin, transferrin, low-
and high-density lipoproteins (LDL, HDL), transcoba-
lamin, hemoglobin, and thyroid hormone binding protein
bind necessary nutrients and hormones that would in their
unbound form be toxic to the cultured cells at high concen-
trations. These compounds are either slowly released in a
controlled manner (fatty acids, thyroid hormone) or are
transported into cells via binding-protein-mediated or cell-
receptor-mediated processes (Fe2� and transferrin). In “re-
duced serum” cultures, most cells require supplementation
with additional transferrin (0.5–10 lg/mL) unless frequent
supplementation of the medium with ferrous citrate/

sulfate and iron chelators is performed; some success util-
izing hemoglobin as a transport moiety has also been re-
ported. Transport proteins also serve to help detoxify
medium by binding contaminants (heavy metals, deter-
gents) and solubilizing essential nutrients that do not
readily dissolve in aqueous solutions (cholesterol and other
lipids and lipoproteins, and transcobalamin). Lipids, for
instance, when added to cultures above the critical micel-
lular concentration rapidly form micelles that can lyse cul-
tured cells. Albumin and serum lipoproteins are frequently
used to supply lipids and cholesterol to cultured cells (28).
It should be noted that the lipid composition of these sup-
plements can vary considerably between preparations, and
care must be taken to select one appropriate for the cell of
interest.

In the last decade many cytokines have been identified
and are now available from commercial sources. Culture
of blood and marrow-derived cells (i.e., for cell-based ther-
apies) is essentially impossible in the absence of the ap-
propriate mixture of cytokines, and the hormonal signals
that direct the proliferation and differentiation of the early
progenitor (stem) cells are not fully understood. Large-
scale cultures of such cells are used to produce, isolate, and
characterize new cytokines and have led to several that are
being utilized in adjunctive therapy to cancer treatment to
speed recovery after chemotherapy or radiation treatment.
Reconstitution of the immune system through ex vivo ex-
pansion and posttherapy infusion of bone marrow cells (or
mobilized peripheral blood progenitor [stem] cells [PBSC])
taken from patients prior to high-dose chemotherapy is
currently being tested in clinical trials. The effectiveness
of these cultures depends on the development of an appro-
priate balance of cytokine signals in the culture media (29).
Several cytokines that are being examined in such medium
formulations are listed in Table 2. The use of other recently
discovered cytokines, for example IL-15, which stimulates
T-cell proliferation, are likely to become more significant
in the near future.

Attachment proteins (fibronectin, laminin, vitronectin)
adsorb to culture surfaces and then interact with
anchorage-dependent cultured cells via specific receptor
molecules. The attachment, spreading, and growth of these
cells is abnormal (and/or limited) in the absence of these
proteins. These molecules (along with proteoglycans) are
secreted by cells in vivo to form the extracellular matrix
(ECM) with which the cell and its neighbors interact. The
composition of the ECM varies with the tissue and has
been shown to regulate certain aspects of cellular physi-
ology (30). Thus, it is sometimes necessary to provide cul-
tured cells with the appropriate molecules in order for the
cells to perform specific desired tasks in vitro. These mol-
ecules can be either preadsorbed to the surfaces or added
to the medium at concentrations of a few micrograms per
milliliter during inoculation of anchorage-dependent cell
cultures. Precoating microcarriers with serum proteins is
also a common practice, and some success utilizing the at-
tachment motifs in synthetic peptides has been achieved.

Synthetic polymers containing multiple copies of at-
tachment motifs such as RGD (Arg-Gly-Asp) in many cases
adequately substitute in culture systems for proteins de-
rived from animal sources, and the expense and quality of
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Table 2. Proteins/Polypeptides Used in Animal Cell Culture

Supplement Tissue/cell source Structure Functions/activities

Growth factors

Nerve growth factor b

(NGF-b)
Submaxillary Two-chain protein, 26 kDa Cell growth, neuron

development, and survival
Epidermal growth factor

(EGF)
Submaxillary, tumor-associated

macrophages, prostate
tumors

Polypeptide, 6.1 kDa Stimulates broad range of
responses including growth

Platelet-derived growth
factor (PDGF)

Platelets, ovarian and lung
tumors, melanomas

Dimeric glycoprotein, 28.6, 27.6
kDa (AA or BB)

Stimulates broad range of
responses including growth

Insulin-like growth factor
I (IGF-I)

Liver, breast tumors Polypeptide, 7.6 kDa Stimulates growth and insulin-
like activity

Insulin-like growth factor
II (IGF-II)

Liver Polypeptide 7.5 kDa Stimulates growth and insulin-
like activity

Fibroblast growth factor
(basic) (bFGF)

Brain, hypothalamus, pituitary,
kidney

Monomeric protein 16.4 kDa Stimulates growth of
mesodermal cells

Fibroblast growth factor
(acidic) (aFGF)

Brain, hypothalamus Monomeric protein, 15.9 kDa Stimulates growth of
mesodermal cells

Liver cell growth factor Plasma Gly-His-Lys Synergistic with Cu2� to
stimulate growth and
survival

Transforming growth
Factor b (TGF-b)

Kidney, platelets, and renal,
breast, and prostate
carcinomas

Two-chain protein, 25 kDa Stimulation or inhibition of
growth or differentiation

Transforming growth
factor � (TGF-�)

Breast, neuroendocrine, and
squamous carcinomas

Two-chain protein, 6.0 kDa Similar to EGF

Vascular endothelial cell
growth factor (VEGF)

Variety of tumors, tumor-
associated macrophages

Dimeric protein, 28 kDa Stimulate growth and survival
of microvasculature cells

Cytokines

Erythropoietin (EPO) Kidney Glycoprotein, 45 kDa Stimulates growth and
differentiation, red cell
precursors

Interferon �/b (IFN-�/b) Fibroblasts, T and B cells,
monocytes, macrophages

Monomeric protein, � 16–28
kDa, b 20 kDa

Inhibits growth of B and T cells
and some tumors

Interferon c (IFN-c) T cells Homodimer, 40 kDa Stimulate NK and T-cell
growth, differentiate myeloid
cells

Granulocyte colony
stimulating factor (G-
CSF)

Macrophage Monomeric protein, 23 kDa Growth and differentiation of
granulocyte lineage

Granulocyte macrophage
colony stimulating
factor (GM-CSF)

Fibroblasts, T cells Monomeric protein, 14 kDa Growth and differentiation of
granulocyte/macrophage
lineage

Tumor necrosis factor b

(TNF-b)
Macrophages Monomeric, 19 kDa Stimulates fibroblast growth

and activates a variety of
cells

Interleukin 1 (IL-1 [�/b]) Macrophages, monocytes, T and
B cells, endothelial cells,
fibroblasts

Monomer, 17.5/17.3 kDa Stimulates inflammatory and T-
cell growth

Interleukin 2 (IL-2) T cells Monomer, 15 kDa Stimulates T cells, NK cells,
and TIL cells

Interleukin 3 (IL-3) T lymphoma, eosinophils, mast
cells, keratinomas

Monomer, 16 kDa Stimulates growth of
megakaryocyte and myelocyte
lineages, late stem cells

Interleukin 4 (IL-4) T cells, stromal cells, mast cells,
thymoma

Glycoprotein, 16 kDa Stimulates B- and T-cell growth,
isotype switching (IgG4 and
IgE)

Interleukin 5 (IL-5) T cells, eosinophils, mast cells Glycoprotein homodimer, 45
kDa

Eosinophil proliferation and
differentiation

Interleukin 6 (IL-6) Monocytes, fibroblastoid cells, T,
B, endothelial, and stromal
cells, hepatocytes, fibroblasts

Monomeric protein, 16 kDa Stimulates stem and B-cell
growth, hepatic acute phase,
hybridoma survival

Interleukin 7 (IL-7) Stromal cells, spleen cells Monomeric protein, 17 kDa Stimulates progenitor B- and T-
cell growth
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Table 2. Proteins/Polypeptides Used in Animal Cell Culture (continued)

Supplement Tissue/cell source Structure Functions/activities

Interleukin 8 (IL-8) Neutrophils, monocytes,
fibroblasts, T cells,
endothelial and epithelial
cells

Dimeric protein, 8 kDa Stimulates angiogenesis,
neutrophils, and chemotaxis

Interleukin 9 (IL-9) T cells Monomeric protein, 14 kDa Proliferation of T cells and
erythroid precursors

Interleukin 10 (IL-10) B and T cells, monocytes,
keratinocytes

Homodimeric protein, 37 kDa Stimulates B-cell, mast cell, and
thymocyte growth

Interleukin 11 (IL-11) Fibroblasts and marrow stromal
cells, osteosarcomas

Dimeric protein, 8 kDa Stimulates growth of early and
late megakaryoblastic and
myeloblastic cells

Attachment/substratal proteins and compounds

Cell Tak� Marine mussel Polyphenolic protein Effectively “glues” most cells to
most surfaces

Collagen types I–IV Most tissues, distribution
specific for type

Multisubunit proteins Binds and presents adhesion
molecules and stimulates
attachment and growth

Extracellular matrix
(solubilized)

Extracts of EHS mouse sarcoma
and human placenta available

Mixture of proteoglycans,
collagens, and attachment
factors

Promotes attachment,
spreading, mitosis, and
differentiation of many
epithelioid cells

Fibronectin Plasma Dimeric protein, 440 kDa Promotes attachment and
spreading via RGD (Arg-Gly-
Asp) and other motifs of most
cells from mesenchyme

Laminin Extracellular matrix Dimeric protein, 900 kDa Stimulates attachment and
growth of cells derived from
endoderm and ectoderm;
stimulates neutrophil
oxidative burst

Pronectin�F Synthetic polymer Polypeptide with multiple RGD
motifs

Supports attachment of some
cell lines (e.g., CHO, 3T3,
BHK)

Poly-D-lysine Synthesis Polypeptide, polymers, mw �
50,000

Reduces net negative charge of
surface-enhancing
attachment

Vitronectin Plasma Monomeric protein, 70 kDa Stimulates attachment and
growth of many cell types

Transport proteins

Albumin Plasma Monomeric protein, 68 kDa Carries fatty acids and trace
elements and can detoxify

Ceruloplasmin Plasma Protein, 135 kDa Transports copper
Hemoglobin Red cells Quaternary protein, 65 kDa Binds oxygen, carbon dioxide

and can detoxify
High-density lipoprotein Plasma Lipid, cholesterol and multiple

protein subunits
Transports cholesterol,

cholesterol esters, and other
lipids

Low-density lipoprotein Plasma Particle containing lipid,
cholesterol, and protein (Apo-
protein B) subunits

Transports cholesterol,
cholesterol esters, and other
lipids

Transferrin Plasma Monomeric protein, 78 kDa Carries iron and can detoxify

such polymers can also be consistent with the limitations
imposed on manufacturing a pharmaceutical protein.
Plasma and chemically treated culture surfaces are widely
utilized to provide a surface that more closely mimics the
ECM than untreated plastic or glass. Both small-scale
plasticware and microcarriers that have surfaces with ex-

posed attachment motifs have recently been introduced
into the marketplace.

Nonhormonal and Nonnutritional Supplements

Other compounds are frequently included in medium for-
mulations to reduce specific detrimental conditions that
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are generated in the artificial microenvironment of the bio-
reactor, or to facilitate control and monitoring of the sys-
tem. Also included in this group are antibiotics, which al-
though frequently utilized are not necessary nor
recommended. These compounds interfere with cellular
metabolism and have been developed by selecting mole-
cules that are more active with microbial enzymes than
their analogous mammalian counterparts. Nevertheless,
most antibiotics compromise some aspects of mammalian
metabolism when present in their effective concentration
range, and all are toxic at relatively high dosages. Serum
and other supplements can, in some cases, reduce the det-
rimental effects of antibiotics on cultured cells, and the
inhibitory effects of a specific antibiotic are greatly depen-
dent on the cell type. Therefore, if antibiotics must be util-
ized in a specific culture system, an extensive dose–
response analysis should be performed under conditions
resembling (as close as possible) those of the bioreactor.
Potential copurification with the desired product or inter-
ference with downstream processing must also be exam-
ined.

In the bioreactor, pH is stabilized with buffers (phos-
phate and bicarbonate) and usually maintained through
control of dissolved CO2 and base addition. Phosphate has
a pKa of 7.21 and is present in media (2–3 mM) both as a
nutrient and as a buffer. The concentration of phosphate
is limited by the solubility of calcium phosphate, and
higher concentrations of phosphate are practical only in
reduced-calcium formulations. The principle pH buffer in
mammalian organisms is the bicarbonate–carbon dioxide
system, and a similar control strategy is utilized with most
bioreactor systems:

� �H O � CO r H CO r H � HCO2 2 2 3 3

pK�� 6.1 at 37 �C and 760 mmHg

Where [H2CO3] (mM) � 0.0308 PCO2 (mmHg). Applying
the Henderson–Hasselbalch equation (pH � pK� � log

� 6.1 � log {(total CO2) � 0.0308�{[HCO ]/[H CO ]3 2 3

PCO2}/0.0308 PCO2) it is apparent that increases in the
partial pressure of CO2 result in decreases of pH. Equilib-
rium in a bioreactor is essentially dependent on the rate
of CO2 dissolution, diffusion, and bulk mixing because the
rate of formation of H2CO3 from water and dissolved car-
bon dioxide is rapid (T1/2 � 11.5 s) (31). At pH 7.4 the
relative ratios are approximately 20,000:1000:1

.�(HCO :CO :H CO )3 2 2 3

The amount of bicarbonate present in the medium is
chosen to be close to equilibrium conditions for the speci-
fied pH operating condition. This amount is usually about
23 mM (similar to circulating blood) and will be at equilib-
rium with 5–10% CO2. Bicarbonate in excess of this equi-
librium point is used to titrate acid produced by the cul-
tured cells. Carbon dioxide is also a nutrient, and aqueous
solutions equilibrated with air at 37 �C contain only 0.21
mm CO2 (7 lM). Therefore, if air equilibrated cultures are
desired, it is recommended to use an additional organic
buffer like HEPES (N-2-hydroxyethlypiperazine-N�-2-
ethanesulfonic acid) and 1–2 mM bicarbonate to maintain
adequate concentrations of dissolved CO2.

Although relatively expensive, HEPES is frequently
used as an additional buffer because, unlike bicarbonate,
its pK falls in the physiological range (7.31 at 37 �C). The
pKa is, however, extremely temperature sensitive (�0.014
per change of 1 �C), and thus a room temperature solution
at pH 7.55 would be pH 7.31 when warmed to operating
temperature. HEPES is utilized at concentrations ranging
from 10 to 50 mM. The concentration of sodium chloride
needs to be reduced to compensate for changes in osmolar-
ity at the higher levels, and a reduction in the level of po-
tassium ion should be made to maintain similar Na�/K�

ratios. At concentrations of HEPES more than 15 mM the
buffer is sometimes growth inhibitory (dependent on cell
type via stimulation of the production of detrimental oxy-
gen metabolites).

3-(N-Morpholino)propanesulfonic acid (MOPS) (pKa �
7.20 at 20 �C) is also used for this purpose. The tempera-
ture sensitively is less (�0.006 per change of 1 �C), but the
pKa is slightly more acidic (which can be advantageous or
detrimental, depending on the cell type).

Phenol red has classically been included in culture me-
dia as a pH indicator. There is no compelling reason for its
use with instrumented systems and in fact has been shown
to have estrogenic activity with cultured cells (C127,
MCF-7) and to copurify with proteins (tPA, IFN-c).

Many protective agents are often added to the medium
to protect the cells from damage caused by osmotic gradi-
ents, shear, and interaction with air–liquid interfaces
(bubble damage). The agents include dextran (30–50 g/L,
80,000 MW); polyethylene glycol (20,000 MW), methyl cel-
lulose (0.1–0.2% w/v), and pluronic polyol F-68 (0.025–
0.3%). The latter, a block copolymer of polyoxpropylene and
polyoxyethelene of 8,300 MW, has been demonstrated to
reduce bubble-induced cell damage and is the most fre-
quently used protective agent (32).

Antioxidants are sometimes beneficial. Superoxide rad-
icals and hydrogen peroxide are generated by normal cel-
lular metabolism and enzymes such as xanthine oxidase
present in serum supplements. These compounds can also
be generated by photooxidation of compounds such as tryp-
tophan and riboflavin, and their production can be stimu-
lated by several factors such as hyperoxic conditions, gen-
eral cell stress, and compounds such as HEPES. These
highly reactive metabolites can cause damage to both the
cultured cells and the cell products. Enzymes (superoxide
dismutase, catalase), vitamins (C, E, and b-carotene), car-
rier proteins (transferrin, hemoglobin), amino acids, trace
elements (Se2� as a cofactor for glutathione peroxidase),
bilirubin, and reduced glutathione are all antioxidants
useful in mammalian cell cultures. All except the enzymes
and glutathione are components of serum.

Reducing agents (b-mercaptoethanol) can help to pre-
vent oxidative damage, primarily by restoring the reduced
form of glutathione. When added to cultured cells, in-
creases in cystine uptake (presumably by the mixed disul-
fide) and in antibody secretion rates (hybridomas) have
been observed.

Many cells actively synthesize and secrete proteases,
and even limited cell death (inherently a part of the mi-
croenvironment of any bioreactor) causes the release of in-
tracellular protease into the medium. Therefore, supple-
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Table 3. Biocompatible Protease Inhibitors

Inhibitor gm/mol mg/L Properties

Albumin 68,000 1,000 Serves as a nonspecific substrate
Aprotinin 6,511 6.8 Inhibits serine proteases (trypsin, kallikren, 40 U/mL � 6.8 lg/mL); at pH

7–8 aqueous solutions are stable for only 1 week at 4 �C
�-Aminocaproic acid (EACA) 131.2 920 Inhibits plasmin
Egg white trypsin inhibitor 28,000 50 At 10–100 lg/mL inhibits serine proteases (trypsin, plasmin, coagulation

factor Xa, kallikrein, no antichymotrypsin activity)
Leupeptin 460 2.0 Reversible competitive inhibitor of serine and thio proteases; plasmin,

trypsin, kallikrein, cathepsin b, thrombokinase; 2 cg/mL nontoxic,
plasmin inhibition 50% at 8 lg/mL

Ovoinhibitor 2.5 Inhibits tyrpsin and chymotrypsin equally on a weight basis; 5 lg/mL
usually nontoxic

Pefabloc� SC 239.5 250 100–1,000 lg/mL inhibits serine proteases (daily addition in batch cultures
due to rapid hydrolysis in medium)

Pepstatin 685 0.7 Inhibits acid proteases, especially pepsin, renin, cathepsin D, chymosin
(make 2 mM stock in alcohol)

Bovine pancreas trypsin inhibitor 2.0 Inhibits trypsin and chymotrypsin. Usually 2–5 lg/mL, nontoxic
Soybean trypsin inhibitor 20,100 50 At 10–100 lg/mL inhibits serine proteases (trypsin, plasmin, coagulation

factor Xa, kallikrein, no antichymotrypsin activity)

mentation with protease inhibitors specific to proteases
generated in a particular culture system is recommended.
Cultures that have been established or maintained in
serum-supplemented medium are particularly sensitive
due to large quantities of adsorbed plasminogen (which is
readily activated to plasmin by a variety of proteases). Ten
to 40 kIU of aprotinin will effectively inhibit plasmin (and
kallikrein) activity. �-Amino caproic acid also inhibits plas-
min at 2–7 mM concentrations (higher levels are some-
what toxic). Several other biocompatible inhibitors are now
commercially available at nonprohibitive costs (see Table
3). Pepstatin inhibits acid proteases (at 0.7–1 lg/mL). Leu-
peptin is a reversible, competitive, polypeptide inhibitor of
serine and thiol proteases that shows little toxicity at 5 lg/
mL. In addition, both soybean and egg white trypsin in-
hibitors inhibit serine proteases, are effective between 10
and 100 lg/mL, and cost only a few cents per liter. Pefa-
bloc� SC [4-(2-aminoethyl)-benzenesulfonyl fluoride] is
relatively nontoxic (compared with phenylmethylsulfonyl
fluoride or diisopropyl fluorophosphate) and blocks serine
proteases (trypsinlike and chymotrypsin-like) when pres-
ent at 1–2 mM concentrations. However, it is hydrolyzed
relatively rapidly in medium at pH 7.0 (half life �6 h) and
is less stable in more basic environments (t1/2 at pH 7.5 �
2 h).

Heparin or heparin sulfates (10–100 lg/mL) can help to
reduce cell clumping when a normally adherent cell line is
grown in suspension. Heparins also stabilize certain
growth factors and enhance their bioactivity (endothelial
cell growth factor, bFGF, VEGF). Heparins are crude
mixtures available from many vendors and are not likely
to be identical. Preparations are available with different
nominal molecular weights, and those below 5,000 lack
some of the biological activities present in other prepara-
tions.

MEDIA SELECTION

The most common goal of large-scale animal cell culture is
the production of conditioned media with the highest pos-

sible titer of a homogeneous protein for subsequent isola-
tion as a functionally active, pure product. In other cases
the product can be an inactive proenzyme, a mixture of
proteins from nonrecombinant cells, or even the cells them-
selves. Media selection is therefore highly dependent on
the particular product and cellular system and is influ-
enced by the design and composition of the bioreactor. A
medium suitable for production of a specific cell product in
a batch system is usually not ideal for producing the same
product (with the same cells) in a highly instrumented per-
fusion system. The impact of medium components on
downstream processing should guide medium develop-
ment.

In vivo cells function differently depending on their en-
vironment (consider fibroblasts in wounds, osteoblasts,
neutrophils, etc.). A given cell line can be cultured in dif-
ferent medium formulations. Metabolism can be modified
by providing specific hormonal signals (e.g., insulin), pro-
viding physical signals (e.g., shear stress and endothelial
cells), and/or altering the availability of nutrients (e.g., the
scavenger pathways for nucleotide biosynthesis in
hypoxanthine-aminopterin-thymidine selection). Cultures
starved of glucose can utilize glutamine as an energy
source, and lipid-depleted medium forces cultures into de
novo lipid synthesis. The rate of lactic acid production can
frequently be reduced by substituting other sugars for glu-
cose (see the section “Low Molecular Weight Nutrients”),
but concomitant reductions in proliferation rate are usu-
ally observed. Changes in the fatty acid composition of the
medium can alter cell membrane fluidity and result in
changes in signal transduction, oxidative damage, and
other membrane-associated cellular processes (33). In cul-
tures with a transport phenotype (i.e., differentiated cul-
tures of intestinal origin), media nutrients can enhance the
transport function (34).

Cellular metabolism alters in response to changes in the
environment, and this process is referred to as adaptation.
Large changes are usually inconsistent with cell viability
and proliferation. Cells are generally adapted through
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gradual changes made to a medium, which is selected
based on the constraints of the product, the bioreactor sys-
tem, and the nutritional requirements of the cell line. Fur-
ther optimization is then performed. The composition of
the final formulation depends on initial medium choice and
the order in which components are optimized.

A considerable component of the cost of a product can
be the medium cost (either directly or indirectly). Some
media components are relatively expensive and in many
cases not justifiable by the small incremental increases in
product titer (e.g., nucleosides). The addition of some costly
components can be supported by enhanced culture perfor-
mance (e.g., insulin). Many examples of increasing product
titer by more than an order of magnitude through medium
optimization have been documented, and it is likely that
no published formulation is “optimal” for a particular pur-
pose. The potential for optimization can be limited by the
availability of time, other resources, and the suitability of
the current performance of the culture system.

Optimization is therefore highly dependent on the prod-
uct and the tissue culture system and can result in
reduced-serum formulations, a serum-free medium, a
chemically defined formulation, or a combination that in-
volves a medium exchange. In the latter case the cell mass
is usually generated in medium supplemented with serum
or a reduced-serum formulation in which the cells prolif-
erate rapidly. The production of conditioned medium for
product isolation then proceeds in more a defined, gener-
ally less expensive, formulation. This strategy also ad-
dresses downstream processing concerns by eliminating
serum from the production phase. Although impractical in
batch mode processes, perfusion systems can be utilized
for this approach. A potential drawback of a medium ex-
change process is a reduction of cell mass with time. Also,
cell damage can occur if a washing step is included in the
process (resulting in the release of intracellular contents,
including proteases, into the conditioned medium).

Reduced Serum and Serum-Free Formulations

The addition of serum or plasma to cell culture media dates
back to the early years of cell culture (22–35) and logically
follows the attempt to mimic the environment of cells in
vivo, which are nourished from interstitial fluids that re-
semble blood plasma. Serum is the liquid phase remaining
after the clotting of whole blood and, as such, is similar in
composition to blood plasma (the noncell component of
blood), except for the absence of fibrinogen and other clot-
ting factors and increased levels of serotonin. Serum is
thus a complex mixture of proteins, vitamins, inorganic
salts, amino acids, hormones, lipids, and other components
in an aqueous solution. Serum provides cells with hor-
monal, nutritional, and stromal (attachment) factors (36).
In addition, serum proteins can act as carriers for other
factors that are necessary for cell viability and function.
Serum proteins also help protect cells (and product pro-
teins) from hydrodynamic stress (impeller or bubble dam-
age) and proteases secreted by the cultured cells or re-
leased during cell lysis. Serum acts as a sink to bind and
detoxify the formulation (e.g., deleterious trace elements).

In spite of all these benefits of serum supplementation
of the culture medium, the goal is usually to reduce or elim-

inate this supplement. Because of its biological nature,
there are wide fluctuations in serum composition and abil-
ity to support cell growth/function, and consistency be-
tween batches is hard to maintain (purchases of serum
should be preceded by lot testing to demonstrate its
growth-supporting function and product generation with
specific cells of interest).

Even small amounts of residual serum can complicate
filtration, concentration via precipitation or ultrafiltration,
and chromatographic processing steps. Reduction or elim-
ination of serum therefore reduces cost of media and sim-
plifies downstream processing. It also reduces foaming in
the bioreactor, decreases the possibility of adding adven-
titious infectious agents to the culture, increases the con-
sistency of medium preparations while decreasing the
complexity of QC, and may help maintain expression levels
of recombinant proteins or antibodies. A formulation is
considered serum-free if sufficient factors have been added
to the media to eliminate the need for whole serum.

Most of the classic formulations were designed to be
used with serum and to support relatively low-density
small-scale cultures (billion cells per liter), for example Ea-
gle’s Minimum Essential medium, Dulbecco’s Modified Ea-
gle’s medium, and M199 (1). Some formulations were de-
veloped specifically for clonal growth, such as F-12
medium, which was tested to support clonal growth and
serial propagation of two Chinese hamster cell lines for
cultures of less than 105 cells/mL (1,7). Therefore, while
such formulations support the proliferation of low density
cultures, essential nutrients are rapidly depleted by
higher-density cultures.

Table 1 compares the composition of many widely used
media: DME, Ham’s F-12, Coon’s DME/F-12, MCDB 302,
RPMI 1640, and Iscove’s DME. These formulations typi-
cally require further optimization for most cell types. A
proven strategy is to mix commercially available media to
determine appropriate mixtures empirically (36–38). Sub-
sequently, the analysis of consumed metabolites in cell-
conditioned media can lead to the fine tuning of a formu-
lation for a particular cell type.

Thus, many factors encourage reduction or elimination
of serum supplementation: medium expense, downstream
processing, the lot-to-lot variation and incomplete charac-
terization, and the potential for introduction of contami-
nating agents (i.e., mycoplasma, viral pathogens, or
prions). Reduction of serum from 10% to 1% can save ap-
proximately $25/L in serum costs, not including the sav-
ings associated with growth testing, storage at �20 �C,
heat inactivation and filtration, and the costs associated
with additional purification steps.

The movement toward serum-free media was champi-
oned in a series of publications by Sato and his colleagues
in the mid-1970s. They demonstrated that serum could be
replaced by mixtures of defined and/or partially defined
factors, and that the necessary replacements were quali-
tatively and quantitatively different, depending on the cell
type (38). Most cell lines have been established with me-
dium containing a relatively high level of serum supple-
mentation. The key to reducing or eliminating serum is to
determine which components of serum the cells are re-
sponding to or utilizing for both growth and product ex-



1672 MEDIA, ANIMAL CELL CULTURE

pression. The cells must then be adapted to an alternative
environment, or these components need to be provided in-
dependent of the serum supplement. Thus, a first step to-
ward serum-free media is to determine, by weaning
(adapting) the cells from the serum-supplemented environ-
ment in small increments, the level of supplementation
where culture performance is significantly reduced (i.e.,
changes in proliferation and product expression rates,
morphology, etc.).

The next step is supplementation with serum compo-
nents to restore culture performance. This is a reiterative
process. Examples of these supplements include many of
the proteins and other compounds listed in Tables 1–3.
This process may be accelerated by the use of multivariant
analysis such as the Plackett–Burmann method (39). En-
richment of the medium with amino acids which are de-
pleted during culture has been shown to increase growth
rates and productivity (40). Depending on the process,
other substitutions can be beneficial, for example, lactal-
bumin hydrolysate, bovine colostrum, or bovine whey (41)
instead of albumin, ferric citrate (42), or aurintricarboxylic
acid/citrate/EDTA (43) to replace transferrin.

Because cells in reduced serum and serum-free cultures
are generally more sensitive to environmental conditions,
it may be necessary to optimize media for different reactor
configurations and modes of operation (44). This may in-
clude the addition of protease inhibitors to counteract the
effect of increased cell lysis and/or reduced concentrations
of nonspecific proteins, which taken together increase the
incidence of destruction of the protein product from cell-
released proteases.

Some cultures at higher cell densities no longer require
serum due to the presence of beneficial autocrine factors.
This may be one of the major factors accounting for the
success of culture strategies that involve a switch to
serum-free or reduced-serum formulations for the produc-
tion phase after high cell densities are achieved. Once the
cells adapt to conditions more consistent with the desired
process, it is useful to prepare a frozen cell bank of adapted
cells. Recent reports (45,46) recommend cryopreservation
media based on nonnutritional polymeric additives in
place of serum.

Chemically Defined Media and Protein-Free Media

Beyond the reduction or elimination of serum is the need
for chemically defined media or protein-free media. The
feasibility for chemically defined media increases as the
critical components necessary for many varied culture sys-
tems become defined. Several of these defined systems are
utilized in large-scale cultures today. The impetus for
chemically defined media partially stems from regulatory
considerations because such formulations provide greater
lot-to-lot consistency. Similar reasons support the use of
recombinant proteins rather than those isolated from ani-
mal tissue (with potential contaminating agents). From a
regulatory viewpoint, defined formulations help to dem-
onstrate control of all aspects of the synthesis and pro-
cessing of proteins destined for licensing as pharmaceuti-
cal agents. The practicality of this approach will increase
as more purified factors become available (at significantly

reduced prices) through recombinant technology. Even to-
day, many hormone-supplemented, chemically defined for-
mulations can be prepared at less expense than medium
supplemented with 10% serum.

EXAMPLES OF MEDIA

Choosing the most appropriate medium for a particular
cell type and desired function is a fundamental decision.
There are a wide variety of expression systems for recom-
binant proteins, and each system has its own require-
ments, for example, the necessity of proline in CHO cell
culture, the ability of NS0 cells to proliferate in glutamine-
free media (see the section “Low Molecular Weight Nutri-
ents”), and the requisite fatty acids for BHK proliferation.
The challenge is not only to find the medium conditions
that enhance cell growth and/or production, but also to
choose economical components that will not bring contam-
inating agents to the media or interfere with purification
of the product. Culture conditions for cell lines at low den-
sity and small scale typically do not support high-density,
large-scale production. As medium requirements have be-
come more stringent (from serum-containing to serum-free
to chemically defined), whether from economic, scientific,
or regulatory concerns, there are more and more medium
options on the market, many of which are proprietary and
developed for a single cell type. Therefore, a commercially
available cell line is often offered with an “optimized me-
dium formulation.” Although this medium may work well
for the specific cell line, it is not likely to be the best choice
for other cell lines, nor will it be economical.

Two types of media are reviewed next, one for
attachment-independent (hybridoma) cells and the other
for attachment-dependent (endothelial) cells. Media for he-
matopoietic cell culture systems have recently been re-
viewed and are also good examples of the targeted cell
population the formulation being defined by (29,47,48).

Hybridoma Media

The media requirements of hybridoma cells have been ex-
tensively studied, and many formulations and variations
thereof can be found in the literature. Hybridomas are
attachment-independent cell lines of mixed hematopoietic
origin. Media formulations based on DME, RPMI 1640,
IMDM, and DME/F-12 (among others) have been used
with serum supplementation. However, the potential for
copurification of serum proteins (albumin and antibodies)
with hybridoma-produced antibodies is a tremendous in-
centive to utilize serum-free media. Serum-free formula-
tions of basal media supplemented with insulin, transfer-
rin, ethanolamine, and selenium (ITES) are commonly
used, along with the variations and (ITES with b-
mercaptoethanol (bITES) or ITES with hydrocortisone
(HITES) (49,50). Amino acid supplementation has been
shown to enhance cell growth and antibody production;
however, full optimization of amino acid supplementation
is specific to a particular cell line (40,51–53). A fed-batch
bioreactor study that aimed to maintain nutrient concen-
trations with a process control strategy based on stoichio-
metric consumption rates and total cell number has lead
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to impressive improvements in cell density, culture life,
and antibody titer for a specific hybridoma cell line (54).
Because ammonia is toxic to hybridoma cultures (55), the
use of glutamine-based dipeptides as a substitute for glu-
tamine is being investigated. The dipeptide is stable in
storage, preventing the spontaneous degradation of glu-
tamine to ammonia; however during culture glutamine is
released by hydrolysis of the dipeptide. In selected cell
lines, higher cell yields are observed coincident with a sig-
nificant reduction of accumulated ammonia (56,57). In a
move toward more defined and ultimately protein-free cul-
ture media, the use of ferric citrate (50–500 lM) has been
demonstrated to be a substitute for transferrin (42,58).

Endothelial Cell Media

Endothelial cells, the cells that line the blood vessels, are
a rich source of enzymes of pharmaceutical interest and
are used as components of in vitro assays for cardiovas-
cular, inflammation, and oncology research. They are at-
tachment dependent and are typically utilized as primary
or low-passage-number (P5–P20) cultures, with a strong
dependence on proper culture conditions for retaining
function, morphology, and life span. Optimized culture me-
dia are specific for origin of the cells, including both the
species and the location in the vasculature. Human endo-
thelial cells are the most difficult to grow in culture, but
perhaps the most important for pharmaceutical and bio-
technology applications. Human umbilical vein endothelial
cells (59,60) and human dermal vascular endothelial cells
(61) can be cultured in similar medium. A basal medium
of M199, DME or MCDB 131 (62–64) is typically used, sup-
plemented with fetal bovine and/or human serum in the
range of 2–50%, with a typical value of 10–20%. Because
of the primary nature of typical endothelial cultures, it is
not unusual, although not completely necessary either, to
add both antibiotics (penicillin, streptomycin, neomycin,
and/or gentamicin) and antifungal agents (i.e., Fungi-
zone�). Endothelial cells require glutamine, which should
be added to the medium no more than one week before
feeding to the cells.

Primary cultures at a proper seeding density typically
grow without additional growth factors; however, subcul-
tured cells require a mitogen such as fibroblast growth fac-
tor (FGF) or endothelial cell growth factor (ECGF), which
is potentiated by the glycosaminoglycan heparin (65). The
advent of commercially available endothelial cell cultures
has led to the availability of commercially prepared com-
plete media. These media provide the advantage of being
optimized for individual types of cells; however, a potential
disadvantage is cost. Endothelial cells in vivo grow on a
basement membrane that contains laminin and type IV
collagen. In vitro endothelial cells benefit from treatment
of the growing surfaces with an attachment factor such as
collagen, gelatin (denatured collagen), fibronectin, or at-
tachment peptides (i.e., the RGD sequence).

MEDIA PREPARATION AND OPTIMIZATION

There are three major forms in which medium can be sup-
plied: bulk powder, media concentrates, and bulk liquid.

Each has its own advantages and disadvantages, as de-
scribed later. The choice of powder, concentrate, or liquid
will vary depending on convenience, cost, storage space (or
lack thereof), and availability of a reliable water supply.
Whatever the starting configuration, quality control mea-
sures are required to ensure lot-to-lot consistency and con-
formity to standards. Some quality control techniques (i.e.,
amino acid analysis by HPLC) can also be used for media
optimization.

Media Preparation from Powder

Typically the most common medium used for large-scale
animal cell culture is that prepared in the end-user labo-
ratory from a powdered formulation. The advantages are
cost (both in the cost of the media and the required amount
of storage space at 4 �C), increased shelf life of powdered
media versus liquid media (years versus months, respec-
tively), flexibility of preparation (i.e., it is relatively easy
to modify the formulation at the time media is prepared),
large lot sizes for custom and standard formulations, con-
trol over the type of container used for the final, prepared
media (for ease of use in filling and/or perfusion of reac-
tors), and customized quality control (samples can be
taken at any step or every step during the process and run
in as few or as many assays as required).

The requirements for media preparation from powder
are good source of water (see section “Water Quality”), ad-
equate storage at 4 �C for the bulk powder and the recon-
stituted media, storage at �20 �C or �70 �C for other me-
dia components, mixing vessels and agitation or mixing
equipment, sterilization equipment (i.e., filters and pumps
for submicron filtration, and autoclave or steam-in-place
for media holding tanks), and equipment for quality con-
trol (i.e., pH meter or blood gas analyzer for pH, vapor
pressure osmometer for osmolarity, scale or volumetric
containers for volume). Bulk powder (after checking for
any discoloration or unusual odor) is added to water (ap-
proximately 90% of final volume) and mixed thoroughly.
Other ingredients are added one at a time to ensure com-
plete dissolution. Volume and pH adjustments are made
and the medium filtered. Quality control checks on pH,
osmolarity, and volume should be made prior to sterile fil-
tration, with the caveat that pH usually increases a few
tenths during filtration. In addition, a sterility check from
the final material pumped through the filter should be per-
formed (37 �C overnight). After the quality control checks
are passed, the reconstituted medium can be released for
use. Over time glutamine-containing media will build up
significant amounts of ammonia, even at 4 �C (see the sec-
tion “Low Molecular Weight Nutrients”). As an alternative,
medium can be prepared glutamine-free, with glutamine
supplemented just prior to use or prepared with
glutamine-containing dipeptides to extend shelf life.

Powdered medium is produced by the ball milling pro-
cess, in which ingredients in powdered form are added to
a mixing unit along with ceramic particles or balls. The
drum-shaped mixing unit is rotated, which results in mix-
ing of the contents. This process has its drawbacks, notably
the ball mill batch size before blending is limited to the
size of the mixing drum, heat is generated during ball mill-
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ing, which can degrade heat sensitive components, and the
ceramic balls can chip and break into the medium, result-
ing in ball mill particles in the packaged product. Bio-
Whittaker has recently introduced a micronization process
in which the powdered media is continuously mixed with-
out the use of ceramics. They claim increased lot size to a
6,500-kg blended lot, elimination of the possibility of ce-
ramic chips in the powdered media, quicker production
time, and the potential for a completely enclosed auto-
mated process.

Media Concentrates

Life Technologies, Inc. has introduced media concentrates,
which offer some of the convenience of liquid media while
retaining some of the flexibility and cost savings of pow-
dered media. As a substitute for bulk powder, concentrates
require less mixing and filtering but similar QC strategies.
The advantages lie in reducing the amount of time and
effort spent weighing out individual ingredients, increas-
ing the shelf life over complete bulk liquid media (concen-
trates are segregated into 3–4 component mixtures, each
of which is more stable than the complete liquid media
itself), and the potential for automated mixing (66). Con-
centrates, by definition, also require less storage space
than bulk liquid media. However, using concentrates to re-
constitute full-volume media is not their only or even their
best use. Concentrates can be utilized as perfusion supple-
ments, adding back key components to high-density reac-
tors without greatly effecting the volume (67,68). This is
ultimately done to increase the productivity of the reactor.
However, another reason to add supplements is to provide
a minimally required level of nutrients to prevent apop-
tosis (programmed cell death), which has been shown to
occur when even a single essential nutrient is limiting
(69,70). Cell death, whether by apoptosis, hydrodynamic
damage, or other mechanisms, leads to increased levels of
cell-released proteases as well as a reduction in cell den-
sity. Nutrient feeding by concentrates can occur along with
1� media perfusion, which, in addition to adding nutri-
ents, dilutes waste products such as lactate and ammonia.

Bulk Liquid Media

Bulk liquid media is the most expensive form of media but
the least time-consuming for the end user. The media is
mixed, filtered, and QC checked at the vendor, reducing or
eliminating the need for the end-user to provide a water
supply, mixing and filtration equipment, and QC instru-
ments. However, the extra labor and processing adds to the
cost of the media. In addition, shipping costs increase. An-
other cost to the end-user is storage in the appropriate
temperature-controlled environment. A drawback of bulk
liquid media has been its availability in bottles (0.5–1 L),
which require transfer to other vessels for filling or per-
fusion of the bioreactors. This concern has been addressed
by the sale of liquid in drums and large bags (50–100 L),
which can be equipped with custom fittings. However, spe-
cial handling equipment may be necessary to move these
large containers around the end-user facility.

Quality Assurance

The goal of quality assurance is to provide consistency be-
tween lots and to provide a level of confidence that the
media meets the necessary conditions. Vendor-supplied
certificates of analysis for media in powder, concentrate,
or liquid form provide a list of components and their mass
or concentration. Simple tests, such as pH, osmolarity, ste-
rility, and volume, can provide additional information
about reconstituted media and should be routine. Other
tests can provide additional information such as ammonia
and glutamine (especially for media close to the expiration
date) levels, amino acid analysis (for new lots of media to
verify formulation), and endotoxin levels (for any media,
but especially those containing albumin, which binds en-
dotoxin). Individual components of the media, especially
serum and growth factors, should be lot tested with the
appropriate cell lines for their ability to support growth.

Optimization

Media for individual cell lines or groups of cell lines can be
optimized for cell growth, specific production rates, attach-
ment (in)dependency, cost of media, or other factors critical
to a project. This optimization is especially important for
larger-scale and/or longer-term projects.

There are two major approaches to optimization of fed-
batch reactor schemes: bottom-up and top-down (67). The
bottom-up approach refers to adding back components that
are determined to be depleted. This approach can range
from a simple addition of glutamine or glucose feed, or be
based on an extensive study of cellular metabolism (71).
The analysis required then can range form a single mea-
surement in a metabolite analyzer (such as a YSI glucose
or glutamine analyzer, or a Kodak Biolyzer) to complex an-
alytical methods (i.e., HPLC) for detecting trace com-
pounds. The specificity of a particular media supplement
has the advantage of enhancing that feature that is most
important for a particular production project, but this spec-
ificity also has the disadvantage of not translating to other
cell lines or optimization conditions. The optimized for-
mulation may be valid for only a narrow range of cell den-
sity and is likely to be cell-line specific.

The top-down approach uses complete media supple-
mentation with either 1� media or concentrates. This is
a simple approach that does not require elaborate meta-
bolic studies, but does increase the cost of the actual media
supplement, a factor that must be weighed against the
time savings in development of a bottom-up type of sup-
plement. Top-down strategies require the identification of
at least one key nutrient (i.e., glucose), which is monitored
to control the supplementation rate through a stoichio-
metric or heuristic model.

POSTTRANSLATIONAL MODIFICATION AND MEDIUM
COMPOSITION

Proteins, whether produced in vivo or in vitro, undergo
posttranslational modifications that ultimately effect the
biological properties of the protein. Although some post-
translational modifications occur extracellularly in vivo,
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(i.e., activation of the complement system or proteolysis of
prothrombin to thrombin during blood coagulation), many
posttranslational modifications occur prior to release of the
protein from the cell. These modifications include hydrox-
ylation, phosphorylation, sulfation, adenylation, carbox-
ylation, acetylation, methylation, and glycosylation (72).
Of these modifications, glycosylation has been most exten-
sively studied in cell culture because the ability to properly
glycosylate proteins is an advantage of mammalian recom-
binant expression over prokaryotic systems. Altered gly-
cosylation patterns may effect clearance rates, specific ac-
tivity, further processing of the protein, solubility, and
immunogenicity. The cell type is a major contributing
factor to glycosylation patterns of proteins made in cell cul-
ture; however, there is evidence that environmental fac-
tors, including cell culture media, can influence glycosyl-
ation.

Glycosylation

Oligosaccharides attached to asparagine residues are re-
ferred to as N-linked, whereas those attached to serine or
threonine hydroxyls are O-linked. More studies have been
conducted on N-linked oligosaccharides due to their more
complex nature. Glucose starvation has been shown to re-
duce the incidence of glycosylation at asparagine residues
and lead to aberrant oligosaccharide structures (73,74). An
individual assessment of the result of such deviant glyco-
sylation on the recombinant protein properties is war-
ranted, and if necessary the cell culture medium should be
adjusted to ameliorate the problem. Other cell culture com-
ponents that have been reported to disrupt glycosylation
include hormones, DMSO, acidotropic amines, EDTA,
HEPES buffer, the antibiotic tunicamycin, and the iono-
phore monensin (74). If it is determined that important
protein properties are altered by the media composition,
media optimization for production of the appropriate gly-
coform is required.
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INTRODUCTION

Escherichia coli and Bacillus subtilis (later to include other
species of the genus Bacillus) were the first microbial tools
used in studies of biochemical pathways and genetics be-
cause of their undemanding needs for cultivation as well
as their general lack of pathogenicity. Consequently, more
is known about the workings of the metabolic processes of
these organisms than all others, and this knowledge has
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been successfully applied in the era of biotechnology.
Whether by human-directed and human-enhanced natural
strain selection or by genetic manipulation, these prokar-
yotic organisms have provided a wealth of molecular in-
formation that has much accelerated biotechnology’s sci-
entific and industrial growth.

The purpose of this article is not to belabor basic nutri-
tional considerations required to propagate these organ-
isms: most wild-type strains are so metabolically versatile
that they will grow in a simple medium containing only 1%
peptone. Microbial growth alone, however, is rarely the ul-
timate goal in scientific pursuit. Strain isolation, enhance-
ment, genetic stability, performance, and reproducibility
are all entangled aspects of cultivation for these as well as
other microorganisms. Unfortunately, there are no univer-
sal road maps to guide a biotechnologist to success in ma-
nipulating a microorganism; the best solutions are often
strain specific as well as need specific. Thus, this article
highlights broad discussions of media considerations in-
volved with the growth and manipulation of these meta-
bolically incredible bacteria.

NUTRITIONAL REQUIREMENTS

E. coli and Bacillus spp. have complete anabolic and cat-
abolic biochemical pathways. This metabolic complexity
allows the cultivation of these organisms with relatively
simple media containing an organic source of energy, the
nutritionally essential minerals (N, C, H, O, ),2� 2�PO , SO4 4

and trace elements (Ca2�, K�, Na�, Mg2�, Mn2�, Fe2�,
Zn2�, Cu2�, Co2�, Mo2�, ). Auxotrophies for amino3�BO3

acids, vitamins, or other growth factors do occur for some
strains whether deliberately engineered into a genome or
naturally occurring.

These bacterial strains are organotrophs and can utilize
heterogenous organic compounds as sources of carbon and
energy including alcohols, amino acids, carbohydrates,
fatty acids, hydrocarbons, organic acids, and polysaccha-
rides. E. coli is facultative and can respire aerobically or
anaerobically depending upon the carbon–energy source
and other growth parameters. However, secondary metab-
olites produced by the organism vary tremendously be-
tween aerobic and anaerobic conditions. With the excep-
tion of the anaerobic species Bacillus infernus (DSM
10276) (1), the genus Bacillus is strictly aerobic or facul-
tative. Morphological and physiological characteristics can
be influenced by media conditions with these metabolically
responsive bacteria, and care should be taken to standard-
ize media conditions as well as other growth parameters
to ensure reproducibility in research or production.

GENERALIZED MEDIA

Bacteriological media may be either defined or undefined
with respect to chemical composition. The type of medium
selected is entirely dependent on the ultimate goal of the
cultivation process.

Chemically Defined Media

In a chemically defined formulation, each component is
discretely identifiable as to chemical identity and concen-

tration. The mineral salt-based formulations used in stud-
ies of biochemical pathways or gene function are examples
of chemically defined media. Auxotrophs can be screened
on this type of mineral medium when it is amended with
appropriate concentrations of amino acids, vitamins, or
other other growth factors (2). Such formulations can also
be modified for selectivity by the incorporation of specific
carbon or nitrogen sources, inhibitory compounds, or ad-
justment to physiochemical parameters (e.g., pH, salinity).
Chemically defined media are also employed, where pos-
sible, in the large-scale production of high-value recombi-
nant DNA-derived biopharmaceuticals. Because product
yield is often low for such types of fermentation protein
and peptide products, isolation and purification procedures
are rigorous. Use of chemically defined media eliminates
interfering proteinaceous matter present in the peptones
and extracts of complex formulations that further compli-
cates product recovery.

Chemically defined media are not particularly forgiving
in use if poorly designed and balanced or poorly prepared.
For example, growth inhibition caused by amino acid an-
tagonism is a well-studied phenomenon observed under
chemically defined, mineral media conditions. In particu-
lar, valine inhibition of E. coli K12 has been studied in
detail (3). Chemical imbalance, such as an excess of phos-
phates used as medium buffering agents, can cause dele-
terious binding and precipitation of trace element divalent
cations (e.g., Ca2�, Fe2�, Mg2�) necessary as enzyme co-
factors for key metabolic functions. Use of a trace metal in
a nonmetabolically active valence or in medium conditions
that alter metal speciation (4) can also lead to chemical
imbalance in a mineral medium. Sometimes, trace metal
and other growth factor requirements in mineral media
can be spared. Iron limitation will induce the production
of siderophores (iron-binding transport molecules) in Ba-
cillus megaterium (ATCC 19213) as well as other bacteria
(5) to increase cellular uptake of the required ion. The re-
quirement for Mn2� for sporulation in B. subtilis can be
bypassed in mineral media by properly balancing the ratio
of carbon sources (glucose to malate) entering the meta-
bolic pathway above and below the manganese-requiring
enzyme phosphoglycerate phosphomutase (PGA mutase)
(6). The vitamin B12 requirement in E. coli (ATCC 10799;
NCIB 8134) can be spared by high levels of methionine (20
lg/mL) added to a mineral growth medium (7).

For nutritionally fastidious microorganisms, such as
many animal and human pathogens, development of a
good chemically defined medium with respect to the iden-
tification of key nutrients, as well as the important bal-
ancing of their concentrations, can be laborious and most
often necessitates a lengthy list of growth factors. Fortu-
nately, wild-type E. coli and Bacillus spp. can generally be
cultivated with rather simple chemically defined formu-
lations such as M9 medium (see final section, “Media For-
mulations”) composed of a few mineral salts and an organic
carbon source. With M9, those essential trace elements
and microelements not deliberately represented in the for-
mulation are spuriously supplied as poorly defined con-
taminants in the distilled water or from the glassware
used to prepare the medium. Neidhardt et al. (8) developed
a more nutritionally complete defined mineral medium
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suitable for use in rigorous biochemical studies of the en-
terobacteria.

Undefined (Complex) Media

Undefined media, also called complex media, provide many
of the nutritional elements as mixtures of protein hydro-
lysates (e.g., peptones) or extracts (e.g., yeast extract) in
which the exact chemical identity and concentration of es-
sential nutrients, trace elements, and growth factors are
not known. The demands of the biotechnology industry
have influenced the manufacturers of these raw media
components to provide detailed lot analyses of hydroly-
sates and extracts (9) but, for critical needs, any new lot of
peptone or extract must be qualified by performance test-
ing before use.

Complex media formulations, rather than those chem-
ically defined, will generally give greater cell yield for most
strains of E. coli and Bacillus spp. Commonly available
laboratory media such as soy bean casein digest broth
manufactured under different trade names (e.g., Trypti-
case Soy Broth [BBL]; Tryptic Soy Broth [Difco]) will sup-
port vigorous growth for most strains with growth optima
close to neutral pH. For general purposes, a combination
of 1.0% peptone, 0.5% yeast extract, and 0.2% utilizable
carbon source will adequately satisfy the nutritional needs
for these heterotrophic organisms as well as for many
auxotropic mutants. Complex nitrogen and carbon sub-
strates (e.g., cottonseed meal, molasses) are frequently
used in large-scale fermentation media for the microbial
production of enzymes and antibiotics; however, lot-to-lot
variation in these raw materials can be significant issues
in maintaining consistency in media performance.

Although any number of generalized formulations, ei-
ther chemically defined or complex, will support growth of
these microorganisms, strain-specific characteristics,
product desirability, enzyme induction or increased ex-
pression, or other investigational needs will necessitate op-
timization of a medium. Greasham and Inamine (10) high-
light many of the considerations and decisions that must
be made with respect to optimization. The design of media
for E. coli and Bacillus spp. must also take into account a
variety of media-induced phenomena that can affect
growth or other biochemical activities of the organisms as
well as the quantity and types of secondary metabolites
produced.

Catabolite Repression

Catabolite repression of carbon or nitrogen metabolism is
frequently encountered in both E. coli and Bacillus spp.,
although the exact biochemical mechanisms differ between
genera. In general, a readily metabolized substrate (such
as glucose) can repress the activity of enzymes acting on
similar substrates, thereby affecting the nature of second-
ary metabolite production. For example, �-amylase activ-
ity in B. subtilis, normally expressed when the organism
is grown on starch, is repressed when glucose is present;
bacitracin synthesis in Bacillus licheniformis is repressed
by glucose but unaffected by citrate (11). In B. subtilis,
the expression of the histidine-inducible, histidine-
degradative pathway (hut operon) is repressed by rapidly

metabolized carbon compounds including glucose, glycerol,
and malate (12) as well as by amino acid mixtures (13).
Derepression of the hut operon occurs when histidine is
added to the medium (14).

Diauxic Growth

Under nonlimiting media conditions with mixed carbon–
energy sources, bacteria can exhibit diauxic growth in
which substrates are preferentially consumed on the basis
of ease of assimilation and catabolism while utilization of
other substrates is repressed (15). The metabolic shift from
one substrate to another is accompanied by a lag in growth.
However, using carbon-limited chemostat cultures of E.
coli ML30 (DSM 1329), Lendemann et al. (16) demon-
strated that this phenomenon does not occur under the low
nutrient (e.g., lg/L) concentrations frequently encountered
in natural environments. Using combinations of as many
as six sugars (glucose, galactose, maltose, ribose, arabi-
nose, and fructose), the authors demonstrated that, re-
gardless of the mixture combination or dilution rate, E. coli
simultaneously utilized all the sugars.

Effects of Nutrient Fluctuations

With media designed to maximize culture growth, care
must be taken to ensure that media parameters do not
deteriorate in terms of either nutrient depletion or accu-
mulation of inhibitory metabolites. While the need for
maintenance of an overall nitrogen–carbon balance of a
medium is generally recognized, the effects of minor nu-
trient depletion can be subtle, but important. For example,
under conditions of methionine deprivation, E. coli will
substitute norleucine in tRNA (A.S. Lubinecki, personal
communication, 1994), a potentially serious anomaly in
the production of a biopharmaceutical peptide. Phosphate
limitation has been shown to cause the loss of the plasmid
pBR322 from E. coli (17). With respect to metabolic by-
products, rapidly growing aerobic cultures of E. coli accu-
mulate acetate to growth-inhibiting levels. Acetate for-
mation in E. coli has been shown to limit expression of
recombinant growth hormone (18) as well as to limit in-
duction of human interleukin 2 expression in fermentor
cultures (19). Kleman and Strohl (20) have studied acetate
metabolism in E. coli under chemically defined nutritional
conditions.

ENRICHMENT AND ISOLATION MEDIA

Obtaining a pure culture of a specific type of bacterium,
particularly for the general heterotrophs discussed here,
often requires both general and selective enrichment.
When the organism of interest is present only in small
numbers or as a nonrobust population of the total micro-
bial flora, an initial general enrichment of the sample may
help to enhance the presence of the desired organism. With
E. coli and Bacillus spp., almost any general bacteriologi-
cal growth medium (e.g., tryptic soy broth) can often sup-
port enrichment of the desired organism as well as prolif-
eration of any other general heterotroph in a mixed
sample. Under such conditions, selective enrichment tech-
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niques can help to increase the numbers of the organism
or phenotype of interest while suppressing the growth of
nondesirable cells in a mixed population.

In some instances, raw samples may include physiolog-
ically stressed organisms that might be best recovered
with a slightly less nutritious medium such as R2YA (21),
or with HTYE (see final section) developed for cultivation
of a broad spectrum of “heterotrophically delicate” bacteria
(e.g., Caulobacter, Cytophaga) and stressed cells, while also
being supportive to the growth of general heterotrophs.
Clavero and Beuchat (22) determined that heat-stressed
E. coli 0157:H7 was best recovered with tryptic soy agar
rather than with modified sorbitol MacConkey agar.

If strain selection is intent upon a particular phenotypic
characteristic (e.g., utilization of heptane as a sole carbon
source) rather than upon taxonomic concern, isolation may
be done directly by inoculating sample material into nu-
tritionally complete defined media or into dilute complex
media supplemented with a substrate compound of inter-
est. Cultivation of sample material under a physiological
parameter (alkalophilic or acidophilic conditions) of inter-
est is also a selective pressure. The judicious incorporation
of antibiotics in a medium will also keep many of the un-
wanted organisms in a mixed culture to low levels. In gen-
eral, prolonged incubation or multiple transfers of any mi-
crobial growth that develop in the selection media will
eventually give rise to a culture expressing the desired
characteristic. Continuous fermentation methods can be
used to the same effect to select for a phenotype from a
heterogenous cell population, but often the resulting dom-
inant or selected population phenotype is not necessarily
genetically stable once selection factors are relaxed (23).

Isolation is accomplished from an enrichment culture
generally by spatially separating the cell of interest from
other cells in the enrichment culture. This is most conven-
iently done by streaking aliquots on agar or other solid gel
plates with the aim to have discretely separated bacterial
colonies to pick, or by serial dilution in liquid media with
the hope that the desired cells, being dominant in the
population, will eventually be isolated by increasing dilu-
tions of the original enrichment culture.

Because E. coli is an indicator organisms of fecal con-
tamination, many versions of media have been developed
to quickly isolate and identify the bacteria in potable and
nonpotable waters, food, etc. This organism can be isolated
using a variety of commercially available selective media
(e.g., brilliant green broth, EC broth, lauryl tryptose broth,
MacConkey agar). These media contain bile salts (0.15–
0.5%) to inhibit the growth of competative gram-positive
as well as some gram-negative organisms in a sample mix-
ture. Dyes such as crystal violet or brilliant green are in-
cluded in some of these formulations to further selectivity
for coliforms. The inclusion of lactose (0.5–1.0%) in these
media as a fermentable carbon source helps to differenti-
ate E. coli from other bile- and dye-resistant organisms.
Lactose fermentation is detected either by the presence of
gas in an inverted Durham vial contained in a test tube of
liquid medium or, with agar media, by differential colony
color caused by acid production from lactose and a chemi-
cal pH indicator (such as neutral red) included in the me-
dium. Based on the work of Feng and Hartman (24) and

Robison (25), the accurate detection of E. coli with the clas-
sical selective media can be significantly increased by the
inclusion of 4-methylumbelliferyl-b-D-glucuronide (MUG)
at 50 mg/L. Most E. coli strains are b-glucuronidase posi-
tive and cleave the substrate to free the methylumbelli-
feryl moiety, which can then be detected by fluorescence
under 365-nm ultraviolet light. Similarly, 5-bromo-4-
chloro-3-indolyl-b-D-glucuronide (X-Gluc) can be incorpo-
rated as a chromogenic substrate targeting E. coli. Gaudet
et al. (26) recently evaluated some of these selective media
for their usefulness in enumerating E. coli from nonpotable
waters and concluded that lauryl tryptose agar supple-
mented with MUG or X-Gluc gave the best sample recov-
ery.

Isolation of spore-forming bacilli can frequently be ac-
complished by allowing culture growth in a generalized
growth medium to proceed until nutrient depletion induces
sporulation (see next section). Deliberate limitation of a
key nutrient such as a carbon or nitrogen source can often
quicken sporulation. Media selectivity can be introduced
for pH parameters, salinity, substrate utilization, etc. as
desired. As spores of Bacillus spp. are among the most
heat-resistant of endospore-forming bacteria, heat can be
used as a selective factor to eliminate vegetative cells as
well as weakly thermal-resistant spores from a sporulated
culture. Exposure of the culture to 70–80 �C for a minimum
of 10 min is one general method for Bacillus spp. selection.
Harvest and purification of the spores from remaining veg-
etative cells and other debris should be performed with
gentle procedures, either enzymatically or by density gra-
dient, because strong mechanical methods such as high-
speed centrifugation can damage the spores. A single spore
isolation can then be attempted by germinating aliquots of
the spore sample using agar streak plates.

SPORULATION MEDIA FOR BACILLUS SPP.

Bacillus spp. tend to form spores in any suitable growth
medium providing a sufficient incubation period. With
complex media formulations containing peptones and
yeast extract, the incubation time required for depletion of
nutrients and stimulation of sporulation is frequently ma-
nipulated by a simple reduction of total nutrients as dem-
onstrated with the laboratory medium, sporulation broth
(see final section). Increased rates of sporulation can be
achieved with the addition of appropriate cations (Ca2�,
Mg2�, Mn2�) at assimilable trace metal (millimolar, mM)
concentrations (27). Classical media formulations include
these trace elements as poorly defined organic chelates
supplied in crude soil extracts as in SEY medium (see final
section). Many strains of Bacillus cereus, B. coagulans, B.
megaterium, B. subtilis, and others sporulate well with
media based on potato infusions supplemented with yeast
extract and 2.5 g/L glucose (28). The pH of these media
should be adjusted to approximately 7.2 for pH-neutral
strains; sporulation media for alkalophilic and acidophilic
strains should be adjusted to a pH supporting optimal
growth. If the optimum pH for the sample is known, adjust
the pH of the sporulation medium to that of the habitat
where the sample was collected. Highly aerobic strains
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may require aeration in liquid cultures to obtain a high
yield of spores. Elevated glucose levels in a medium during
the stationary phase of culture growth can repress sporu-
lation.

As with all microbial processes, the optimal medium
and growth conditions for sporulation is strain specific.
Similarly, sporulation conditions for optimum chemical re-
sistance may not be the same as those of temperature re-
sistance (29). One should should evaluate more than one
medium to find conditions that provide both a high degree
of sporulation as well as adequate resistance. Wild-type B.
subtilis can sporulate in chemically defined media with
glucose as a sole carbon source. In studies on transduction
with Bacillus thuringiensis, LeCadet (30) used media con-
taining peptones to satisfy nitrogen and amino acid re-
quirements, inorganic salts to supply cations, glucose as a
carbon and energy source, and potassium phosphate as a
buffer for a high yield of heat-stable spores. Setlow and
Kornberg (31) noted that small additions of trace metals
and glucose to nutrient agar greatly increased hydrogen
peroxide resistance of B. subtilis spores. Although spore
production in B. stearothermophilus and B. thuringiensis
is readily achieved at commercial scale, successful in vitro
sporulation of the insect pathogen B. popilliae remains elu-
sive, thereby limiting its prospects in biocontrol.

The important enzymes of commercial interest secreted
by Bacillus spp., as well as many of the antibiotic second-
ary metabolites produced by the genus, appear at the onset
of sporulation. To maximize product yield, a culture must
be able to be held in this physiological state without
completing the sporulation process. Development of
sporulation-deficient strains rather than media design is
the more frequent approach to solving this dilemma.

MOLECULAR BIOLOGY MEDIA

A number of excellent manuals such as those of Sambrook
et al. (32) and Miller (33) detail the fundamentals of mo-
lecular biology work with E. coli and B. subtilis. This sec-
tion discusses only the general media most frequently en-
countered for the manipulations of these organisms.

General Growth

LB (Luria–Bertani) medium (see final section of this arti-
cle) is the general workhorse formulation used in many
molecular biology protocols involving the maintenance and
propagation of genetic bacterial stocks. NZCYM medium
and its variations (NZYM, NZM) are also used when nu-
tritionally rich formulations are required such as in the
propagation of bacteriophage. Similarly, TB (terrific broth)
medium (see final section) supports increased bacterial
growth and is used to prepare high-yield plasmid DNA or
recombinant products from E. coli, B. subtilis, and other
organisms. Powdered basal media for many of these for-
mulations are available from Sigma.

k-Bacteriophage Propagation

Because k-phage tail fibers bind specifically to the lamB
(maltoporin; maltose-binding protein) receptor on the

outer membrane of E. coli K12, LB medium supplemented
with filter-sterilized maltose at a concentration of 0.2% will
induce the receptor in a bacterial culture and help maxi-
mize phage adsorption. Glucose in the medium acts as a
catabolite repressor. Divalent cations are also required for
phage adsorption and integrity, and LB media for k can be
further supplemented with filter-sterilized 2 mM MgSO4.
Adsorption by other phage may be enhanced by calcium
salts rather than magnesium. However, for the prepara-
tion of k stocks, particularly when liquid media are used,
the medium components are adjusted to reduce the
amount of adsorption because the lysed phage remain in
prolonged contact with bacterial cell debris and thus read-
sorption to debris can occur, which will reduce overall
phage titer when the lysate is centrifuged to remove the
cell debris. Thus, the use of LB or NZYCM supplemented
with a low concentration of glucose (0.3%) to slightly re-
press lamB and 0.075 mM CaCl2 as a less efficient divalent
cation is an effective way to reduce readsorption problems
in the preparation of k stocks from liquid culture.

Recombinant Detection

LB agar supplemented with 5-bromo-4-chloro-3-indolyl-b-
D-galactoside (X-Gal) provides an easy way to detect bac-
terial colonies containing plasmid DNA. The method is
used for vectors encoding for the operator-proximal portion
of the b-galactosidase (IacZ) gene and hosts containing the
carboxy-terminal portion of the gene. When a normal plas-
mid is incorporated into a bacterial cell, �-complementa-
tion of gene fragments between the vector–host permit the
formation of the functional b-galactosidase enzyme. When
the chromogenic substrate X-Gal is included in the me-
dium, the Lac� bacterial colonies turn blue. Plasmids con-
taining foreign DNA inserted at the polycloning site lo-
cated within the vector b-galactosidase fragment do not
allow �-complementation with the host gene fragment.
Thus, a recombinant bacterial colony arising from a cell
transformed with a plasmid containing foreign DNA does
not develop the blue color associated with b-galactosidase
activity on X-Gal; recombinant colonies remain white. X-
Gal is generally used at a concentration of 40 mg/L when
incorporated into LB agar. X-gal is not heat stable and
must be added to LB agar after the medium is autoclaved.
X-gal is not water soluble and is normally prepared as a
stock solution in dimethylformamide (20 mg X-Gal/1 mL
DMF). The stock solution can be sterilized through a
solvent-resistant (e.g., nylon) 0.2-lm membrane filter. The
stock solution is light sensitive and should be stored fro-
zen.

Some host strains contain the lac repressor, which pre-
vents b-galactosidase activity until derepressed. In this ca-
pacity, isopropyl-b-D-thiogalactopyranoside (IPTG) is used
as an inducer for enzyme activity. IPTG is also used to
induce the TAC promoter. Because it is heat labile, IPTG
is added to sterile LB medium to a final concentration of
0.5 mM from a filter-sterilized aqueous stock solution.

Competent Cells and Transformation

Although transformation is not a universal trait in bacte-
ria, strains of Bacillus subtilis demonstrate the competent
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Table 1. Frequently Used Water-Soluble Antibiotics Used
in Bacterial Media

Antibiotic
Stability at
37 �C (days) Working concentration

Ampicillin 3 50–100 mg/L
Chloramphenicol 5 5 mg/L
Gentamycin sulfate 5 50 mg/L
Kanamycin sulfate 5 100 mg/L
Penicillin-G 3 100,000 U/L
Streptomycin sulfate 3 100 mg/L
Tetracycline 4 10 mg/L

Note: Chloramphenical and tetracycline are also ethanol soluble.

ability to take up extracellular DNA via a complex
membrane-mediated, nonnutritional mechanism consid-
ered to be a natural means of genetic exchange for these
organisms (34). Only a small percentage of cells within a
culture possess the capacity for transformation, and the
generation of a competent subpopulation is best achieved
with a minimal salts liquid medium amended, as neces-
sary, with growth factors specific to the strain. Although
the competent state arises with the stationary phase of
culture growth, media conditions that induce maximum
sporulation are not necessarily those which support a max-
imum population of transformation-competent cells be-
cause the two functions are physiologically unrelated.

For organisms lacking the ability to develop natural
competence, or for which the natural occurrence is low (35),
preparation of competent cells can be achieved chemically.
For example, competent cells of E. coli are commonly pre-
pared by growing a culture overnight in LB broth at 37 �C
followed by treatment with highly concentrated solutions
of CaCl2 to increase membrane permeability to DNA. Be
that as it may, the success of generating a high rate of
competent cells is strain dependent as well variable with
preparation batch.

THE USE OF ANTIBIOTICS IN MEDIA

Antibiotics are incorporated into culture media to elimi-
nate the growth of contaminants or to select for an
antibiotic-resistant population of cells. As antibiotic resis-
tance is often plasmid mediated, the incorporation of a spe-
cific antibiotic into a medium that selects for plasmid-
containing cells helps to prevent the spurious loss of
important genetic elements carried on plasmids which can
occur with constant culturing or with further genetic or
physiological manipulations.

In general, antibiotics are heat labile and must be
added aseptically to media from filter-sterilized or other
types of cold-sterilized stock solutions. Although some an-
tibiotics, such as penicillin-G, are stable at room tempera-
ture in powdered form, chemical degradation of these com-
pounds begins to occur quickly once an antibiotic is in
solution. The rate of degradation increases with tempera-
ture and, as noted in Table 1, many of the commonly used
antibiotics lose their effectiveness within 3 days at the 37
�C incubation temperature frequently used for bacterial

cultivations. In addition, tetracycline is light sensitive, and
ampicillin is degraded from media by resistant bacteria.
Thus, to maintain antibiotic effectiveness, it is more pru-
dent to add the agent from a freshly prepared stock solu-
tion at time of culture inoculation rather than to incorpo-
rate the compound during the preparation and aseptic fill
of the basal growth medium, especially if the medium is to
be stored, even under refrigeration, for any prolonged
length of time.

MEDIA FOR CULTURE PRESERVATION BY FREEZING
OR LYOPHILIZATION

Any medium that gives sufficient growth with robust cell
appearance and maintains the important characteristics
of the strain is a candidate for a medium used in culture
preservation. Bacillus spp. retain greatest viability when
preserved as spores, and thus strains should be cultivated,
if possible, under conditions conducive to sporulation. For
nonsporulating bacilli and for strains of E. coli, cultures
should be grown in an appropriate growth medium and
harvested at the late logarithmic phase of growth. Genet-
ically engineered strains may require the addition of a se-
lective agent (e.g., antibiotics) to the medium to retain un-
stable genotypes. Previous preservation studies on
plasmid containing strains of E. coli and B. subtilis indi-
cated that plasmids were best retained with liquid nitro-
gen preservation. Plasmids in E. coli and in B. subtilis
spores were also not affected by freeze-drying. However,
freeze-drying of vegetative cells of B. subtilis resulted in
loss of cell viability by an order of magnitude and also re-
sulted in the requirement of a lengthy postlyophilization
rehydration period before full plasmid-coded antibiotic re-
sistance returned. Thus, the B. subtilis culture grown from
vegetatively harvested lyophilized cells required an
antibiotic-free medium for initial growth (36).

Cells of either bacilli or E. coli can be frozen in liquid
nitrogen in growth medium supplemented with either 10%
glycerol or 5% dimethyl sulfoxide (DMSO) as the cryopro-
tectant. This is most easily done by adding 20% sterile (au-
toclaved) glycerol to an equal volume of cells suspended in
the culture medium or by adding filter-sterilized DMSO to
cells suspended in the culture medium to a final concen-
tration of 5%. If the culture is to be lyophilized (freeze-
dried), cells should be harvested from the growth medium
and suspended in an appropriate cryoprotectant such as
20% skim milk (sterilized in test tubes at 116 �C for 20
min) or the growth medium to which separately autoclaved
24% sucrose is added to a final concentration of 12%. A
more complex cryoprotectant medium is a filter-sterilized
reagent composed of trypticase soy broth (BBL 11768); su-
crose, 100 g; bovine serum albumin fraction V, 50 g; and
distilled or deionized water to 1.0 L.) Actual preservation
methods are detailed in a number of publications (37,38).

MEDIA FORMULATIONS

1. HTYE Medium
Trypticase peptone (BBL 11921), 5.0 g
Yeast extract, 2.0 g



1682 MEDIUM FORMULATION AND DESIGN, E. COLI AND BACILLUS SPP.

HEPES, 4.0 g
Distilled water, 1.0 L

Dissolve ingredients one at a time in distilled
water. Adjust to pH 7.1 with NaOH. Sterilize by au-
toclaving at 121 �C for 15 min.

2. SEY Medium
Difco yeast extract, 1.0 g
K2HPO4, 0.2 g
Agar, 15.0 g
Soil extract (see below) 1.0 L

Adjust medium for final pH 7.0 and sterilize at
121 �C for 15 min.
Soil extract: Autoclave 500 g air-dried, sifted gar-
den soil of high fertility with 500 ml tap water in a
2-L flask for 30 min. When cool, decant the super-
natant, filter through paper, and bring to 500 ml
with additional tap water.

3. Sporulation Medium
Yeast extract, 1.0 g
Beef extract, 1.0 g
Tryptose, 2.0 g
FeSO4, 2.0 mg
Glucose, 10.0 g
Agar, 15.0 g
Distilled water, 1.0 L

Adjust medium for final pH 7.2. For broth, elim-
inate agar and reduce concentration to one-third of
the given quantities. Sterilize at 121 �C for 15 min.

4. LB (Luria–Bertani) Medium
Tryptone (Difco 0123), 10.0 g
Yeast extract, 5.0 g
NaCl, 10.0 g
Distilled water, 1.0 L

Sterilize by autoclaving at 121 �C for 15 mins.
Final pH 7.0.

5. NZCYM Medium
NZ amine (Sigma C 0626), 10.0 g
NaCl, 5.0 g
Bacto–yeast extract (Difco 0127), 5.0 g
Casamino acids, 1.0 g
MgSO4 • 7H2O, 2.0 g
Distilled water, 1.0 L

Adjust to pH 7.0 with NaOH. Sterilize at 121 �C
for 15 mins. Variations: NZYM (NZYCM without cas-
amino acids); NZM (NZYM without yeast extract).

6. Terrific Broth
Bacto-tryptone (Difco 0123), 12.0 g
Bacto-yeast extract (Difco 0127), 24.0 g
Glycerol, 4.0 mL
Distilled water, 900.0 mL

Sterilize at 121 �C for 15 mins. Cool to room tem-
perature and add sterile buffer solution (as below),
100.0 mL
Sterile buffer solution: KH2PO4, 2.31 g; K2HPO4,
12.54 g; distilled water, 90.0 ml. Sterilize at 121 �C
for 15 min.

7. M9 Medium
Basal medium

Na2HPO4, 6.0 g
KH2PO4, 3.0 g

NaCl, 0.5 g
NH4Cl, 1.0 g
Agar (for solid medium), 15.0 g
Distilled water, 990.0 mL

Adjust basal medium to pH 7.4. Autoclave
at 121 �C for 15 min and cool to less than 50 �C. Asep-
tically add the additives listed next. If agar is
needed, autoclave mineral salts and agar separately
as 2� solutions and aseptically combine after ster-
ilization.

Additives (sterilized by autoclaving as separate
solutions at 121 �C for 15 min)

1 M MgSO4, 2.0 mL
20% glucose, 10.0 mL
1 M CaCl2, 0.1 mL
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INTRODUCTION

The key to the successful development of a chromato-
graphic procedure for the industrial-scale purification of
proteins is to establish a high-productivity method that de-
livers the product in sufficient purity. Laboratory-scale
protocols are usually set up with special regard to resolu-
tion, which is maximized by choosing high-performance
methods based on small adsorbent particles and high-
pressure equipment. On the process scale, however, high
throughput seems to be the major goal, so during scale-up
the small particles usually have to be replaced by larger
ones due to pressure drop limitations at high-flow velocity
in large columns. Additionally capacity per unit volume of
adsorbent becomes an issue, thus requiring the use of po-
rous adsorbents, which offer a high internal surface area
for product adsorption. When using comparatively large
porous adsorbents (dp � 50–200 lm) the process perfor-
mance is mainly determined by the velocity of protein
transport to the binding sites situated on the internal sur-
face. Because large (protein) molecules are characterized
by small diffusion coefficients in free solution (D � 1 � 50
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Figure 1. Schematic representation of the major transport char-
acteristics of adsorptive membranes and porous particles.

� 10�12 m2/s) and because “hindered” transport within a
porous structure leads to even lower “effective” diffusion
coefficients, protein chromatography in these media has
been described as being limited by slow intraparticle trans-
port (1). Large-scale operations therefore seem to be char-
acterized by the compromise between low pressure drop at
high flow velocity and slow mass transport employing
larger adsorbent particles.

The driving force for new developments in stationary-
phase design has been the need to reduce the limitation by
intraparticle mass transport. This may be achieved by in-
creasing the influx velocity into the particle by enhancing
diffusive transport (2) or by perfusing the stationary phase
in order to support (or even replace) diffusive movement of
the solutes to the ligands by convection. Perfused particles
with very short diffusive pores are one option to accomplish
this (3). An even more consequent way is the use of a con-
tinuous stationary phase, where the internal surface is
completely accessible by convection, thus removing the ne-
cessity for diffusive motion. Adsorbents manufactured ac-
cordingly may be short in length (L) because the concept
of convective solute transport essentially speeds up the
sorption process and permits short residence times, tC

(�L/v). Sufficient capacity (adsorbent volume) is supplied
by units of increased diameter, which has up to now re-
sulted in a membrane type of design characterized by a
low L/d ratio. This concept has first been realized employ-
ing modified microfiltration membranes of variable design
(hollow fiber, flat sheet or membrane stack [4]), therefore
the description membrane chromatography is justified de-
spite the fact that a microfiltration membrane is not the
only possible stationary phase fulfilling the criteria just
discussed. The increasing importance of membrane adsor-
bents is demonstrated by two recent reviews (5,6). In this
article the basic ideas behind membrane chromatography
are elucidated from a conceptual point of view, supported
by a short theoretical analysis. Possible limitations of the
technology are discussed, followed by an attempt to posi-
tion the membrane concept within a train of protein puri-
fication methods. Finally applications of adsorptive mem-
branes on small and pilot scale are used to demonstrate
the large potential of this technology as a highly productive
method of purifying proteins on the process scale.

THE BASIC CONCEPT

Improved Mass Transport

As discussed earlier, membrane adsorbents try to over-
come the diffusion limitation present in porous particles
by allowing convective transport of solutes to the ligands.
This is achieved by attaching ligands to the internal sur-
face of stationary phases, which contain mainly through-
pores and only few or no dead-ended pores. The underlying
picture is the modification of the internal pore surface of
microfiltration membranes with ligands in a way that, by
pumping the feed solution through the membrane, the sol-
utes are convectively transported to their binding site.
Slow diffusion in dead-ended pores, as is the case with po-
rous adsorbents, is thus avoided. The situation is depicted
schematically in Figure 1. Additionally, a continuous sta-

tionary phase is used, so packing problems, which are com-
mon with particle-based media and necessitate a mini-
mum bed length in order to neutralize packing
irregularities, are circumvented. As a result, from these
characteristics, adsorbents of low L/d ratio may be built,
which stand for high productivity at short residence time
due to fast mass transport in a continuous matrix. Prereq-
uisite, however, is that the adsorbate solution be homoge-
neously distributed over the whole frontal area of the
membrane, otherwise flow irregularities will neutralize
the advantages mentioned. This is discussed in more detail
in the following sections.

Geometric Formats

Adsorbents fulfilling the criteria developed may be ar-
ranged in different formats. As shown in Figure 2, it is
possible to differentiate between four basic concepts: single
or stacked flat-sheet membranes (A), hollow-fiber modules
(D), radial-flow cartridges containing spiral-wound mem-
branes (C), and cartridges packed with continuous station-
ary phases in the form of membranes or rods (B). All these
arrangements are commercially available; a complete list
of available products, however, is difficult to compile be-
cause the life-span on the market of some of these products
has been limited. The reader is referred to the information
provided by Langlotz et al. (7), Roper and Lightfoot (5), and
Thömmes and Kula (6).

Single-sheet membranes may be employed in suitable
filter holders, as long as sufficient care is taken to equally
distribute the process liquid across the frontal membrane
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Figure 2. Schematic representation of the four major classes of
membrane adsorbents: (a), stack of flat sheet membranes; (b), con-
tinuous cartridge with through-pores; (c), radial flow unit with
spiral wound membranes; (d), hollow-fiber membrane; 1, individ-
ual gasket; 2, distributor and collector plate; 3, complete sealing
around a membrane stack (e.g., silicone); 4, central tube for liquid
collection; 5, cross-cut through an individual hollow-fiber.

Figure 3. Schematic representation of the modification of the in-
ternal pore surface with grafted polymer ligands.

area and to efficiently collect the liquid after passage
through the membrane. The arrangement of membranes
in stacks allows the increase of the capacity of an individ-
ual unit as well as an adjustment of the length of the ad-
sorbent bed. The sheets must be separated by proper seal-
ing in order to avoid fluid flow around the membranes
instead of through them. This may be achieved by single
gaskets or by embedding the stack in a suitable sealing
substance (e.g., silicone). Alternatively a continuous ad-
sorbent packing with thoroughgoing pores may be used,
thus making the stacking of individual sheets obsolete.
Radial-flow cartridges contain an internal tubing for fluid
collection, which is surrounded by a spiral-wound mem-
brane sheet. The liquid is transported in a radial direction
from outside to inside, thus keeping the column aspect ra-
tio, L/d, small, as is the case in a flat-sheet membrane. The
same is true for hollow-fiber modules, where the fluid
passes the membrane perpendicular to the influx direction.
L is defined here as the wall thickness of a single fiber.
These modules may be operated in a dead-end mode with
the column outlet sealed, so that all the liquid must pass
through the membrane; alternatively a cross-flow mode
may be chosen with the possibility to recycle the process
solution. The total capacity of a hollow-fiber adsorption
module can be adjusted by bundling several fibers in a sin-
gle module.

Static Capacity

As already discussed, on a preparative scale the capacity
per unit volume of adsorbent available for a certain puri-
fication task becomes an important issue because adsor-
bent cost as well as plant space requirements of the whole
purification unit have to be taken into account in economic
considerations. Because the ligands are attached to the in-
ternal surface of stationary phases, their specific surface
area, a(m2/m3), determines the equilibrium capacity in a
first approximation. Champluvier and Kula measured a
for nylon membranes (dp � 1.2 lm) as 250 m2/m2 of frontal
area (8). Assuming an average membrane thickness, L, of
200 lm we obtain a as 1.2 � 106 m2/m3. Conventional po-
rous particles for protein chromatography have a specific
area, which is significantly larger than this value (e.g., 1.5
� 107 m2/m3, our own measurements with the silica-based
matrix Bioran CPG, Schott, Germany, 200-lm average
particle diameter, 100-nm average pore diameter), so this
seems to be a major drawback of membrane-based station-
ary phases. In fact membrane adsorbents with a mono-
layer coverage of ligands on their internal pore surface
have suffered from reduced static binding capacity, as has
been summarized by Roper and Lightfoot in their review
(5). An approach to circumvent reduced capacity is the in-
troduction of a three-dimensional binding layer on the pore
surface. This is achieved by graft polymerization of mono-
mers containing functional groups, which may be deriva-
tized to protein-binding ligands. The resulting functional-
ized polymer layer works as a three-dimensional binding
space with a gellike structure, which is able to take up
adsorbate molecules in multiple layers, as depicted sche-
matically in Figure 3. This technique has been applied to
hollow-fiber membranes with great success (9–19) and is
also used in commercially available flat-sheet membrane
adsorbents (Sartobind, Sartorius, Göttingen, Germany)
yielding a capacity comparable to porous adsorbent parti-
cles (20). The increase in static capacity for standard pro-
teins compared with (theoretical) monolayer coverage has
been reported to be between 4- and 20-fold for hollow-fiber
modules (16) and up to 100-fold for flat-sheet membranes
(21). Wang et al. compared the static capacity of polymer
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coated membranes for cytochrome c to membranes with
monolayer ligand coverage, as well as to porous particles,
and found the three-dimensional ligand layer to yield sig-
nificantly higher values (22). However, as is discussed
later, the gellike structure of the layer may change the
mass transfer characteristics of the membrane adsorbents,
a fact that has to be included in the analysis of the sorption
performance.

Process Performance

When the suitability of a new adsorbent design for the
large-scale purification of proteins is to be estimated and
compared with established stationary phases, a bench-
marking method must be defined. On the process scale, an
important question is, how much product may be obtained
within a certain period of time with a given amount of ad-
sorbent? Additionally, the product should have sufficient
purity in order to reduce the overall number of process
steps in a purification train. Summarizing, the basic ques-
tions are the following:

• Which throughput is possible with a given set-up as
a result of the permeability of the stationary phase
(mechanical limitation)?

• Which throughput is possible with a given set-up as
a result of the efficiency of the sorption process (dy-
namic limitation), in other words, is the static capac-
ity of the adsorbent used well enough under the pro-
cess conditions chosen?

• Which product purity is achieved with a given set-up
under the process conditions chosen (resolution lim-
itation)?

The permeability, B, of a membrane adsorbent is a func-
tion of the adsorbent’s pore diameter and of the overall
porosity of the matrix; typical values may be calculated
from pressure-drop data available from the literature. Val-
ues ranging from 7 � 10�16 m2 for continuous phases from
methacrylate block polymers with 0.4-lm pore diameter
(23), to 2 � 10�15 m2 for 1.2-lm dp hollow fibers with
grafted polymer ligands (24), and 2.5 � 10�14 m2 for com-
mercially available stacks of flat-sheet membranes (aver-
age dp � 15 lm) (20) may be found. The pressure drop in
the adsorption unit may then be calculated for a given set
of operating conditions (L, v, g), after equation 1.

v • L • g
Dp � (1)

B

The dynamics of the sorption process may be deter-
mined from frontal adsorption experiments. The deviation
of measured breakthrough curves from the ideal step func-
tion shows how efficiently the static capacity of the adsor-
bent is used. Measuring the breakthrough capacity, QD, (at
1, 5, or 10% breakthrough) under different experimental
conditions (e.g., by varying L and v) allows the definition
of the process conditions that make the best use of the
static capacity of the adsorbent. In addition, a theoretical
analysis will yield characteristic quantities (e.g., numbers
of transfer units, plate heights, or transport and dispersion

coefficients) that allow a prediction of the process perfor-
mance according to standard models (21,25–27).

The overall performance, however, must take washing,
elution, and regeneration into consideration; this can be
expressed as the total number of bed volumes required for
all of these operations, �. The product yield is considered
by the recovery ratio, RE. Productivity may be defined as
amount of product per unit time and unit adsorbent vol-
ume, as shown in equation 2 (21).

1 v
P � R Q • (2)E D� �LQD

� �� �C0

Finally the product purity should be addressed by in-
troducing the resolution, Rs, of the membrane-based sep-
aration under process conditions. An attempt to optimize
Rs will often show that a compromise has to be found be-
tween maximizing the throughput at low L/d and main-
taining high resolution, because the short bed lengths
make adsorptive membranes into typical low-plate-
number systems (28). Coffman et al. have shown, however,
that most protein separations may be run successfully by
employing membrane adsorbents because separation will
occur according to an on–off separation mechanism that
requires no separation by differential migration in long col-
umns (29).

To summarize, the quality of a membrane adsorption
method will be defined by the product purity it delivers at
maximized productivity. A significant increase of this qual-
ity compared with standard methods using porous parti-
cles is anticipated due to the fact that the improved mass
transport capability allows high throughput at low L/d at
maintained resolution under on–off separation conditions.
The factors that may limit the achievement of this ambi-
tious goal are discussed next.

LIMITING FACTORS IN MEMBRANE ADSORPTION
PROCESSES

As with all processes based on fixed beds, sorption dynam-
ics of adsorptive membranes may be limited by mixing,
mass transport, and the kinetics of the binding reaction.
In order to discuss these effects precisely, one must at-
tempt to define them according to the specific details of
membrane adsorption units. Kinetic limitations arise from
the rate of formation of the adsorbate–ligand complex,
which is described by the forward reaction rate constant,
ka. Together with the rate constant of dissociation of the
complex, kd, we obtain the dissociation constant of the
binding equilibrium, KD (kd/ka). Further limitations are
caused by slow transport of adsorbate molecules from the
bulk solution to the binding site (e.g., diffusive motion
through the fluid boundary layer above the binding sur-
face). Although the concept of throughgoing pores in mem-
brane adsorbents has been invented to overcome slow dif-
fusion in dead-ended pores, the membrane production
process may result in adsorbents with some pores of that
kind, so in specific cases pore diffusion has to be considered
in the description of sorption dynamics. Additionally, as
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already mentioned, the attachment of a three-dimensional
adsorbing layer to the internal pore surface must be re-
garded as a potential mass transport barrier. Mixing in
adsorptive processes should be split into three major ef-
fects: fickian dispersion, nonideal fluid flow within the ad-
sorbent, and extracolumn mixing (30). The first effect de-
scribes the dispersive motion “against” the direction of
convective flow, the second effect accounts for irregularities
within the adsorbent, leading to uneven fluid flow through
the packing, whereas the third summarizes contributions
of tubing, extracolumn dead volumes, liquid distributors
and collectors, zone broadening, and so forth. Very often
these different contributions are lumped together in a sin-
gle dispersion coefficient, Dax, which is then characteristic
for the whole experimental set-up rather than for the ad-
sorbent itself. In the following the respective importance
of these limitations is discussed in detail in order to pro-
vide a basis for the prediction of the performance of ad-
sorptive membranes in the purification of biomolecules.

Mixing

Roper and Lightfoot (30) analyzed peak broadening in
stacked flat-sheet membranes under nonbinding condi-
tions with a specific flow-reversal technique in order to dif-
ferentiate between fickian dispersion, nonideal fluid flow
within the adsorbent, and extracolumn mixing. They used
the height equivalent of a theoretical plate (HETP) concept
to determine the individual contributions to the overall
peak broadening and found the plate heights, h, resulting
from fickian dispersion to be 1–5 lm for a range of flow
velocity, v, between 0.5 and 4 cm/min. These values were
in accordance with theoretical considerations, which pre-
dicted h as a function of the dispersion coefficient Dax and
of v according to equation 3.

2 • Daxh � (3)
v

Values for h reported in literature for adsorptive mem-
branes, however, were between 20 and 200 lm and showed
a slight increase with linear velocity. This difference could
be attributed to extracolumn effects and nonideal fluid
flow. Peak broadening by a factor of 1.7 occurred due to
extracolumn dispersion; the additional difference between
h measured in this work and h in the literature data arose
from uneven flow distribution in the stack. Similar results
were reported by Gebauer et al. (21), who found the mixing
in stacks of commercially available flat-sheet membranes
(represented by an overall Dax) to be 10-fold higher com-
pared with an estimation based on literature correlations.
This difference was attributed to extracolumn effects as
well. Enlarged overall mixing may be a significant influ-
ence on the performance of membrane adsorbents. This
was demonstrated in a scale-up study on the isolation of
human serum albumin from plasma using stacks of ion
exchange membranes (20). The increased mixing found
with large-scale modules compared with laboratory-scale
units led to a more than threefold reduction of the produc-
tivity of the process. Josic et al. (31) investigated the influ-
ence of liquid distribution at the column inlet of cartridges

with a continuous stationary phase of type B (compare Fig.
2). In the case of nonoptimized inlet design, a significant
part of the fluid passed through the central region of the
unit, thus leaving large parts of the membrane unreach-
able by convective transport. The uneven flow distribution
led to a significant loss of performance of chromatographic
separations employing these units. With optimized inlet
design, resolution was comparable with established HPLC
methods. Reif and Freitag (32) demonstrated the impor-
tance of reduced dead volume behind the membrane; a
large mixing zone led to deteriorated resolution in the an-
alytical separation of standard proteins.

Nonuniform flow distribution may be caused by varia-
tions in the pore size of adsorptive membranes. Suen and
Etzel (26) as well as Liu and Fried (33) demonstrated by
computer simulations that a wide pore-size distribution
may lead to significantly flattened breakthrough curves
during frontal protein adsorption and thus to a strongly
reduced useful capacity of the adsorbents. Similar effects
were shown for variations in membrane thickness. As a
consequence, stacking of membranes was recommended to
reduce these effects. Kim et al. described the modification
of hollow fibers with grafted polymer chains bearing phe-
nylalanine and tryptophan as pseudoaffinity ligands for
immunoglobulin adsorption. The deviation of protein
breakthrough from ideal behavior with these adsorbents
was also attributed to a wide distribution in pore length
(12). The distribution in pore diameter in protein A
modified-hollow-fiber modules was described by Klein et
al. as the reason for incomplete use of the static capacity
of these adsorbents in immunoglobulin capture (34). The
influence of overall mixing on performance during frontal
adsorption was investigated in a theoretical study by Suen
and Etzel (26). These authors used the dimensionless col-
umn Peclet number, Pe, to quantify dispersion according
to equation 4 (ve is the interstitial flow velocity).

v LePe � (4)
Dax

Peclet numbers above 40 were described to be sufficient to
exclude a deteriorating influence of mixing on the break-
through behavior during frontal adsorption to membrane
stacks. Because Pe is proportional to the bed length, aug-
mented mixing (represented by increased Dax) may be com-
pensated for by increasing L. Similarly Liu and Fried (33)
reported a Pe above 25 to be sufficient to neglect dispersion
as a possible limitation of the sorption process. It is im-
portant to note that these considerations were set up for
frontal adsorption of a one-component system; stronger
boundary conditions may be required for the separation of
a multicomponent system.

To summarize, as long as sufficient care is taken during
process design to minimize extracolumn effects as well as
nonuniform flow, mixing phenomena are unlikely to be the
limiting factors in membrane chromatography. However, it
has to be kept in mind, that adsorptive membranes are
used in a chromatographic process; therefore standard cri-
teria of filtration module design will not meet the require-
ments of a sorption process and may possibly lead to a loss
of the advantages of the membrane-based process.
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Mass Transport

When dealing with porous particles for protein purifica-
tion, there are two potential sources of transport resistance
to adsorption: transport of adsorbate from the bulk of the
solution to the external particle surface, and transport
within the particle to the binding site. In this case the gen-
eral perception is that fluid-side transport is an order of
magnitude faster than transport within the adsorbent;
therefore film transport resistance is often neglected in a
simple analysis. Band spreading in frontal analysis, as
well as peak broadening during chromatography, then is
attributed to slow, often hindered, intraparticle diffusion.
The concept of using membranes with throughgoing pores
for protein adsorption was supposed to remove the trans-
port resistance by reducing the characteristic length for
protein diffusion to the ligands. Brandt et al. (4) provided
a general estimation of the importance of mass transport
for the efficiency of an adsorptive membrane by relating
the characteristic diffusion time in a membrane pore, tD

(tD � dp
2/D), to the contact time, tC (tC � L/v), during

passage through the membrane. Efficient usage of the
static capacity was supposed to take place if tC � tD. In-
serting standard values for adsorptive membranes into
this equation (dp � 3 � 10�6 m, Lsingle sheet � 2 � 10�4

m, v � 8.3 � 10�4 m/s) and assuming an average diffusion
coefficient, D, of 5 � 10�11 m2/s we obtain tD � 0.18 s,
whereas tC even for a single membrane is 0.24 s. Therefore
a stack of 10 membranes, which is often found in commer-
cially available modules, easily fulfills the condition, which
allows us to neglect diffusive transport resistance. This is
in contrast to standard porous particles, where tD is based
on the particle radius and therefore can be estimated as
40.5 s for the same protein in a particle 9 � 10�5 m in
diameter.

The absence of dead-ended pores and the concomitant
disappearance of the intraparticle transport resistance
should make diffusion through the fluid boundary layer
above the ligands the only transport step (see Fig. 1) in
membrane chromatography. The rate of transport through
this layer is dependent on the free diffusion coefficient of
the adsorbate as well as on the thickness of the layer. Be-
cause interstitial flow velocities in narrow pores of micro-
filtration membranes are comparably high and boundary
layer thickness thus may be low, this transport resistance
commonly is regarded as not likely to limit the sorption
process. Suen and Etzel (26) demonstrated the validity of
this approach for membranes with small pore diameter by
comparing the characteristic time needed to diffuse
through the fluid boundary layer with the average resi-
dence time in a module. They were able to show that even
for very small diffusion coefficients (i.e., large protein mol-
ecules) the residence time in a correctly designed mem-
brane stack is much higher than the diffusion time through
the fluid film, so the importance of this transport resis-
tance is low compared with other possible limitations. In
cases of much larger pore diameters these considerations
may no longer be valid. Adisaputro et al. (35) measured
the dynamics of whey protein uptake to membranes of very
large pore diameter (50–300 lm) and found reduced cap-
ture efficiency with decreasing residence time. Calculation
of the fluid film diffusion time for an average protein

showed that, with these large pore diameters, film trans-
port was a likely candidate for the dominant limitation of
sorption efficiency.

As mentioned earlier, the introduction of a three-
dimensional ligand layer to the pore surface may also in-
troduce a mass transport resistance. Gebauer et al. (21)
investigated commercially available ion exchange mem-
branes with respect to their sorption dynamics and found
a limitation of sorption efficiency by a diffusion mecha-
nism. Depending on the length and density of the ligand
layer a pore or solid diffusion mechanism of protein trans-
port was identified. The breakthrough capacity, however,
could be maintained on a very high level for a wide range
of flow velocities, a fact that was attributed to convection-
aided mass transport into the flexible chains of the ligand
layer. Attaching polymer-grafted ligands to the internal
pore walls of hollow fibers also yielded stationary phases
with three-dimensional adsorbing layers. Here no depen-
dency of breakthrough behavior from residence time in the
module was detected, thus supporting the thesis of fast
protein influx into the ligand sphere (12,15–17,24).

Mass transport limitations are not as dominant in
membrane adsorption as they are in standard protein
chromatography using porous particles. The complete ne-
glecting of transport resistance, however, is possible only
under certain conditions. Therefore transport in adsorp-
tive membranes should be analyzed carefully during pro-
cess design based on these stationary phases.

Binding Kinetics

If axial mixing and mass transport may under certain cir-
cumstances be excluded as potential limiting factors of
sorption efficiency, the kinetics of the protein–ligand inter-
action becomes the focus of attention. Brandt et al. (4) used
a second-order rate expression to estimate the reaction
time, tR, for interaction of BSA with a monoclonal antibody
(MAb) affinity ligand. They obtained tR � 5 s, a signifi-
cantly higher value than the average diffusion time in
membrane pores, which was calculated earlier. From this
estimation it can be deduced, that slow association kinetics
may limit the performance of affinity-membrane adsor-
bents. A similar situation was predicted by Suen and Etzel
(26) from a thorough theoretical analysis, which was later
experimentally verified with the pepstatin A/pepsin affin-
ity system (36). Kinetic limitations were also found to be
responsible for deviations of protein breakthrough from an
ideal step function in dye ligand/dehydrogenase pseudoaf-
finity systems employing stacks of flat-sheet membranes
(37). Briefs and Kula (38) reported the onset of peak broad-
ening due to kinetic limitation with a similar pseudoaffin-
ity interaction from tC below 20.5 s. For ion exchange in-
teractions, however, no kinetic limitation could be verified
within the range of experimental conditions (tC � 5.1 to
20.5 s). An investigation on kinetically limited membrane
chromatography was performed by Nachman et al. (39–41)
employing hollow-fiber modules with affinity ligands at-
tached to the internal pore surface. In this study it was
shown that reducing the residence time in the module in
turn reduced the capture efficiency of the adsorbents. In
addition, under all experimental conditions, tC was well
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above tD, which had been calculated based on the mem-
brane geometry and the diffusion coefficient of the adsor-
bate. Also the capture efficiency was independent from ini-
tial concentration, as can be predicted for kinetic
limitation under conditions of a rectangular isotherm (21).
Kinetically limited adsorption may be exploited in mem-
brane chromatography to separate adsorbate molecules
that have identical binding isotherms but different asso-
ciation rate constants. In standard porous adsorbents
these pairs cannot be separated due to the fact that slow
diffusion in the pores leads to the formation of a local equi-
librium between adsorbate in the pore liquid and bound
adsorbate. Membrane adsorbents are sensitive to differ-
ences in adsorption kinetics, provided neither mass trans-
port nor mixing are “hiding” the kinetic differences. This
was theoretically predicted (27) and proven experimen-
tally (36) for an affinity interaction based on stacks of flat-
sheet membranes.

Adsorptive membranes offer a rare opportunity to in-
vestigate effects of binding kinetics in adsorptive pro-
cesses. The fact that this is possible underlines the excel-
lent mass transport characteristics of these matrices,
which allow very fast protein purification under conditions
of protein–ligand interactions as the rate-limiting step in
the sorption process. However, this seems to be limited to
affinity interactions, which show comparatively slow as-
sociation rates with ligands attached to planar surfaces
due to higher steric requirements. With fast ion exchange
interactions, even adsorptive membranes have not been
able to demonstrate kinetic effects during protein sorption.

POSITIONING OF MEMBRANE ADSORPTION
IN A PURIFICATION TRAIN

Now that adsorptive membranes have been characterized
according to their basic properties, where should they be
introduced into a standard protein purification scheme?
Wheelwright differentiated between initial recovery, low-
resolution purification, and high-resolution purification in
a downstream process (42). Initial recovery is supposed to
deliver a clarified product solution of reduced volume,
whereas low-resolution purification should lead to a sig-
nificant enrichment of the target molecule and to the re-
moval of major contaminants. High-resolution purification
refers to the removal of minor impurities with properties
similar to those of the desired product, as well as final pol-
ishing (e.g., separation of correctly processed molecules
from false variants, multimers, etc.). Depending on the de-
sign of the adsorption unit, adsorptive membranes can ac-
commodate any of these tasks.

Krause et al. demonstrated that application of dye–
ligand affinity membranes in a cross-flow mode allowed
the purification of malate dehydrogenase from E. coli ho-
mogenate (43). A clarified, concentrated, and initially pu-
rified product solution was obtained after elution, thus
demonstrating the feasibility of membrane adsorption for
integration into primary recovery. Additional support for
the use of membrane-based adsorption in this early pro-
cess stage comes from the isolation of proteins from un-
clarified whey, which was accomplished with large-pore
membrane stacks (35).

A second assignment in the area between initial recov-
ery and low-resolution purification is the use of adsorptive
membranes for product capture from diluted but already
clarified solutions. Good mass transport characteristics to-
gether with fast binding kinetics make ion exchange mem-
branes a successful candidate; hydrophobic interaction
and pseudoaffinity ligands are also suitable for this task
(11,17,18,44–46).

Low-resolution purification is achieved when mem-
branes are used for the separation of proteins in order to
initially fractionate clarified product solutions (32,47–50).
Sequential arrangement of membrane units for different
separation mechanisms allows the development of a mul-
tidimensional separation concept (51).

The use of membranes for high-resolution purification
was realized in high-performance membrane chromatog-
raphy (HPMC) (23,31,52). Here the properties of continu-
ous stationary phases of type B (Fig. 2) are used with ion
exchange, hydrophobic interaction, and reversed-phase li-
gands. Affinity (34,53,54), immunoaffinity (40), and recep-
tor affinity membranes (41) also belong to this category,
although they may be used early in a purification train in
order to introduce a high selectivity step in the very begin-
ning of the downstream process. Fast binding kinetics fa-
vor the use of very dilute feed solutions because high-
affinity adsorption may be operated with large throughput
in membrane devices, even if the feed concentration is on
the order of magnitude of the dissociation constant, KD, of
the adsorbate–ligand interaction (39).

The versatility of adsorptive membranes in serving the
needs of the different stages of a downstream process is
summarized in Figure 4.

OPTIMIZING THE PERFORMANCE OF ADSORPTIVE
MEMBRANES

If we define the performance of a membrane adsorption
unit according to the parameters described earlier (“Pro-
cess Performance”) as the realization of a desired product
purity at maximized productivity, then the optimization
task has two main goals: the achievement of a certain res-
olution and the simultaneous increase of throughput. The
problem of maximizing throughput requires information
on mechanical stability of the stationary phase, the quality
of fluid flow through the unit, and knowledge of the overall
kinetics of the sorption process. The latter point may in a
first approximation be reduced to the question of residence
time within the adsorbent phase. As discussed in the sec-
tion “Mass Transport”, adsorptive membranes are sup-
posed to have superior transport properties even if the
static capacity is increased by introducing a three-
dimensional ligand layer on the internal membrane sur-
face. This fact in turn reduces the residence time (tC �
L/v) that is needed for efficient usage of the available ca-
pacity. An indicator of this efficiency often used in protein
chromatography is the breakthrough capacity, which in-
creases with residence time and is dependent on the per-
formance of the stationary phase with regard to the overall
dynamics of the sorption process, be it limited by transport
processes, dispersion, or binding kinetics. The better the
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Figure 4. Positioning of membrane adsorbents in a
purification train.
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dynamic properties of the adsorbent, the shorter the resi-
dence time can be without compromising the breakthrough
capacity. In the case of adsorptive membranes this allows
using adsorbent beds that are short in length (L) and can
be operated at high fluid velocity (v). The work of Yama-
moto and Sano (55) as well as equation (2) predict the pro-
ductivity to increase with the breakthrough capacity, and
to decrease with tC. As breakthrough capacity increases
with tC, there is an optimum in tC with respect to produc-
tivity. The advantage of adsorptive membranes is that ef-
ficient usage of the static capacity is already obtained at
short tC; therefore a high productivity of membrane-based
adsorption methods can be anticipated.

A sophisticated way of predicting the dynamic behavior
of membrane adsorbents has been presented by Suen and
Etzel (26,27). A numerical solution of the equations de-
scribing membrane adsorption was used to analyze the in-
fluence of operating parameters on performance. In addi-
tion to breakthrough behavior, the separation of two
proteins in kinetically limited chromatography on mem-
brane stacks was simulated and proven experimentally. As
shown by Gebauer et al. (21) productivity of membrane
adsorption systems can also be analyzed based on analyt-
ical solutions of the equations describing protein break-
through, if a single limiting step can be identified for the
process under investigation.

Similar considerations are necessary if the dependency
of resolution on the operating parameters is estimated.
From the fact that membranes may be regarded as low-
plate-number systems, a minor performance in the sepa-
ration of proteins could be predicted. As shown by Coffman
et al. (29), however, most protein separations are operated
in an on–off mode during elution chromatography. This
means that the selectivity of the separation relies on the
differences in the interaction between the proteins to be
separated and the adsorbent at various concentrations of
the eluting agent. Separation by differential migration,
which is caused by the different retardation of the individ-
ual molecules during their movement through the adsor-
bent, plays only a minor role. Therefore only a few theo-

retical stages are needed for the satisfactory separation of
proteins by ion exchange, hydrophobic interaction, or
reversed-phase methods; the intrinsic separation factor of
the different proteins is high enough to justify separation
according to an on–off mechanism. Consequently, short
membrane adsorbents allow very good separations, and
the resolutions obtained are mostly comparable to HPLC
separations, where long columns yield very high plate
numbers under high-pressure conditions. Coffman et al.
reported that about 50 stages is sufficient for most sepa-
ration tasks, so HETP values between 20 and 200 lm,
which have been found for adsorptive membranes, neces-
sitate bed lengths of 10 mm for good resolution in protein
separation. Similar findings on the bed length necessary
for satisfactory results in protein separation using adsorp-
tive membranes were presented by Dubinina et al. (56). In
their analysis the authors demonstrated, that only a short
bed is needed if proteins are separated according to an on–
off mechanism. In an extended study the influence of gra-
dient steepness, flow velocity, and bed length was investi-
gated, and it was shown that short adsorptive membranes
may be used for high throughput separation with good res-
olution.

Because increasing throughput (either by increasing
the load or by reducing tC) must be suspected to reduce
resolution, the same criteria for optimizing L/v apply as
in the case of the breakthrough capacity of membrane ad-
sorbents. The good mass transport capabilities then allow
the use of high flow rates at retained resolution when using
well-designed membrane units. This is supported by the
findings of many workers, who reported excellent resolu-
tion over a wide range of flow velocities during the sepa-
ration of proteins with these devices (23,31,32,47,49,
52,57–59).

A major problem of adsorptive membranes (introduced
earlier in “Mixing”) is a direct consequence of the improved
transport properties. Operating at short tC results in con-
figurations of small column aspect ratio (L/d). Ensuring an
even fluid flow through an adsorbent bed of large diameter
is a major task during module design for application of
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membrane chromatography, especially on a large scale.
Part of the problem arises from the difficulty of distribut-
ing liquid evenly over a large diameter. In the case of ad-
sorption to particle-shaped stationary phases, uneven dis-
tribution of fluid at the column inlet will be neutralized
during passage through the comparatively long beds; the
lower part of a column will act as an additional distribution
unit. In the case of membrane adsorbents this is not pos-
sible because the very short bed length, which can be cho-
sen without compromising the performance, is the major
advantage of this concept. Thus a very careful design of
the distribution unit of large-scale equipment is essential.
Up to now, commercially available units have not taken
this into consideration, a fact that can be considered as one
of the main reasons why membrane adsorption has not
lived up to its preparative potential in protein purification.
Furthermore the fabrication of the membrane adsorbent
itself has to be taken into account. Wide distribution in
pore size will lead to a preferential passage of fluid through
certain regions of the membrane, resulting in a broad dis-
tribution of residence times with the respective conse-
quences for process performance. This was analyzed the-
oretically by Suen and Etzel (26), who demonstrated that
stacks of flat-sheet membranes are suited to achieving a
homogenized flow through membranes with a large vari-
ance in porosity. It must be pointed out that hardware
problems (uniform membranes and proper housing design)
presently are the major limitation of a further success of
membrane adsorption on the process scale. Until these
problems are solved this promising technique will remain
the “eternal talent” within the large variety of stationary
phases for protein adsorption that are available on the
market.

APPLICATIONS

As described earlier, adsorptive membranes may be used
at several positions in a purification train. The scope of this
section is to discuss applications from each of the positions
within a purification scheme, but the selection provided
here is not intended to be a complete collection of
membrane-based adsorption methods. Therefore the
reader is referred to recent review articles for additional
applications (5,6,60). The examples were selected in order
to test the prediction that processes employing membrane
adsorbents have superior productivity at retained resolu-
tion.

Primary Recovery

Because microfiltration membranes are suitable for the
clarification of culture broth or homogenates, the attach-
ment of ligands to the internal pore surface allows a com-
bination of protein adsorption and solid–liquid separation
in a single step. This approach has been realized by Krause
et al. (43), who used Cibacron blue–modified microfiltra-
tion membranes (Sartobind Blue, Sartorius, Göttingen) for
the isolation of malate dehydrogenase directly from un-
clarified E. coli homogenate. The membrane adsorbent had
a static capacity similar to commercially available parti-
cles with the same ligand and was used in a cross-flow

mode with recycling of the filtrate (i.e., a batch adsorption
mode). The overall productivity was 1,200,000 U/(L h) and
combined clarification, capture, and initial purification in
a single step. Data on long-term stability of this method
are lacking, however; therefore the influence of traditional
shortcomings of microfiltration membranes due to fouling,
layer formation, and so forth cannot be judged.

A different field of application is the capture of whey
proteins from unfiltered whey, employing large-pore mem-
brane stacks (35) (Productiv S and QM, BPS Separations,
Spennymoor, U.K.). Adisaputro et al. replaced the tradi-
tional method of batch adsorption of whey proteins with
membrane stacks. Based on their results the authors pre-
dicted an increased productivity of the membrane method
at the short residence times, which become possible due to
fast mass transport characteristics. The size of the pores,
however, was a point of concern because, on one hand, a
large pore size was required to allow the use of unfiltered
whey as an initial recovery operation, but on the other
hand, too-large pore diameters cause fluid-side boundary
layer problems, as already discussed.

Capture

If the use of clarified solutions as a feedstock for adsorptive
processes is preferred to the whole-broth scenario just out-
lined, then the situation after removal of particulate mat-
ter is characterized by a large volume of product at a com-
paratively low concentration. This is especially valid for
the production of recombinant proteins, so the primary
goal at this point is the reduction of process volume. Usu-
ally, a concentration step such as ultrafiltration or pre-
cipitation is introduced, but this may, as well, be a perfect
task for membrane adsorption. The efficient capture at
short residence time is coupled with the selectivity of an
adsorption process, so concentration may be combined
with a high-productivity initial purification.

A typical process example is the purification of MAb
from hybridoma cultures. The product concentration usu-
ally does not exceed 1 g/L even with highly efficient cell
lines; the range of titers found is instead on the order of a
few hundred milligrams per liter. Additionally the growth
medium has physiological ionic strength (13–15 mS/cm),
which requires diafiltration or dilution of the feedstock in
order to allow sufficient capacity if an ion exchange step is
chosen as the initial purification method. Ion exchange
membrane adsorption has been described as an efficient
method to capture MAb directly from clarified broth, pos-
sibly preceded by dilution to reduce ionic strength. Jung-
bauer et al. (61) used Zetaprep QAE radial flow cartridges
(LKB, Bromma, Sweden) for this purpose and performed
a scale-up study from 50 mL to 930 mL total adsorbent
volume. The productivity reported was 0.2 g/(L h); a cer-
tain enrichment of the MAb was demonstrated by SDS gel
electrophoresis. Cation exchange membrane stacks as well
as a pleated module were used by Lütkemeyer et al. for
the isolation of IgG from diluted hybridoma supernatant
on a laboratory scale (28 mL of adsorbent, feedstock vol-
ume 5.5 L) (58). The high static capacity of the adsorbent
(50 mg/mL) together with short residence times in the
short adsorbent bed yielded a productivity of 75.2 g/(L h),
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a value that was 13 times higher compared with the same
process performed using a packed bed of porous cation ex-
change particles. In a later publication a similar process
was shown on the pilot scale with undiluted hybridoma
supernatant. Even at the high ionic strength, the overall
productivity was 29 g/(L h). During the experiments, 100
L of supernatant was processed in 2 h in a unit with a
4-mm bed length (Sartobind S, Sartorius, Göttingen, Ger-
many; V � 220 mL); the process volume was reduced 44-
fold at 100% recovery (62). A similar approach was chosen
by Wang et al. for the purification of a recombinant im-
munofusion protein secreted by E. coli (22). The same stack
of cation exchange membranes was used for capture of the
target protein from 200 L of clarified and 10-fold-diluted
culture broth. The reported productivity was up to 1.5 g/
(L h) at 10-fold reduction of process volume. Capture of
urease to a hollow fiber, which had been modified to a ten-
tacle type of adsorbent by grafting polymer chains with
anion exchange ligands to the internal pore surface, was
described by Matoba et al. (17). The productivity (ex-
pressed as urease collection rate) found in these investi-
gations was up to 200 g/(L h). These examples show how
the efficiency of membrane adsorbents may be exploited
for high-productivity capture of target proteins from di-
luted culture supernatants.

Low-Resolution Purification

Because even during capture processes with adsorptive
membranes a separation of the target molecules from im-
purities is achieved, there is no simple borderline to low-
resolution purification. One way of differentiating between
the processes is with regard to their main tasks, which are
reduction of process volume and isolation of the main com-
ponent from major impurities. During capture mainly ion
exchange membranes are used, but hydrophobic interac-
tions as well as pseudoaffinity ligands may be applied dur-
ing low-resolution purification. At this point the consider-
ations for optimizing tC with regard to resolution under
high-throughput conditions, which have been discussed,
become important.

A typical example of low-resolution purification is the
isolation of HSA in a plasma fractionation process based
on ion exchange adsorbents. This was first described by
Lacoste-Bourgeac for the valorization of fraction IV paste,
which originated from the traditional ethanol precipitation
during plasma fractionation (63). A series of anion ex-
change and cation exchange spiral-wound membrane car-
tridges (Cuno, Cergy-Pointoise, France) was used to re-
cover albumin at 66% yield from the paste. Thus the high
content of protein in this fraction, which otherwise was
reported to be of only little value, could be exploited. A
process for the isolation of HSA employing stacks of flat-
sheet membranes was presented by Gebauer et al. and was
compared with the well-established ion exchange process
based on porous beads (20). Here a series of strong anion
and cation exchange steps was used with a productivity of
up to 220 g/(L h) on the laboratory scale. This value was
six to eight fold higher than the traditional process based
on a porous ion exchange matrix (Sepharose FF, Pharma-
cia, Uppsala, Sweden). The procedure was increased in

scale based on commercially available equipment to 110
mL of adsorbing volume; the results, however, showed a
drop in productivity of a factor of 3 compared with the
small scale. Additionally a significant dilution of the prod-
uct was observed. The deteriorated performance of the
large-scale module could be attributed to overall mixing
effects in the module, which originally was a filtration unit
and had not been optimized with regard to chromato-
graphic needs. This supports the earlier conclusion that
neglective column design will lead to a dramatic loss of
performance due to the sensitivity of short-bed adsorbents
to extracolumn effects. A series of anion exchange and hy-
drophobic interaction was presented by Luksa et al. for the
purification of recombinant tumor necrosis factor � from
clarified E. coli extract (64). Comparison of the results ob-
tained with commercially available cartridges of type B
(Quick Disk, Knauer, Berlin, Germany) with a conven-
tional method based on porous particles showed a similar
product purity at half the process time, thus demonstrat-
ing that increased throughput at retained resolution may
be obtained with adsorptive membranes. The performance
of another commercially available stack of anion exchange
membranes (Memsep DEAE, Millipore, Bedford, Mass.)
was evaluated by Gerstner et al. (47). The authors were
able to separate three component mixtures of standard
proteins at a productivity of 58 g/(L h). Reif et al. published
the use of immobilized metal ion chromatography on mem-
brane stacks for the purification of a (His)6-tagged recom-
binant protein (65). In this example it could be shown that,
contrary to ion exchange membrane chromatography, the
slow association kinetics of the pseudoaffinity interaction
may limit the throughput with regard to resolution. Ad-
ditionally it was shown that step gradients give better re-
sults in protein separation on membrane adsorbents than
linear gradients—a universal phenomenon that may be
due to the fact that the short membrane bed is not suffi-
cient to allow the development of the self-sharpening ef-
fects of the linear gradient, which favorably influences the
resolution in particle-based chromatography. The separa-
tion of whey proteins in strong ion exchange membranes
was reported by Splitt et al. (66). In this work the influence
of bed length was shown in the separation of the two ge-
netic variants of b-lactoglobulin from whey, which became
possible when a minimum bed length of 2 mm was chosen
by the coupling of commercially available flat-sheet units.
The capture of whey proteins from diluted solutions was
achieved at a productivity of 45.5 g/(L h) with more than
60-fold reduction of the feed volume. Champluvier and
Kula used Dye ligand membranes to isolate dehydroge-
nases from clarified yeast extracts. A productivity of
150,000 U/(L h) was found for glucose-6-phosphate dehy-
drogenase with Cibacron blue immobilized to nylon flat-
sheet membranes (37). In this case the throughput was
described to be limited by the kinetics of the association
reaction. In a sequential arrangement of ion exchange and
dye-ligand-modified membranes, formate dehydrogenase
was purified with a productivity between 24 and 37
g/(L h). The protein was purified 4.6-fold with 27% overall
yield by this the sequence; the eluate from one step was
directly applied to the next membrane without interme-
diate buffer exchange (51). An interesting application was
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Table 1. Some Typical Productivity Values Obtained with Membrane Adsorbents

Ligand Geometric format Target protein Productivity (g/(L h))a Ref.

Q Stack Formate dehydrogenase 36 51
Q Pleated module Antithrombin III 21.5 58
Q Stack HSA 220 20
DEAE Hollow fiber Urease 200 17
S Pleated module IgG 72.5 58
S Stack IgG 29 62
MAb Hollow fiber Recombinant interferon �2a 2.7 40
Histidin Hollow fiber IgG 6.7 46
Procion yellow Stack Pyruvate decarboxylase 40.3 38
Procion red Stack Formate dehydrogenase 24 51
Cibacron blue Cross-flow module Malate dehydrogenase (from unclarified broth) 1.1 43
Protein A Hollow fiber IgG 35 34
Protein A Stack IgG 10.8 53

Productivity was calculated from the cited references by calculating the total time of the respective purification cycles (including washing and elution, when
available) and relating the amount of product purified to the cycle time and the adsorbent volume used.

reported by van Huynh et al. with the isolation of plasmid
DNA from crude cell lysates using stacks of flat-sheet
membranes (DEAE Memsep, Millipore, Bedford) (67). Be-
cause these comparatively large bioproducts provide some
challenge to conventional particulate matrices due to their
size, membranes with throughgoing pores are an interest-
ing alternative for the processing of these potentially large-
scale products (e.g., for gene therapy).

Table 1 summarizes the productivity obtained during
the applications described here. This selection from a much
larger number of low-resolution purification operations de-
scribed in the literature shows that membrane adsorbents
can be used efficiently at this stage of a downstream pro-
cess. They also elucidate, that the scale-up of this method
must be based on solid considerations with regard to the
needs of an adsorption process, otherwise the impressive
results on the laboratory-scale with regard to high
throughput at retained resolution are not transferable to
the process scale.

High-Resolution Purification

Membrane-shaped stationary phases were introduced into
high-resolution purification with the concept of high-
performance membrane chromatography (HPMC) (23,31,
52,59,68). By choosing continuous stationary phases of a
membrane type of geometry, separations could be per-
formed at resolutions comparable to HPLC methods. The
improved transport characteristics of the continuous phase
allowed higher throughput in spite of the low L/d ratio,
which was used to obtain reduced pressure drop along the
columns. A thorough analysis of the parameters influenc-
ing the performance of HPMC was provided by Tennikova
and Svec (23). An interesting result of their investigations
was an increased resolution of anion exchange HPMC dur-
ing the separation of standard proteins, with increasing
flow velocity; the separation in hydrophobic interaction
chromatography (HIC) mode was not affected. Compared
with low-resolution purification employing adsorptive
membranes, step gradients yielded better separations
than a linear gradient.

Attaching affinity ligands to membranes offers another
opportunity to use them in high resolution purification. As

shown by Nachman et al. (39–41), affinity membrane ad-
sorbents are well suited for the fast purification of complex
molecules from diluted feedstock. By coupling of receptors
or antibodies to commercial hollow-fiber modules (Sepra-
cor, Marlboro, Mass.) automatic separations were per-
formed at high productivity (2–6 g/(L h)). Similar results
were obtained with protein A–modified hollow-fiber mod-
ules from the same manufacturer (34). A dimensionless
analysis of IgG adsorption to this matrix revealed a kinetic
limitation of the sorption efficiency; breakthrough capacity
increased with tC but was independent from C0 (69). As an
alternative to hollow fibers, flat-sheet membranes were
modified with protein A by Langlotz et al. (53) and were
used to purify IgG from hybridoma supernatant. In this
work it could be demonstrated that high resolution by af-
finity ligands and high productivity may be obtained at the
same time (10.8 g/(L h)).

CONCLUSION

From the existing literature some important features of
adsorptive membranes may be extracted, making them a
very interesting candidate for stationary phases for the
process-scale purification of proteins. Despite this fact,
large-scale applications of the technology have not been
undertaken. This may partly due to the traditional reluc-
tance to use new matrices for the industrial-scale purifi-
cation of proteins, where the proof of long-term stability
and reproducibility is essential for the success of the down-
stream process. Additionally, creative solutions for the
practical realization of large-scale units with very low L/d
have not been developed. At this point the manufacturers
have to prove that the demands of an adsorptive process
with regard to regular fluid flow, reduced extra column ef-
fects, and so on can be served on the process scale. Cur-
rently there are only few examples of pilot-scale processes
available in the literature; it is hoped that the near future
will bring many more successful applications of adsorptive
membranes. The technology certainly has potential for
process-scale separations, as has been demonstrated by
theoretical analysis and laboratory-scale experiments.
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NOMENCLATURE

a Specific surface area (m2/m3)
� Number of bed volumes required for wash,

elution and regeneration during
chromatographic cycle

B Permeability of a packing (m2)
C Initial concentration (kg/m3)
D Diffusion coefficient (m2/s)
Dax Axial dispersion coefficient (m2/s)
d Adsorbent bed diameter (m)
dp Pore diameter (m)
� Void fraction (�)
g Dynamic viscosity (kg/(m s))
HETP Height equivalent of a theoretical plate (m)
ka Second-order association rate constant

(l/(mol s))
kd Dissociation rate constant (s�1)
L Adsorbent bed length (m)
L/d Column aspect ratio (�)
n Plate number in HETP concept (�)
P Productivity (g/(L h))
Pe Peclet number (�)
Qmax Static capacity (kg/m3)
QD Breakthrough capacity (kg/m3)
RE Recovery ratio
RS Resolution
tC Residence time (s)
tD Diffusion time (s)
tR Reaction time (s)
V Adsorbent volume (m3)
v Flow velocity (m/s)
ve Interstitial flow velocity (m/s)
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INTRODUCTION

The term filtration refers to the separation of two or more
components from a liquid or gas. Generally, it refers to the
separation of solids from either liquids or gases. In mem-
brane separations, one goes beyond the classical separa-
tion of solids from the other phases. Membranes can be and
are used to separate dissolved solutes in a solution from
one another and also to remove the solutes from the liquid
in which they are dissolved. In this manner, membranes
are used to either purify products or to concentrate them.
This is particularly advantageous in biotechnology where
the products of biological origin are very often protein-
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aceous in nature and are heat labile. The membranes offer
a means of separation that occurs at or below ambient tem-
peratures. This gives the biotechnologist a separation or
purification technique that provides maximum assurance
of product stability. In membrane-based separations, the
membrane acts as a barrier to the passage of certain com-
ponents while others move freely across the membrane.
Therefore, the end result of a simple membrane separation
is the concentration in the upstream fraction of the com-
ponents that do not cross the membrane barrier. This frac-
tion is referred to as the retentate. The fraction that passes
across the membrane is called the permeate or filtrate and
contains the components of the solution in essentially the
same concentration as the starting fluid. This is the simple
basic membrane separation.

THREE MAJOR APPLICATIONS OF MEMBRANE
SEPARATIONS

Product Purification

Product purification is the most important application for
membrane separations in biotechnology. Membranes are
made of different materials, and the biotechnologist needs
to make a choice based on the goal of the application and
the suitability of the membrane for the application. This
article aims at providing the biotechnologist with infor-
mation that will help select the best membrane and the
manner in which to use the membrane to accomplish the
separation and purification task easily. Membrane sepa-
rations are an important part of both the upstream and
downstream processing in biotechnology. A typical process
can include a number of steps, such as centrifugation fol-
lowed by membrane-based clarification of the supernatant,
one or more chromatographic procedures, final membrane
processing steps to accomplish further purification, and fi-
nally concentration.

Sterile Filtration

One of the most critical steps in the manufacture of inject-
able therapeutic agents is the sterilization of the product.
The simplest method of sterilizing solutions is the one that
uses heat, and autoclaving is a typical example of such
methods. However, products of the biotechnology industry
are most often thermolabile and therefore cannot be heat
sterilized. Membranes provide an excellent alternative.
Membrane filters are used for filtering out bacteria and
other microorganisms from the final formulations, render-
ing the products very safe for injection. This step is fol-
lowed by lyophilization of products that are marketed as
solid powders. Those products marketed as liquid formu-
lations are filled straight into ampules, vials, or other ap-
propriate containers after sterile filtration through mem-
brane filters.

Virus Removal by Membrane Filtration

This is the most recent application of membrane separa-
tions in the biopharmaceutical industry. A new generation
of membranes is today used to remove viruses from bio-
logical preparations. Therapeutic agents manufactured

from blood, by cell culture processes, or by the most mod-
ern method using transgenic animals can contain danger-
ous viral contaminants from the source materials. These
products can be filtered through membrane devices to re-
move most viral contaminants, including HIV and the vi-
ruses known to cause different forms of hepatitis.

There is a point of differentiation here from the previ-
ously mentioned sterile filtration in which there is com-
plete or total removal of microbiological contaminants
from the solution. In virus filtration, the removal is not
complete, especially when the viruses are very small.
Therefore, for complete viral safety, the practice is to use
membrane filtration as a method complementary to the
longer known generic methods of viral inactivation, such
as treatment with a combination of solvents and deter-
gents, other chemical inactivating agents, and pasteuri-
zation by mild heating for prolonged periods of time.

CLASSIFICATION OF MEMBRANES AND MEMBRANE
PROCESSES

The more commonly used membrane processes in the bio-
technology industry are microfiltration, ultrafiltration,
and reverse osmosis. All three are pressure-driven pro-
cesses and differ from each other in the size of the com-
ponents they retain. The membrane itself, under the influ-
ence of applied pressure, controls the retention and
passage of individual components of the solution being pro-
cessed.

Microfiltration

Microfiltration processes retain particles in the submicron
range that are suspended in the process fluid. The mem-
branes are also used in removing particles and microor-
ganisms from air and gases, as in the fermentation pro-
cesses in biotechnology and other industries. The particles
removed by membrane filtration range in size from 0.1 lm
to 10 lm. Conventional filtration processes such as those
using pad filters and filter presses in the more conven-
tional pharmaceutical industry are generally capable of re-
taining particles only above the 10 lm size.

Ultrafiltration

Ultrafiltration membranes generally retains macromole-
cules or particles from about 0.001 to 0.2 lm in size. By
choosing one or more of the available membranes, one can
separate larger macromolecules from smaller ones within
the above size ranges. For example, separation of large
proteins or polysaccharides from smaller molecules is a
typical application for ultrafiltration membranes in the
biotechnology industry.

Reverse Osmosis

Reverse osmosis is one of the oldest known applications for
membrane separations. This is the process where mem-
branes are capable of retaining even smaller molecules
than ultrafiltration membranes. Salts and other molecules
with a molecular weight below 1,000 Da that are not nor-
mally retained by ultrafiltration membranes are retained
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Table 1. Products Retained by Microfiltration, Ultrafiltration, and Reverse Osmosis Membranes

Size Product Membrane process

100 lm
10 lm
1 lm

Pollen
Starch granules, blood cells, bacteria
Smaller organisms

→� Microfiltration

50,000–100,000 D
10,000–100,000 D
1000–10,000 D

Albumin, immunoglobulins, enzymes, other proteins,
large oligopeptides

→� Ultrafiltration

�1000 D Gluose, small peptides, salts ]→ Reverse osmosis

Downstream
processing

Primary
isolationOrigin Finishing

• Synthesis
• Fermentation
• Extraction

• Clarification
• Cell harvest

• Isolation
• Concentration
• Desalting
• Purification

• Depyrogenation
• Formulation
• Sterile filtration

Cartridge
filters

Microporous
tangential-flow

filtration

Ultrafiltration,
reverse osmosis

Ultrafiltration
cartridge filters

Figure 1. Different steps in down-
stream processing where membrane
separations are used.

by the reverse osmosis membranes. The first use of these
membranes was in desalting sea water. The membranes
are today used for concentrating small molecules, and ul-
trafiltration is used for fractionation and purification of
macromolecules with molecular weights between 1,000
and 1 million Da. Figure 1 summarizes the use of mem-
brane filters in biotechnology. Table 1 gives examples of
products that can be retained by the three types of mem-
branes. In a typical biotechnology process, microfiltration
is the first membrane-based step, and it is used to separate
suspended material such as cells from a bioreactor and
other particulate matter, including cell debris, from the
multitude of dissolved substances, which very often in-
cludes the specific product of interest expressed by the cell
line. In many instances, clarifying filters made of a variety
of materials are used for preclarification of the process
stream before microfiltration. This usually helps to im-
prove the performance of the microfiltration step and ex-
tends the life of the membrane filter. Honig and Schwartz
(1) have written an excellent review of this subject. The
filtrate or permeate from the microfiltration step contains
the desired product elaborated by the process along with
other proteins, carbohydrates, and smaller molecules such
as salts from the culture medium as well as those produced
during the process. To separate the product of interest from
these contaminants, the ideal membrane separation step
is ultrafiltration. Membranes with the appropriate nomi-
nal molecular weight cutoff, a term used to identify and
differentiate ultrafiltration membranes from one another,
are next used in successive purification steps to facilitate
recovery of the desired product of high purity. Quite often,

the manufacturing process also includes chromatographic
or other suitable process steps in between membrane sep-
arations to achieve an overall process advantage in terms
of product quality and yield. Figure 2 illustrates how mem-
brane and chromatography procedures are integrated to-
gether step-by-step for upstream and downstream pro-
cessing in the biotechnology industry.

MEMBRANE CHEMISTRY, STRUCTURE, AND FUNCTION

The high-volume microfiltration in the biopharmaceutical
industry requires removal of particulate and colloidal sub-
stances in an economical and efficient manner. The nature
of these particles and the interplay of filtration dynamics
contribute to the difficulty of the task. It is important to
balance filter performance against process costs to arrive
at a system that provides the ideal separation solution at
a low operating cost. In general, the filtration process
starts out with passing the process stream through a po-
rous medium that entraps the solids in its matrix or re-
tains them on its surface. The materials used in the man-
ufacture of these filters are porous or fibrous, such as
paper, felt, woven yarns, and fabrics, and other materials.
Depending on the basic filtration mechanisms, particle re-
tention mode and construction characteristics, the differ-
ent filters used in the biologicals industry are classified as
depth filters, surface filters, and screen filters. Figures 3, 4,
and 5 show the mechanism of retention of particulates by
these three types of filters.

Depth filters consist of fibrous, granular, or sintered ma-
terials that produce a random porous structure. When a
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Serum-free media
during media exchange
(mammalian cells only)

Media exchange
(mammalian cells only)

Serum
media

Fermentation
or cell culture

Cell separation/
clarification

Crude protein
product

Precolumn
clarification and/or

concentration
(TFF and/or

cartridge filtration)

Ion exchange or affinity
chromatography
(multiple steps)

Buffer exchange
and concentration
(multiple steps)

Virus
removal

Sterile
filtration

Aseptic finishing
and filling

Figure 2. Integration of membrane separations with other techniques in downstream product
recovery operations in biotechnology.

Figure 3. Mechanism of particle retention by depth filters.

Figure 5. Mechanism of particle retention by screen filters.

Figure 4. Mechanism of particle retention by surface filters.

fluid passes through a depth filter, particles become en-
trapped in its tortuous network of flow channels. Particle
retention mechanisms are random adsorption and me-
chanical entrapment throughout the depth of the filter ma-
trix. The filtration media of these filters can be wound cot-
ton, rayon, or polypropylene as well as resin bonded
laminates such as cellulose and fiberglass.

Surface filters are made up of several layers of media,
such as glass or polymeric microfibers. During filtration,
particles larger than the spaces within the filter matrix are
retained primarily on the filter surface. Other smaller par-
ticles can get entrapped within the matrix. Thus, these
filters have the property of both depth and screen filters.
The surface filters are generally made of polymeric mate-
rials, resin-bonded paper, or fiberglass and paper.

Screen filters have a geometrically regular porous ma-
trix, and particles are retained on its surface primarily by
a sieving or size exclusion mechanism. Small particles and
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microorganisms larger than the pore size are retained on
the surface. The filtration process here is absolute because
everything larger than the rated pore size cannot get
through the filter. Examples of such filters include cast
polymeric membranes used for all critical submicronic and
macromolecular separations in the biotechnology industry.
The structure of the filter material is more rigid, and the
manufacture is much better controlled than for the other
types of filters.

Screen filters made of microfiltration membranes have
a well-defined pore size in the range of 0.1 to 1 lm. Because
particles and microorganisms are retained at or near the
surface of the membrane, there is very little possibility of
the so-called grow through phenomenon taking place when
these filters are used for sterile filtration applications in
the manufacture of parenteral drugs. This is a truly major
application for the microfiltration membranes in the gen-
eral pharmaceutical and biotechnology industries. They
also find use in another biotechnology application, the har-
vesting of cells from bioreactors.

Ultrafiltration membranes are the second major group
of screen filters and are often called asymmetric or skinned
membranes. The skin of the membrane does the job of re-
taining the dissolved solutes larger than the membrane
rating. The skin is supported by a more rigid support layer
or backing. Unlike microfiltration membranes, ultrafiltra-
tion membranes are not designated by their pore size but
according to the molecular weights of the dissolved solutes
that the membrane will retain or reject. This, as mentioned
before is called the nominal molecular weight cutoff of the
membrane.

METHODS OF MEMBRANE MANUFACTURE

Most membranes are made of organic polymers such as the
natural polymer, cellulose, and its derivatives (e.g., cellu-
lose acetate) and certain other synthetic polymers (e.g.,
polyethylene, polycarbonate, polysulfone) and their deriv-
atives. Some membranes are also made of inorganic ma-
terials such as zirconium and aluminium oxide. These are
often referred to as ceramic membranes.

In the manufacture of polymeric membranes, the or-
ganic polymers are dissolved in an appropriate solvent and
combined with the nonsolvent or swelling agent. This
makes up the membrane casting solution. The membranes
are cast on casting machines, which are almost always
made by the membrane manufacturers themselves. Most
membranes are made in the form of flat sheets, but some
are cast on the module support as in the case of tubular
module membranes. Some membranes are also made di-
rectly in the form of hollow fibers. The membranes are then
annealed.

Flat sheet membranes are subsequently incorporated
into flat membrane plate and frame modules or made into
spirally wound or pleated cartridges. Critical details of
membrane manufacture are well-guarded secrets and are
proprietery processes developed and owned by membrane
manufacturers.

Microfiltration membranes are made to a thickness of
about 100 to 120 lm, and the retention of particulate ma-

terial takes place at the membrane surface or within the
first few micrometers of the tortuous length of the mem-
brane pores. Ultrafiltration membranes consist of a very
thin skin that performs the task of separation of the sol-
utes in solution. This skin is supported by a much thicker
support material that contains voids, often referred to as
finger voids because of their fingerlike shape. These voids
facilitate the rapid flow of the fluid once it gets past the
fine skin of the ultrafiltration membrane. Reverse osmosis
membranes, as per their classical definition, are meant to
retain all solutes other than the solvent itself. These were
originally developed for sea water desalination to make po-
table water. This is still by far the largest industrial ap-
plication for reverse osmosis membranes. These mem-
branes have since been made into somewhat modified
versions that can retain smaller molecular weight solutes
that are generally not retained by the ultrafiltration mem-
branes with a low nominal molecular weight cutoff. The
molecules retained are larger than the salts that can pass
more easily through the membrane. These new-generation
reverse osmosis membranes find a niche application in the
concentration of low molecular weight solutes, such as pep-
tides, antibiotics, and other products in the biopharma-
ceutical industry. Table 2 summarizes the characteristics
of the three membrane processes described.

Track-Etch Membranes

As described earlier, most polymeric membranes contain
tortuous pores in a spongy material. The pores of these
membranes can have a fairly wide pore size distribution
as a result of their method of manufacture. A different type
of membrane is made by a two-step process that includes
the manufacture of the polymer sheet membrane of a cer-
tain thickness followed by bombardment of the membrane
sheet with massive energetic nuclei in a beam of 235U fis-
sion fragments. These nuclei go through the membrane,
leaving tracks that are then the pores formed in the mem-
brane. After the bombardment step, the membrane under-
goes further process steps to make it antistatic and to mod-
ify its surface characteristics such as either hydrophobicity
or hydrophilicity. It is natural and quite logical to assume
that such a process of making pores in a membrane would
produce a membrane with highly uniform pore diameters
and with a sharp nominal molecular weight cutoff. How-
ever, in actual practice, the random bombardment can as
well result in two or more pores being formed close to-
gether, thus giving rise to much larger pores than the in-
dividual pores. This problem of overlapping pores is sup-
posedly avoided if the nuclear bombardment takes place
at an angle of 29� between the particle beam and the mem-
brane sheet (2). There are also some other disadvantages
to these membranes. Their extreme thinness of only about
15 lm makes them difficult to handle. Also, if the bom-
barding particles fail to penetrate completely through the
membrane sheet, the apparent pores in the membrane are
not true pores.

Virus Removal Membranes

The biotechnology industry, which has benefitted more
from membrane processes than the conventional phar-
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Table 2. Characteristics of Membrane Processes

Process Permeate Retentate

Microfiltrationa Solvent with all dissolved solutes Particulates in suspension,
colloidal material

Ultrafiltrationb Water with dissolved solutes of lower molecular weight Dissolved solutes of higher molecular weight
and colloidal material

Reverse osmosis Solvent, typically water Solutes

aIn microfiltrator, particulate retention generally depends on the pore size of the membrane.
bIn ultrafiltration, the passage or retention of solutes depends on the nominal molecular weight cutoff of the membrane.

Dead-ended filtration Tangential-flow filtration

Figure 7. The two methods of using membrane filters.

Pout

Pin

Pperm
TMP =

Pin + Pout
2

– Pperm

Transmembrane pressure
(TMP)

Figure 6. Basic scheme of a tangential-flow filtration process.

maceutical industry, has constantly changing require-
ments. These are the result of the development of new bi-
ologicals by newer and rather very innovative processes as
well as the more and more stringent regulatory require-
ments that call for high product quality and safety. An ex-
cellent example here is the need for biologicals to be ren-
dered free of both relevant and adventituous viral
contaminants. The membrane manufacturers who have
regularly kept up with the demands of the biotechnology
industry have come up with special membranes for this
application that are being used by the industry to make
virus-free biologicals.

HOW MEMBRANE PROCESSES ARE OPERATED

Membrane processes are driven by pressure, which is a
great advantage to the biotechnology industry, in which
large majority of products are heat labile. The processes
also consume less energy because they do not require ei-
ther heat transfer or heat generation. They call for a pump
to run the process fluid through the membrane under pres-
sure, as illustrated in Figure 6. Some of the processes can,
however, be run with either compressed air or nitrogen and
do not need pumps. Most membrane processes are run at
ambient temperature, with few exceptions such as those
processes where extremely heat-labile products call for the
processes to be run at lower-than-ambient temperatures.
Low temperature membrane processing is also common
when the process time is long, and there is the accompa-
nying risk of product degradation or microbial contami-
nation of the process fluid. At the other extreme, higher
temperatures are used when a fluid is very viscous, and
the product of interest is not quite heat sensitive. The
higher temperature reduces the viscosity of the process

stream and increases the rate of filtration with the overall
advantage of significant reduction in process time.

In a well-developed process in the biotechnology indus-
try, it is quite common to find membrane filtrations oper-
ating in tandem with one or more chromatographic puri-
fication steps or other methods of separation and
purification. Further, one may also use more than one
membrane separation step (i.e., microfiltration, ultrafiltra-
tion, and reverse osmosis) at appropriate points in the
downstream process just as different chromatography pro-
cedures, such as ion exchange, size exclusion, or affinity
methods, are used in a complementary fashion. One single
membrane separation step is not always enough to accom-
plish the end result. Centrifugation is sometimes used be-
fore the membrane processes for clarification of fluids con-
taining a high biomass, as in fermentation processes. The
supernatant of the centrifugation is then better handled
by other methods of purification, including membrane-
based processes.

Two Methods of Operation of Membrane Processes

The processes are run according to two distinctly different
methods. Figure 7 illustrates these two methods of filtra-
tion. The first is the classical method of filtering a solution
containing suspended particulates either to recover the
particulates themselves, as in the recovery of a product
crystallized from a solution, or to obtain a clear filtrate
when the product of interest is in the filtrate. This method
is known as dead-end filtration or normal-flow filtration.

When the solution being filtered contains a high con-
centration of particulates or bioburden, the filter can
quickly get clogged because of the accumulation of solids
at the surface of the membrane. This usually ends up with
the deposition of a boundary layer at the membrane sur-
face, which then acts as a secondary membrane. This pre-
vents free passage of the liquid and eventually the mem-
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Figure 8. Schematic of a tangential-flow filtration operation
(clarification, concentration, and diafiltration).

brane is completely clogged. When this happens, filtration
cannot be continued, and the only solution is to stop the
process and replace the membrane filter with a new one.
Such stoppages are time consuming and often result in loss
of valuable product, which affects the economics of the
overall process.

A practical and often successful alternative to the clas-
sical dead-end filtration is the use of the membrane filters
by a method known as tangential-flow filtration or cross-
flow filtration. Figure 6 illustrates the circulation of the
complete process fluid in a direction parallel to the mem-
brane surface.

Different types of pumps are used in the process. The
advantage of the method is that the particulates that
would accumulate at the membrane surface in dead-end
filtration are now kept in the body of the fluid. They stay
away from the membrane surface, permitting the liquid to
flow relatively unhindered through the membrane pores.
If the rate of filtration or flux drops significantly, the pro-
cess fluid can be diluted by adding an appropriate pure
solvent such as water or a buffer. This procedure helps to
recover much of the original flux, and the filtration can be
continued as before. The addition of the diluting fluid can
take place without stopping the process. This step of in-
process dilution is referred to as diafiltration. A typical
tangential flow filtration process scheme is illustrated in
Figure 8. If the desired product is in the filtrate, which is
now more dilute, the filtrate can be reconcentrated to the
desired concentration by either ultrafiltration or reverse
osmosis, choosing the appropriate membrane according to
the molecular weight of the product of interest. The con-
centration and further purification can also be performed
by a chromatographic method.

Equipment Employed in Membrane Filtration

Membrane filters in different configuration are required
for different processes depending on the method of filtra-
tion used. The choice of a particular type of filter depends
on several considerations, such as process fluid composi-
tion; goal of the process, which would either be to recover

the particulates or the filtrate; and, of course, the econom-
ics of the process.

Equipment for Microfiltration in the Dead-End or Normal-
Flow Filtration Mode For clarifying small volumes of so-
lutions as in a research and development environment,
small filter disks of different diameters and pore sizes are
used. The filter disks are placed in appropriate holders of
plastic materials or stainless steel. The stainless steel
holders can be autoclaved for sterility before the filtration
and can be used over and over again.

These less-expensive filters are also quite useful in de-
termining what type of filters are appropriate for a certain
application. Filters are also available in the form of fabri-
cated devices that can be placed at the end of a syringe.
Such filters are ideal for filtering volumes from 1 mL to
about 100 mL. For applications where large volumes of
process fluids need to be filtered, as in an industrial envi-
ronment, cartridge filters placed in suitable stainless steel
holders are ideal. The filters placed in such holders are
easy to handle; thus can be autoclaved or steam sterilized
and sometimes cleaned for reuse.

Quite often, the particulate level in filtrations is high,
and the membrane filters can quickly get clogged. The com-
mon solution to this problem is to place in the filtration
step prefilters and clarifying filters before the membrane
filters. The economic advantage of extending the life of the
usually more-expensive final filter is far greater than the
cost of the prefilters. In well-designed processes, the filters
are used in a sequence as follows:

Clarifying filter ⇒ Prefilter ⇒ Membrane filter

Each filter removes the suspended or colloidal material for
the process stream to improve the performance of the filter
next in line (1).

Equipment for Small-Scale Ultrafiltration, Including Tan-
gential Flow Filtration For concentrating small volumes of
1- to 20-mL protein solutions, centrifugal filtration units
(Fig. 9) fitted with ultrafiltration membranes are avail-
able. Other devices such as the stirred cell (Fig. 10), which
can be used with a wide range of ultrafiltration mem-
branes, are also marketed by filter suppliers. These devices
are ideal for processing volumes of a few milliliters to about
half a liter. A stirring bar helps to stir the fluid above the
membrane and keeps the foulants moving in the body of
the solution, reducing filter clogging and increasing filtra-
tion rates. Although this device will help to achieve small
laboratory-scale separations or protein concentrations, it
will not give indications of the membrane area or process
conditions to use when the process is eventually scaled up
to large volume operations.

Because large-scale ultrafiltration processes are usually
conducted in tangential-flow filtration systems, it is better
to start with a device that operates in this mode at the
research and development laboratory. Small-scale devices
for these applications are available from filter suppliers.
Devices that hold single sheets of membrane or small filter
modules with more membrane area are also available. It
is important to proportionately increase the membrane



1702 MEMBRANE SEPARATIONS

Figure 9. Small ultrafiltration devices used in centrifuges for
small-scale ultrafiltration. Source: Photo courtesy Millipore S.A.,
Molsheim, France.

Figure 10. A bench-top device for small-volume ultrafiltration
applications. Source: Photo courtesy Millipore S.A., Molsheim,
France.

Figure 11. Components of a spiral-wound ultrafiltration
membrane module. Source: Photo courtesy Millipore S.A.,
Molsheim, France.

Feed spacer
Removable

chevron seal
Center tube

Underdrain

Feed channel
spacer Outer sleeve UF filter material

Seal

area of the filtration device as the volume of the process
fluid increases. When the process is scaled up to the pilot
plant level or to full-scale manufacture, large surface area
modules and systems are available and offer the conven-
ience of proper scale-up. Membrane filters in the following
configurations are available from suppliers: hollow fiber
modules, spiral wound modules, plate and frame devices
using flat sheet membranes, and tubular filters. All these
configurations have been developed by individual manu-
facturers based on sound hydrodynamic principles and
rather complex mathematical models for module and sys-
tem performance. The idea behind the development of each
type of device is to improve its performance and ultimately
reduce processing costs for the end user. The decision to
use a particular device for a given application is usually
made by taking into consideration the properties, and
more specifically, the composition of the process stream,
the goal of the application, and the results of the initial
small-scale trials. The impact of the filtration step on the

overall process economics is undoubtedly an important fac-
tor.

Small devices operated on bench tops are ideal for early
studies in the research and development laboratories.
Properly performed experiments help to determine which
membranes and membrane devices are best suited for a
particular application and also for correct optimization of
the process. Most filter manufacturers help in proper plan-
ning of these studies, which are critical when one needs a
quick answer to a bioseparation problem. (Some companies
even offer hands-on training for the operators.) The result
of the studies is the knowledge of which membrane pore
size (in case of microfiltration membranes) or what nomi-
nal molecular weight cutoff (in case of ultrafiltration mem-
branes) is best for the application.

Hollow fiber modules are sometimes used in ultrafiltra-
tion processes. The active membrane that participates in
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Figure 12. Flow schematic through a spiral wound ultrafiltration
module. Source: Photo courtesy Millipore S.A., Molsheim, France.

Figure 14. Photograph of a Prostak membrane module. Source:
Photo courtesy Millipore S.A. Molsheim, France.
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Figure 13. Flow schematic through an individual membrane plate (left) and through the entire
Prostak plate and frame membrane module (right). Source: Photo courtesy Millipore S.A., Molsh-
eim, France.

the separation process is on the inside of the hollow fiber
of a uniform bore diameter. The process fluid is pumped
through the hollow fiber, and the solvent and molecules
that cross the membrane appear on the outside of the fiber.
Bundles of many fibers, from 50 to 3,000 based on the in-
ternal diameter, are sealed inside a transparent cylindrical
cartridge with the two ends sealed with epoxy sheets. Each
cartridge has permeate ports at either end as well as feed
and retentate ports. The ports can be connected to the pip-
ing of the system in which the module is installed by stan-
dard triclover clamps. Hollow fiber modules carrying ul-

trafiltration membranes of different cutoffs and surface
area are available from several suppliers.

Spiral wound modules offer the biotechnology industry
the most compact and least expensive of the ultrafiltration
devices. The device is constructed of the same flat sheet
membranes used in plate and frame devices. Each car-
tridge is made by wrapping alternate layers of membrane
and separator screens concentrically around a hollow core,
as shown in Figure 11. The flow schematic in a spiral
wound ultrafiltration membrane cartridge manufactured
by Millipore Corporation is shown in Figure 12. The prod-
uct to be processed enters one end of the cartridge under
pressure and flows tangentially down the central axis. The
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Figure 15. A simple bench-top device for evaluation of mem-
branes in tangential-flow filtration in downstream processes.
Source: Photo courtesy Millipore S.A., Molsheim, France.

Figure 16. An assembly of Prostak modules giving several
square feet of membrane area for use in a large system for bio-
separations. Source: Photo courtesy Millipore S.A., Molsheim,
France.

Figure 17. A small system with spiral-wound membrane mod-
ules. Source: Photo courtesy Millipore S.A., Molsheim, France.

Figure 18. A fully automatic system with several membrane cas-
settes for protein concentration. Source: Photo courtesy Millipore
S.A., Molsheim, France.

ultrafiltrate containing salts, water, and molecules not re-
tained by the membrane flows through the membrane into
the permeate channel and spirals all the way to the central
core of the cartridge. The permeate is continuously re-
moved from the central core while the retentate containing
the rejected material exits through the retentate port.
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Figure 19. A fully automatic system used in downstream pro-
cessing. Source: Photo courtesy Millipore S.A., Molsheim, France.

Spiral cartridges made with different ultrafiltration
membranes with varying cutoffs are available from filter
suppliers.

Flat sheet cassettes and plate and frame modules are a
frequently employed configuration in tangential-flow fil-
tration, and devices offered by suppliers contain microfil-
tration membranes of different pore sizes and ultrafiltra-
tion membranes with several cutoffs. The microfiltration
membranes are the same ones offered in cartridges used
in the dead-end mode. Small devices that can be operated
in the tangential-flow filtration mode with single sheets of
membranes or modules are ideal. The work at this scale
will help the user to understand problems of filter clogging
or membrane polarization and fouling phenomena and
how to address the problems rapidly by either choosing
another type of membrane or changing the process condi-
tions.

The cassette filter devices are made by stacking and
bonding together identical membrane sheets and separa-
tor screens together in parallel. Devices with identical
membranes contain the same materials of construction.
Therefore, development of a process can start with a small
minicassette for the small-volume experiment and is even-
tually scaled up to a several hundred liter process by sim-
ply stacking together many larger surface area cassettes
in stainless steel or acrylic holders.

As a process moves from the small bench-top experi-
ment in the research laboratory to the floor of the manu-
facturing plant, the industry needs equipment to process
large volumes of process streams. The filter suppliers have
responded to this need of the biotechnology and other
industries by developing modules that not only carry large
membrane areas of several square meters but are
extremely robust. These can be used repeatedly after
proper cleaning and sanitization for several years. Typical
examples of such devices are the Prostak membrane
modules available from Millipore Corporation. These are
tangential-flow stacked plate devices. The modules are

solvent bonded and contain neither adhesives nor
compression-dependent membrane seals. The modules
containing Millipore’s Durapore range of microporous
membranes can be steam sterilized dozens of times. Figure
13 shows the flow path of the process fluid in the Prostak
modules, which are shown in Figure 14. Because these are
available in both the microfiltration and ultrafiltration
versions, it is possible to use the same hardware for both
steps in a downstream process, giving a significant reduc-
tion in capital investment. Most filter suppliers offer either
manually operated or fully automatic systems that contain
the membrane devices. A small bench-top filter evaluation
module in a stainless steel holder is illustrated in Figure
15. Figure 16 shows how a number of plate and frame
membrane modules can be put together in several stain-
less steel holders and plumbed together to form an assem-
bly of membrane modules that can be part of a large pro-
cess system. Figures 17, 18, and 19 illustrate a variety of
typical small and large membrane systems used in the bio-
technology industry. The systems carry the different mem-
brane configurations described earlier.

CONCLUSION

The information provided above will give present and po-
tential users of membranes for bioseparations a clear pic-
ture of how best to approach the task to achieve the desired
end results. The manufacturers of membranes and mem-
brane devices are always ready to give the users the
necessary help in choosing the right product for each ap-
plication. For detailed information on membrane separa-
tions, the readers can also refer to numerous review arti-
cles and textbooks on the subject, such as the one on
ultrafiltration by M. Cheryan (3). Another useful book ed-
ited by McGregor (4) includes articles on a variety of spe-
cialized topics written by persons practicing the art of
membrane separations in biotechnology. The use of micro-
filtration in the tangential mode in the recovery of intra-
cellular products has been reviewed by Le and Atkinson
(5), whereas Short and Webster (6) have authored an ex-
cellent article on the use of ultrafiltration in the pharma-
ceutical industry.
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INTRODUCTION

Mold, a typical filamentous microorganism, is utilized
widely in the field of biotechnology. Although molds are
usually cultivated either by submerged liquid cultures and
agitation or by solid-substrate cultures, these conventional
methods may have various difficulties (1). Membrane sur-
face liquid culture (MSLC) is one of the promising methods
that has recently been developed by Nakanishi and his co-
workers to solve difficulties associated with conventional
cultivation methods (2–7). Although MSLC is very simple
in principle, it has advantages of both the conventional
submerged liquid culture and solid-substrate culture.
Molds cultivated with MSLC sometimes produce metabo-
lites in a larger quantities and are stable against autolysis.

PROBLEMS OF THE CONVENTIONAL CULTIVATION
METHODS

Molds are difficult to cultivate because they are obligate
aerobes and their growth is characterized by long, thin,

branched threads of mycelium. Molds are usually culti-
vated either by submerged liquid cultures, such as shake-
flask cultures and culture using an agitated vessel, or by
solid-substrate cultures. However, these conventional
methods include several severe problems for cultivation of
molds. Because molds are obligate aerobes, it is of crucial
importance to keep a sufficiently high dissolved oxygen
level in the medium. In a shake-flask culture or a culture
using an agitated vessel, molds take on either a pulpy state
or a pelletlike morphology (aggregated forms) (8). In a
pulpy state, molds may be damaged, suffering from shear
stress caused by high agitation of the medium and spurg-
ing of air. The culture broth is highly viscous particularly
at a high cell concentration, and accordingly, it becomes
more difficult to supply oxygen to the cells. Also, the cells
existing in the center of a pellet are apt to be autolyzed
because of oxygen deficiency. On the other hand, in a solid-
substrate culture, molds are grown statically on a solid
substrate, such as unprocessed agricultural products or by-
products, facing the air (9). Thus, in the solid-substrate
culture, molds grow as they do in their natural habitats.
Many researchers have reported that enzymes are some-
times produced at higher levels by solid-substrate cultures
than by shake-flask or agitated vessel cultures (1–15).
These findings might be partly ascribable to the fact that
molds that are statically cultivated by the solid-substrate
method do not suffer from fluid shear and low oxygen lev-
els, although details of the mechanisms are not known. On
the other hand, features of the solid-substrate culture is
disadvantageous because the medium is restricted to nat-
ural agricultural products and thus control of the medium
composition and pH is difficult. Furthermore, the produc-
tion rate of metabolites is sometimes limited by mass
transfer rates inside the solid substrate. Handling of the
fine particles of the solid substrate during cultivation and
a low yield of the product after cultivation are also serious
problems.

PRINCIPLES AND CHARACTERISTICS OF MSLC

In MSLC, molds are grown on the surface of a microporous
membrane, one side of which faces the air and the other
side of which is in contact with liquid medium (2–7) (Fig.
1.) Although MSLC is very simple in principle, it has the
advantages of both the solid-substrate culture and the con-
ventional submerged liquid culture. In MSLC, molds are
grown on the surface of a solid material (a porous mem-
brane) facing the air, as in the case of solid-substrate cul-
ture. Moreover, MSLC is a static culture without vigorous
agitation or shaking of the medium and spurging of air.
Thus, the molds do not suffer from fluid shear. However,
in contrast to the solid-substrate culture, liquid medium is
used in MSLC, as in conventional submerged liquid cul-
tures, which allows easy control of composition and pH
during cultivation.

In MSLC, mycelia or hyphae do not pass through the
membrane pores and thus do not invade the liquid medium
side. If the hyphae should pass through the membrane
pores, they would adhere onto the backside of the mem-
brane, which in turn would block the pores and obstruct



MEMBRANE SURFACE LIQUID CULTURE, MICROORGANISMS, FUNGI 1707

Metabolites

Air
O2 O2

Liquid
medium

Liquid medium

Porous
membrane

Hyphae

Hyphae

Membrane
pore

Figure 1. Conceptual scheme for MSLC. A porous membrane is
set on the surface of liquid medium on one side and faces humid-
ified air on the opposite side (upper surface). Molds are grown on
the upper surface of the membrane, taking oxygen directly from
the air and at the same time absorbing the liquid medium existing
in the membrane pores. The enlarged figure below shows that the
liquid medium rises up through the pores to the upper surface.

Table 1. Some Major Differences in the MSLC, Solid-Substrate Culture, and Submerged Liquid Culture

MSLC Solid-substrate culture Submerged liquid culture

Oxygen uptake Mostly from gaseous phase Mostly from gaseous phase Soley from dissolved oxygen
Agitation Not essential Not essential Strongly required
Medium Liquid medium Solid substrate Liquid medium
Growth Grown on surface of membrane Penetrated deep into the solid

substrate
Grown in a pulpy or pelletlike

form
Recovery of extracellular

product
Directly from the liquid medium Extracted with liquid Recovered after cell separation

the transfer of medium components and metabolites. Thus,
it is important to select a porous membrane with appro-
priate pore size, structure, and material. The membrane
pore size should usually be smaller than 0.2–0.4 lm, with
no appreciable mass transfer resistance (9). The mem-
brane should be hydrophilic so that liquid medium can
reach the top of the membrane pores at the outer surface
where molds are grown, as shown in Figure 1. For exam-
ple, an SE20 membrane made of polysulfone with hydro-
philic treatment (Fuji Photo Film Co., Tokyo, Japan) cel-
lulose membranes from Millipore (Bradford, Mass.) having
a molecular weight cut-off of 5,000–300,000 could be used.
Because the hyphae do not enter the membrane pores, the
medium remains clear and uncontaminated with cells,
which may contribute to simplification of the downstream
processing.

Furthermore, MSLC is energy saving because it does
not require shaking, agitation, or spurging.

Table 1 summarizes some major differences among
MSLC, solid-substrate culture, and submerged liquid cul-
ture.

APPARATUS AND MODES OF CULTIVATION

Apparatus

Various types of apparatus are available for MSLC. For
preliminary experiments such as screening of strains for
production of a specific metabolite and optimization of me-
dium composition, a plastic dish can be used. Liquid me-
dium that has been autoclaved is poured into a plastic dish
and then a porous membrane is set onto the surface of the
liquid medium and held in place by appropriate supports,
as shown in Figure 2 (4). Spores are inoculated uniformly
onto the membrane surface, and cultivation is carried out
statically in a thermostat-controlled and humidified asep-
tic box.

In experiments for the optimization of cultivation con-
ditions, an apparatus made of heat-resistant plastic, such
as polycarbonate, equipped with a peristaltic pump and a
medium container is available, as shown in Figure 3
(2,4,6). The MSLC apparatus shown in Figure 3 is com-
posed of an upper plate with a circular openings and a
lower plate with a cylindrical groove. The membrane is set
between the upper and lower plates with an O-ring. Spores
are inoculated uniformly onto the membrane surface, and
cultivation is allowed to start statically. The liquid medium
can be circulated between the groove in the lower plate of
the apparatus and an outside container. Medium compo-
nents and pH can be controlled in the container. The me-
dium in the groove may be gently stirred if necessary.

To conduct MSLC on a large scale, a cylindrical MSLC
apparatus, shown in Figure 4 (7), or a plate-type apparatus
in which two plates face each other at a short distance are
available. In the cylindrical apparatus, the liquid medium
is pumped up from a reservoir to the top of the cylindrical
membrane and spouted toward the inner surface of the
cylinder. The medium runs down along the inner surface
of the cylindrical membrane module as in a wetted wall
column. The medium is collected into the reservoir and cir-
culated. Pumping should not be constantly, but instead in-
termittent. In continuous operation, fresh medium is sup-
plied from a medium container and withdrawn using
pumps with holding cells on the membrane surface. The
entire cultivation system should be placed in a thermostat-
controlled aseptic box or room equipped with an aseptic
filter. Spores may be inoculated uniformly onto the mem-
brane surface with a paintbrush or sprayed from a nozzle.
Again, pH and medium components can be easily con-
trolled in a container placed outside the membrane mod-
ule.
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medium and held in place by appropriate supports.

Figure 3. Schematic diagram for a disc-
type MSLC system with a medium con-
tainer, pH controller, and peristaltic
pumps (7). The MSLC apparatus is com-
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Cultivation Modes

Any cultivation mode can be applied to MSLC, including
batch, fed-batch, repeated-batch, repeated fed-batch, and
continuous. In every mode, molds are cultivated with hold-
ing cells on the membrane. In fed-batch MSLC, some com-
ponents of the medium can be added at appropriate time
intervals or added continuously into the medium container
during the batch cultivation using the apparatus shown in
Figures 3 and 4. In continuous MSLC, fresh medium is
continuously fed into the apparatus and withdrawn at the
same rate, with an appropriate retention time. The cells
are held on the membrane surface during cultivation, in
contrast to the ordinary continuous cultivation using an
agitated vessel in which the steady state is attained in
such a way that the amount of cells grown in per unit time
in the fermentor is equivalent to that withdrawn from it.

EXPERIMENTAL RESULTS

Production of Neutral Protease Using Aspergillus oryzae
IAM2704

A. oryzae usually produces neutral protease when grown
in an appropriate liquid medium such one containing 4 g

casein, 15 g glucose, 1 g K2HPO4, 0.5 g MgSO4 • 7H2O, 0.5
g NaCl, and 0.01 g FeSO4 • 7H2O in 1 L of ion exchange
water, pH 7.0 (3,4). Casein is an inducer for production of
protease as well as a nitrogen source. Glucose is the carbon
source. Figure 5 shows a comparison of courses of culti-
vation at 30 �C with respect to changes in glucose concen-
tration, total protease activity in 20 mL of culture medium,
and total dry cell weight in shake-flask culture, liquid-
surface culture, solid-substrate culture, and MSLC. In all
cases, cultivation was started by inoculating spores. In the
shake-flask culture, 100-mL shake flasks were used.
Liquid-surface culture was carried out statically on the
surface of the medium. In the solid-substrate culture, cul-
tivation was carried out on a 1.5% (w/v) agar containing
every component of the medium. In MSLC, an SE20 mem-
brane having a nominal pore size of 0.2 lm was used, and
culture was carried out statically. A neutral protease ac-
tivity was expressed as the amount of enzyme determined
by the method using 0.6% casein as a substrate. One unit
of enzyme activity was defined as the amount of enzyme
that solubilizes 1 mg protein at pH 7.0 and 30 �C in 1 min,
measured by Lowry’s method with bovine serum albumin
as a standard (16).

In the shake-flask culture and liquid-surface culture,
the amount of protease reached its maximum after several
days of cultivation and then rapidly decreased to a low
level. The maximum amount of protease produced in both
cultures was around 5 U/mL. In the solid-substrate culture
on an agar medium, the highest amount of protease pro-
duced was about 25 U/mL of agar medium, which was 5
times higher than obtained with the shake-flask culture
and liquid-surface culture. Furthermore, the amount of en-
zyme decreased more gradually after it reached a maxi-
mum in the solid-substrate culture. With MSLC, the
amount of enzyme produced was higher than 50 U/mL,
twice as high as by solid-substrate culture on an agar
plate. As shown in Figure 5, both the consumption rate of
glucose and the mycelial growth rate were also higher at
the initial stage of MSLC than in the shake-flask culture,
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Figure 4. Schematic diagram of an MSLC system using a
cylindrical membrane module (8). Liquid medium is inter-
mittently circulated between a cylindrical membrane module
and the bottom container. Liquid medium flows down along
the inner surface of the module. In continuous MSLC, fresh
medium is supplied from the feed tank to a bottom reservoir
and withdrawn. The liquid medium is circulated, as in a
batch MSLC.

probably because of higher efficiency of oxygen uptake.
However, the reason why the enzyme was produced in a
larger quantity by MSLC compared with the other cultures
may not be due to the larger amount of the molds produced.
The highest value for the specific amount of enzyme pro-
duced by the shake-flask culture, liquid surface-culture,
solid-substrate culture, and MSLC in Figure 3 was around
1.1, 1.2, 4.0, and 6.3 U/mg, respectively.

In MSLC, the effects of the composition and concentra-
tion of medium on the production of metabolites were usu-
ally different from those in the shake-flask culture. Thus,
it is important to optimize the composition and concentra-
tion of the medium by using a plastic dish, as shown in
Figure 3. In Figure 6, a typical example is shown in which
the glucose concentration in the medium for MSLC affects
the amount of protease produced in a quite different fash-
ion than seen in shake-flask culture. In MSLC, the maxi-
mum amount of protease and specific amount of protease
per dry cell weight were increased by lowering the glucose
concentration from 1.5% to 0.2%, and in shake-flask cul-
ture, the tendency was opposite. It seems that glucose was
more effectively utilized to produce the enzyme in the
MSLC than in the shake-flask culture.

The molds are stabilized to a greater extent in MSLC.
Usually, it is very difficult to conduct a repeated-batch cul-
ture or a long-term continuous culture with cell holding in
a shake-flask set-up. In MSLC, cultures with cell holding
are easy to maintain because of the increased stability of
the mold. Keeping the cells on the membrane surface, one
can conduct cultures either in a repeated-batch or contin-

uous mode. As shown in Figure 7, repeated batch culture
of A. oryzae IAM2704 to produce neutral proteases could
be effectively carried out by MSLC (5); the liquid medium
was exchanged with fresh medium every day except in the
first batch. In the first batch, it took a longer time for the
molds to germinate and to grow over the whole membrane
surface. Once the membrane surface was covered with hy-
phae, production of the proteases occured satisfactorily. As
shown in Figure 7, the cumulative amount of protease in-
creased almost linearly with cultivation time at the initial
stage of cultivation. Although the amount of protease pro-
duced in each batch gradually decreased, even in the 27th
batch it was about 7 times the amount produced in the
shake-flask culture.

Production of Kojic Acid Using A. oryzae NRRL484

Most molds can produce secondary metabolites, particu-
larly organic acids such as citric acid, erythorbic acid, and
kojic acid. A. oryzae NRRL484 produced kojic acid in a
quite large amount by MSLC (5–7). In the production of
kojic acid, molds exhibited behaviors different from those
for production of neutral protease. Molds were active in
production of kojic acid even when the concentration of car-
bon and nitrogen sources was in the high range. Figure 8
shows the effect of glucose and yeast extract concentra-
tions on the production of kojic acid using A. oryzae
NRRL484 in MSLC and shake-flask culture at 30 �C, with
culture medium containing 0.75 g (NH4)2SO4, 0.25 g
K2HPO4, 0.25 g MgSO4 • 7H2O, and 0.5 g of 300 g/L HCl
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Figure 5. Change of concentrations of dried cell mass (�), glucose (�), and protease (�) during
cultivation of Aspergillus oryzae IAM2704. (a) Shake-flask culture; (b) liquid-surface culture;
(c) solid-substrate culture on agar plate; (d) MSLC (4).

Figure 6. Maximum amount of
protease produced (a) and specific
amount of protease (b) during batch
cultivation of Aspergillus oryzae
IAM2704 using 0.2 and 1.5% glu-
cose. 1, Shake-flask culture;
2, liquid-surface culture; 3, solid-
substrate culture on agar plate;
4, MSLC (4).

M
ax

im
um

 a
m

ou
nt

of
 p

ro
te

as
e 

pr
od

uc
ed

 (
U

)

1 2 3 4
0

500

1,000

1,500

2,000

0.2% Glucose

1.5% Glucose

A
m

ou
nt

 o
f 

pr
ot

ea
se

 p
er

 u
ni

t
m

as
s 

of
 c

el
ls

 (
U

/m
g)

1

(a) (b)

2 3 4
0

10

20

30

40

50

0.2% Glucose

1.5% Glucose

solution containing 20 g/L SO4 • 7H2O, 20 g/L FeSO4 •
7H2O, and 30 g/L ZnSO4 • 7H2O in 1 L of ion exchanged
water, pH 6.0, in addition to 50–400 g/L glucose and 0.2–
10 g/L yeast extract. Glucose was a carbon source as well
as the substrate for production of kojic acid. Yeast extract
was the most suitable nitrogen source. The amount of kojic
acid produced can be measured either by Bentley’s method

(17) or by high-performance liquid chromatography
(HPLC). As shown in Figure 8 for a wide range of glucose
and yeast extract concentrations, the maximum amount of
kojic acid produced by MSLC was higher than by shake-
flask culture (7).

Because molds were quite stable in MSLC, repeated
fed-batch culture of A. oryzae NRRL484 was possible to
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produce kojic acid as shown in Figure 9, in which powder
glucose was added three times during one batch cultivation
and the whole liquid medium was exchanged every 4 days,
except the first batch (5). It took a longer time in the first
batch until the molds had germinated and grown over the
entire membrane surface, as was the case for production
of neutral protease. Once the membrane surface was cov-
ered with hyphae, there was substantial production of kojic
acid. In Figure 9, 12 fed-batch cultures are plotted. For
batches 2 through 10, the kojic acid concentration in every
batch reached 75 g/L or more, and it precipitated as fine
crystals in the medium. In the batches 11 and 12, the pro-
duction rate was greatly decreased. One possible reason
for this decrease is that the amount of mycelia mat formed
on the membrane surface increased, which might suppress
oxygen transfer into the inside of the mat. Thus, some my-
celia that were exposed adjacently on the membrane sur-
face may have been autolyzed.

Continuous production of kojic acid was also possible
using A. oryzae NRRL484 in a tubular-type MSLC appa-
ratus with cell holding (7). In the cylindrical MSLC appa-
ratus shown in Figure 4, a vertical cylinder 4 cm in di-
ameter and 24 cm in length made of stainless steel mesh
is surrounded by a sheet of gauze and then by an SE20
membrane sheet. The top end of the vertical cylindrical
membrane module was sealed with a silicon rubber stop-
per. Typical results for continuous MSLC are shown in Fig-
ure 10. In this case, the effective membrane surface area
was around 220 cm2. The volume of medium in the entire
system for recycling was 700 mL. At the start of cultiva-
tion, about 3 mL of a suspension of spores (5,000/mL) was
inoculated uniformly onto the membrane surface using a
paintbrush. During cultivation, medium was pumped up
from a reservoir at a flow rate of about 6.6 mL/min using
a peristaltic pump, and it flowed toward the inner surface
of the cylinder through four small holes bored inside the
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stopper. The pump was driven for 5 min every 15 min using
a timer, and thus medium circulation was repeated. Fresh
medium was supplied from a medium container and with-
drawn using peristaltic pumps. The pumps for medium
supply and withdrawal were driven for 1 min every 1 h at
a flow rate of 1.25 mL/min. Thus, an average flow rate was
30 mL/day. As shown in Figure 10, after 12 days of culti-
vation, an almost steady state was attained, although glu-
cose still remained. The steady-state concentration level of
kojic acid was in the range of about 40 to 50 g/L for about
65 days. The yield of kojic acid on the basis of glucose con-
sumed was evaluated to be around 70–80%, which is
higher than that produced by shake-flask culture (30–
40%). The glucose concentration gradually decreased even
after 15 days of cultivation, probably because of mainte-
nance metabolism. The fact that long-term continuous
MSLC is possible, as shown in Figure 10, may indicate the
increased stability of the mold.

PROBLEMS AND FUTURE PERSPECTIVES

In MSLC, molds tend to efficiently produce enzymes and
secondary metabolites, and their stability against autoly-
sis seems to be increased. Molds are typical aerobes with
a strong oxygen requirement. Molds grow on a solid sur-
face in their natural habitats. Such properties of molds
probably favor MSLC, in which molds are grown on the
membrane surface, obtaining oxygen directly from the at-
mosphere while taking liquid medium through the mem-
brane pores with negligibly small mass transfer resistance.
In conventional submerged liquid cultures using a shake-
flask or an agitated vessel, mold cells are surrounded by
the liquid medium, which contains a low amount of dis-
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solved oxygen; in addition the cells suffer from shear
stress, which may promote autolysis. In fact, a long-term
operation with cell holding is quite difficult in conventional
submerged liquid cultures. On the other hand, MSLC re-
sembles liquid-surface culture (18), in which molds are
suspended on the surface of liquid medium without a po-
rous membrane at the interface. Liquid-surface culture is
in principle very simple and an energy saving method.
Liquid-surface culture was successfully applied to the pro-
duction of citric acid using molds (19). However, there are
some difficulties in conducting liquid-surface culture. In
the production of neutral protease by liquid-surface cul-
ture using A. oryzae IAM2704, the amount of enzyme pro-
duced was slightly more than that by shake-flask culture
but much less in comparison with that by MSLC. Further-
more, the cell mat is apt to sediment with increasing size.
On the other hand, in kojic acid production using A. oryzae
NRRL484, the cells formed a dense mat on the surface of
the liquid medium and did not sediment; however, kojic
acid production was less than that obtained by the MSLC.
Thus, behaviors of the molds in liquid-surface culture seem
to depend on the kinds of mold and cultivation conditions.

Sudo et al. have recently reported (20) that �-amylase
is produced at a higher level by solid-substrate culture us-
ing rice bran than by agar-plate culture due to better
growth of submerged mycelia, which mainly produce the
enzyme. Thus, it may be interesting to compare the cells
cultivated by MSLC with those obtained from other cul-
tures (such as solid-substrate culture, agar-plate culture,
liquid-surface culture, and shake-flask culture) from a
stand point of the differences in respiratory activity, the
amounts of related enzymes and, also gene expression. It
may also be interesting to examine the effect of the gas
composition on cultivation of molds by MSLC.

MSLC is an energy-saving process because the amounts
of energy required for agitation and aeration are negligi-
ble, and downstream processing is simplified because the
medium is not contaminated with cells. However, to utilize
MSLC industrially some technical problems should be
solved, such as those in spore inoculation, removal of the
cells, and sterilization of the apparatus. The properties of
the membrane are an important factor. The membrane
should be reusable, resistant to autoclaving, and show ap-
propriate hydrophilicity.

MSLC is an interesting method for investigating the
physiological properties of molds, as well as a promising
method for effective production of metabolites using molds.
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The versatility of microbial biosynthesis is enormous.
Today’s products of the microbe vary from the simplicity of
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Table 1. Some Primary Metabolites Used in the Food and
Feed Industries

Class Examples

Alcohols Ethanol
Amino acids Glutamic acid (monosodium glutamate),

lysine, threonine, tryptophan,
phenylalanine

Nucleotides 5�-Guanylic acid, 5�-inosinic acid
Organic acids Acetic acid, propionic acid, succinic acid,

fumaric acid, lactic acid, malic acid,
tartaric acid, citric acid, gluconic acid

Polyols Glycerol, mannitol, erythritol, xylitol
Polysaccharides Xanthan, gellan
Sugars Fructose, sorbose
Vitamins Riboflavin (B2), cyanocobalamin (B12),

biotin

methane and acetic acid to the complexity of vitamin B12

and proteins. The importance of the fermentation industry
resides in five characteristics of microorganisms: (1) a high
ratio of surface area to volume, which facilitates the rapid
uptake of nutrients required to support high rates of me-
tabolism and biosynthesis; (2) the tremendous variety of
reactions microorganisms are capable of carrying out; (3) a
facility to adapt to a large array of different environments,
allowing a culture to be transplanted from nature to the
laboratory flask or the factory fermentor, where it is ca-
pable of growing on inexpensive carbon and nitrogen
sources and producing valuable compounds; (4) the ease of
genetic manipulation, both in vivo and in vitro, to increase
production of the products, to modify structures and activ-
ities, and to make entirely new products; and (5) an ability
to make specific enantiomers, usually the active ones, in
cases where normal chemical synthesis yields a mixture of
active and inactive enantiomers.

Microorganisms are important to us for many reasons,
but one of the principal ones is that they produce things of
value to us. These may be very large materials such as
proteins, nucleic acids, carbohydrate polymers, or even
cells, or they can be smaller molecules, which we usually
separate into metabolites essential for vegetative growth
and those that are inessential (i.e., primary and secondary
metabolites, respectively).

The power of the microbial culture in the competitive
world of commercial synthesis can be appreciated by the
fact that even simple molecules (e.g., L-glutamic acid and
L-lysine) are made by fermentation rather than by chem-
ical synthesis. Although a few products have been tempo-
rarily lost to chemical synthesis (e.g., solvents such as ac-
etone and butanol), it is obvious that most natural
products are made by fermentation technology. Despite the
efficiency of the chemical route to riboflavin, much of the
production of this compound is carried out by fermenta-
tion; chemical processes to vitamin C and steroids still em-
ploy microbial bioconversion steps. Most natural products
are so complex and contain so many centers of asymmetry
that they probably will never be made commercially by
chemical synthesis.

Although microbes are extremely good in presenting us
with an amazing array of valuable products, they usually
produce them only in amounts that they need for their own
benefit; thus, they tend not to overproduce their metabo-
lites. Regulatory mechanisms have evolved in microorgan-
isms that enable a strain to avoid excessive production of
its metabolites so that it can compete efficiently with other
forms of life and survive in nature. Some of the important
control mechanisms are induction, feedback regulation,
and nutrient (catabolite) regulation. The fermentation mi-
crobiologist, however, desires a “wasteful” strain that will
overproduce and excrete a particular compound that can
be isolated and marketed. During the screening stage, the
microbiologist searches for organisms with weak regula-
tory mechanisms. Once a desired strain is found, a devel-
opment program is begun to improve titers by modification
of culture conditions, mutation, and recombinant DNA
technology. The microbiologist is actually modifying the
regulatory controls remaining in the original culture so
that its inefficiency can be further increased and the mi-

croorganism will excrete tremendous amounts of these
valuable products into the medium.

The main reason for the use of microorganisms to pro-
duce compounds that can otherwise be isolated from plants
and animals or synthesized by chemists is the ease of in-
creasing production by environmental and genetic manip-
ulation. Thousandfold increases have been recorded for
small metabolites. Of course, the higher the specific level
of production, the simpler the job of isolation. Consider the
case of Ashbya gossypii, which has been forced into making
over 40,000 times more riboflavin than it needs, or Pseu-
domonas denitrificans, which produces a 100,000-fold ex-
cess of vitamin B12. The original Oxford strain of Penicil-
lium notatum produced 5 mg of penicillin per liter; today’s
strains make over 60,000 mg/L, a figure higher than the
dry weight of the cells in the fermentor.

Primary metabolites are the small molecules of all liv-
ing cells that are intermediates or end products of the
pathways of intermediary metabolism, are building blocks
for essential macromolecules, or are converted into coen-
zymes. The most industrially important are the amino ac-
ids, nucleotides, vitamins, solvents, and organic acids. Pri-
mary metabolites vary in size from hydrogen gas (2 Da)
and methane (16 Da) to vitamin B12 (1,355 Da). It is not
unexpected that amino acids and vitamins are used in hu-
man and animal nutrition, that ethanol, acetone, and bu-
tanol are used as fuels and solvents, and that citric and
acetic acids are used as acidulants. However, many of these
general metabolites are used in novel ways: the sodium
salts of glutamic, 5�-inosinic, and 5�-guanylic acids as fla-
vor enhancers, sodium gluconate as a sequestering agent
to prevent the deposition of soap scums on cleaned sur-
faces, and fumarate in the manufacture of polyester resins.
Organisms that produce such products are fantastic in
their degree of overproduction.

For many years, microbial products have been used to
enhance the quality, appeal, and availability of food and
drink. A list of primary metabolites that have been or are
being used in the food and feed industries is shown in
Table 1.

About 1 million tons of amino acids are produced an-
nually. In amino acid production, feedback regulation is
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Figure 1. Pathway of glutamic acid pro-
duction from glucose by Corynebacterium
glutamicum.

bypassed by isolating an auxotrophic mutant and partially
starving it of its requirement. A second means to bypass
feedback regulation is to produce mutants resistant to a
toxic analog of the desired metabolite (i.e., an antime-
tabolite). Combinations of auxotrophic and antimetabolite
resistance mutations are common in primary metabolite
producing microorganisms. Permeability is very important
in the production of L-glutamic acid, the major amino acid
of commerce. About 1.2 billion pounds of monosodium glu-
tamate, a potent flavor enhancer, are made annually by
fermentation using various species of the genera Coryne-
bacterium and Brevibacterium (e.g., Corynebacterium glu-
tamicum, Brevibacterium flavum, and B. lactofermentum).
Today, these glutamate producers are classified as subspe-
cies of Corynebacterium glutamicum (e.g., C. glutamicum
ssp. flavum and C. glutamicum ssp. lactofermentum). The
major route of glutamate production from glucose is via the
Embden–Meyerhof pathway and the early steps of the tri-
carboxylic acid cycle (Fig. 1). �-Ketoglutarate, which would
normally be converted to succinyl coenzyme A in the cycle,
is instead reductively aminated to glutamate by glutamate
dehydrogenase. Molar yields of glutamate from sugar are
50–60%, and broth concentrations reach more than 100 g/
L. Normally, glutamic acid overproduction would not occur

because of feedback regulation. However, due to a modifi-
cation of the cell membrane, glutamate is pumped out of
the cell, thus allowing its biosynthesis to proceed un-
abated. The membrane alteration is intentionally effected
by biotin limitation (all glutamic acid bacteria are biotin
auxotrophs), glycerol limitation of glycerol auxotrophs, ole-
ate limitation of oleate auxotrophs, or addition of penicillin
or fatty acid derivatives to exponentially growing cells. Ap-
parently all of these manipulations result in a phospho-
lipid-deficient cytoplasmic membrane. Also required for ef-
fective production are a high level of carbon and energy
source as well as growth inhibition. The actual excretion
is carried out by a specific efflux system involving a carrier
that is dependent on membrane potential (1).

The bulk of the cereals consumed in the world are de-
ficient in the essential amino acid L-lysine. Lysine supple-
mentation converts such cereals into balanced food or feed.
Lysine is a member of the aspartate family of amino acids.
It is produced in bacteria by a branched pathway that also
produces methionine, threonine, and isoleucine. This path-
way is controlled very tightly in an organism such as Esch-
erichia coli; this organism contains three aspartate ki-
nases, each of which is regulated by a different end
product. In addition, after each branch point, the initial



1716 METABOLITES, PRIMARY AND SECONDARY

Figure 2. Biosynthesis of L-lysine by Corynebacterium
glutamicum Source: From Ref. 2.
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enzymes are inhibited by their respective end products and
no overproduction occurs. However, in lysine fermentation
organisms (e.g., various mutants of C. glutamicum and its
relatives), there is a single aspartate kinase, as shown in
Figure 2. This aspartate kinase is regulated via concerted
feedback inhibition by threonine plus lysine. By genetic
removal of homoserine dehydrogenase, a glutamate-
producing wild-type Corynebacterium is converted into a
lysine-overproducing mutant that cannot grow unless me-
thionine and threonine are added to the medium. As long

as the threonine supplement is kept low, the intracellular
concentration of threonine is limiting and feedback inhi-
bition of aspartate kinase is bypassed. Other enzymes in
the aspartate family biosynthetic pathway such as aspar-
tate semialdehyde dehydrogenase and threonine synthe-
tase are unregulated. In addition to the difference in the
mode of aspartate kinase feedback inhibition, lysine over-
producers differ from E. coli in the following ways: (1) no
feedback repression of aspartate kinase or aspartate semi-
aldehyde dehydrogenase occurs in lysine overproducers;
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Figure 3. L-Isoleucine biosynthesis in recombinant Corynebacterium glutamicum strains. Re-
pression on the DNA level (shaded lines with square ends) and inhibition of enzymes (shaded lines
with arrowhead ends). The last four enzymatic steps are the same for L-isoleucine and L-valine
biosynthesis. Source: Ref. 7.

(2) the first and second enzymes of the lysine branch (dihy-
drodipicolinate synthetase and dihydrodipicolinate reduc-
tase) are neither inhibited nor repressed by lysine in lysine
overproducers; (3) L-lysine decarboxylase is absent in ly-
sine overproducers. The pentose phosphate pathway is of

much greater importance in lysine production than in glu-
tamate formation due to the greater need of NADPH for
the former path (3). Lysine excretion is by active transport
involving a carrier and is driven by membrane potential,
the lysine gradient, and the proton gradient. Excretion
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uses a 2 OH/lysine symporter and is catalyzed by a dipe-
tide uptake system dependent on electromotive force, not
ATP (4).

Recombinant DNA techniques have made their way
into the amino acid production area (5). E. coli and Serratia
marcescens strains have been constructed with plasmids
bearing amino acid biosynthetic operons. Plasmid trans-
formation has been accomplished in C. glutamicum, so
that recombinant DNA technology is now used to improve
these commercial amino acid–producing strains. The ma-
jor manipulations have involved gene cloning to increase
the levels of feedback-resistant aspartate kinase and dihy-
drodipicolinate synthase (6). As a result, lysine industrial
production yields 120 g/L and 0.25–0.35 g L-lysine•HCl per
gram glucose used (molar yield of 0.25–0.35 mol L-lysine
per mole of glucose used). The market for L-lysine•HCl is
360 million pounds per year (6).

Recombinant technology and traditional mutagenesis
and selection have been major influences in constructing
bacterial strains capable of producing 100 g/L L-threonine,
40 g/L L-isoleucine, 34 g/L L-leucine, 31 g/L L-valine, 28
g/L L-phenylalanine, 55 g/L L-tryptophan, 26 g/L L-tyro-
sine, 100 g/L L-proline, 65 g/L L-arginine, and 40 g/L L-
histidine. The relationship between the lysine biosynthetic

pathway and that for threonine, methionine, isoleucine,
valine, and leucine in C. glutamicum is shown in Figure 3.
The pathway to the aromatic amino acids (phenylalanine,
tryptophan, and tyrosine) is given in Figure 4.

The commercial interest in nucleotide fermentations is
due to the activity of two purine ribonucleoside 5�-
monophosphates, namely guanylic acid (GMP) and ino-
sinic acid (IMP), as enhancers of flavor (9,10). Some 2,500
tons of GMP and IMP are produced annually in Japan
alone. Three main processes are used: (1) hydrolysis of
yeast RNA by fungal nuclease to AMP and GMP followed
by enzymatic deamination of AMP to IMP; (2) fermentative
production of the nucleosides inosine and guanosine by Ba-
cillus subtilis mutants followed by chemical phosphoryla-
tion, and (3) direct fermentation of sugar to IMP by C. glu-
tamicum mutants plus conversion of guanine to GMP by
salvage synthesis using intact cells of Brevibacterium am-
moniagenes. Titers of IMP by direct fermentation have
reached 27 g/L (10).

The pathway of purine ribonucleotide biosynthesis
(Fig. 5) is virtually identical in all living systems. In the
first specific step, 5�-phosphoribosyl pyrophosphate
(PRPP), derived from ATP and ribose-5-phosphate, is ami-
nated with glutamine to form 5�-phosphoribosylamine
(PRA). By a series of nine known enzymic steps, PRA is
converted to IMP, the first purine ribonucleotide formed.
This pivotal intermediate is the precursor of both AMP and
GMP. IMP is then converted to adenylosuccinate (S-AMP),
aspartate acting as the succinyl donor and GTP as the en-
ergy source. Adenylosuccinate is then converted to AMP
by adenylosuccinate lyase, a bifunctional enzyme that also
catalyzes an earlier step. Inosinic acid is oxidized by IMP
dehydrogenase using NAD� as a cofactor to form XMP. The
latter is aminated by XMP aminase to GMP. In this reac-
tion, ATP is the energy source, and, depending on the or-
ganism, the amino donor is either glutamine or ammonia.
Both AMP and GMP can be used for synthesis of nucleic
acids after being converted to their respective di- and tri-
phosphates. Alternatively, GMP can be reduced to IMP in
a reaction catalyzed by GMP reductase (which utilizes
NADPH as an electron donor) and AMP can be converted
to IMP by deamination. These reactions permit a cyclic
regeneration of intermediates common to both purine nu-
cleotides from an accumulated excess of either. All of the
purine ribonucleotide interconversions occur via their 5�-
isomers.

With such a complex series of biosynthetic reactions, it
is essential to the economy of the cell that there be regu-
lation of the rates of the individual reactions. This regu-
lation is accomplished by negative feedback inhibition of
enzyme action and repression of enzyme synthesis. Figure
6 shows an example of a typical feedback control system
for nucleotide biosynthesis. Usually both AMP and GMP
exert feedback repression and inhibition on the common
pathway and on their respective branches. An important
control site is step 1, catalyzed by PRPP amidotransferase.
In some microorganisms, AMP and GMP each inhibit ac-
tion of the enzyme completely at high concentrations. In
other organisms, a cumulative type of regulation is ob-
served. Synthesis of the amidotransferase, as well as many
of the other enzymes of the common pathway, is also re-
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pressed by AMP and GMP. Another important control site
is IMP dehydrogenase, which is usually inhibited and re-
pressed by GMP. The conversion of IMP to S-AMP (cata-
lyzed by adenylosuccinate synthase) is usually repressed
and inhibited by AMP.

The key to effective purine accumulation is the limita-
tion of intracellular AMP and GMP. This limitation is best
effected by restricted feeding of purine auxotrophs. Thus,
adenine-requiring mutants lacking adenylosuccinate syn-
thetase (see Fig. 7) accumulate hypoxanthine or inosine
that results from breakdown of intracellularly accumu-
lated IMP. Because of the strong inhibition and repression
of IMP dehydrogenase by GMP, the accumulation does not
proceed past IMP into the GMP branch of the pathway.
Certain adenine auxotrophs of Bacillus subtilis excrete

more than 10 g/L inosine. These strains are still subject to
GMP repression of enzymes of the common path. To min-
imize the severity of this regulation, the adenine auxo-
trophs are further mutated to eliminate IMP dehydroge-
nase. These adenine–xanthine double auxotrophs show a
twofold increase in specific activity of some common-path
enzymes and accumulate up to 15 g/L inosine under con-
ditions of limiting adenine and xanthine (or guanosine).
Further deregulation is achieved by selection of mutants
resistant to purine analogs. Thus, mutants requiring ad-
enine and xanthine and resistant to azaguanine produce
more than 20 g/L inosine. Insertional inactivation of the
IMP dehydrogenase gene in another B. subtilis strain
yielded a culture producing 35 g/L inosine (11). Genetic
engineering of the inosine monophosphate dehydrogenase
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gene in a B. subtilis strain, which was producing 7 g/L
guanosine and 19 g/L inosine, changed production to 20
g/L guanosine and 5 g/L inosine (12). Other B. subtilis mu-
tants produce as much as 23 g/L guanosine (10). With re-
gard to pyrimidine production, another recombinant strain
of B. subtilis produces 18 g/L cytidine, and a mutant lack-
ing homoserine dehydrogenase (which increased the con-
centration of the precursor aspartate in the cell) produces
30 g/L cytidine (13).

Riboflavin (vitamin B2: Fig. 8) is produced commercially
by both fermentation and chemical synthesis (15). Ribofla-
vin overproducers include two yeastlike molds, Eremothe-
cium ashbyii and Ashbya gossypii, which synthesize ribo-
flavin in concentrations greater than 20 g/L. Production of
riboflavin amounted to 4 million pounds in 1992 (16). A
riboflavin overproducer such as A. gossypii makes 40,000
times more vitamin than it needs for its own growth. The
biochemical key to riboflavin overproduction appears to in-
volve insensitivity to the repressive effects of iron. Ferrous
ion severely inhibits riboflavin production by low and mod-
erate overproducers, such as clostridia and Candida but
has no inhibitory action against E. ashbyii and A. gossypii.
In normal microorganisms, it appears that iron represses
almost all of the riboflavin biosynthetic enzymes, whereas
riboflavin or a derivative inhibits the first enzyme of the
pathway, GTP cyclohydrolase II. New processes using Can-
dida sp. or recombinant B. subtilis strains that produce
20–30 g/L riboflavin have been developed in recent years.

Vitamin B12 (Fig. 9) is industrially produced by Pro-
pionibacterium shermanii or Pseudomonas denitrificans

(16,18). Such strains used for industrial production make
about 100,000 times more vitamin B12 than they need for
their own growth. The key to the fermentation is avoidance
of feedback repression by vitamin B12. The early stage of
the Propionibacterium shermanii fermentation is con-
ducted under anaerobic conditions in the absence of the
precursor 5,6-dimethylbenzimidazole. These conditions
prevent vitamin B12 synthesis and allow for the accumu-
lation of the intermediate, cobinamide. Then the culture is
aerated and dimethylbenzimidazole is added, converting
cobinamide to the vitamin. In the Pseudomonas denitrifi-
cans fermentation, the entire process is carried out under
low oxygen conditions. A high level of oxygen results in an
oxidizing intracellular environment that represses forma-
tion of the early enzymes of the pathway. The key to Pseu-
domonas denitrificans fermentation is the addition of be-
taine (19). Vitamin B12 overproduction by Pseudomonas
denitrificans is totally dependent on betaine, but the mech-
anism of control is unknown. Production of vitamin B12 has
reached levels of 150 mg/L (18).

In production of biotin, feedback repression is caused by
the enzyme protein acetyl-CoA carboxylase biotin holoen-
zyme synthetase, with biotin 5-adenylate acting as co-
repressor (20). Strains of Serratia marcescens obtained by
mutagenesis, selection for resistance to biotin antimetab-
olites, and molecular cloning produce 600 mg/L in the pres-
ence of high concentrations of sulfur and ferrous iron (21).
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Such a titer is high enough to economically compete with
the traditional chemical process. The pathway is shown in
Figure 10.

A novel process for vitamin C (ascorbic acid) synthesis
involves the use of a genetically engineered Erwinia her-
bicola strain containing a gene from Corynebacterium sp.
The engineered organism converts glucose into 2-
ketogulonic acid, which can be easily converted by acid or
base to ascorbic acid (23). Another process devised inde-
pendently converts 40 g/L glucose into 20 g/L 2-keto-L-
-gulonate (24). This process involves cloning of the gene
encoding 2,5-diketo-D-gluconate reductase from Coryne-
bacterium sp. into Erwinia citreus. Plasmid cloning of the
genes encoding L-sorbose dehydrogenase and L-sorbosone
dehydrogenase from Gluconobacter oxydans back into the

same organism yielded a strain capable of converting 150
g/L D-sorbitol into 130 g/L 2-keto-L-gulonate (25).

Filamentous fungi have been widely used for the com-
mercial production of organic acids. About 1 billion pounds
of citric acid are produced each year. This organic acid is
produced via the Embden–Meyerhof pathway and the first
step of the tricarboxylic acid cycle (Fig. 11). The major con-
trol of the process involves the inhibition of phosphofruc-
tokinase by citric acid. The commercial process employs
Aspergillus niger in media deficient in iron and manga-
nese. Manganese deficiency has two beneficial effects in
the citric acid fermentation: (1) it leads to high levels of
intracellular NH4, which reverse citric acid inhibition
of phosphofructokinase, and (2) it brings on the formation
of small mycelial pellets, which are the best morphological
form for citric acid production. The morphological effect is
due to a change in cell wall composition caused by growth
in low Mn�. A high level of citric acid production is also
associated with a high intracellular concentration of fruc-
tose 2,6-biphosphate, an activator of glycolysis (27). Other
factors that contribute to high citric acid production are
the inhibition of isocitrate dehydrogenase by citric acid and
the low pH optimum (1.7–2.0). Higher pH levels (e.g., 3.0)
lead to production of oxalic and gluconic acids instead of
citric acid. The low pH level inactivates glucose oxidase,
which normally would yield gluconic acid (26). In approx-
imately 4 to 5 days, the major portion (80%) of the sugar
is converted to citric acid, titers reaching about 100 g/L.
Because citric acid is easily assimilated, is palatable, and
exhibits low toxicity, it is widely used in the food and phar-
maceutical industries. It is employed as an acidifying and
flavor-enhancing agent, as an antioxidant for inhibiting
rancidity in fats and oils, as a buffer in jams and jellies,
and as a stabilizer in a variety of foods. The pharmaceu-
tical industry uses approximately 16% of the available sup-
ply of citric acid. Processes have been developed for the
production of citric acid by Candida yeasts, especially from
hydrocarbons. Such yeasts are able to convert n-paraffins
to citric and isocitric acids in extremely high yields (150–
170% on a weight basis). Production of citric acid instead
of isocitric acid is favored by selecting mutants that are
deficient in the enzyme aconitase. Titers as high as 225
g/L have been reached (26).

Cloning of the aldehyde dehydrogenase gene from Ace-
tobacter polyoxogenes on a plasmid vector into A. aceti sp.
xylinum increased the rate of acetic acid production by
more than 100% (from 1.8 to 4 g L�1 h�1) and titer by 40%
(from 68 to 97 g/L) (28).

Ethyl alcohol is a primary metabolite that can be pro-
duced by fermentation of a sugar or a polysaccharide that
can be depolymerized to a fermentable sugar. Yeasts are
preferred for these fermentations, but the species used
depends on the substrate employed. Saccharomyces
cerevisiae is employed for the fermentation of hexoses,
whereas Kluyveromyces fragilis or Candida species may be
utilized if lactose or pentoses, respectively, are the sub-
strates. Under optimum conditions, approximately 10 to
12% ethanol by volume is obtained within 5 days. Such a
high concentration slows down growth and the fermenta-
tion ceases. With special yeasts, the fermentation can be
continued to alcohol concentrations of 20% by volume.
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However, these concentrations are attained only after
months or years of fermentation. At present, industrial
ethanol is mainly manufactured by fermentation, but
there are still considerable amounts made by the petro-
chemical industry from ethylene. Bacteria such as clos-
tridia and Zymomonas are being reexamined for ethanol
production after years of neglect. Clostridium thermocel-
lum, an anaerobic thermophile, can convert waste cellulose
directly to ethanol. Other clostridia produce acetate, lac-
tate, acetone, and butanol and will be utilized as petroleum

becomes depleted in the world. Fuel ethanol produced from
biomass would provide relief from air pollution caused by
the use of gasoline and would not contribute to the green-
house effect. Because of the elimination of lead from gas-
oline, ethanol is being substituted as a blend to raise gas-
oline’s octane rating. E. coli has been converted into an
excellent ethanol producer (43%, v/v) by recombinant DNA
technology (29). Alcohol dehydrogenase II and pyruvate
decarboxylase genes from Zymomonas mobilis were in-
serted in E. coli and became the dominant system for NAD
regeneration. Ethanol represents more than 95% of the fer-
mentation products in the genetically engineered strain.

In addition to the multireaction sequences of fermen-
tations, microorganisms are extremely useful in carrying
out biotransformation processes in which a compound is
converted into a structurally related product by one or a
small number of enzymes contained in the cells (30). Bio-
converting organisms are known for practically every type
of chemical reaction. One of the earliest and most famous
is the biotransformation of progesterone to 11 �-hydroxy-
progesterone (Fig. 12). The reactions are sterospecific, the
ultimate in specificity being exemplified by the steroid bio-
conversions. This specificity is exploited in the resolution
of racemic mixtures when a specific isomer rather than a
racemic mixture is desired. Bioconversions are character-
ized by extremely high yields (i.e., 90 to 100%). Other at-
tributes include mild reaction conditions and the coupling
of reactions using a microorganism containing several en-
zymes working in series. There is a tremendous interest in
immobilized cells to carry out such processes. These cells
are usually much more stable than either free cells or en-
zymes and are more economical than immobilized en-
zymes. Recombinant DNA techniques have been useful in
developing new bioconversions. For example, the cloning
of the fumarase-encoding gene in Saccharomyces cerevisiae
improved the bioconversion of malate to fumarate from 2
to 125 g/L in a single manipulation (31). The conversion
yield using the constructed strain is near 90%.

Microbially produced secondary metabolites are ex-
tremely important to our health and nutrition (32). As a
group that includes antibiotics, other medicinals, toxins,
pesticides, and animal and plant growth factors, they have
tremendous economic importance. In batch or fed-batch
culture, secondary metabolites are usually produced after
growth has slowed down. They have no function in growth
of the producing cultures (although they contribute to sur-
vival of producing organisms in nature), are produced by
certain restricted taxonomic groups of organisms, and are
usually formed as mixtures of closely related members of
a chemical family. From 1990 to 1994, more than 1,000
new secondary metabolites were characterized from acti-
nomycetes alone (33).

The best known of the secondary metabolites are the
antibiotics (Figs. 13 and 14). This remarkable group of
compounds form a heterogeneous assemblage of biologi-
cally active molecules with different structures and modes
of action (Table 2). In 1996 the antibiotic market involved
160 antibiotics and a $23 billion market (36). Since 1940
we have witnessed a virtual explosion of new and potent
antibiotic molecules that have been of great use in medi-
cine, agriculture, and basic research. However, the search
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Figure 11. Metabolic scheme of citric acid overproduction.
�, activation by the respective metabolite; �, inhibition.
Source: From Ref. 26.
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for new antibiotics continues in order to combat evolving
pathogens and naturally resistant bacteria and fungi and
previously susceptible microbes that have developed resis-
tance; improve pharmacological properties; combat tu-
mors, viruses, and parasites; and discover safer, more po-
tent, and broader spectrum compounds. About 6,000

antibiotics have been described, 4,000 from actinomycetes
alone, and they still are being discovered at a rate of about
300 per year. Streptomyces griseus strains produce more
than 40 different antibiotics and Bacillus subtilis more
than 60 different antibiotics. Strains of S. hygroscopicus
make almost 200 antibiotics. One Micromonospora strain
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Figure 13. Some b-lactam antibiotics. Benzyl-
penicillin is also known as penicillin G.

can produce 48 aminocyclitol antibiotics. The antibiotics
vary in size from small molecules such as cycloserine (102
Da) and bacilysin (270 Da) to polypeptides such as nisin,
which contains 34 amino acid residues. They attack vir-
tually every type of microbial activity, including DNA,
RNA, and protein synthesis; membrane function; electron
transport; sporulation; germination; and many others. In
the search for new antibiotics, many of the new products
are made by chemists by modification of natural antibiot-
ics; this process is called semisynthesis. By 1974 more than
20,000 semisynthetic penicillins, 4,000 cephalosporins,
2,500 tetracylines, 1,000 rifamycins, 500 kanamycins, and
500 chloramphenicols had been prepared. In 1980 world-
wide antibiotic production amounted to about 25,000 tons.
Included were 17,000 tons of penicillins, 5,000 tons of tet-
racyclines, 1,200 tons of cephalosporins, and 800 tons of
erythromycins. Antibiotics are used not only chemothera-
peutically in human and veterinary medicine but also for
growth promotion in farm animals and for the protection
of plants.

In nature, secondary metabolites are important for the
organisms that produce them, functioning as (1) sex hor-
mones; (2) ionophores; (3) competitive weapons against
other bacteria, fungi, amoebae, insects, and plants;
(4) agents of symbiosis; and (5) effectors of differentiation

(37). For years, the major pharmaceuticals (such as hyper-
tensive and antiinflammatory agents) used for noninfec-
tious diseases were strictly synthetic products. Similarly,
major therapeutics for nonmicrobial parasitic diseases in
animals (e.g., coccidiostats and antihelmintics) came from
the screening of synthesized compounds followed by mo-
lecular modification. Despite the testing of thousands of
synthetic compounds, only a few promising structures
were uncovered. As new lead compounds became more and
more difficult to find, microbial broths filled the void and
microbial products increased in importance in treatment
of nonmicrobial diseases. Today, microbially produced pol-
yethers (38) such as monensin, lasalocid, and salinomycin
dominate the coccidiostat market and are also the chief
growth promotants in use for ruminant animals. The av-
ermectins (Fig. 14), another group of streptomycete prod-
ucts with a market of more than $200 million per year,
have high activity against helminths and arthropods (39).
Indeed, their activity is an order of magnitude greater than
previously discovered antihelmintic agents, the vast ma-
jority of which were synthetic. Known pharmacological ac-
tivities of microbial secondary metabolites are shown in
Table 3.

Many microbial products with important pharmacolog-
ical activities were discovered by screening for inhibitors
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Table 2. Mode of Action and Structural Type of Selected
Antibiotics

Target Antibiotic Structure

DNA replication Bleomycin Peptide
Griseofulvin Condensed aromatic
Actinomycin Peptide

Transcription Rifamycin Ansamycin
Translation

70-S ribosomes Chloramplenicol Aromatic
Tetracycline Polyketide
Lincomycin Sugar ester
Erythromycin Macrolide
Streptomycin Aminocyclitol

70-S and 80-S Puromycin Nucleoside
ribosomes Fusidic acid Steroid

80-S ribosomes Cycloheximide Glutarimide
Cell wall synthesis Cycloserine Amino acid

Bacitracin Peptide
Penicillin b-Lactam
Vancomycin Oligosaccharide

aromatic
Cell membrane

Surfactants Polymyxin Peptide
Amphotericin Polyene

Ionophores
Channel formers Linear

gramicidin
Peptide

Mobile carriers Monensin Polyether

Table 3. Some Pharmacological Activities of Microbial Secondary Metabolites

ACTH-like
Anabolic
Analeptic
Anesthetic
Anorectic
Anticoagulant
Antidepressive
Antihelminthic
Antiinfective
Antiinflammatory
Antiparasitic
Antispasmodic
Carcinogenesis inhibition
Coagulative (blood)
Complement inhibition
Convulsant
Dermonecrotic
Diabetogenic

Diuretic
Edematous
Emetic
Enzyme inhibitory

Aldol reductase
�-Amylase
Amyloglucosidase
Catechol-O-methyltransferase
Cholinesterase
Cyclic AMP phosphodiesterase
Dopamine b-hydroxylase
Elastase
Esterase
Glucosidase
Invertase
b-Lactamase
Protease
Tyrosine hydroxylase

Erythematous
Estrogenic
Fertility enhancing
Hallucinogenic
Hemolytic
Hemostatic
Herbicidal
Hormone releasing
Hypersensitizing
Hypocholesterolemic
Hypoglycemic
Hypolipidemic
Hypotensive
Immunostimulating
Inflammatory
Insecticidal

Leukemogenic
Motility inhibition
Nephrotoxic
Neuromuscular blockade
Neurotoxic
Paralytic
Parasympathomimetic
Photosensitizing
Relaxant (smooth muscle)
Sedative
Serotonin antagonist
Spasmolytic
Telecidal
Ulcerative
Vasodilative

Note: List does not include antimicrobial, antiviral, and antitumor activities.

using simple enzymatic assays (40). One huge success has
been lovastatin (mevinolin), a fungal product of the com-
pactin group (41) that acts as a cholesterol-lowering agent
in animals. Lovastatin is produced by Aspergillus terreus.
In its hydroxy acid form (mevinolinic acid), mevinolin is a
potent competitive inhibitor of 3-hydroxy-3-methylglu-
taryl-coenzyme A reductase from liver. Another enzyme in-
hibitor on the market is acarbose, a natural inhibitor of
intestinal glucosidase (42), which is produced by an acti-

nomycete of the genus Actinoplanes. It decreases hyper-
glycemia and triglyceride synthesis in adipose tissue, liver,
and the intestinal wall of patients suffering from diabetes,
obesity, and type IV hyperlipidemia.

Also in commercial or near-commercial use are biopes-
ticides including fungicides (e.g., kasugamycin, polyoxins),
insecticides (Bacillus thuringiensis crystal, nikkomycin,
spinosyns), herbicides (bialaphos), antihelmintics and coc-
cidiostats as mentioned earlier, ruminant growth promot-
ers (monensin, lasalocid, salinomycin), plant growth reg-
ulators (gibberellins), immunosuppressants for organ
transplants (cyclosporin A, FK-506, rapamycin [Fig. 15]),
anabolic agents in farm animals (zearelanone), uterocon-
tractants (ergot alkaloids), and antitumor agents (doxo-
rubicin, daunorubicin, mitomycin, bleomycin) (43,44). A re-
markable aspect of this development is that many of the
compounds were first isolated as poor or toxic antibiotics
(e.g., monensin, cyclosporin, rapamycin) or as mycotoxins
(ergot alkaloids, gibberellins, zearelanone) before they
were put to work for our benefit. Following in their foot-
steps are many secondary metabolites with potent activi-
ties that are under investigation right now. Indeed, anti-
biotic activity is merely the tip of the iceberg, a mere
scratching at the surface of the potential of microbial ac-
tivity.

In batch culture, some secondary metabolite processes
exhibit a distinct growth phase (trophophase) followed by
a production phase (idiophase). In other fermentations,
trophophase and idiophase overlap; the timing depends on
the nutritional environment presented to the culture, the
growth rate, or both. Secondary metabolite production in
nature probably allows organisms to differentiate and to
compete effectively with other forms of life. Delay in anti-
biotic production until after trophophase aids the produc-
ing organism, because the microbe is usually sensitive dur-
ing growth to its own antibiotic. Resistance mechanisms
in producers include enzymatic modification of the antibi-
otic, alteration of the cellular target of the antibiotic, and
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Figure 15. Two new immunosuppressants made by streptomycetes.

decreased uptake of excreted antibiotic. The raw materials
of secondary metabolism are primary metabolites, which
often exert a negative or positive effect on secondary me-
tabolism.

Manipulation of culture media in any development pro-
gram often involves the testing of hundreds of additives as
possible limiting precursors of the desired product. Occa-
sionally, a precursor that increases production of the sec-
ondary metabolite is found. The precursor may also direct
the fermentation toward the formation of one specific de-
sirable product; this is known as directed biosynthesis. Ex-
amples of the latter include phenylacetic acid in benzyl-
penicillin fermentation, specific amino acids in the
production of actinomycins and tyrocidins, and substituted
benzoic acids in the formation of novobiocins. In many fer-
mentations, however, precursors show no activity because
their syntheses are not rate limiting. In such cases, screen-
ing of additives has often revealed dramatic effects, both
stimulatory and inhibitory, of nonprecursor molecules on
the production of secondary metabolites. These effects are
usually due to interaction of these compounds with the reg-
ulatory mechanisms existing in the fermentation organ-
ism.

The regulatory mechanisms prevalent in secondary me-
tabolism are essentially the same as found in primary me-
tabolism (45). Thus chloramphenicol limits its own syn-
thesis by repressing arylamine synthetase, and ergot
alkaloids limit their production by inhibiting dimethylallyl
transferase; these are the initial enzymes unique to the
secondary pathway. Glucose, a sugar usually used rapidly
for growth, exerts carbon catabolite repression of second-
ary metabolite synthesis. Similarly, ammonium ion or rap-
idly used amino acids exert nitrogen metabolite regulation
on secondary metabolism. Inorganic phosphate exerts a
strong negative effect in secondary metabolite fermenta-
tions. Enzyme induction is evident in the production of al-
kaloids and antibiotics. In actinomycetes, c-butyrolactones
function as autoinducers of secondary metabolism. Besides
the specific types of regulation mentioned earlier, the onset

of secondary metabolism is also controlled by growth rate.
Generally, secondary metabolites are not produced at
growth rates near the maximum specific growth rate. In
fact, the idiophase can be shifted into the trophophase
when media that support only low rates of growth are used.
Antibiotic biosynthesis ends via the decay of antibiotic syn-
thetases or because of feedback inhibition and repression
of these enzymes. Because the regulatory mechanisms are
genetically determined, mutation has had a major effect
on the production of secondary metabolites (46). Indeed, it
is the chief factor responsible for the hundred- to thou-
sandfold increases obtained in production of antibiotics
from the time of their initial discovery to the present.

Environmental manipulations have proven to be quite
useful for bringing on metabolite overproduction. Optimi-
zation of fermentation parameters such as temperature,
pH, oxygen transfer, and nutrients is of course extremely
important. If a process is inducible, inducers are added.
They include methionine for cephalosporin C formation,
valine for tylosin production, and tryptophan for ergot al-
kaloid production. Virtually all fermentation processes op-
erate, after the initial growth stage, under conditions of
unbalanced growth, and from the start of any development
program, the microbiologist must find the key to this un-
balanced growth. The key is often a specific nutrient lim-
itation that restricts growth and brings on product accu-
mulation.

Genetics has had a long history of contributing to the
production of microbial secondary metabolites, such as an-
tibiotics (47). The tremendous increases in fermentation
productivity and the resulting decreases in costs have
come about mainly by mutagenesis and screening for
higher-producing microbial strains. Mutation has also
served to (1) shift the proportion of metabolites produced
in a fermentation broth to a more favorable distribution,
(2) elucidate the pathways of secondary metabolism, and
(3) yield new compounds. The medically useful products
demethyltetracycline and doxorubicin (adriamycin) were
discovered by simple mutation of the cultures producing
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tetracycline and daunorubicin (daunomycin), respectively.
The technique of mutational biosynthesis has been used
for the discovery of many new aminoglycoside, macrolide,
and anthracycline antibiotics. It has recently been suc-
cessfully employed in producing a new commercial aver-
mectin (48).

The use of protoplast fusion has facilitated genetic re-
combination of different strains from the same or different
species to yield new antibiotics. Protoplast fusion has also
been useful in elimination of an undesirable component
from penicillin broths.

Recombinant DNA technology has been applied to the
production of antibiotics (49). Many genes that encode in-

dividual enzymes of antibiotic biosynthesis have been
cloned and expressed at high levels in heterologous micro-
organisms. Continued efforts in the application of recom-
binant DNA technology to fermentations have led to
overproduction of limiting enzymes of important biosyn-
thetic pathways, thereby increasing production of the final
products. This has been accomplished in the area of ceph-
alosporin biosynthesis (50). In addition, many antibiotic
resistance genes from antibiotic-producing organisms have
been cloned and expressed. Some antibiotic biosynthetic
pathways are encoded by plasmid-borne genes (e.g.,
methylenomycin A). Even when the antibiotic biosynthetic
pathway genes of actinomycetes are chromosomal (the
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usual situation), they are clustered, which facilitates
transfer of an entire pathway in a single manipulation.
The genes of the actinorhodin pathway, normally clustered
on the chromosome of Streptomyces coelicolor, were trans-
ferred en masse on a plasmid to S. parvulus and were ex-
pressed in the latter organism. The presence of the bi-
alophos (a herbicidal antibiotic) resistance gene in the
bialaphos biosynthetic cluster allowed cloning of the entire
13-enzyme pathway of this herbicidal antibiotic from S.
hygroscopicus into S. lividans. Here, the resistance gene is
also one of the biosynthetic genes, coding for demethyl-
phosphinothricin acetyltransferase. Even in fungi, path-
way genes can be clustered such as the penicillin genes in
Penicillium or the aflatoxin genes in Aspergillus. However,
the genes that code for cephalosporin biosynthesis in Ceph-
alosporium are distributed among different chromosomes.

For the discovery of new or modified products, recom-
binant DNA techniques can be used to introduce genes
that code for antibiotic synthetases into producers of other
antibiotics or into nonproducing strains to obtain modified
or hybrid antibiotics. Gene transfer from a streptomycete
strain producing the isochromanequinone antibiotic acti-
norhodin into strains producing granaticin, dihydrogran-
aticin, and mederomycin (which are also isochromanequi-
nones) led to the discovery of two new antibiotic
derivatives, mederrhodin A and dihydrogranatirhodin
(51,52; Fig. 16). A hybrid antibiotic, isovalerylspiramycin,
was obtained by introducing the carE gene from the car-
bomycin producer S. thermotolerans into the spiramycin
producer S. ambofaciens (53). These are both 16-
membered macrolides, but one of the two sugars in car-
bomycin is isovalerylmycarose and the corresponding
sugar in spiramycin is mycarose. When the acylating gene
was cloned into the nonmacrolide producer Streptomyces
lividans, the recombinant was capable of converting spi-
ramycin to isovalerylspiramycin. Many novel polyketide
secondary metabolites have been obtained by cloning DNA
fragments from one polyketide producer into various
strains of other streptomycetes (54,55). Figure 17 shows
some of these novel polyketide molecules.
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INTRODUCTION

Methane oxidizing bacteria (methanotrophs) are defined
as those bacteria that can grow on methane as their sole
source of carbon and energy. They are therefore a subgroup
of methylotrophs (bacteria that can grow on one-carbon
compounds). Methanotrophs are generally regarded as ob-
ligate in nature, growing only on methane and usually on
methanol but not on multicarbon substrates. Methano-
trophs have attracted considerable interest over the past
25 years due to their potential for the production of bulk
chemicals, single-cell protein, and use in biotransforma-
tions (1–3). Their ability to degrade the groundwater pol-
lutant trichloroethylene and other chlorinated compounds
has also been examine in detail (reviewed in Refs. 4 and
5). There is considerable interest in methanotrophs be-
cause they appear to be ubiquitous in nature (6–8) and are
likely to be a major sink for methane in the natural envi-
ronment (reviewed in Refs. 9 through 12).

In a pioneering study, Whittenbury and colleagues iso-
lated and characterized a large number of different meth-
anotrophs from soils, sediments, and aquatic environ-
ments (6). More recently, Bowman and colleagues (7)
isolated more than 100 strains of methanotrophs from
many different environments and carried out a detailed
chemotaxonomic study on these isolates. This study rein-
forced the view that these bacteria are widespread in na-
ture and are important in the global cycling of methane in
the natural environment.

Methanotrophs are all Gram-negative bacteria and can
be classified into two groups. Type I methanotrophs of the
genera Methylomonas, Methylobacter, Methylomicrobium,
Methylococcus, Methylosphaera, and Methylocaldum util-
ize the ribulose monophosphate (RuMP) pathway for the
assimilation of formaldehyde into cell carbon, possess bun-
dles of intracytoplasmic membranes (Fig. 1), and are
members of the c-subdivision of the purple bacteria (class
Proteobacteria). Type II methanotrophs, such as Methylo-
sinus, Methylocystis, and Methylosporovibrio, utilize the
serine pathway for formaldehyde fixation, possess intra-
cytoplasmic membranes arranged around the periphery of
the cell (Fig. 1), and fall within the �-subdivision of the
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(a) (b)

Figure 1. Electron micrographs. (a) Section of Methylomonas methanica (NCIMB 11130), showing
a Type I membrane system. (b) Section of Methylocystis parvus (NCIMB 11129), showing a Type
II membrane system. Magnification, all �68,800.

Proteobacteria. Some methanotrophs, such as Methylococ-
cus capsulatus (Bath), appear to have some properties of
both Type I and Type II methanotrophs and are sometimes
termed Type X methanotrophs. The taxonomy of methan-
otrophs has been reviewed in some detail (7,13). Classifi-
cation schemes, based on pheno- and chemotaxonomic
studies have been strengthened as a result of the nucleo-
tide sequencing of both 5S and 16S ribosomal RNA (rRNA)
from a large number of methanotrophs and methylotrophs.
Type II methanotrophs such as Methylocystis parvus,
Methylosinus trichosporium, and Methylosporovibrio
methanica appear to cluster in the �-2 subdivision of the
class Proteobacteria and form a separate cluster from
other serine pathway methylotrophs. Type I methano-
trophs such as Methylomonas methanica, Methylomicro-
bium album, Methylomonas rubra, and Methylomonas
luteus, together with the Type X methanotroph Methylo-
coccus capsulatus, are found in the c-subdivision of the pur-
ple bacteria (reviewed in Refs. 8 and 14). The key features
of representative genera of methanotrophs are summa-
rized in Table 1. Properties such as mol% G � C content
of DNA, membrane fatty acid composition, nitrogen fixa-

tion, and morphological features can be used to discrimi-
nate between Type I and Type II methanotrophs.

PHYSIOLOGY AND BIOCHEMISTRY
OF METHANOTROPHS

Methanotrophs grow by oxidizing methane using the path-
way shown in Figure 2. The key feature of all methano-
trophs is their ability to oxidize methane to methanol (see
later). Methanol, the oxidation product of methane, is fur-
ther metabolized to formaldehyde by the pyrolloquinoline
quinone (PQQ)-linked enzyme methanol dehydrogenase
(MDH). This is an enzyme that is found in all Gram-
negative methylotrophic bacteria and has been extensively
studied at the biochemical and molecular level (15–17).
There are a large number of genes involved in methanol
oxidation, and there are complex regulatory networks con-
trolling their expression. The majority of work in this area
has been carried out using methanol utilizers rather than
methanotrophs (18). The oxidation of methanol yields
formaldehyde, a central intermediate in the methane
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Table 1. Characterization of the Most Well Studied Methanotrophs

Methylomonas Methylobacter Methylomicrobium Methylococcus Methylosinus Methylocystis

Phylogeny

Membrane type

Gamma
Proteobacteria
Type I

Gamma
Proteobacteria
Type I

Gamma
Proteobacteria
Type I

Gamma
Proteobacteria
Type I

Alpha Proteobacteria
Type II

Alpha Proteobacteria
Type II

Major PLFAs 16:1 16:1 16:1 16:1 18:1 18:1
Cell morphology Rods Cocci, ellipsoidal, or

fat rods
Rods Cocci or ellipsoidal Vibriod or pyriform Cocci, curved rods, or

ellipsoidal
Formaldehyde

assimilation
pathway

RuMP RuMP RuMP RuMP/serine Serine Serine

Enzyme type pMMO pMMO pMMO pMMO/sMMO pMMO/sMMO pMMO/sMMO
Mol% G � C

content of DNA
50–54 50–54 50–54 62.5 62–63 62–63

Cyst formation � � � � � �

Exospore
formation

� � � � � �

N-fixation � � � � � �

Carotenoids � � � � � �

Marine
representatives

� � � � � �

Representative
species

M. aurantiaea,
M. fordinarum,
M. methanica

M. albus, M. marinus,
M. whittenburyi

M. agile, M. album,
M. pelagicum

M. capsulatus,
M. thermophilus

M. trichosporium,
M. sporium

M. parvus, M. echinoides,
M. pyriformis,
M. minimus
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Figure 2. Pathway for the oxidation of methane and the assimilation of formaldehyde.

3-Ribose-5-phosphate 3-HCHO
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3 Fructose-6-phosphate

1 Glyceraldehyde-3-phosphate

Cell material

Hexulose-6-phosphate
synthase

Hexulose phosphate
isomerase

Rearrangement reactions

5 Glyceraldehyde-3-phosphate

Figure 3. RuMP pathway for formaldehyde fixa-
tion.

oxidation pathway. Approximately half of the formalde-
hyde produced is further oxidized by the enzymes formal-
dehyde dehydrogenase and formate dehydrogenase to
yield carbon dioxide. This results in the generation of re-
ducing power for biosynthesis and the initial oxidation of
methane. The CO2 is not fixed into cell carbon in significant
amounts but is lost to the atmosphere. The remainder of
the formaldehyde is assimilated into cell carbon by one of
two pathways. In Type I methanotrophs, formaldehyde is
condensed with ribulose phosphate into hexulose-6-phos-
phate in the RuMP pathway. The key enzymes of this path-
way are hexulose-6-phosphate synthase and hexulose-
phosphate isomerase. Subsequent rearrangement
reactions result in the net incorporation of glyceraldehyde-
3-phosphate into cellular material (Fig. 3). Type II meth-
anotrophs utilize the serine pathway for the incorporation
of formaldehyde into the cell. Key enzymes of this pathway
include serine hydroxymethyl transferase, hydroxypyru-
vate reductase, malate thiokinase, and malyl CoA lyase
(Fig. 4). The biochemistry of these methylotrophic path-
ways has been extensively reviewed by Anthony (15,16).

Methane oxidation is carried out by the enzyme meth-
ane monooxygenase (MMO). A membrane-bound, partic-
ulate methane monooxygenase (pMMO) appears to be
present in all methanotrophs grown in the presence of rela-

tively high concentrations of copper ions. Studies on this
enzyme have been hampered by its lability in cell-free ex-
tracts and difficulties in purification from the membranes
of methanotrophs. Biochemical and biophysical studies
have shown that pMMO activity is directly related to the
copper/total membrane protein ratio in membrane frac-
tions from Methylococcus capsulatus (Bath) grown at dif-
ferent copper concentrations. pMMO appears to consist of
at least three polypeptides of approximately 46, 23, and 20
kDa, and EPR studies suggest the presence of a number of
copper clusters. Recently, the pMMO enzyme complex has
been isolated in active form from M. capsulatus (Bath) us-
ing a variety of detergent treatments (19). An active prep-
aration of pMMO from Methylococcus has been reported to
contain three subunits (47,27, and 25 kDa) and iron and
copper atoms (probably involved in catalysis at the active
site) and uses duroquinol as the in vitro electron donor
(20). Further characterization of pMMO at the biochemical
level is ongoing in a number of research groups.

In some methanotrophs, a second form of MMO, a cy-
toplasmic, soluble form (sMMO), is synthesized when the
growth conditions are such that the culture copper-to-
biomass ratio is low (less than 1 lM/g dry weight). This
sMMO is structurally and catalytically distinct from the
pMMO and has a broad substrate specificity, oxidizing a
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Figure 4. Serine pathway for formal-
dehyde fixation.
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wide range of aliphatic and aromatic compounds. Probably
the most extensively characterized sMMOs are those iso-
lated from the Type II methanotroph Methylosinus tri-
chosporium OB3b (reviewed in Ref. 21) and the Type X
methanotroph M. capsulatus (Bath) (reviewed in Ref. 22).
sMMO has also been characterized from the Type II strains
Methylosinus sporium 5 and Methylocystis strain M.
sMMO has also been reported in the Type I methanotroph
Methylomonas methanica 68-1.

The sMMO complex of M. capsulatus (Bath) and M. tri-
chosporium OB3b have very similar properties and both
consist of three components: A, B, and C. Protein A is made
up of two copies of each of three subunits, �, b, and c, with
molecular masses of 60, 45, and 20 kDa and is the hydrox-
ylase component of the enzyme complex. Protein A con-
tains a binuclear iron-oxo center believed to be the reactive
center for catalysis (21–23). Protein B, 16 kDa, is a single
polypeptide containing no metal ions or cofactors and func-
tions as a regulatory or coupling protein (21). Protein C is
a 39-kDa NADH reductase containing 1 mol each of FAD
and a 2Fe2S cluster that accepts electrons from NADH and
transfers them to the diiron site of the hydroxylase com-
ponent of the Protein A component of sMMO. The mecha-
nism of action of sMMO has recently been reviewed (21–
23). The X-ray crystal structure of the hydroxylase
component of sMMO from M. capsulatus (Bath) has been
reported, which has further stimulated research on the
mechanism of oxidation of methane by this unique enzyme
(23).

GENETICS OF METHANOTROPHS

A significant problem in the development of genetic sys-
tems for methanotrophs has been the lack of suitable ways
of introducing and maintaining heterologous vector DNA
in these organisms. Coupled with their relatively slow
growth on plates, this has meant that fairly slow progress
has been made in this area. Bacteriophages specific for
methanotrophs have been isolated from a wide range of
environments, including groundwater, fermentors, soils,
rumen of cattle, fish, and oil and gas installation waters.
They have been characterized in terms of their plaque mor-
phology, ultrastructure, antigenic properties, nucleic acid
content, restriction enzyme analysis, and lytic spectrum.
Methylosinus- and Methylocystis-specific phages are par-
ticularly prevalent in nature, but few attempts to use them
for transduction experiments with methanotrophs have
been reported (reviewed in Ref. 24).

A number of large plasmids, ranging from around 50 to
190 kbp have been detected in a number of methanotrophs
including Methylomonas, Methylocystis, Methylosinus, and
Methylobacter. Of 10 representatives examined, only M.
capsulatus (Bath) did not contain any detectable plasmid
DNA (25). Some cross-hybridization with plasmid DNA
from different Methylosinus species was noted, and a ru-
dimentary restriction endonuclease map of the 55-kbp
plasmid from M. albus was constructed. However, difficul-
ties in the large-scale isolation of plasmid DNA from these
organisms have hampered their development as potential
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cloning vectors. There is currently no evidence for the pres-
ence of antibiotic or metal resistance genes, nitrogen fix-
ation genes, or methane oxidation genes on these plas-
mids, but because these plasmids represent “significant
potential coding” regions, their presence should not be dis-
regarded in any molecular genetics work with these organ-
isms.

There are no good conventional transformation systems
for methanotrophs, and several workers have tried elec-
troporation of plasmids into methanotrophs with little suc-
cess. Transfer of broad-host-range plasmids into methan-
otrophs has been the most successful route to gene transfer
in these organisms. Lidstrom and colleagues have trans-
ferred the Inc P1 broad host range cosmid cloning vector
into Methylomonas, Methylocystis, and Methylosinus spe-
cies at frequencies ranging from 10�2 to 10�8. The mobi-
lizing plasmid used in these filter matings was pRK2013
(26). Similar results using similar IncP and IncQ plasmids
have been achieved in the authors’ laboratory with M. tri-
chosporium OB3b and M. capsulatus (Bath). Kanamycin
and streptomycin appear to be good genetic markers for
methanotrophs because the rate of spontaneous mutation
for resistance to these antibiotics is very low (less than
10�8). Plasmids carrying kanamycin and streptomycin re-
sistance have been successfully transferred to M. capsu-
latus (Bath) at frequencies of 10�3 to 10�9 per recipient.

The major obstacles to the development of mutagenesis
procedures for the obligate methanotrophs are probably
their relatively slow growth on agar plates and the fact
that they rely on methane as their sole source of carbon
and energy. A consequence of this is that selection of meth-
ane oxidation mutants may be difficult. This can usually
be overcome because most methanotrophs can be adapted
to grow on methanol, thus allowing the selection of an
MMO� phenotype. Conventional mutagenesis procedures
using chemical mutagens have not been particularly suc-
cessful. However, mutants lacking the ability to grow on
methane have been isolated using the “suicide-substrate”
dichloromethane (DCM). This is cooxidized by MMO to the
potentially toxic product carbon monoxide, and therefore
methanotrophs growing on methanol agar plates that are
DCM resistant are potential methane monooxygenase mu-
tants. Screening of methanotrophs for the presence or ab-
sence of a functional sMMO has also been made easier due
to the development of a quick, reliable plate assay. This is
based on the work of Hanson and colleagues (27) and relies
on the conversion of naphthalene to naphthols by soluble
MMO but not particulate MMO. The naphthols thus
formed can be reacted with tetrazotized O-dianisidine to
form purple diazo dyes with intense color. This method
now allows the assay of soluble MMO activity on plates.
The procedure does not kill potential mutants, which can
subsequently be recovered and streaked onto fresh agar
plates under the appropriate growth conditions (28).

A similar naphthalene assay, coupled with DCM selec-
tion, has recently been used to isolate and characterize
MMO mutants of M. trichosporium OB3b (29). M. trichos-
porium OB3b mutants defective in only the particulate
form of MMO were isolated by (1) suppressing sMMO ex-
pression by the presence of high concentrations of copper
in selection plates, (2) adding excess methanol with DCM

to inhibit possible sMMO-mediated activation of DCM to
toxic products in any colonies where sMMO might be ex-
pressed, (3) adding low concentrations of yeast extract to
enhance growth and plating efficiency on methanol, and
(4) carrying out mutagenesis selection over a long period
(5 weeks). Although DCM resistance was unstable in many
mutants (a phenomenon observed in other laboratories, in-
cluding the authors’), mutants that were deficient in
pMMO and expressed sMMO constitutively in the pres-
ence of elevated copper concentrations (up to 12 lM, which
inhibits expression of sMMO in the wild-type organism)
were isolated. These mutants had lost the ability to ex-
press pMMO activity and concomitantly failed to form the
intracytoplasmic membranes characteristic of wild-type
M. trichosporium OB3b expressing pMMO. Subsequent
detailed analysis of these sMMO-constitutive M. trichos-
porium OB3b mutants suggested that either a defect in
copper metabolism affecting copper assimilation causes
lack of pMMO expression, or that a more general copper-
dependent regulatory system that may control pMMO in-
duction, sMMO repression, copper uptake, and production
of the intracytoplasmic membranes associated with
pMMO has been inactivated (30). Such mutants would
clearly be useful for in situ bioremediation processes in-
volving sMMO where the external concentration of copper
ions cannot be controlled.

MOLECULAR BIOLOGY OF THE METHANE OXIDATION
PATHWAY

Research, primarily in the laboratories of Lidstrom, Han-
son, Goodwin, and Harms, has resulted in the identifica-
tion and cloning of a number of genes involved in methanol
oxidation from the Gram-negative methylotrophs Methy-
lobacterium extorquens and Paracoccus denitrificans (re-
viewed in Refs. 17, 31, and 32). One of these genes, mxaF,
from Methylobacterium, encoding the large subunit struc-
tural gene of methanol dehydrogenase, has been used as a
heterologous hybridization probe to identify and clone the
corresponding mxaF genes from M. capsulatus (Bath) and
M. albus BG8. Methanol oxidation structural genes have
also been isolated from the marine methanotroph Methy-
lomonas strain A4. Molecular characterization of these
genes suggests that they are similar to those that have
been extensively characterized in Gram-negative methy-
lotrophs (17), although their regulation may be somewhat
different (33).

The genes encoding the sMMO enzyme complex have
been cloned from M. capsulatus (Bath) and are clustered
on the chromosome of this methanotroph. DNA sequencing
of this gene cluster has revealed that the genes encoding
the �-, b-, and c-subunits of Protein A (mmoX, Y, and Z),
Protein B (mmoB), and Protein C (mmoC) are all linked on
the chromosome. The sMMO gene cluster of M. capsulatus
(Bath) has been used to probe for sMMO genes in a number
of representative strains of methanotrophs. sMMO homo-
logues were detected only in Methylococcus and Methylo-
sinus strains. sMMO appeared to be absent from the Type
II methanotroph Methylocystis parvus OBBP or Type I rep-
resentatives of Methylomicrobium album, Methylomonas
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Figure 5. sMMO gene cluster of Methylosinus trichosporium OB3b.

methanica, Methylomonas agile, and Methylobacter cap-
sulatus.

Subsequently, sMMO gene probes from Methylococcus
were used to clone the sMMO gene cluster from M. tri-
chosporium OB3b (reviewed in Ref. 34) and Methylocystis
sp. strain M (35). These gene clusters have also been DNA
sequenced, and the genes are arranged in the same order
as in Methylococcus (Fig. 5). The function of orfY, which
lies between mmoZ and mmoC, is unknown at present.
Derived polypeptide sequences of sMMO components from
all three methanotrophs showed a high degree of identity,
highlighting the conserved nature of this enzyme complex
(35). Amino acid sequences within the �-subunit of Protein
A align well with the four-helix iron coordination bundle
of the R2 protein of ribonucleotide reductase and is char-
acteristic of a family of proteins that contain a catalytic
carboxylate-bridged diiron center. The diiron center in
sMMO is now well defined by X-ray crystal structure anal-
ysis (23). The N-terminal region of Protein C also exhibited
extensive homology with reductase components of other
oxygenases that contain a ferredoxin-like 2Fe-2S center.
Protein B, the coupling protein of sMMO, has some se-
quence identities with other oxygenase-coupling proteins
(36), but all other polypeptides of sMMO including the de-
rived sequence of orfY appear to be novel.

Expression of functionally active Proteins B and C has
been achieved using a T7 polymerase expression system in
Escherichia coli. Attempts to express the hydroxylase com-
ponents in E. coli in the authors’ laboratory have proved
unsuccessful, but expression of sMMO genes has recently
been achieved using other heterologous hosts including
methanotrophs that contain only pMMO (37), which will
facilitate further studies on the structure, function, and
catalytic mechanism of methane monooxygenase by site-
directed mutagenesis.

Use of the cloned sMMO genes has also been made in
the construction of sMMO mutants of M. trichosporium
OB3b. A reverse-genetics approach has been taken using

marker exchange mutagenesis, a method first used suc-
cessfully by Toukdarian and Lidstrom (38) for the construc-
tion of nitrogen-fixation mutants of Methylosinus sp. strain
6. A DNA fragment containing mmoX of OB3b was cloned
into pBR325. An XhoI fragment internal to the mmoX gene
was replaced with a kanamycin resistance cassette, and
the mob fragment was also inserted into pBR325 to facili-
tate transfer by conjugation of the resulting recombinant
plasmid pHM32 from E. coli S17-1 to OB3b. Homologous
recombination of the mutated mmoX gene with the wild-
type mmoX gene in the chromosome and subsequent loss
of the unstable pBR325-based plasmid allowed the isola-
tion of kanamycin-resistant OB3b colonies. These were
DCM resistant on methanol-agar plates and grew only in
the presence of Cu2� on methane, that is, they had the
expected pMMO�, sMMO� phenotype (39). These mu-
tants have now been complemented by transfering the
sMMO gene cluster from wild-type M. trichosporium OB3b
back into these mutants by conjugation.

M. trichosporium OB3b is a better organism than M.
capsulatus (Bath) in which to study the regulation of ex-
pression of sMMO because OB3b will also grow well on
methanol agar plates. The physiological growth conditions
under which OB3b switches between using pMMO and
sMMO, in response to the Cu2�-to-biomass ratio are also
now well defined and have been the subject of several stud-
ies (40,41). Differential expression of sMMO and pMMO is
regulated by the amount of copper ions available to the
cells; sMMO is expressed at low copper-to-biomass ratios,
whereas pMMO is expressed at high copper-to-biomass ra-
tios. The transcriptional regulation of the sMMO gene
cluster in the methanotrophic bacterium M. capsulatus
(Bath) has been investigated (42). Using Northern blot
analysis and primer extension experiments, it was shown
that the six open reading frames of the sMMO gene cluster
are organized as an operon, and the transcripts produced
upon expression of this operon have been identified. The
synthesis of these transcripts was under the control of a
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single copper-regulated promoter, which has not been pre-
cisely defined. In both M. capsulatus and M. trichosporium,
transcription of the sMMO gene cluster is negatively reg-
ulated by copper ions. Data suggest that transcription of
the M. trichosporium OB3b sMMO gene cluster is directed
from a r54-like and a r70-like promoter. The pMMO (pmo)
genes of M. capsulatus (Bath) are transcribed into a poly-
cistronic mRNA of 3.3 kb. The synthesis of this mRNA was
activated by copper ions. Activation of pmo transcription
by copper ions was concomitant with repression of sMMO
gene transcription in both methanotrophs. This suggests
that a common regulatory pathway may be involved in the
transcriptional switch between sMMO and pMMO gene
expression (42,43).

MOLECULAR ECOLOGY OF METHANOTROPHS

The difficulties in using traditional culture-based tech-
niques to study the ecology of methanotrophs have been
discussed previously (44). In particular the slow growth of
methanotrophs, together with scavenging of nonmethan-
otrophs on agar plates, has hampered studies.

Phospholipid analysis of natural environment samples
or enrichment cultures is one approach to assessing the
types of methanotrophs present, because they contain
more unusual fatty acids; the technique has been used suc-
cessfully for the wetland environment (45). The detection
and identification of methanotrophs in environmental
samples can also be attempted using antibodies either to
whole cells of culturable methanotrophs or to key enzymes
such as methane monooxygenase or methanol dehydroge-
nase (reviewed in Ref. 44). However, these methods do not
guarantee that all methanotrophs may be detected, and
extensive control experiments with large numbers of ex-
tant methanotrophs are necessary to validate antibody
probes. Estimates of the biomass and activities of meth-
anotrophs can be made by measuring the release of 14CO2

and incorporation of 14CH4 added to environmental sam-
ples. However, this technique needs to be coupled with fur-
ther experiments designed to analyze bacterial community
structure.

Application of molecular biology techniques to meth-
anotrophs has been aided considerably by the sequencing
of a number of 16S rRNA genes of methanotrophs and
methylotrophs (7,8) and the cloning of several methano-
troph-specific genes (34,46). Hanson and colleagues have
used 16S rRNA sequence data to examine phylogenetic re-
lationships within genera of methanotrophs and methylo-
trophs. Type I methanotrophs such as Methylomonas,
Methylomicrobium, and Methylobacter, together with the
Type X Methylococcus, cluster in the c-subdivision of the
class Proteobacteria, whereas Type II methanotrophs
Methylosinus and Methylocystis are found in the �-2 sub-
division of the Proteobacteria (8). Hanson and colleagues
have used this information to design oligonucleotide
probes having a broad specificity for methanotrophs and
methylotrophs in the natural environment (47). When cou-
pled to suitable fluors, probes 9� and 10c were successfully
used to differentiate between mixed cultures of Type I and
Type II methanotrophs by in situ hybridization (14).

16S rRNA technology has also been used to study the
ecology of methanotrophs in blanket bog peat from the
north of England. DNA was extracted from several 1-cm
sections of a 30-cm-depth peat core covering various depths
throughout the core, including the most active methane-
oxidizing layer. Total 16s rRNA libraries from each section
were screened with 16S rRNA probes specific for the gen-
era Methylococcus (Mc 1005), Methylomonas (Mm 1007),
Methylobacter (Mb 1007), and Methylosinus (Ms 1020). Re-
sults suggested that Methylosinus and Methylococcus were
probably the dominant methanotrophs present in the peat
environment. Two clones that hybridized to the Methylo-
sinus probe were sequenced. Their 16S rDNA sequences,
when analyzed, suggested that they branched closest to
the Methylosinus/Methylocystis cluster of methanotrophs
but were distinct from these sequences (48).

The 16S rRNA data coupled with polymerase chain re-
action (PCR) technology have also been used successfully
in analyzing methanotrophs in the marine environment.
Seawater samples were enriched for methanotrophs by ad-
dition of essential nutrients and methane. The change in
composition of the bacterial population was then moni-
tored by analysis of 16S rDNA libraries constructed from
DNA taken before and after enrichment, using universal
eubacterial 16S rRNA primers and PCR. The dominant
16S rRNA sequence that was present in samples after en-
richment on methane was recovered from 16S rRNA gene
libraries, sequenced, and found to show a close phyloge-
netic relationship to Methylomonas, indicating that novel
methanotrophs related to extant Methylomonas spp. were
present in enrichment cultures (49). Based on the 16S
rDNA sequence of this putative marine methanotroph, two
oligonucleotides (Mm 650 and Mm 850, Table 1) were syn-
thesized with rhodamine groups attached to their 5� ter-
minus. These fluorescently labeled probes have been used
to determine the response of this marine methanotroph to
changes in cultural conditions, thereby allowing optimi-
zation of enrichment and isolation methods for this organ-
ism (50).

FUNCTIONAL GENE PROBES FOR METHANOTROPHS

Genes unique to methanotrophs include those encoding
sMMO and pMMO polypeptides. Another potentially use-
ful marker is mxaF, encoding the large subunit of metha-
nol dehydrogenase (the second enzyme of the methane ox-
idation pathway), which is present in virtually all
Gram-negative methylotrophs (51). mxaF appears to be
highly conserved in all Gram-negative methylotrophs (e.g.,
methane and methanol utilizers) and is therefore a good
indicator of the presence of these organisms in the natural
environment. PCR primers designed to specifically amplify
a 550-bp fragment of mxaF have been successfully used to
extend the database of mxaF sequences and to identify
methylotroph sequences in peat core samples (49,52,53).

The high degree of identity between sMMO genes has
enabled the design of PCR primers that specifically am-
plify each of the five sMMO structural genes (52) such that
amplification of each of these genes is now possible from
cultured methanotrophs containing sMMO. In addition,
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when total DNA from a variety of different freshwater, ma-
rine, soil, and peat samples was used as a template with
these sMMO-gene-specific primers, a PCR product of the
correct (predicted) size was obtained. Subsequent DNA se-
quencing of a number of these PCR products from peat
samples has proved that methanotroph-specific sMMO-
encoding DNA had been amplified from environmental
DNA samples, and that these genes are very similar but
not identical to known sMMO gene sequences. This sug-
gested that there was considerable diversity of methano-
trophs in these peat samples, and also that sMMO-
containing methanotrophs were present in significant
numbers (52). This is further supported by the observation
that sMMO-containing methanotrophs have been enriched
for and isolated from the same peat core samples, and that
16S rRNA/PCR experiments described earlier also re-
vealed the presence (dominance) of Methylosinus- and
Methylococcus-like organisms.

The PCR technology developed with sMMO genes is
useful for studying environments such as peat or contam-
inated aquifers where methanotrophs containing sMMO
might dominate in a copper-depleted environment. How-
ever, a better functional gene probe for these organisms
would be one based on the pMMO present in all extant
methanotrophs. Sequence data on pmo and amo (the am-
monia monooxygenase gene, which codes for a related en-
zyme found in nitrifying bacteria) has allowed the design
of degenerate PCR primers that will specifically amplify a
525-bp internal DNA fragment of pmoA or amoA from a
variety of methanotrophs and nitrifiers. Analysis of the
predicted amino acid sequences of these genes from rep-
resentatives of each of the phylogenetic groups of meth-
anotrophs (�- and c-Proteobacteria) and ammonia oxidiz-
ing nitrifiers (b- and c-Proteobacteria), revealed strong
conservation of both primary and secondary structure.
These new sequence data suggest that pMMO and am-
monia monooxygenase may be evolutionarily related en-
zymes, despite their different physiological roles in meth-
anotrophs and ammonia-oxidizing bacteria (54).

These observations are particularly important in the
study of the ecological role of these organisms because am-
monia oxidizers can also oxidize methane (with MMO also
cooxidizing ammonia). The degenerate oligo PCR primers
just described have now been used successfully to specifi-
cally amplify pmo/amo sequences from DNA isolated from
a wide variety of environments including seawater, fresh-
water, agricultural and forest soils, and peat (J.C. Murrell
and I.R. McDonald, unpublished data, 1997). Sequencing
of these PCR products and examination of derived amino
acid sequences of PmoA and AmoA now allows identifica-
tion of these sequences as those originating from an �- b-,
or c-representative of the methane-oxidizing Proteobac-
teria (55), and an extensive database of sequences from
extant methanotrophs and nitrifiers is also being estab-
lished, which will aid further molecular ecological studies.

BIOTECHNOLOGY

The unique ability of the MMO enzyme in methanotrophic
bacteria to catalyze some reactions of environmental and

possibly commercial importance has generated interest in
these organisms. The discovery that methanotrophs can
degrade halogenated hydrocarbons that are ubiquitous in
nature and also toxic pollutants has resulted in research
that may lead to greater commercial exploitation (4,5,56).

The most ubiquitous of the groundwater pollutants are
trichloroethylene (TCE), 1,2-dichloroethane, and chloro-
form. Bacteria that utilize TCE or chloroform as a sole car-
bon and energy source have not been discovered. However,
several bacteria that contain nonspecific oxygenases, such
as MMO, cause the mineralization of these compounds by
cometabolism (cooxidation).

The capacity of methanotrophs to convert halogenated
compounds was recognized by Colby et al. (57), who
showed that methyl bromide could be used as a model sub-
strate for the MMO reaction. Further work was stimulated
by the observation of Wilson and Wilson (58), who dem-
onstrated that methane could stimulate biological TCE
degradation in soil. Since then, various pure cultures of
methanotrophic bacteria have been found to be capable of
cometabolic transformation of halogenated hydrocarbons
(27,41,56,59–61). Large differences between various cul-
tures were observed, and high TCE degradation rates were
found with M. trichosporium OB3b cultivated under con-
ditions of copper limitation and incubated with formate
instead of methane as a source of reducing equivalents
(60). Cells grown under copper limitation express exclu-
sively the soluble MMO (40,62), and the conclusion that it
is this form of the enzyme that is responsible for TCE ox-
idation was confirmed by in vitro incubations with the pu-
rified enzyme (63). Much lower rates of TCE oxidation have
been reported for methanotrophs that possess only pMMO
(64).

The feasibility of in situ bioremediation by stimulation
of the growth of indigenous populations of methanotrophs
has been investigated by Semprini and McCarty (65). They
reported that biodegradation of TCE occured within an
aquifer, at the Moffett Naval Air Station, after it had been
supplied with methane and oxygen to stimulate indige-
nous methane-oxidizing bacteria. The initial results from
a further study, at the Savannah River site, indicated that
a substantial increase in Type II methanotrophic bacterial
populations occurred in some areas of the aquifer, and an
increase in the frequency of bacteria that contained DNA
with sequences complementary to the mmoB gene at dif-
ferent sites was observed (66).

The second biotechnological application of the meth-
anotrophs has been as single-cell protein (SCP). Methane,
as natural gas, is available inexpensively and in large
amounts; however, as a substrate for SCP production, it
has many drawbacks. These include explosive hazards and
the low aqueous solubility of methane. Therefore methanol
has been the preferred substrate because it is easily de-
rived from methane and highly soluble in water. Methanol
is also easily removed from the SCP product in down-
stream processing. Not surprisingly it was the substrate of
choice for the only self-contained SCP business in the
United Kingdom, the Pruteen process of ICI (67), which
utilized the methylotroph Methylophilus methylotrophus.
Methanol was also used in two smaller-scale processes by
Probion (Hoechst-Uhde, Germany) and Norprotein (Norsk-
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Hydro, Sweden), both of which utilized Methylomonas spe-
cies (for reviews see Refs. 2 and 3).

Methanotrophs have also been used for the conversion
of propylene to propylene oxide, a high-value product.
However, even though high rates of propylene oxidation
were obtained, these rates fell dramatically after 3–4 min
due to loss of biocatalytic activity (68). sMMO and pMMO
both have the potential for cooxidation of a wide range of
other compounds. sMMO will cooxidize compounds includ-
ing alkanes, haloalkanes, alkenes, alicyclics, and aromat-
ics (69); recently pMMO has been shown to cooxidize chlo-
rinated ethenes at yields that are greater than those of
sMMO (70). These cooxidations may have future biotech-
nological applications. Finally the recent characterization
of thermophilic/thermotolerant methanotrophs also opens
up further avenues for the exploitation of methanotrophs
in biotechnological processes (71).
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INTRODUCTION

Methane and methanol are cheap, readily available carbon
sources for microbial growth, and their metabolism in-
volves specialized routes of assimilation and dissimilation.
Consequently, considerable work has gone into exploring
potential applications of organisms capable of growth and
product formation from these substrates, particularly on
methanol. Because the attraction of methylotrophs derives
primarily from substrate costs, most of the work has been
directed toward the higher volume–lower price end of the
fermentation market, in particular single-cell protein
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(SCP). However, SCP from methanol proved to be uneco-
nomical, although an unexpected benefit arose from the
early SCP program, namely the application of methylo-
trophic yeasts as hosts for expression of recombinant pro-
teins.

The full potential of methanol as a fermentation sub-
strate has yet to be realized. Future applications could
arise from the use of methanol to supplant carbohydrates
in existing fermentation processes for metabolite (e.g.,
amino acid and vitamin) production. However, the benefit
of lower substrate costs needs to be balanced against the
(generally) increased oxygen requirements of methanol-
compared with carbohydrate-based processes.

MICROBIOLOGY AND ECOLOGY

Methylotrophs are organisms that grow on carbon sub-
strates more reduced than carbon dioxide but with no
carbon–carbon bonds (reduced C1 substrates). Although
some aerobic methylotrophs have been shown to oxidize
reduced C1 substrates to carbon dioxide and fix carbon by
typical autotrophic routes (autotrophic methylotrophs),
most aerobic methylotrophs assimilate carbon at the oxi-
dation level of formaldehyde (true methylotrophs). The pri-
mary metabolism of these organisms is thus fundamen-
tally distinct from that of autotrophs and heterotrophs,
and some “obligate” methylotrophs are unable to use het-
erotrophic substrates containing carbon–carbon bonds as
the sole carbon source.

Methane, the most reduced C1 compound, is a key link
between the processes of anaerobic degradation and the
aerobic food chain. The activity of anaerobic and aerobic
methanotrophic bacteria (i.e., methylotrophs that can use
methane as a sole source of carbon and energy) signifi-
cantly reduces the potential release of methane to the at-
mosphere arising from the activity of methanogens. Many
of the methanogens are also methylotrophic, being able to
use substrates such as methanol and formate to drive
methanogenesis (methylotrophic acetogens are also
known). Methanol arises from methyl esters and methoxy
groups found in plant materials (e.g., lignin and pectin)
and also through chemical oxidation of methane in the tro-
posphere and its subsequent deposition in rainfall. The
ability to utilize methanol as the sole source of carbon and
energy is found in representatives of all three taxonomic
domains: methanogenic methylotrophs belonging to the
Archaea and other anaerobic and aerobic methylotrophic
prokaryotes belonging to the eubacteria (with both Gram-
negative and Gram-positive representatives); a number of
methanol utilizing yeasts (Eucarya) and filamentous fungi
have also been isolated. Methane utilizing yeasts have also
been described (1), but these have exceptionally long gen-
eration times and are currently of no more than academic
interest. There is strong evidence for anaerobic methane
oxidation associated with sulfate reducing and/or meth-
anogenic activity (2). However, the organisms responsible
have been difficult to culture axenically. Hence most of the
work on methanotrophic organisms has concentrated on
the methane utilizing aerobic (eu)bacteria (2).

In addition to the more obvious reduced C1 substrates
methane and methanol, nature provides a wide range of

compounds based on methylated heteroatoms such as
methylamines, methyl sulfides, methyl sulfonates, meth-
oxy compounds, and halogenated methanes. Oxidation or
hydroxylation of these methyl groups results in the release
of formaldehyde, which can feed directly into the dissimi-
latory and assimilatory pathways of C1 metabolism. Some
of these organisms play an important role in nutrient cy-
cling in the environment and probably contribute to the
natural degradation of toxic compounds.

GROWTH ON C1 COMPOUNDS

Bacterial growth on methane and methanol was first de-
scribed nearly a century ago. However, the subject lay
fairly dormant until the 1960s and 1970s, when research
activity driven partly by academic studies on the relation-
ship between methylotrophic and autotrophic biochemis-
try and, in no small way, by the perceived applications of
methylotrophs increased dramatically. The latter origi-
nated from the interest in producing SCP (i.e., microbial
biomass) from methane or methanol as an animal or hu-
man food supplement, a venture in which a number of com-
panies became involved to a greater or lesser extent but
that was ultimately shown to be uneconomic. Despite this
uncertain start the basic principles on which the choice of
C1 substrates was made remain valid, namely that sub-
strates such as methane and methanol are cheap and be-
cause they are highly reduced should give high growth
yields. As substrate costs become an increasingly impor-
tant factor with increasing production volume (and de-
creasing unit price of the product), the potential applica-
tions of methylotrophs are likely to be in bulk products.
Alternatively, the enzymes or metabolic sequences unique
to methylotrophic metabolism may offer some possibilities
not available in heterotrophs. The biotechnological appli-
cation of methylotrophs can therefore be conveniently cate-
gorized under three headings:

1. Processes highly dependent on substrate economics
2. Processes based on C1-specific enzymes or metabo-

lism
3. Processes or products incidentally associated with C1

metabolism

Although these subdivisions are not mutually exclusive
they are nonetheless useful in explaining the rationale be-
hind the development of certain C1-based processes.

Metabolic Biochemistry and Energetics

The pathways of carbon assimilation affect both the effi-
ciency of growth and the types of products that might fea-
sibly be produced from methylotrophs. In aerobic (true)
methylotrophic bacteria two fundamentally different
routes of carbon assimilation have been demonstrated: the
ribulose monophosphate (RuMP) pathway and the serine
pathway (3,4). The RuMP pathway (Fig. 1) has similarities
to the Calvin Benson cycle of CO2 fixation in the sense that
3 C1 units (formaldehyde) are added to C5 acceptors (ri-
bulose monophosphate) that subsequently undergo a se-
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Figure 1. Intermediates and enzymes in the
ribulose monophosphate pathway of formal-
dehyde fixation. Intermediates: Ru5P, ribu-
lose-5-phosphate; H6P, hexulose-6-phosphate;
F6P, fructose-6-phosphate; F1, 6BP, fructose-
1,6-bisphosphate; DHAP, dihydroxyacetone
phosphate; GAP, glyceraldehyde-3-phosphate;
E4P, erythrose-4-phosphate; Xu5P, xylulose-5-
phosphate; S7P, sedoheptulose-7-phosphate;
Ri5P, ribose-5-phosphate; G6P, glucose-6-
phosphate; 6PG, 6-phosphogluconate; KDPG,
2-keto-3-deoxy-6-phosphogluconate; PYR, py-
ruvate; S1,7BP, sedoheptulose-1,7-bisphos-
phate. Enzymes: 1, H6P synthase; 2, H6P
isomerase; 3, phosphofructokinase; 4, F1,6BP
aldolase; 5, transketolase; 6, transaldolase
(TA); 7, Ri5P isomerase; 8, Pentose phosphate
3-epimerase; 9, phosphoglucose isomerase;
10, G6P dehydrogenase; 11, 6PG dehydratase;
12, KDPG aldolase (KDPGA); 13, S1,7BP al-
dolase; 14, S1,7BPase (SBPase).
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ries of rearrangements yielding a C3 intermediate for cell
biosynthesis and regenerating the acceptor molecules. Two
variations of both cleavage reaction (fructose-1,6-bisphos-
phate aldolase [FBPA] and 2-keto-3-deoxy-6-phosphoglu-
conate aldolase [KDPGA]), which generates the C3 biosyn-
thetic intermediate, and the rearrangement stage
(transaldolase [TA] and sedoheptulose-1,7-bisphosphatase
[SBPase]), which regenerates the acceptor molecule, have
been recognized and give four possible combinations. A
comparison of the energetics of assimilation based on the
production of a common C3 intermediate, pyruvate, shows
that the FBPA/TA combination which is found in a number
of Gram-positive methylotrophs, is the most efficient (Ta-
ble 1).

The xylulose monophosphate (XuMP) pathway found in
methylotrophic yeasts (5) has similarities to the RuMP
pathway, being based on carbohydrate transformations
and involving condensation of C1 and C5 units and sub-

sequent rearrangements based on transaldolases and
transketolases (Fig. 2). However, the serine pathway found
in bacteria is fundamentally different, involving assimi-
lation of a C1 unit into serine and subsequent rearrange-
ments based on hydroxy acids and amino acids (Fig. 3). It
also involves a CO2 fixation step. Neither the XuMP nor
serine pathway is as energetically efficient as the RuMP
pathway but may offer advantages over the RuMP path-
way organisms for the accumulation of certain metabo-
lites.

Most of the yeasts, nonmethanotrophic serine pathway,
and Gram-positive RuMP pathway organisms are facul-
tative methylotrophs (3) able to use a range of heterotro-
phic substrates (e.g., carbohydrates). All of the methano-
trophs appear to be obligate C1 utilizers, some being very
sensitive to excess methanol; many of the Gram-negative
RuMP organisms are restricted facultative methylotrophs,
growing poorly on some heterotrophic substrates. For me-
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Figure 2. Intermediates and enzymes in the xylulose monophos-
phate pathway of formaldehyde fixation. Intermediates: Xu5P,
xylulose-5-phosphate; GAP, glyceraldehyde-3-phosphate; DHA,
dihydroxyacetone; DHAP, dihydroxyacetone phosphate; F1,6BP,
fructose-1,6-bisphosphate; F6P, fructose-6-phosphate; E4P,
erythrose-4-phosphate; S7P, sedoheptulose-7-phosphate; Ri5P,
ribose-5-phosphate; Ru5P, ribulose-5-phosphate. Enzymes: 1,
DHA synthase; 2, triokinase; 3, F1,6BP aldolase; 4, triose phos-
phate isomerase; 5, F1,6BPase; 6, transketolase; 7, transaldolase;
8, Ri5P isomerase; 9, pentose phosphate 3-epimerase.

Table 1. Energetic Requirements of the Different
Variants of the RuMP Cycle for the Production of
Pyruvate (3CH2O r Pyruvate), Chosen as a Typical
Metabolic Intermediate

RuMP variant NAD(P)H ATP

KDPGA/SBPase �1 �1
KDPGA/TA �1 0
FBPA/SBPase �1 0
FBPA/TA �1 �1

KDGPA, 2-keto-3-deoxy-6-phosphogluconate aldolase; SBPase, sedoheptu-
lose-1,7-bisphosphatase; FBPA, fructose-1,6-bisphosphate aldolase; TA,
transaldolase.
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Figure 3. Intermediates and enzymes
in the serine pathway of formaldehyde
fixation. Intermediates: Gly, glycine;
Ser, serine; HPy, hydroxypyruvate; GA,
glycerate; 2PGA, 2-phosphoglycerate;
PEP, phosphoenolpyruvate; OAA, oxa-
loacetate; Mal, malate; Mal-CoA,
malyl-CoA; Ac-CoA, acetyl-CoA; CT,
citrate; ICT, isocitrate; Succ, succinate;
Fum, fumarate; GLX, glyoxylate. En-
zymes: 1, serine transhydroxymethyl-
ase; 2, serine-glyoxylate amino-
transferase; 3, hydroxypyruvate
reductase; 4, glycerate kinase; 5, eno-
lase; 6, PEP carboxylase; 7, malate de-
hydrogenase; 8, malate thiokinase;
9, malyl-CoA lyase; 10, citrate syn-
thase; 11, aconitase; 12, isocitrate ly-
ase; 13, succinate dehydrogenase; 14,
fumarase.

tabolite overproduction, facultative methylotrophs can of-
fer significant advantages because the ability to grow on
heterotrophic substrates allows the isolation of mutants
and genetic manipulation of methylotrophic metabolism.

Biomass Production

Despite the demise of C1-based SCP processes, any future
process adopted on the basis of substrate cost will inevi-
tably involve growth of methylotrophs on a large scale. A
retrospective consideration of the development of large-
scale C1-based processes is therefore warranted.

Growth Yields and Energetics. A summary pathway for
bacterial methane oxidation is shown in Figure 4. The
pathway for methanol oxidation in Gram-negative meth-
ylotrophic bacteria that do not use methane is essentially
the same, with the omission of the first step, although in
some organisms formaldehyde is oxidized in a cyclic man-
ner (6) after fixing in the initial steps of the assimilation
pathway. Some methylotrophs may not use an NAD-linked
formaldehyde dehydrogenase. However, those that do
should give the highest growth yields and are therefore
more likely to be adopted in a commercial process. PQQH2

in methanol dehydrogenase is reoxidized by passing elec-
trons via a periplasmic cytochrome cL to the respiratory
chain with energy conservation via chemiosmosis yielding
approximately 1 ATP/PQQH2 (7). Gram-positive methylo-
trophs use an NAD-linked methanol dehydrogenase (8). In
principle, reoxidation of the resulting NADH via the res-
piratory chain should yield more ATP than gained from
methanol oxidation in Gram-negative bacteria, which
should translate into higher growth yields. For a wide
range of substrates the yield of cells is proportional to the
reduction level of the substrate, because biochemical oxi-
dation yields proportionate amounts of ATP and cell yield
is proportional to the ATP yield from substrate oxidation
(9). Thus, one might expect that cell yields on methane
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Figure 4. Generalized pathway for methane catabolism in methanotrophic bacteria. E1, methane
monooxygenase; E2, methanol dehydrogenase; E3, formaldehyde dehydrogenase; E4, formate de-
hydrogenase; PQQ, pyrroloquinoline quinone.
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Figure 5. Imperial Chemical Industries process for the catalytic
synthesis of methanol from methane 1, 15–20% Ni catalyst on
Al2O3 or SiO2, 700–900 �C, 1–25 bar; 2, Ni catalyst; 3, Cu/Zn cat-
alyst, 250–280 �C, 70–110 bar.

Table 2. Full- or Pilot-Scale SCP Processes Using Methanol as Substrate

Company Capacity (m3) Product (organism) Reference

Imperial Chemical Industries PLC, U.K. 1,500 Pruteen (Methylophilus methylotrophus) 12
Hoechst-Uhde, Germany 20 Probion (Methylomonas clara) 13
Phillips Petroleum Co. (Provesta Corp.) U.S. 25 Provesteen (Pichia pastoris) 14
Norsk-Hydro, Sweden 45 Norprotein (Methylomonas methanolica) 15
Mitsubishi Gas-Chemical Co., Japan 2 (Pseudomonas sp.) 16

would be higher than those on methanol. However, this
relationship breaks down for highly reduced substrates;
Figure 4 demonstrates the causes for methane oxidation.
The biological oxidation of methane requires an energy in-
put in the form of NADH, thus making methanol a poten-
tially higher yielding substrate than methane (this is
borne out in practice [10]). A number of other factors also
mitigate against the use of methane as a substrate:

1. Flammability
2. Lack of compressibility
3. Low aqueous solubility
4. High oxygen demand (from Fig. 4 it is evident that

the minimum oxygen demand would be 1.5 O2/CH4)
resulting from the operation of methane monooxy-
genase

It should also be recognized that natural gas contains
higher saturated and unsaturated hydrocarbons that can
be partially oxidized by methanotrophs, resulting in the
accumulation of inhibitory by-products. Therefore, except
in circumstances in which the activity of methane monoox-
ygenase (MMO) is required, bulk product formation from
methylotrophs is likely to be based on methanol as sub-
strate. Methanol can be derived from methane or a variety
of other fossil fuels or renewable energy sources via syn-
thesis gas (Fig. 5). The latter has also been proposed as a
substrate for bulk product formation using carboxido-
trophic bacteria (11) that use CO as a carbon source. How-
ever, despite the higher solubility of CO compared with
methane, the problems of handling large volumes of a toxic
substrate mitigate against this proposal.

Biomass Production from Methanol. A number of com-
panies developed pilot-scale processes for biomass produc-
tion from methanol (Table 2), with Imperial Chemical In-
dustries (ICI) in the United Kingdom going on to full-scale

production in a 1,500 m3 continuous bioreactor using a
Gram-negative bacterium. This was a significant technical
achievement, the largest aseptic continuous culture pro-
cess ever to operate.

The oxygen demand for growth on methanol (0.6–0.7
O2/CH3OH), although significantly less than that for meth-
ane, is still high compared with growth of heterotrophs on
glucose (approximately 0.4 O2/[CH2O]). This high oxygen
demand is a consequence of the relative inefficiency of en-
ergy conservation of periplasmic methanol dehydrogenase.
For large-scale processes this inefficiency results in signifi-
cant heat generation and oxygen transfer problems. The
ICI solution to these problems was to use the moderately
thermotolerant (topt � 40 �C) bacterium Methylophilus
methylotrophus and a high aspect ratio (42 m � 7 m) pres-
sure cycle reactor (17). This design also minimized the
number of mechanical seals in the reactor, which were the
most likely routes of contamination in long-term continu-
ous operation. Gas transfer and mixing were achieved ac-
cording to the airlift principle, with pressurized air being
introduced at the base of the riser. However, the height of
the liquid was such that the oxygen dissolved almost com-
pletely as it entered the reactor. To avoid toxicity or nutri-
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ent limitation methanol was introduced through a series
of nozzles placed at various points up the riser. To achieve
a product of the right composition as an animal feed, the
reactor was run at a dilution rate of 0.16–0.19 h�1 (lmax

� 0.55 h�1) with a cell density of 30 g dry wt L�1 and a
projected annual production capacity of 50,000–70,000
tons. M. methylotrophus uses the KDPGA/TA route of C1

assimilation (18), which, as discussed earlier, is marginally
less efficient than the FBPA/TA route. It was also found to
assimilate ammonia solely via the less energetically effi-
cient glutamine synthase–glutamine oxoglutarate amino-
transferase (GS/GOGAT) route. By knocking out this route
and expressing glutamate dehydrogenase (GDH) from
Escherichia coli in this organism a 7% improvement in
yield from methanol was achieved (19). However, the latter
construct was never used for commercial production.

Phillips Petroleum (later Provesta Corporation) in the
United States opted for a process using the methylotrophic
yeast Pichia pastoris, a decision based on the greater pub-
lic acceptability of yeasts in nutrition. Methanol dissimi-
lation in yeasts occurs by an energetically inefficient route
involving an alcohol oxidase and catalase (Fig. 6). Not only
is there no energy conservation arising from the conversion
of methanol to formaldehyde but the oxidase mechanism
involves stoichiometric amounts of oxygen. Although some
oxygen is subsequently released through the action of cat-
alase, the net requirement is 0.502/CH3OH. Because inef-
ficient energy conservation results in excessive heat gen-
eration the low optimum growth temperature (30 �C) was
also a disadvantage, as was the long generation time (5.5–
6 h). Nevertheless, through medium optimization and bio-
reactor design the Phillips process managed to achieve ox-
ygen transfer rates of 0.8–1 mol L�1 h�1, allowing opera-
tion at very high cell densities and producing a continuous
slurry containing 125–150 g dry wt L�1 cells that could be
spray-dried directly without concentration (14).

POTENTIAL APPLICATIONS

Processes Dependent on Substrate Economics

With the exception of SCP three other types of bulk product
have been or are currently being considered as products
from methylotrophs: poly-b-hydroxyalkanoate–based bio-
degradable plastics, polysaccharides, and amino acids. Al-
though the driving force for all of these programs is sub-
strate economics, in the last case the mode of carbon
assimilation may predispose certain methylotrophs to-
ward production of particular classes of amino acids.

One practical benefit from the research arising from the
SCP programs was a detailed understanding of metabolic
pathways and the energetics of carbon assimilation and
dissimilation in methylotrophs. Using this information,
Linton and Niekus (20), Collins (21), and Ackermann and
Babel (22) have compared the likely carbon conversion ef-
ficiencies and oxygen requirements for conversion of meth-
anol to these three bulk products. Predictions for amino
acid production were based on glutamate. For polysaccha-
rides and glutamate the predicted yields (w/w) from glu-
cose and methanol are similar (Table 3), indicating that,
for equally high yielding organisms, methanol would offer
a cost advantage. However, the higher oxygen demand for
methylotrophs is a significant disadvantage. In the case of
exopolysaccharides the yield on oxygen is predicted to be
10-fold lower than that on glucose. Because polysaccharide
volumetric productivity from glucose is often limited by the
efficiency of oxygen transfer into increasingly viscous me-
dia the substrate cost advantage is more than offset by this
disadvantage. Therefore, exopolysaccharides produced
from methanol would have to have some unique charac-
teristics to justify commercial production. A few years ago,
Celgene Corporation marketed Poly-54/Methylophilan, an
exopolysaccharide produced by continuous culture of M.
viscogenes. Several uses were envisaged, but of particular
note was its high viscosity at 80 �C (higher than xanthan
gum), which, unlike xanthan, was maintained for extended
periods. This suggested a possible role in enhanced oil re-
covery and in oil drilling muds. However, production has
subsequently ceased (D. Stirling, personal communication,
June 1997).

Amino Acid Production. Glutamate production from
methanol has a threefold disadvantage compared with glu-
cose in terms of yield from oxygen. Thus, production of glu-
cose or other bulk amino acids from methanol has more
realistic prospects than polysaccharide production. Indeed,
methanol was being examined as an alternative substrate
for glutamate production in the early 1970s. It is interest-
ing to note that yields of up to 33 g/L were obtained in
these early studies using metabolically ill-defined Gram-
negative methylotrophs (23), which probably used the
RuMP pathway. Similar yields have been reported more
recently (24) using mutants of the Gram-negative RuMP
organism Methylobacillus glycogenes (formerly classified
as Pseudomonas insueta and Protaminobacter thiamino-
phagus). However, Ackermann and Babel have pointed out
(22) that, despite their lower growth yields, serine path-
way organisms should potentially give higher yields of glu-
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Table 3. Predicted Product Yields (Ys) from Methanol and Glucose, and the Associated Yield from Oxygen ( ).YO2

Producta Carbon source Substrate requirement Ys (g/g) (g/g)YO2

EPS (C6H10O5) Methanol 6.14CH3OH � 3.21O2 0.82 1.58
Glucose 1.05 C6H12O6 � 0.3O2 0.86 16.3

Glutamate (C5H9O4N) MethanolR 6CH3OH � NH3 � 4.5O2 0.76 1.02
MethanolS 5CH3OH � NH3 � 2.5O2 0.92 1.84
Glucose C6H12O6 � NH3 � 1.5O2 0.82 3.06

PHB (C4H6O2) Methanol 5.5CH3OH � 3.75O2 0.49 0.72
Glucose C6H12O6 0.48 b

Note: Yields are based on the known metabolic pathways between substrate and product and their associated energy requirements; substrate required for
biomass formation is not considered. EPS synthesis from methanol is based on the RuMP pathway (20); glutamate synthesis from methanol (20,22) is based
on both the RuMP pathway (R) and the serine pathway (S); PHB synthesis from methanol is based on the serine pathway and makes the same assumptions
as cited in Ref. 21 regarding efficiency of methanol usage.
aEPS, extracellular polysaccharide (hexose); PHB, poly-b-hydroxybutyrate.
bConversion of glucose to PHB generates ATP and NAD(P)H. There is therefore no additional ATP required for PHB synthesis, so the yield based on oxygen
usage is, technically, infinite.

tamate from methanol; it should be borne in mind that
high yields of amino acids may also depend on the type of
organism being used.

Glutamic acid has traditionally been produced from
Corynebacterium or Brevibacterium spp., which, as Gram-
positive organisms, appear to be disposed toward this sort
of application, partly because of the lack of an outer mem-
brane and partly because of efficient glutamate efflux sys-
tems. Although the majority of Gram-positive methylo-
trophs isolated use the RuMP pathway (3) they may offer
a greater possibility for realizing the theoretical yields of
glutamate than the Gram-negative organisms previously
studied. Furthermore, the isolation of stable mutants from
Gram-negative methylotrophs is known to be difficult.
Bearing in mind this difficulty and the cooling require-
ments for large-scale production, Schendel and coworkers
(25) have isolated lysine overproducing mutants of a ther-
motolerant (topt � 50 �C), methylotrophic Bacillus sp. Pro-
cess modeling and optimization (26) have demonstrated
that production is primarily growth associated and optimal
productivity should be obtained in a variable-feed,
constant-volume fed-batch process. A final concentration
of greater than 45 g/L lysine, which also included a signifi-
cant amount of by-products (mainly glutamate and ala-
nine) has been reported (27). Therefore, there is further
room for improvement in control of metabolic flux to lysine.
Abouzeid and coworkers (28) are examining the possibility
of aromatic amino acid production (e.g., phenylalanine)
from the Gram-positive Amycolatopsis methanolica (for-
merly Nocardia sp. 239). In the latter case, there is also a
strong precedent for starting with a RuMP (or XuMP)
pathway organism because erythrose-4-phosphate, a pre-
cursor for aromatic amino acid biosynthesis, occupies a
central position in the RuMP and XuMP pathways.

Serine and methionine have also been considered for
methylotrophic fermentative production. The former is re-
quired as a precursor in tryptophan production and is also
included in some cosmetics. Its catalytic production from
glycine and methanol by methylotrophs was an obvious
target because serine hydroxymethyltransferase (SHMT)
catalyzes the first step in carbon assimilation by serine
pathway organisms and should therefore be expressed at
high levels. Mutants of Hyphomicrobium methylovorum

were reported (29) to produce 34 g/L serine from 100 g/L
glycine and 48 g/L methanol, while resting cells of a strain
of Methylobacterium extorquens produced 54 g/L serine
(30). However, considerably higher concentrations have
been achieved (31) in an enzyme bioreactor using a recom-
binant SHMT (from E. coli), and it is unlikely that a meth-
ylotrophic whole organism process will supplant this con-
centration. Unlike the previous examples, methionine for
animal feeds is currently produced chemically from acro-
lein and methanethiol. Hence, the economic feasibility of
fermentative whole cell biocatalytic production by meth-
ylotrophs is more difficult to assess than in the previous
cases. Biosynthesis requires L-homoserine (from aspar-
tate), serine, sulfide, and the C1 carrier 5-methyl-THF, sug-
gesting that serine pathway organisms would also be the
obvious candidates. This suggestion was made valid by the
studies of Yamada and coworkers on ethionine-resistant
mutants of RuMP and serine pathway organisms (32,33).
However, none of the yields were commercially significant,
and the lack of any recent literature on this topic suggests
that it is not being pursued.

Biodegradable Plastics from Methanol. Marlbrough Bio-
polymers, a subsidiary of Monsanto, now produces a bio-
degradable plastic under the tradename Biopol by fermen-
tation using Alcaligenes eutrophus grown on glucose as the
carbon and energy source (34). The plastic is a derivative
of poly-b-hydroxybutyrate (PHB), a high molecular weight
polyester produced by many bacteria as a carbon and en-
ergy storage compound. A. eutrophus was selected because
PHB can comprise up to 80% of its dry weight under ap-
propriate conditions and also because, when supplied with
propionic acid, the organism produces a random copolymer
of 3-hydroxybutyrate and 3-hydroxyvalerate, P(3HB-
3HV), which is tougher and more flexible than pure PHB.
Current production runs at about 1,000 tons per annum.
However, it has been predicted that even at a 10-fold
higher level the cost of P(3HB-3HV) would be about $5/kg,
similar to that of other biodegradable plastics but consid-
erably higher than synthetic plastics derived from petro-
chemicals (35). Glucose accounts for 35–40% of this price.
Therefore, at present, microbially derived plastics are still
in the category of niche products.
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Two underlying research trends are evident in this area.
For truly bulk production of PHB-based plastics at a price
similar to synthetics it has been recognized that produc-
tion in plants such as rapeseed or soybean represents the
way forward, and some progress in this area is being made
(35). Production in bacteria, due to its higher cost, is more
likely to concentrate on niche products. In that light, the
evidence that PHB is just one of a family of polyhydroxy-
alkanoates (PHAs) and that some PHA synthases will ac-
cept hydroxyacyl CoAs derived from a wide range of deriv-
atized carboxylic acids supplied to the medium opens up a
potentially fruitful avenue for the production of specialist
biodegradable polymers (36). The greater ease of physio-
logical and genetic control of metabolic flux in bacteria
would favor production by fermentation.

Because substrate costs represent a significant propor-
tion of the selling price of PHAs, substitution with a
cheaper substrate could offer some short- and long-term
benefits for P(3HB-3HV) and specialist PHA production,
respectively. Collins (21) calculated that the maximum
theoretical yield from methanol would be 0.18 g/g com-
pared with 0.33 g/g from glucose. Although the price dif-
ferential between the two substrates would still favor
methanol, the cost savings are marginal. In the early
stages of Biopol development methanol was apparently
considered as a substrate but not pursued because the
product was of low molecular weight and extraction was
difficult. More recent research by a number of groups has
shown that high molecular weight PHB can be produced
from methylotrophs and that P(3HB-3HV) can be produced
in methylotrophs by supplementing the fermentation with
n-amyl alcohol or valeric acid (propionic acid was less ef-
fective). However, the 66% of dry weight (136 g/L PHB)
achieved by Suzuki et al. (37) using computer-controlled
fed-batch fermentation is the highest reported yield for any
methylotroph. This apparent limit probably reflects a re-
striction of metabolic flux to the PHB precursors, which
suggests that genetic manipulation of flux control mecha-
nisms may be necessary to match the yields currently
achieved with A. eutrophus. PHB synthesis in methylo-
trophs appears to be restricted to Methylobacterium spp.
(“pink-pigmented facultative methylotrophs”) and the
autotrophic methylotrophs (38). Methylobacterium spp. as-
similate carbon via the serine pathway and have a com-
plete TCA cycle, unlike restricted facultative methylo-
trophs that use the RuMP cycle. It is evident that, without
a complete TCA cycle, acetyl CoA resulting from the break-
down of PHB would be of limited benefit. Hence, the latter
organisms have evolved to accumulate extracellular poly-
saccharide rather than PHB. Recent work on the cloning
from A. eutrophus and heterologous expression of genes
required for PHB biosynthesis (39) is extending the range
of potential strains for PHB production. Thus, RuMP path-
way methylotrophs may be considered in the future.

Processes Based on C1 Metabolism

Although the pathways of carbon assimilation in meth-
ylotrophs are specialized, few of the enzymes involved are
unique. In the RuMP pathway only the hexulose phos-
phate synthase and isomerase are peculiar to C1 metabo-

lism. Therefore, beyond the observation that certain routes
of C1 assimilation might provide a higher flux of precursors
for amino acid biosynthesis, for example, the assimilatory
enzymes of C1 metabolism have not been exploited. How-
ever, there has been considerable interest in the develop-
ment of processes based on C1 dissimilatory enzymes, in
particular methane monooxygenase, methanol dehydro-
genase, methanol oxidase (from yeasts), and formate de-
hydrogenase.

Methane Monooxygenase. Two types of MMO have been
recognized: a nonheme iron-soluble (cytoplasmic) enzyme
(sMMO) and a membrane-associated enzyme (pMMO; p,
particulate) that requires copper for activity and has some
similarity to ammonia monooxygenase (40). Soluble
MMOs from Methylococcus capsulatus (Bath) and Methy-
losinus trichosporium OB3b have been extensively stud-
ied, and crystal structures of the oxygenase component
from both enzymes are available (41). Additionally, the
genes encoding sMMO from a number of sources have been
cloned, sequenced (42), and expressed in heterologous
hosts (43). Both sMMO and pMMO insert oxygen into a
range of substrates other than methane, with sMMO hav-
ing a very low substrate specificity (44,45). Initially this
observation led to interest in the use of cells expressing
MMO as biocatalysts for synthetic biotransformations,
particularly in the conversion of propene to propene oxide.
Although a bulk product, the chemical synthesis of propene
oxide is not straightforward, and there was considerable
interest in the possibility of a one-step biological process
that did not yield by-products (46). However, the dual re-
quirements of high catalytic rates and extended biocata-
lytic lifetimes could not be realized, primarily because the
process of propene epoxidation actually inactivated the
MMO (47). Other potential applications as a synthetic bio-
catalyst have also foundered, partly because sMMO has a
low stereoselectivity and therefore has little value for the
synthesis of chiral chemicals. Another limitation is that
with many substrates it exhibits poor regioselectivity, pro-
ducing, for example, mixtures of alkan-1-ols and alkan-2-
ols from the oxidation of straight chain alkanes (44).

More recently the interest in MMO has focused on ap-
plications in biotreatment, particularly of the priority pol-
lutant trichloroethene (TCE) and other low molecular
weight partially halogenated hydrocarbons (e.g., dichlo-
roethene, vinyl chloride). In fact, MMO is only one of a
number of mono- and dioxygenases that have been shown
to fortuitously co-oxidize these compounds (48). Cometab-
olism processes typically yield no benefit to the host organ-
ism and, in the case of co-oxidation, represent an energy
drain, requiring an additional energy source for continued
operation of the oxygenase. In the case of methane oxidiz-
ing bacteria, methanol is an obvious energy source, al-
though growth on methanol may have undesirable physi-
ological consequences (see later section). Oxidation of TCE
by methane oxidizing bacteria leads to the transient ac-
cumulation of TCE epoxide (49), which is chemically un-
stable. As a consequence, TCE epoxide and some of the
derived breakdown products are also highly reactive and
can give rise to toxicity. This result has been demonstrated
with both purified sMMO (49) and whole cells expressing
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sMMO (50). However, it seems that the toxicity can be al-
leviated by continued supply of reducing power and par-
ticularly by the use of mixed rather than axenic cultures
(51). In the latter, it is probable that other members of the
bacterial consortium assist in the removal of toxic inter-
mediates, thus prolonging the life of the primary biocata-
lyst.

Studies with pure cultures have demonstrated that ox-
idation of TCE is fastest with bacteria expressing the
sMMO (2). The ability to express sMMO is restricted to
certain types of methanotrophs: primarily the type II (ser-
ine pathway) and type X bacteria such as Methylosinus
trichosporium and Methylococcus capsulatus, respectively.
Furthermore, in these organisms, production of sMMO is
regulated by the availability of copper in the medium. With
a copper-sufficient medium these organisms preferentially
produce the pMMO (which results in a higher growth ef-
ficiency). Therefore, to get high rates of TCE oxidation, it
is necessary to grow these organisms in a copper-deficient
medium. Although this condition may be feasible in labo-
ratory experiments it may be more difficult to achieve in
operational biotreatment plants and impossible to control
for in situ biotreatment operations. However, with increas-
ing access to the molecular genetics of methanotrophs (42),
the generation of stable mutants (e.g., by reverse genetics
[52]) unable to synthesize pMMO presents an interesting
prospect. Regulatory mutants that constitutively produce
sMMO would also circumvent another physiological prob-
lem, which is that growth of type II and type X organisms
on methanol, even under copper limitation, results in pro-
duction of pMMO (53) (at very low copper concentrations
this is produced as an apo-enzyme). Mutants that consti-
tutively produced sMMO could be supplied with methanol
as a growth substrate and also to drive the co-oxidation
reaction, without the risk of switching off sMMO synthesis.

Several reports (2) have described the practical appli-
cations of methanotrophs for TCE and other chlorinated
hydrocarbon degradation, both in controlled bioreactors
and in situ. Bioreactor studies have mainly been based on
Methylosinus trichosporium, which was shown, in labora-
tory studies using copper-limited growth conditions, to
have the highest reported specific activity of TCE degra-
dation of any of the oxygenase-based systems that have
been examined. Because of the problems of sMMO expres-
sion using methanol as growth substrate, these reactors
have usually been supplied with methane to sustain the
active biomass and formate to drive the biotransformation.
However, with a continuously fed bioreactor, methane and
TCE compete for the sMMO, which reduces rates of bio-
degradation. A practical alternative is the use of sequenc-
ing reactors (54) that are alternately supplied with meth-
ane and TCE. The feasibility of in situ biotreatment (55)
of contaminated aquifers by stimulating indigenous meth-
anotrophic activity has also been investigated. Injection of
methane–air mixtures was shown to stimulate growth of
methanotrophs, particularly type II methanotrophs, which
have the potential to produce sMMO. In one study, deg-
radation of TCE was shown to increase after this treat-
ment, which suggests that these organisms were also ex-
pressing sMMO. However, without the ability to control
the availability of copper for growth, it is more difficult to

optimize expression of sMMO activity and hence TCE bio-
degradation in in situ treatment.

Whole cells of methanotrophic bacteria have also been
considered as methane sensors (56) (using oxygen uptake
as the mode of detection) and methane filters (57) for use
in the mining industry. However, neither of these potential
applications has been developed beyond the laboratory
stage.

Methanol Dehydrogenase. Methanol oxidation in Gram-
negative aerobic methylotrophs involves a periplasmic
methanol dehydrogenase (MDH) that uses pyrroloquino-
line quinone (PQQ, or methoxatin) as a cofactor. Reducing
equivalents from MDH would normally be passed to a sol-
uble cytochrome c (7) but can also be passed to artificial
electron acceptors such as ferrocenes, which are used as
mediators in biosensors. Higgins et al. (58) developed a
sensor based on MDH that had a rapid response time and
useful sensitivity range (1–100 lM). However, MDH oxi-
dizes a number of primary alcohols in addition to metha-
nol. Although the enzyme from Rhodopseudomonas aci-
dophila has a higher affinity for ethanol than for other
primary alcohols (59), this lack of specificity limits the use-
fulness of MDH in diagnostics. In contrast, the broad sub-
strate range may present opportunities for use in synthetic
biotransformations (60). In Japan there also appears to be
a market for PQQ, the MDH cofactor, as a health food (61).

Methanol or Alcohol Oxidase. Methanol oxidase is the
enzyme used by eukaryotic methylotrophs to catalyze the
first step in methanol metabolism. It produces formalde-
hyde (from methanol) and hydrogen peroxide and is nor-
mally found in association with catalase, which degrades
the peroxide (5). As with MDH, methanol oxidase also ox-
idizes a range of higher alcohols and is therefore often re-
ferred to as alcohol oxidase (AOX). In methylotrophic
yeasts AOX and catalase are expressed at very high levels
and are located in organelles known as peroxisomes. Per-
oxisomes can be seen in thin sections to occupy most of the
intracellular volume. This very high level of expression has
been exploited for the development of eukaryotic expres-
sion systems, which are discussed later.

As with MDH, AOX has been considered for use in bio-
sensors but with detection based on oxygen uptake rather
than through direct or indirect electron transfer reactions
(62). Similar to MDH, the enzyme also has a broad sub-
strate range. Methylotrophic yeasts and AOX have also
been considered for the production of formaldehyde, where
it has been demonstrated that surprisingly high concen-
trations (0.95 M) could be accumulated by mutants of Can-
dida boidinii (63) and for production of hydrogen peroxide.
The latter is toxic to most AOX enzymes, but that from
Pichia pastoris NRRL Y-4290 appears to be remarkably
resistant (64). The production of peroxide using methanol
oxidase from methylotrophic yeasts has been patented by
Unilever, although there is no evidence that it has been
put into commercial practice.

Formate Dehydrogenase. The formate dehydrogenases
(FDH) from methylotrophic bacteria appear to be surpris-
ingly complex given their apparently simple function.
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Table 4. A Selection of Heterologous Proteins Produced
in Pichia pastoris (Pp) and Hansenula polymorpha (Hp)

Protein (MW) Host/system Yield (g/L)

HBsAg (23) Pp (FB) � Hp 0.4 (Pp)
Human TNF (17) Pp (FB � CC) 10
Human EGF (6) Pp (FB) 0.5
Streptokinase-Se (47) Pp (CC) 0.077
Aprotinin (6.5) Pp (FB) 0.93
Tetanus tox. frag CsCt(50) Pp (FB) 12
Pertactin-Bp (69) Pp (FB) 3
Human PN-2 (6.8) Pp 1
HIV gp120 (54) Pp (FB) 1.25
HSA (67) Pp (FB) � Hp
Human IGF-1 (7.5) Pp (FB) 0.5
Human lysozyme (14) Pp 0.7
Human SOD (16) Pp 0.75
IL-2 Pp 4
Human tPA Pp
Invertase-Sc (58) Pp (FB) � Hp 2.5 (Pp)
Glucose oxidase-An (75) Hp 2.25

Note: These proteins were chosen to illustrate the range of yields obtained
with therapeutically important proteins. For a fuller list see Ref. 68. FB,
fed batch; CC, continuous culture; Se, Streptococcus equisimilis; Ct, Clos-
tridium tetani; Bp, Bordetella pertussis; Sc, Saccharomyces cerevisiae; An,
Aspergillus niger.

However, those from methylotrophic yeasts are simpler.
The enzyme from C. boidinii is a homodimer with subunits
of approximately 36 kDa; it is both oxygen insensitive and
moderately thermostable (65). Because the end product of
formate oxidation is gaseous and can therefore be easily
removed from the reaction, the combination of formate and
FDH is ideal for reduced nucleotide recycling. The enzyme
is produced commercially and has been used with great
effect for continuous biotransformation reactions requiring
NADH (66).

Applications Fortuitously Associated with C1 Metabolism

Heterologous Gene Expression in Methylotrophic Yeasts.
One of the fortuitous and enduring aspects of the various
SCP programs resulted from the discovery that the meth-
anol or alcohol oxidase of the yeast P. pastoris was ex-
pressed at very high levels (5), essentially from a single
chromosomal copy of the AOX gene (there are actually two
AOX genes, but AOX1 is expressed much more strongly
than AOX2). One of the problems with the use of Saccha-
romyces cerevisiae as a host for heterologous expression of
eukaryotic proteins is the lack of a strong, yet tightly reg-
ulated, inducible promoter. During growth on methanol,
methanol oxidase can comprise up to 30% of the soluble
cell protein in P. pastoris (67), with the enzyme being lo-
calized in specialized microbodies (peroxisomes) together
with catalase and dihydroxyacetone synthase, the first en-
zyme involved in formaldehyde assimilation. As men-
tioned earlier, these peroxisomes occupy most of the cell
contents of methanol grown cells, but when grown on glu-
cose, peroxisomes are virtually absent. A similar situation
is found with another well-studied methylotrophic yeast,
Hansenula polymorpha (68). The strong inducible AOX1
promoter has been exploited by Provesta Corporation for
the development of a powerful expression system that is
now commercially available in a variety of forms (69). For
production purposes, the system of choice involves cloning
into an integrative additive or transplacement vector.
Transplacement involves replacement of the AOX1 locus
by the cloned construct giving a strain with an aox1AOX2
phenotype, capable of only slow growth on methanol. Ad-
ditive integration at the AOX1 or HIS4 locus will leave a
functional AOX1, allowing continued growth on methanol.

Higher levels of heterologous gene expression are usu-
ally obtained with the transplacement system. Chromo-
somal integration yields stable expression systems; how-
ever, multiple copies of the expression cassette, usually
associated with expression from plasmid vectors, result in
higher levels of expression. Scorer and coworkers (70) have
shown that, by including a kanamycin resistance gene in
the integration cassette and selecting for high levels of re-
sistance to the antibiotic G418, it is possible to select for
multicopy integration, which occurs naturally in about 5–
10% of transformants. In this way it has been possible to
achieve expression levels comprising up to 32% of total cell
protein (Table 4); by combining this technique with tech-
niques for high cell density culture developed during the
SCP program (71), yields of up to 12 g/L recombinant pro-
tein have been recorded. The highest protein yields have
been obtained in cytosolic form. However, secreted proteins

can be obtained using either native (including prokaryotic)
secretion signals, the leader sequences from prepro-� mat-
ing factor, or invertase from S. cerevisiae. As with S. cer-
evisiae, P. pastoris also carries out some typical eukaryotic
posttranslational modification including N- and O-linked
glycosylation.

Expression in H. polymorpha (Table 4) offers the same
features seen with P. pastoris, potentially coupled with
more efficient production because the optimum growth
temperature is 37–43 �C, reducing the cooling require-
ments of large-scale processes, and growth on methanol is
faster (68). However, because H. polymorpha has only one
AOX gene, transplacement constructs are unable to grow
on methanol as the sole carbon source. Usually glucose is
used for growth, with methanol added to induce heterolo-
gous gene expression at the appropriate time. The induc-
ible formate dehydrogenase (FMD) promoter has also been
used.

Recent studies with a number of organisms have
started to unravel the processes of peroxisome (and other
microbody) proliferation and protein targeting. Given the
dramatic increase in peroxisomes associated with metha-
nol induction and the peroxisomal location of AOX, it has
been suggested (68) that methylotrophic yeasts may offer
an additional advantage for heterologous gene expression:
namely, targeting to peroxisomes as a mechanism for com-
partmentalizing toxic or proteolytically susceptible pro-
teins.

Production of Vitamins and Coenzymes. Although they
do not command the high prices of recombinant proteins
and other pharmaceutical products, vitamins and coen-
zymes occupy a price range dictated more by productivity
than substrate economics. Nevertheless, various meth-
ylotrophs have been found to produce relatively high levels
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of potentially valuable products such as cytochrome c, co-
enzyme Q10, and vitamin B12. Methanol oxidation occurs
in the periplasm of aerobic Gram-negative methylotrophic
bacteria and links directly to the respiratory chain via a
soluble cytochrome c (7). Some wild-type strains have been
observed to release significant quantities of this cyto-
chrome into the culture medium during growth (71);
cyanide- and glycine-resistant mutants accumulate levels
higher than those of wild-type strains (72). The high res-
piratory capacity associated with aerobic methanol oxida-
tion also underlies the ability of some mutant facultative
methylotrophs to produce high levels of coenzyme Q10.
Both of these products have applications in cardiotherapy,
with Q10 also finding an increasing market in dietary sup-
plements, but face competition from sources such as spent
brewing yeast or bovine or equine heart, neither of which
incur specific production costs.

Vitamin B12 is produced commercially by fermentation
using Propionibacterium spp. However, anaerobic meth-
ylotrophic methanogens and acetogens have been shown
to accumulate high concentrations of corrinoids, including
vitamin B12. Despite the low biomass productivity and cell
yields of these anaerobes, potential production with these
organisms remains an active area of research (73).

CONCLUDING REMARKS

Despite the commercial failure of methanol-based SCP
production, the rationale for adopting methylotrophic or-
ganisms for processes in which substrate costs form a sig-
nificant part of overall production costs still holds true. The
early work on methylotrophic bacteria was dominated by
studies of Gram-negative organisms, and our understand-
ing of the biochemistry of these organisms is now relatively
advanced. Work on Gram-positive methylotrophs has
lagged behind. However, given that Gram-positive organ-
isms are favored for fermentation processes to produce low
molecular weight metabolites such as amino acids (which
increasingly fall into the high volume–low price category
of products), it is probable that Gram-positive organisms
will receive increasing attention. As far back as the early
1970s the potential of methylotrophs for producing such
metabolites was appreciated. Given the increasing access
to the molecular genetics of methylotrophic bacteria, it
would not be surprising to see this area develop.

Substrate costs also underlie the high degree of interest
in producing polyhydroxyalkanoates in methylotrophs.
However, even if methanol could supplant carbohydrate in
the current processes, PHA production costs could still not
compete with those of bulk plastics. Thus, at least for the
foreseeable future, PHAs are likely to remain a specialized
product; as such, the fermentation substrate is likely to be
dictated by the nature of the process and product required
rather than the opposite.

Finally, it is probable that some of the specialized ap-
plications of methylotrophs will continue to develop. The
P. pastoris expression system appears to be well estab-
lished, and the more recently developed H. polymorpha
system could provide a useful complement. Methano-
trophic bacteria (or recombinant methane monooxygen-

ase), on the other hand, may yet find an application in bio-
treatment plants. Certainly the practice of stimulating the
proliferation of methanotrophs to boost their cometabolic
contribution in natural ecosystems is a rational approach
and may offer a cost-effective solution to some problems of
environmental contamination.
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INTRODUCTION

Microalgae have been cultured commercially for about 50
years for applications in secondary wastewater treatment
(1) and use as animal feeds (2,3) as fertilizers (4), in pro-
duction of chemicals (5,6), and in secondary metabolites
with pharmaceutical potential (7), as well as other pur-
poses. The early interest in using microalgae as a signifi-
cant source of protein has waned because of the relatively
low biomass productivities. Now the focus of algal mass
cultures is on relatively specialized niche applications;
nevertheless, progress remains slow relative to biotech-
nological use of bacteria, yeasts, and animal cells. Cost-
effective culture of microalgae requires substantially im-
proved biomass productivity, better utilization of the
available light, and more efficient use of carbon dioxide,
the principal carbon source.

Open outdoor mass culture systems, such as ponds and
raceways, typically operate at low cell densities (0.01 to
0.06% w/v); consequently harvesting is expensive and eco-
nomic returns are low. In addition, species control is diffi-
cult in open systems, and much of the incident radiation
is wasted. The low productivity of open systems has
prompted the development of enclosed photobioreactors
(PBRs) (i.e., transparent tubes or containers in which the
culture may be circulated by various devices). Enclosed
PBRs allow a more controlled culture environment, includ-
ing improved temperature control. Successful design of
PBRs relies on attaining a proper balance of engineering
and biological factors that are interdependent and depend
also on the species being cultured. Of course, from a com-
mercial perspective, reliability and the costs of construc-
tion and operation are also important. The physical rate
processes of concern are the light delivery, the gas–liquid
mass transfer, temperature control, fluid dynamics, and

mixing. The biological rate processes of concern are pho-
tosynthesis, growth, and production of metabolites.

This article details the major types of bioreactors used
in mass culture of microalgae. The basic requirements for
successful outdoor culture are noted, and the physics and
biology of mass cultivation are discussed.

BIOREACTORS FOR MICROALGAE MASS CULTURE

Three microalgae—Chlorella, Dunaliella, and Spirulina—
are currently produced commercially on a relatively large
scale (approximately 1,000 tons each per annum). The cur-
rent commercial production systems for these species are
mostly open raceway ponds. Many commercially useful al-
gae are difficult to cultivate in open systems because they
require a mild culture environment that is highly suscep-
tible to contamination by other algae, bacteria, protozoa,
and fungi. The inability to cultivate desirable algal species
that contain valuable products (e.g., astaxanthin, aqua-
culture feeds, polysaccharides, and polyunsaturated fatty
acids) in open ponds has increased interest in closed sys-
tems. The closed systems in use include (1) bag culture,
which is widely used for culture of algae for aquaculture;
(2) alveolar panels and other flat plate reactors of various
designs (8–10); (3) stirred tank reactors with internal il-
lumination (11,12); (4) airlift reactors (13,14); and (5) tu-
bular reactors. Tubular reactors may be arranged in a hor-
izontal position relative to the land or they may be inclined
(15–22). Some of the major types of photobioreactors are
discussed in the following.

Open Raceways

Open raceways, or shallow mixed ponds, for microalgal
production were introduced in the 1950s and early 1960s
by Oswald and coworkers (23). The principles of design and
construction of shallow paddle-stirred raceways for mi-
croalgal culture have been reviewed by Dodd (24) and Os-
wald (25). The pond is set in a meandering configuration.
Various designs are used to promote flow and low shear
mixing. A simplified open raceway is depicted in Figure 1.
Selection of a suitable bottom lining and construction of
walls are important to the success of the open pond. The
lining may be made of concrete or sheets of plastic and
rubber material. Sheets of polyvinyl chloride 1–2 mm
thick, are commonly used. The size of commercial ponds
varies from 1,000 to 5,000 m2; one or two paddle wheels
per pond are used for stirring. A larger wheel (ca. 2 m in
diameter) revolving slowly (e.g., 10 rpm) is preferable to a
smaller, faster wheel, which could produce shear damage
and foam.

Supply of Carbon Dioxide. The method of supplying car-
bon dioxide is an important aspect of the raceway design,
particularly for species that grow near neutral pH. Several
systems have been developed to efficiently supply CO2 to
shallow suspensions. In most cases the gas is supplied as
fine bubbles. Because of the shallow depth of culture, the
residence time of the bubbles is not sufficient for complete
absorption of the CO2; hence, some gas is lost to the at-
mosphere. To avoid this, Märkl and Mather (26) used a
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pump to push the algal suspension through a nozzle to a
chamber in which the CO2 was added. High CO2 transfer
rates were obtained. The jet produced an additional flow
in the pond. The most effective method currently available
for transferring CO2 to algal cultures is countercurrent
carbonation (25), in which the gas is injected as minute
bubbles into a column of downcoming culture. The culture
velocity is adjusted to that of the small bubbles of CO2

rising against the current. Using this technique, Laws et
al. (27) reported a 70% utilization of the supplied CO2 com-
pared with 13 to 20% if conventional bubbling was used
(28).

Mixing. Mixing is necessary to prevent settling of cells
and to avoid thermal stratification of the culture. Properly
designed paddle wheels are by far the most efficient and
durable pond mixers. The engineering of a raceway
equipped with paddle wheels has been comprehensively
described by Oswald (25). As shown in Figure 1, the depth,
d, of culture in a channel of finite width, w, varies along
the channel. The mean channel velocity, v(m s�1) is given
by

1 2/3 1/2v � R • s (1)
n

where n is the Manning friction factor (s m�1/3), R is the
hydraulic radius (m), and s is the rate of loss of energy in
the channel per unit length. The channel length, L, that
corresponds to the assumed change in depth for a given

friction factor, hydraulic radius, and velocity (v) is given as
(25)

4/3Dd(dw/(w � 2d))
L � (2)2 2v • n

The value of n varies according to the relative roughness
of the channel. Experimentally determined n values in al-
gae growth channels vary from 0.008 to 0.030 (25). The
lower value is for smooth, plastic-lined channels, and
the higher one is for relatively rough earthen channels.
The channel velocity, v, affects the paddle wheel’s power
requirements; hence,

Q • q • Dd
P � (3)

g

where P is the power (kW), Q is the volumetric flow rate
of culture (Q � v • d • w) (m3 s�1), q is the density of culture
(kg m�3), Dd is the change in depth (m), and g is the effi-
ciency of the paddle wheel. Because Dd � s • L and s is a
function of v2, P increases as the cube of velocity; therefore,
velocity should be minimized whenever energy is a major
cost factor. Typically, the flow rates range between 15 and
30 cm s�1. Velocities greater than 30 cm s�1 result in large
values of Dd in long channels and may require high chan-
nel walls and higher divider walls. Note that for a finite
value of the channel width, w, the permissible mixing
channel length, L, and thus the mixable area, a � L • w,
is strongly dependent on depth, d.
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Contamination and temperature are difficult to control
in open pond systems. Also, the culture depth cannot be
reduced below 12 to 15 cm or a severe reduction of flow and
turbulence would occur. Hence, areal volumes tend to be
large, about 120 to 150 L/m2 (29), requiring maintenance
of a rather low cell concentration (around 500 mg/L). A low
cell concentration in turn increases the cost of harvesting
the biomass, and ponds are expensive to maintain. These
problems could, in principle, be minimized by photobio-
reactor designs that employ shallower cultures, maximize
cell densities, allow better process control, and minimize
contamination. Closed photobioreactors achieve these ob-
jectives, as described in the next section.

Enclosed Photobioreactors

PBRs can be defined as algal culture systems that do not
allow direct contact of the culture with the atmosphere.
PBRs generally may be grouped into two classes: tubular
and flat plate. These groups can be further classified into
several categories, depending on orientation of tubes, the
type of gas exchange system, and the arrangement of the
individual growth units. The materials of construction pro-
vide additional variations. For example, in the case of flat
plate reactors, most work has been carried out with alve-
olar systems in which the flat plate is divided into many
individual cells. Another example is the use of flexible plas-
tic bags. A major factor in the design of these systems is
the depth of the culture, which ultimately determines the
biomass concentration and productivity. Lee (30) and Bo-
rowitzka (31) provided comprehensive summaries of the
state of the art of the closed PBRs, none of which are in
widespread commercial operation.

Conventional mass culture ponds covered with inexpen-
sive plastic sheets have been used in several algal mass
culture projects, but they provide few benefits beyond an
increased temperature during early spring or fall in tem-
perate climates. Also, their design and operation are es-
sentially identical to those of the conventional open pond
systems described earlier. Here, only tubular reactors ca-
pable of operation outdoors with natural sunlight and with
high surface-to-volume ratios (�10 m�1) are considered.

In vertical column reactors, bubble columns or airlifts,
aeration, and agitation are provided by injection of CO2-
enriched air through a sparger at the bottom of the column.
In practice, a vertical column can extend for only a few
meters or an expensive structure is needed for support.
James and Al-Khars (13) studied the growth and produc-
tivity of Chlorella and Nannochlropsis in a vertical airlift
photobioreactor. Contreras Gómez (14) showed that the av-
erage annual volumetric productivity of a draught tube air-
lift was about 1 g L�1 per day in culture of Phaeodactylum
tricornutum. A major advantage of tower reactors is that
oxygen does not accumulate in the growth medium because
the residence time of the gas phase is quite small in a rela-
tively short reactor. Also, tower bioreactors are potentially
easy to keep sterile compared to other tubular systems. A
major drawback of any tubular system positioned verti-
cally is that in the summer the reactor is always at a large
angle to the sun’s rays; hence, the amount of solar energy
absorbed during the midday hours is lower than for hori-
zontally placed tubular devices.

The earliest described outdoor tubular reactor was
made of 3-cm-diameter glass tubes arranged in a serpen-
tine configuration (32). The tubular loop was immersed in
water. The culture was recirculated in the system by a
motor-driven pump. The flow velocity was 15 to 30 cm s�1.
The culture circulated through a bubble column that was
injected with 5% CO2 at a rate of 1–1.5 cm3 min�1. The
total culture volume was 40 L. The more recent systems
are essentially identical to that first design. Thus, Chau-
mont et al. in France (33) employed tubes placed parallel
to ground and Pirt et al. in England (15) used a vertically
placed loop. Both systems used pumps to circulate the cul-
ture. Because fragile cells can be sensitive to mechanical
pumping, the authors recommended the use of airlift de-
vices for both culture recirculation and CO2 supply.

Although other designs of tubular reactors have been
proposed—including the two-plane tubular reactor (16),
the near-horizontal tubular reactor (21), the helical bubble
reactor (34), the �-tubular reactor (35), and the parallel
flow tubular photobioreactor (18)—they are essentially the
same as the ones used by Pirt et al. (15) and Chaumont et
al. (33).

Figure 2 shows a fully instrumented tubular photobio-
reactor similar to those described by Chaumont and co-
workers. The system shown consists of a vertical external-
loop airlift pump that drives the culture fluid through the
horizontal tubular solar receiver. The airlift section (riser,
downcomer, and degasser) has a height of 3.5 m. The gas-
injected riser and the downcomer sections (Fig. 2) are ex-
tensions of the solar receiver tube. The solar receiver is
made of transparent Plexiglas� tubes (0.05-m internal di-
ameter, 0.005-m wall thickness) joined into a loop config-
uration by Plexiglas� joints to obtain a total horizontal
length of 98.8 m. The solar receiver is submerged (�0.05
m) in a shallow pool of water that is maintained at 21 �
2 �C by cooling with a heat pump when needed. The bottom
and inside walls of the pool are painted white to improve
reflectance. The surface area of the pool is 21.4 m2. The
total culture volume in the bioreactor is 0.200 m3.

The exhaust gas from the top of the degasser zone is
analyzed for oxygen (paramagnetic analyzer) and carbon
dioxide (infrared analyzer). Filter sterilized culture me-
dium is fed in at the degasser zone. A port located on the
side of the degasser section is used to continuously harvest
the culture (Fig. 2). The temperature, the dissolved oxy-
gen, and the pH measurements are made via sensors lo-
cated in the degassing zone, in addition to a dissolved ox-
ygen sensor located at the end of the external loop. The
sensors are connected to a control unit and a computer for
data acquisition.

The air supply point is located at the entrance of the
riser, whereas the CO2 is injected at the entrance of the
solar receiver in response to a signal from the pH sensor.
The photosynthetically active radiation (PAR) is deter-
mined at the ground level and inside the photobioreactor.
In the previously described microalgae mass culture facil-
ity, the irradiance inside the thermostatic pond was higher
than the incident radiation on the surface of the water be-
cause of the light reflected by the walls and the bottom of
the pool. This phenomenon of radiation enhancement is
quantified in terms of the albedo of a system.
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For efficient and reliable large-scale culture of microal-
gae in PBRs, several operational, environmental, and de-
sign variables need to be assessed. A summary of some of
the main variables and their impact on the various aspects
of a reactor’s performance are depicted in Figure 3. Of
these, an important design criterion is the efficiency of
light utilization, which in turn is related to the productiv-
ity of the system. Also important are the costs of construc-
tion and operation (36).

As indicated in Figure 3, the on-line data acquisition of
dissolved oxygen, pH, and temperature inside the culture
allows for rapid characterization of the physiological state
of the cells. The measurement of CO2 and O2 molar flows
at the gas inlet and outlet enables estimation of the mass
transfer capability of the system and efficiency of CO2 util-
ization. The measurement of the biomass concentration
and the product content allows the estimation of the bio-
mass and product productivities. Finally, the biomass pro-
ductivity, Pb, and the photon flux absorbed per unit of vol-
ume, Fvol, may allow the assessment of the efficiency of a
system in harvesting energy and converting it into bio-
mass.

PHYSICAL FACTORS THAT INFLUENCE BIOMASS
PRODUCTIVITY

Biomass productivity in any culture system depends on the
degree to which the culture conditions match the require-
ments of the selected strain. Because mineral nutrient lim-
itation is easily avoided in microalgal mass culture (29,37),
light availability inside the photobioreactor and tempera-
ture are the main factors that determine productivity.
Once the temperature is suitably controlled, light avail-
ability becomes the only limiting factor (22,38).

The interrelations among the various factors that influ-
ence productivity in outdoor conditions are shown in Fig-
ure 4. Productivity is determined by the growth rate,
which, for fixed fluid dynamics and temperature, is a func-
tion of the light profile within the reactor and the light
regime to which the cells are subject. The average irradi-
ance (Iav) within the reactor depends on the external ir-
radiance (I0) on the surface of the reactor and its geometry
(22,39,40). I0 is a function of time, the geographic location,
and environmental factors (41). Although temperature is
relatively easily controlled, the available solar radiation at
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Figure 3. Relationships among bioreactor design and operational variables.

any location cannot be controlled. The self-shading effect
of the cells also affects the radiation profile inside the cul-
ture (40). In addition, the fluid dynamics inside the reactor
also influence the light regime seen by the cells because,
depending on the nature and intensity of fluid movement,
the cells spend different amounts of time in zones of dif-
ferent illumination (42–44). Fluid mechanics also affect
the transport behavior and availability of certain nutri-
ents. In an optimal system where no other factors limit,
light availability determines the rate of photosynthesis
and productivity. However, excessive light can be harmful
and is known to produce a photoinhibitory response (45).
The issues relating to light availability are discussed in the
following sections for photobioreactors located outdoors.

Light Availability inside a Photobioreactor

For commercial-scale culture, sunlight is usually the pre-
ferred source of light because artificial light is too expen-
sive for all but the most valuable products. The effects of
natural outdoor light on cultures are not entirely clear be-
cause most studies on characterizing the photosynthetic
response to light (e.g., 46–48) were conducted under care-
fully controlled indoor laboratory conditions. The irradi-

ance levels used in such studies were significantly lower
than the peak solar irradiance that typically occurs out-
doors. Cultures grown outdoors experience large varia-
tions in light availability: Within a few hours the irradi-
ance increases from 0 at dawn to more than 2,000 lE
m�2s�1 at noon (i.e., a rate several times above satura-
tion); within a few additional hours, the irradiance declines
to 0 again as evening sets in. Because of this rapid change,
the culture may go from being light limited in the morning
to being photoinhibited at noon and light limited once
again during the late afternoon and evening.

Information concerning light distribution in microalgal
mass culture systems is scant, but recently a comprehen-
sive model for light distribution and average irradiance
inside a horizontal tubular outdoor photobioreactor has
been proposed (40). That model has been further general-
ized for use with other configurations of photobioreactors
(49). The mathematical model determines the distance
traveled by an incident ray of light to any point inside the
culture and estimates the local irradiance by taking into
account the light attenuation due to biomass. The incident
total radiation is divided into direct and disperse radiation.
The former is characterized by having a direction defined
as a function of the position of the sun at any given mo-
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ment, and the latter, being reflected radiation, has no spe-
cific direction. The model is mathematically complex. For
example, the angle of incidence of direct radiation on the
photobioreactor surface is a function of five variables: day
of year, solar hour, geographic latitude, surface slope, and
surface azimuth angle (i.e., the deviation of the projection
on a horizontal plane of the normal to the surface from the
local meridian, with zero due south, east negative, and
west positive) (50,51). Detailed information for estimating
the angle of the incidence of the solar radiation, the irra-
diance impinging on the reactor surface, and the path trav-
eled by the ray of light inside both horizontally and verti-
cally placed tubular reactors has been reported (40,49,52).

Local and Average Irradiance inside the Culture. In a
well-mixed microalgal mass culture system, light attenu-
ation by biomass gives rise to a heterogeneous illumination
profile inside the culture bulk for which mathematical
evaluation is essential to estimate the average irradiance
on which the growth of the microalgae depends (53). This
attenuation is usually represented by Lambert–Beer’s law.
The incident radiation on the culture surface may be con-
sidered as consisting of the sum of two contributions: direct
radiation, which has a direction defined by the position of
the sun, and the disperse radiation. The latter is the sum
of the diffuse radiation and that reflected by the surface
surrounding the reactor.

The local direct irradiance inside the culture may be
estimated using Lambert–Beer’s law, as described else-
where (40). The disperse radiation coming from all spatial
directions can be determined by an integration over all the
angles of incidence (40). Thus, it is possible to determine
the light profiles and average irradiance inside the culture.
Figure 5 shows the modeled local irradiance at two radial

positions in a horizontal or vertical arrangement at 8 and
12 solar hours. As expected, as solar hour changes, curves
of local irradiance at the same internal ratio adjust to the
sun’s position. In the morning (8 solar hours) in the vertical
reactor, the side facing the sun had much higher direct
irradiance values than the opposite side; this difference
was lower in the horizontal reactor. However, at noon, the
irradiance distribution in the vertical reactor, unlike the
horizontal tube, was practically homogeneous. This profile
results because during midday, the contribution of disperse
irradiance to the total irradiance is very large in the ver-
tical arrangement. Therefore, the level of irradiance for
each internal radius and for any hour of the day is higher
in the horizontally placed reactor tube than in the verti-
cally placed reactor tube. The irradiance distribution in-
side the culture and the patterns of cell movement inside
the photobioreactors are also different.

The Light Saturation Constant and the Photoinhibition
Phenomenon

Algal growth is related to light intensity. According to
Goldman (54), the generalized curve relating algal growth
to light intensity has the shape shown in Figure 6. The
curve has four main features: (1) at some low growth rate,
the growth is balanced by decay, and the net growth rate
is zero; (2) the initial slope of the curve represents the max-
imum efficiency of growth in response to light; (3) there is
a saturating light intensity at Is for which l � lmax; (4) at
some light intensity Ip � Is, the growth is inhibited and l

� lmax.
Because most algal species become light saturated at a

fraction of the peak solar light intensity, much potentially
useful solar energy is essentially wasted. The light satu-
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ration constant is a measure of the intrinsic capacity of
cells to utilize light energy. A high saturation constant is
advantageous because it increases the efficiency of light
use and reduces photoinhibition.

Photoinhibition—a decline in the photosynthetic capac-
ity due to light intensities in excess of those required to
saturate the photosynthesis (29)—has been studied often
in algae. Shading the culture with shad nets is commonly
used to protect against inhibitory levels of light during
midday hours. The kinetics of photoinhibition and its re-
covery in Porphyridium cruentum have been studied (56).

A linear relationship was found between the specific rate
of photoinhibition and the specific light absorption rate.
The temperature was reported to have a pronounced mod-
ifying effect on photoinhibition. At 15 �C, no damage was
detected at 2,300 lE m�2s�1 light intensity, even after 45
min of illumination. In contrast, at 35 �C, 84% inhibition
of the photosynthetic activity was observed within 10 min
of exposure. P. cruentum cells recovered readily when
transferred to low light (90 lE m�2s�1) or darkness; the
specific rate of recovery was independent of the light in-
tensity to which the cells had been exposed during the in-
hibitory treatment.

The existence of photoinhibition in continuous outdoor
cultures of Phaeodactylum tricornutum has also been doc-
umented (52). Figure 7 shows how the average irradiance,
Iav, inside the culture varies with dilution rate, D, regard-
less of the tube diameter, indicating that the cultures
adapt mainly to the average irradiance. At D � 0.025 h�1,
the Iav increased only slightly with increasing external ir-
radiance, I0, on the reactor surface. The mean value of Iav

for the whole range was 84 � 9 lE m2 s�1. With a smaller
tube diameter or higher external irradiance, the biomass
concentration increased as expected for self-shaded light-
limited growth. However, the slight increase in Iav with
increasing I0 points to some photoinhibition by external
irradiance, although this is not very extensive due to the
high biomass concentrations. At D � 0.040 h�1, Iav values
are higher (163 � 20 lE m�2 s�1) than at D � 0.025 h�1

because of the lower steady-state biomass concentrations.
The greater light availability gives rise to a higher specific
growth rate and photoinhibition because of the greater in-
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recovered photon trap, and the recovery time is species dependent.
Source: From Merchuk et al. (59), with permission.

crease in Iav with I0. At 0.050 h�1 dilution rate, the expo-
nential increase in Iav with I0 caused by the low steady-
state biomass concentration underlines the existence of
photoinhibition; hence, the one-to-one relationship be-
tween l and Iav no longer applies.

Photoinhibition is caused by oversaturation of photo-
system II, which damages the D1 protein that carries the
binding site of the electron carrier (57,58). This photoinhi-
bition effect is quite distinct from that of temperature rise
that occurs in uncontrolled systems as a function of the
photon flux density (PFD). Whereas a single cell of microal-
gae cannot be simultaneously photolimited and photoin-
hibited, in bioreactors photolimited and photoinhibited cell
populations may coexist because of variations in photoin-
tensity in different zones. At low light intensities the few
damaged D1 protein molecules are replaced rapidly and
the net damage to the photosynthetic apparatus is negli-
gible. In this situation, a dark period reduces growth rate
(photosynthesis) because fewer photons are captured but
no gain is obtained from the dark time. In contrast, under
conditions of intense illumination, part of the light energy
impairs the photosynthetic apparatus. Repair and damage
proceed simultaneously, and the observed growth is the
sum of the two processes. If a dark period is introduced in
this situation, the duration of the photosynthetic period
declines, but the damaging period is also reduced; the pho-
ton trap repair continues during the dark time. Conse-
quently, during the next light period, a substantially re-
juvenated photon trap compensates for the loss in
photosynthetic time. Under these circumstances, alternat-
ing light and dark periods do not reduce growth, which
may in fact be slightly enhanced. Nevertheless, the length
of the dark period is important: lengthening the light pe-
riod beyond an optimal value will produce loss of growth.
The optimal or critical dark period is not a fixed quantity;
instead it depends on the PFD of the previous light period
and the fluid residence time in zones of different irradi-
ance. Figure 8 outlines a mechanism of photosynthesis

that takes into account the steps noted in the foregoing
(59). Clearly, therefore, the principal problem of designing
or choosing a photobioreactor is ensuring, for any species
with preestablished photosynthetic characteristics, that
the largest possible fraction of cells experiences optimal
exposure to light in the largest possible reactor volume.

Biomass Productivity

Many studies on the influence of environmental variables
on biomass productivity have been carried out in labora-
tories (20,32,60,61), but few have been performed under
outdoor conditions. Some models have been proposed spe-
cifically for outdoor algal ponds (41,62–64). Thus, Incro-
pera and Thomas (41) present a model for determining the
mean irradiance in an open pond as a function of climate
and geographic location parameters. Starting from esti-
mated irradiance values, a six-parameter growth model is
proposed (41). The model does not consider photoinhibition
and predicts maximum productivities of about 34 g m�2

per day. A five-parameter mathematical model for biomass
productivity in outdoor systems has been proposed by Su-
kenik et al. (62,63). According to this model, the cells adapt
to mean irradiance inside the culture; however, photoinhi-
bition is not taken into account, and the results are not
valid at low biomass concentration. The model yields prod-
uctivities of 10.2 to 27.2 g m�2 per day. By using mean
temperature and irradiance data, Guterman et al. (64)
propose a growth model for open systems. The model es-
timates the variation of culture parameters such as dis-
solved oxygen, temperature, pH, and biomass concentra-
tion through empirical linear relationships and does not
consider photoinhibition. The estimated maximum pro-
ductivity was 38 g m�2 per day at irradiances of 2,500 lE
m�2s�1. According to these models the maximum produc-
tivities are reached at low biomass concentration, when
the mutual shading effect is negligible and the culture may
be considered light saturated. The estimated productivi-
ties from these models have not been experimentally ver-
ified. In fact, such cultures cannot be carried out, because
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Figure 9. Variation of the estimated biomass productivity
with the day of the year for a continuous culture of Phaeo-
dactylum tricornutum UTEX 640 in two tubular photobio-
reactors: (a) 0.06-m tube diameter, (b) 0.03-m tube diameter.
Simulations are shown for three dilution rates.
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photoinhibition in the middle of the day decreases growth
rate and may even lead to culture washout.

A macromodel for estimating the yearlong biomass pro-
ductivity of microalgal cultures in outdoor tubular photo-
bioreactors has been developed by Acién Fernández et al.
(52). In this model the solar irradiance impinging on the
reactor surface I0 is initially determined as a function of
the day of the year and the location. Then, by taking into
account the geometry of the system, the average irradiance
to which the cells are exposed inside the culture, Iav, is
determined. Finally, the specific growth rate, l, is corre-
lated with Iav as follows:

(n �n /I )2 3 0l • Imax �m
l � (4)n (n �n /I )1 2 3 0I0 (n �n /I )2 3 0I� 1 � � Ik �m� � � � ��KI

where I0 is the irradiance on the surface of the reactor. The
characteristic parameters of this equation were obtained
by fitting the experimental results to the equation. The
parameter values were lmax � 0.063 h�1, � 94.3 lE m�2I�k
s�1, KI � 3426 lE m�2 s�1, n1 � 3.04, n2 � 1.209, and n3

� 514.6. Equation 4 has been used to simulate the biomass
productivity in a continuous outdoor culture of Phaeodac-
tylum tricornutum (52). The measured data agreed with
the simulations within 20%. The simulated biomass pro-
ductivity over the annual cycle is shown in Figure 9. The
approach described can in principle be extended to other
strains. If photoinhibition were not taken into account as
in earlier models (41,62–64) the experimental results could
be fit to a hyperbolic model that considers only photolimi-
tation (61):

nl Imax �m
l � (5)n nI � Ik �m

however, the scatter of the data would significantly exceed
�20%. In equation 5 Ik is the affinity cells have for light
and n is a fitting parameter of the model.

In view of the observations discussed, several conclu-
sions can be made regarding biomass production by mi-
croalgal mass cultures: (1) the optimum dilution rate var-
ies over the year as a function of incident radiation and the
diameter of the bioreactor tube; (2) the larger the tube di-
ameter, the more extensive the photoinhibition effect, al-
though the simultaneous existence of photolimitation and
photoinhibition permits growth to be maintained and a
quasi steady state is still attained.

Fluid Dynamics and Mixing

To achieve high productivity, algal cultures need to be
mixed. The method of mixing (turbulence) is critical be-
cause some algae are quite shear sensitive (65,66). When
light is the limiting factor for growth, stirring has been
suggested as the most practical means by which to attempt
to distribute solar energy evenly to all cells in the culture.
The stirring is associated with a flashing light effect. The
duration for which the cells are exposed to the light and
dark zones of the reactor is a function of agitation intensity.
The flashing light effect has been intensively investigated
by Laws et al. (67). The flashing light effect or agitation
has been associated with increased photosynthetic efficien-
cies. Laws and coworkers (67) introduced a simple tech-
nique for utilizing the flashing light effect in shallow but
optically dense outdoor algal cultures by inserting an array
of small foil segments across the width of a continuous
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flume at intervals of 1.2 m along the length of the flume.
The wing-shaped foils created a vortex circulation that pro-
duced an ordered pattern of vertical stirring. By using
these devices, Laws and coworkers obtained photosyn-
thetic efficiencies (based on the PAR) of 9.6 and 7.5, re-
spectively, with and without the foils in place.

In tubular photobioreactors and ponds, higher flow
rates generally enhance productivity. Typically, flow rates
range between 20 and 30 cm s�1. As noted, the flow can be
generated by various methods such as paddle wheels and
pumps. In closed tubular photobioreactors the flow is com-
monly driven by airlift systems, which are generally less
damaging to cells than the mechanical devices. The veloc-
ity in the tube controls the turbulence and shear rate,
determines the mixing behavior and the mass transfer ca-
pacity, and greatly influences the axial oxygen concentra-
tion profile in the tube. The liquid velocity, UL, may be
estimated by an extension of the well-known and widely
tested model developed by Chisti (68); thus,

0.5
gh e AD r rU � (6)L L Aeq d2f� �

D

where f is the Fanning friction factor that can be calculated
using the Blasius equation,

�0.25f � 0.0791Re (7)

where Re is the Reynolds number, or (qLULD)/l, D is the
tube diameter, and qL and l are the density and the vis-
cosity of the liquid, respectively. As shown in equation 6
the superficial liquid velocity in a tubular photobioreactor
is a function of gas holdup in the riser, �r, the height of the
dispersion, hD, and the ratio between the cross-sectional
area of the riser and the downcomer.

Gas–Liquid Mass Transfer

In addition to availability of light, the availability of carbon
dioxide (the carbon source) affects the productivity of a
photosynthetic culture. The cells combine carbon dioxide
and water to generate carbohydrates and cell biomass.
Photosynthesis generates oxygen, which is released into
the extracellular fluid. Because large amounts of oxygen
can inhibit photosynthesis, oxygen must be removed to
prevent buildup. Similarly, carbon dioxide must be pro-
vided such that availability of carbon does not become a
limiting factor. Removing oxygen and supplying carbon di-
oxide are problems of gas–liquid mass transfer. Therefore,
modeling of an algal reactor must consider gas–liquid mass
transfer and how it is affected by hydrodynamics.

The mass transfer from the gas phase to the culture
suspension in open ponds has been extensively studied
(26,69). According to Märkl (70), the critical CO2 concen-
tration in an algal suspension of Chlorella vulgaris in an
open pond is very low. A concentration as low as 10�6 M
assures unlimited photosynthesis. Experiments with the
same strain and with different oxygen concentrations in
the medium show that the photosynthetic reaction rate is
enhanced by 14% when there is almost no oxygen in the

algal suspension and reduced by 35% when the medium is
saturated with pure oxygen. In technical systems an oxy-
gen content no higher than the saturation concentration
with air (21%) is desirable (26). Mathematical expressions
for longitudinal profiles of CO2 and dissolved oxygen in al-
gal cultivation units have been derived by Livansky et al.
(71). The mass transfer issues relating to tubular photo-
bioreactors have been treated by Camacho Rubio et al.
(72).

Because carbon dioxide tends to be expensive one con-
sideration is minimizing its loss; hence, quantitative trans-
fer of CO2 from the gas to the liquid phase is aimed at but
normally not achieved. The dissolved carbon dioxide is in
equilibrium with carbonate and bicarbonate species. These
equilibria are pH dependent. Loss of dissolved carbon di-
oxide due to uptake into algal cells is partly compensated
for by regeneration from carbonates and bicarbonates.
Consequently, carbon dioxide uptake is accompanied by
changes in pH. The relevant equilibrium and the corre-
sponding equilibrium constants (73) that need to be con-
sidered are

� � � � �14H O } H � OH K � [OH ] • [H ] � 10 (8)2 w

� �CO � H O } H CO } HCO � H2 2 2 3 3
� � �6.381K � [HCO ] • [H ]/[CO ] � 10 (9)1 3 2

� 2� �HCO } CO � H3 3
2� � � �10.377K � [CO ] • [H ]/[HCO ] � 10 (10)2 3 3

As noted (72), models based on mass balances and gas–
liquid mass transfer phenomena can be used to predict the
various culture variables such as dissolved oxygen concen-
tration, the carbon content within the culture, the com-
position of the outlet gas, the carbon dioxide losses and
requirements, and the pH of the culture. As shown in Fig-
ure 10, through any 24-hour period, the simulated data
closely agree with the measurements.

Temperature

Many studies in both open ponds and closed reactors have
shown that temperature is an important factor affecting
productivity. The highest biomass growth rate can be ob-
tained only at the optimal temperature for growth. Al-
though this effect is obvious and well documented under
laboratory conditions, the magnitude of the effect on the
annual production of biomass outdoors seems not be suf-
ficiently appreciated. The diurnal variation in temperature
to which cultures in open raceways are exposed results in
temperature-limited growth during a significant fraction
of the day. Lee et al. (48) showed that the light yield (g
biomass kJ�1) increased some three- to fivefold with in-
creasing temperature in cultures of Chlorella, an effect
that may be readily observed with other microalgae. The
temperature of the culture at night is yet another impor-
tant factor that affects the net output rate of biomass. The
effect of temperature on dark respiration is, of course, very
well documented (16,52,53).

Compared with open ponds, enclosed reactors generally
warm up faster in the morning, thus reaching the optimum
temperature for algal photosynthesis earlier in the day
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Figure 10. Daily variation of (a) the culture dissolved oxygen in
the photobioreactor solar receiver tube (�) and (b) concentrations
of O2 and the CO2 in the gas phase coming out of the photobioreac-
tor (�, oxygen molar fraction; 	, carbon dioxide molar fraction).
The continuous lines represent simulations. Data are for a culture
of Porphyridium cruentum.

(38). Closed reactors, however, can also overheat and thus
require some sort of temperature control systems. In closed
systems this control is achieved by either incorporating a
heat exchanger into the design or evaporative cooling of
water sprayed on the surface of the reactor. Economic con-
siderations generally favor evaporative cooling.

PHOTOSYNTHETIC EFFICIENCY

The photosynthetic efficiency (PE) of biomass growth is de-
fined as the energy stored in biomass per unit of light en-
ergy absorbed (74). This parameter is of fundamental im-
portance in biomass production, because the microalgal
production should aim to achieve the maximum attainable
PE so as to produce the most biomass possible per unit
land area (open ponds) or volume (enclosed systems). Ac-
cording to Richmond (74), microalgae use only the PAR,
which constitutes about 43% of the total solar radiation at
the Earth’s surface and has an energy input equivalent to
that of monochromatic light at a wavelength of 575 nm.
Because one Einstein of 575-nm light contains 49.74 kcal
of energy, and assuming that free energy of photosynthesis
is 114 kcal mol�1 of reduced CO2, the theoretical maximum
energy efficiency for the photosynthetic reduction of CO2

to glucose with white light is 114/(8 • 49.74) � 0.286, or
approximately 29% (75). This estimation assumes that
eight photons of light are needed for the requisite transfer

of four electrons. Under field conditions, much lower pho-
tosynthetic efficiencies have been obtained. The maximum
practical photosynthetic efficiency is a problem still to be
resolved (76); however, a theoretical photosynthetic yield
of 6 to 7% of the total solar energy seems possible (77). A
6–7% efficiency represents a biomass productivity of 35 to
70 g m�2 per day depending on the geographic locations.
A photosynthetic efficiency of 10% during a period of 122
days has been reported (78). Nevertheless, producing bio-
mass on large scale under outdoor conditions with an ef-
ficiency similar to that obtained under controlled labora-
tory conditions remains a challenge.

Information on algal yields reported over 30 years has
been summarized by Goldman (54). Although the early at-
tempts at mass culture produced no better than 10 to 15 g
dry wt biomass m�2 per day over short periods, today it is
not uncommon for sustained yields to reach 20 to 25 g m�2

per day. Goldman presented a thorough analysis of maxi-
mum yield potential of algae based on the thesis that algal
production under the proper conditions is limited only by
light (55). Goldman’s equation can be written as

1 0.45 • I0P � • I ln � 1 (11)b s� �Q Ib s

where Pb is the productivity of the system (g m�2 s�1), I0

is the total irradiance at the culture surface (lE m�2 s�1),
Is is the saturating light intensity for which the growth
rate is the maximum (i.e., when l � lm, see Fig. 6) (lE
m�2 s�1), and Qb is the heat of combustion of the biomass
(lE g�1). The maximum available intensity of sunlight at
the Earth’s surface is about 2,000 lE m�2 s�1. Equation
11 predicts that, for a range of Is values between 60 and
180 lE m�2 s�1, as is typical for microalgae culture, the
upper limit of algal yield is 30 to 60 g dry wt m�2 per day.
According to this model, the factor that most strongly in-
fluences the algal yield is Is. By contrast with the labora-
tory experiments, most outdoor algal production systems
report productivities in the range of 15–30 g m�2 per day
(79). These figures are far different from those observed in
carefully controlled indoor cultures.

The laboratory work reported previously was carried
out under conditions of low intensities, at or below satu-
ration for photosynthesis. In practice, when dealing with
sunlight, the major problem is not the maximal quantum
efficiency but the fraction of absorbed photons that can ac-
tually be used in photosynthesis. The problem, well de-
scribed by Benemann (80), is that if algal photosynthesis
saturates at low light intensities, and algal cells have a
high extinction coefficient (high pigment content), then
more light will be absorbed than can be used in photosyn-
thesis. Depending on the actual saturating and incident
light intensities, the extinction coefficient, Ka, and the bio-
mass concentration, the maximum efficiency (regardless of
the minimum quantum requirement) will be reduced by
about two- to fivefold from that possible at low light levels
(80). The only solution to this problem is to increase the
light intensity at which photosynthesis saturates, which
means reducing the antenna and accessory pigment level
of the cell without affecting the rest of the photosynthetic
apparatus.
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A new procedure for calculating yields in microalgal
mass cultures at high incident irradiances has been pro-
posed by Molina Grima et al. (81). This approach is based
on an averaged irradiance for assessing the photon flux
absorbed by the biomass. The starting point of the proce-
dure (81) is the definition of the quantum yield, WE. The
quantum yield is defined as the amount of biomass gen-
erated per unit of radiation (usually photons or Einsteins)
absorbed by the culture. Because it represents the ratio of
biomass generation to absorbed photon flux, the quantum
yield can be calculated by the expression

Pb
W � (12)E Fvol

where Pb is the volumetric biomass productivity and Fvol

is the photon flux absorbed per unit volume. The quantum
yield can be converted to energy units, commonly denoted
as WkJ, by taking into account the average energy of the
light used (kJ E�1). The bioenergetic yield, W, quantifies
the percentage of light energy that is converted to chemical
energy; W can be calculated as the product of WkJ and the
biomass heat of combustion, Qb:

W � W Q (13)kJ b

Because Pb in steady-state continuous culture can be cal-
culated as the product of biomass concentration, Cb, and
the dilution rate, D, any of the growth yield defined in
equations 12 and 13 can be evaluated as long as the ab-
sorbed photon flux can be found.

Absorbed Photon Flux

The quantification of the absorbed photon flux is a compli-
cated matter, especially when the flux must be evaluated
in geometries other than flat reactors. Many factors such
as light scattering effects may lead to a misevaluation of
the absorbed flux. In every case the flux needs to be eval-
uated by direct measurement of the light leaving the pho-
tobioreactor (82). The light absorbed can be evaluated by
integrating the local volumetric rate of energy absorption
over the total reactor volume (83). This integral can be
readily obtained from the extinction coefficient of biomass,
Ka, and the average irradiance, Iav.

F � I K C (14)vol �m a b

Calculation of the absorbed photon flux by the preceding
procedure has several advantages: the calculation is in-
dependent of the system geometry once Iav is known and
can thus be applied to any type of photobioreactor as long
as Iav can be determined. Photon flux losses due to reflec-
tion of light off the reactor walls that cannot be neglected
(82) are automatically taken into account if the irradiance
is measured inside the culture. The validity of equation 14
for assessing the absorbed photon flux has been checked
experimentally in a culture of Isochrysis galbana (81) and
using data published by Lee and Erickson (84) for Chlo-
rella in a flat photobioreactor. Isochrysis galbana showed
a maximum efficiency of light conversion into biomass of

0.6 g E�1 at I0 � 820 lE m�2s�1 and a dilution rate of
0.030 h�1. The maximum capacity of the biomass to me-
tabolize light was found to be 13.1 lE g�1s�1 (81). Above
this value a significant drop in system efficiency occurred.

OPERATIONAL CONSIDERATIONS

Successful maintenance of a microalgal culture facility re-
quires continuous monitoring to prevent the development
of nonoptimal conditions. As shown in Figure 3, the on-line
information typically monitored includes the dissolved ox-
ygen (DO), temperature, and pH. In addition, daily micro-
scopic observations are important for characterizing the
physiological state of the culture. Measurement of growth
should be routinely accompanied by detailed microscopic
evaluations. Any increase in number of contaminating or-
ganisms in the culture is a warning signal: the tempera-
ture may have deviated from the optimal, or the concen-
tration for a particular nutrient may have gone out of the
optimal range. Monitoring of the nitrogen content is an-
other useful indicator of the state of continuous cultures
and may give information about the possible depletion in
mineral nutrient in the culture. This information can be
used as a guideline for adding, in equivalent amounts, the
entire formula of the elements making up the growth me-
dium. The concentration of DO is another reliable and sen-
sitive indicator of conditions that relate to growth and pro-
ductivity. There are many indications that early detection
of an inexplicable decrease in DO concentration or a de-
cline in the normal rate of the daily increase of DO in out-
door mass culture serves as a reliable warning signal that
the culture is stressed and may quickly deteriorate (74).

Reliability of the microalgal mass culture systems and
the ability to easily clean them are other important oper-
ational considerations. Closed reactors may experience
fouling of the walls by biomass. For continuous cleaning of
tubular photobioreactors, Chaumont et al. (85) have de-
veloped and patented a system that consists of balls that
continuously circulate through the tubes. Such systems
are effective for fouling control.

Tubular photobioreactors are also reasonably reliable.
They have been used to continuously culture many species
including the marine algae Phaeodactylum tricornutum,
Tetraselmis chuii, and Isochrysis sp. for periods in excess
of 3 months (19,53). These systems are particularly suited
to continuous or semicontinuous culture, which permits
superior control over the culture conditions and provides a
product of consistent quality. As an additional operational
advantage, the cell concentration reached is much greater
in most closed systems than values achieved in open sys-
tems; consequently, the harvesting cost is lower for closed
systems. However, the actual cell density needs to be man-
aged carefully to maximize productivity (Fig. 11). At low
cell densities, especially in outdoor systems, the algae may
be severely photoinhibited, whereas at very high cell den-
sities self-shading can reduce productivity as individual al-
gal cells do not receive an optimal level of light.

In summary, culture management aims to achieve and
sustain an optimal state of the culture. For maximum bio-
mass productivity, solar irradiance should be the sole lim-
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Figure 11. Effect of dilution rate, D, on
the steady-state biomass concentration,
Cb, the biomass productivity, Pb, and the
average irradiance inside a photobioreac-
tor, Iav. Data were obtained in an outdoor
continuous culture of P. tricornutum, in a
concentric tube airlift bioreactor. Source:
From Refs. 14 and 49, with permission.
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Table 1. Comparison of Properties of Different Large-Scale Algal Culture Systems

Reactor type Mixing

Light
utilization
efficiency

Temperature
control Gas transfer

Hydrodynamic
stress

Species
control Sterility

Unstirred ponds Very poor Poor None Poor Very low Difficult None
Open raceway Fair to good Fair to good None poor Low Difficult None
Airlift Uniform Good Excellent High Low Easy Easily achievable
Bubble column Fair Fair Excellent Fair Low Easy Easily achievable
Tubular Almost uniform Good Excellent High Low to high Easy Achievable
Biocoil Uniform Excellent Excellent Low to high Low to high Easy Achievable

Source: Adapted from Borowitzka (31).

itation; however, when a metabolite is the desired product,
the operational conditions for maximal productivity might
be different from those for biomass productivity.

CONCLUDING REMARKS

Microalgae represent an important but little known re-
source with the genetic potential to provide valuable com-
pounds. Future development of algal biotechnology will
depend largely on what unique high-value products mi-
croalgae can provide. Algal products or processes must
have some unique attribute, either biochemical or engi-
neering, that would make them superior to heterotrophic
microbes. Current commercial use of microalgae is re-
stricted to a few niche applications.

Based on a comparison of the major types of algal cul-
ture systems (Table 1), the open systems are clearly defi-
cient in several aspects. Despite this deficiency, open race-
way systems are in commercial use. A principal advantage
of open culture systems is the relatively small capital in-
vestment needed. Open systems are simple, but their pro-
ductivity is low relative to the theoretical maximum. Much
improvement in photosynthetic activity could be effected
by genetic engineering of the photosynthetic complex to
raise the light intensity threshold at which the photosyn-

thetic machinery is light saturated. Also, resistance to pho-
toinhibition may be introduced by genetic modifications.

Enclosed photobioreactors, which allow better control of
operational conditions, are better suited to producing high-
value products. These bioreactors permit culture of a
greater diversity of algae than possible in open ponds. The
potential of enclosed outdoor tubular photobioreactors has
been demonstrated with high-productivity culture of mi-
croalgal species such as Porphyridium, Isochrysis, and
Phaeodactylum. Because of better control of culture pa-
rameters, enclosed culture allows for manipulation of the
biochemical composition of the algal biomass for various
purposes (86–89). Although the enclosed culture technol-
ogy is more capital intensive than the open pond systems,
the additional cost may be recoverable. Temperature in-
crease and fouling are the major problems with closed pho-
tobioreactors. The choice of a suitable mass culture system
depends on several factors including geographic location,
the microalgal species, and the metabolite to be produced.
The following factors should be considered in making a se-
lection: (1) the culture system should permit the culture of
several species; (2) the culture system should provide uni-
form illumination and high rates of mass transfer that are
attained by means that do not damage the culture; (3) the
reactor must prevent or minimize fouling, particularly of
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its light transmitting surfaces; and (4) the volume of the
nonilluminated parts of the reactors should be minimized.

NOMENCLATURE

Ad Cross-sectional area of the downcomer (m2)
Ar Cross-sectional area of the riser (m2)
Cb Biomass concentration (g L�1 or g m�3)
d Depth channel (m)
f Fanning friction factor
Fvol Photon flux absorbed in unit volume (lE m�3 s�1)
hD Height at which the degasser is situated (m)
I Hourly incident photosynthetic radiation

(lE m�2 s�1)
Iav Photosynthetically active hourly average

irradiance inside culture (lE m�2 s�1)
I0 Solar irradiance impinging on the reactor surface

(lE m�2 s�1)
Is Saturating light intensity for which the growth

rate is maximum (lE m�2 s�1)
Ka Absorption coefficient (m2 g�1)
K1 First equilibrium constant for bicarbonates buffer

(mol m�3)
K2 Second equilibrium constant for bicarbonates

buffer (mol m�3)
KW Dissociation constant of water
L Channel length (m)
Leq Equivalent length of the solar receiver (m)
n Manning friction factor (s m�1/3), or characteristic

parameter of the hyperbolic growth model
n1 Characteristic parameter of the photolimitation–

photoinhibition model
n2 Characteristic parameter of the photolimitation–

photoinhibition model
n3 Characteristic parameter of the photolimitation–

photoinhibition model
P Power consumption for the culture flow in the

channel (kW)
Pb Biomass productivity (g m�3 h�1)
Qb Heat of combustion of biomass (lE g�1)
S Cross section of the tube (m2)
s Rate of loss of energy in the channel

(dimensionless)
UL Superficial liquid velocity in the tube (m s�1)
v Mean culture flow velocity channel (m s�1)
w Width channel (m)
w Bioenergetic yield coefficient (%)
wE Quantum yield (g E�1)
wkJ Energetic yield (g kJ�1)
g Efficiency of the paddle wheel (�)
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Urda Cardona, and J. Fernández Sevilla, Biotechnol. Appl.
Biochem. 20, 279–290 (1994).

21. M.R. Tredici and G.C. Zittelli, Biotechnol. Bioeng. 57, 187–197
(1998).

22. Y.K. Lee and C.S. Low, Biotechnol. Bioeng. 38, 995–1000
(1991).



1768 MICROALGAE, MASS CULTURE METHODS

23. W.J. Oswald, in E.F. Gloyna, J.F. Malina, and E.M. Davis eds.,
Ponds as Wastewater Treatment Alternative, Water Resources
Symp. No. 9, University of Texas, Austin, Tex 1975.

24. J.C. Dodd, in A. Richmond ed., Handbook of Microalgal Mass
Culture, CRC Press, Boca Raton, Fla., 1986, pp. 265–283.

25. W.J. Oswald, in M.A. Borowitzka and L.J. Borowitzka eds.,
Micro-Algal Biotechnology, Cambridge Univ. Press, Cam-
bridge, 1988, pp. 357–394.

26. H. Märkl and M. Mather, Arch. Hydrobiol. 20, 85–93 (1985).

27. E.A. Laws, S. Taguchi, J. Hirata, and L. Pang, Biotechnol.
Bioeng. 28, 191–197 (1986).

28. P. Heusler, J. Castillo, S. Morino, and V. Vasquez, Arch. Hy-
drobiol. 11, 254–260 (1978).

29. A. Richmond, in F.E. Round and D.J. Chapman eds., Progress
in Physiological Research, vol. 7, Biopress, Bristol, 1990, pp.
269–330.

30. Y.K. Lee, Trends Biotechnol. 4, 186–189 (1986).

31. M.A. Borowitzka, J. Mar. Biotechnol. 4, 185–191 (1996).

32. H. Tamiya, E. Hase, K. Shibata, A. Mituya, T. Iwamura, T.
Nihei, and T. Sasa, in J.S. Burlew ed, Algal Culture from Lab-
oratory to Pilot Plant, Carnegie Institution of Washington,
Washington, D.C., 1953, pp. 204–232.

33. D. Chaumont, C. Therpenier, and C. Gudin, in T. Stadler, J.
Mollion, M.C. Karamanos, H. Morvan, and D. Christiaen eds.,
Algal Biotechnology, Elsevier, London, 1988, pp. 199–208.

34. European Pat. 0,239,272 (March 6, 1988), L.F. Robinson; A.W.
Morrison, and M.R. Bamforth (to Biotechna Ltd.).

35. Y.K. Lee and C.S. Low, Biotechnol. Bioeng. 40, 1119–1122
(1992).

36. M.A. Borowitzka, J. Appl. Phycol. 4, 267–269 (1992).

37. A.D. Little, in J.S. Burlew ed, Algal Culture from Laboratory
to Pilot Plant, Carnegie Institution of Washington, Washing-
ton, D.C., 1953, pp. 235–273.

38. M.R. Tredici and R. Materassi J. Appl. Phycol. 4, 221–231
(1992).

39. H. Quiang, H. Gutterman, and A. Richmond, Biotechnol.
Bioeng. 51, 51–60 (1996).

40. F.G. Acién Fernández, F. Garcı́a Camacho, J.A. Sánchez
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INTRODUCTION

In biotechnology, the denominator is biomass, for example,
yield is the desired product per unit of biomass. Biomass
concentration is one of the major determinants to identify
the stage of the culture cycle. It is necessary to understand
the controlling points in the physiology of the bacterial
growth. Biotechnologists have talked extensively about
growth phase and idiophase as the key measures of fer-
mentation technology. There are a number of approaches
for biomass measurement, but they are not very good and
have significant limitations. The reader should supple-
ment the treatment presented here with a previous article
(1) that details a number of procedures and leads back to
the earlier literature. Another useful overview is provided
by Sonnleitner et al. (2). The former paper comes from the
approach of a physiologist, and the latter is from the point
of view of biotechnologists. For historical interest, the col-
lected source is by Dawson (3).

Principles

Principles of bacterial growth are discussed in microbial
physiology texts. I would particularly recommend that by
White (4). Although there are many books on bioprocess-
ing, most do little to discuss biomass measurements. The
book by Pirt in 1975 (5) was a milestone in the field of
microbe growth for product formation; newer publications
are now available (6,7), but they do little for the estimation
of biomass.

Definitions of Growth

To measure biomass and bacterial growth rate, precise def-
initions are needed. Although biomass is fundamental to
carrying out technology, we have to consider first the
growth process that makes the biomass and examine its
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several definitions. The most basic definition of growth is
based on the ability of individual cells to multiply, that is,
to repetitively initiate and complete cell and organismal
division. This definition implies monitoring the increase in
total number of discrete bacterial particles. There are
three basic ways to do this: by microscopic enumeration of
the particles, by electronic enumeration of the particles
passing through an orifice (Coulter counter) and by modern
flow cytometry. Assessment of particle number would
falsely include dead cells and detritus, which would tend
to lower estimations of growth rate. The rate would be ar-
tificially raised by the progressive dissolution of aggre-
gates of bacteria and the fragmentation of nongrowing fil-
amentous organisms. An increase in cell number need not
correlate exactly with an increase in biomass or useful
product. Commonly, at the end of an exponential growth
phase, cell division overshoots biomass production and the
cells become smaller.

A second definition of growth involves determining the
increase in colony-forming units (CFU). Because some cells
may be dead or dying, this definition of growth may be
different from the one based on the detection of discrete
particles as a function of time. Although in the long run,
the increase in the number of organisms capable of indef-
inite growth is the only important consideration for the
physiologist, this is not so for the biotechnologist, for sev-
eral reasons. First, for strain purity, each new production
run starts afresh from starter cultures; these cultures
would had been specially treated much differently than the
cells in the actual production run. This care is to avoid
contamination and the buildup of unwanted mutants. Sec-
ond, dead, dying cells and stationary cells may be the pro-
ductive members of the culture in terms of product for-
mation. This second definition is the reason that colony
counting and most-probable-number (MPN) methods of
measurement are so important. It must be noted that vi-
able counting methods, which seem so natural to a bacte-
riologist, are really quite special in that cultures are di-
luted so highly that individual organisms cannot interact.
For example, these methods cannot in principle be applied
to obligate sexually reproducing organisms requiring
male–female interaction or to colonial organisms such as
myxobacteria that in certain conditions need to be part of
a large mass of organisms that produces sufficient exoen-
zymes in order to grow. Even when applied to the prokar-
yote, there are special restrictions and limitations, for ex-
ample, CO2 must be available in sufficient concentration,
although this need not be supplied if many organisms are
present generating CO2. This and possible detoxification of
the medium can lead to a lower count than would have
occurred in the more concentrated actual culture. To illus-
trate, consider a single bacterium and an isolated mam-
mal, both introduced into an environment without any in-
dividuals of their own kind. The former would produce a
colony, whereas the latter could only produce a viable col-
ony if the founding individual was a pregnant female.

A third definition of growth (and the practical one) is
based on an increase in biomass. Macromolecular synthe-
sis and increased capability for synthesis of cell compo-
nents are the obvious basis for the measurement of growth
by everyone interested in microbes and what they can do.

From our point of view, the whole process of chromosome
replication and cell division is an essential but minor pro-
cess that seldom limits growth; what usually limits growth
is the ability of enzymatic systems to use available re-
sources to form biomass. Moreover, the restriction of
growth of the culture is usually the result of the depletion
of resources or degradation of the local environment.

A fourth definition of growth is based on the organisms’
action in chemically changing their environments. This
category can be considered as simply a different conse-
quence of the increase in biomass. But it allows the rate of
the growth process and the biomass production to be esti-
mated in indirect ways. Most important in industry, the
gases coming from the fermentation are analyzed, and the
consumption of oxygen and production of carbon dioxide
are used as effective and efficient means to follow growth.
Especially important is the use of mass spectrometer
methods, because of their precision and the ability to au-
tomate measurements, growth of cultures can be followed
usefully and effectively.

Biomass is the result of growth; it has variously differ-
ent definitions according to purpose. In most biotechnology,
biomass is organic material that is cheap and can be con-
verted into fuel, or heat, or structural materials. It is nec-
essary that such sources be self-generating, cheap, and
available. Whether biomass is alive or dead is less rele-
vant; the assumption is that it was, or at least once was,
alive. If one has a mixture of coal and fresh plant material,
the term biomass is fully ambiguous. For product forma-
tion there is less ambiguity; microbial biomass requires the
expenditure of resources, and useful product may be pro-
duced by organisms that may be living or dead according
to which of the definitions of growth is used.

Balanced Growth

These four definitions of growth become equivalent under
a single circumstance: the state of balanced growth (8).
This is certainly an academic concept, but its practicality
is clear. An asynchronous culture can be said to be in bal-
anced growth when all intensive properties are constant
in time. An intensive property is one that does not matter
how big the system is. An extensive property is another
term from physical chemistry and refers to those proper-
ties of the system that are proportional to the amounts of
substances of various kinds in the system. Thus, biomass
and cell number are extensive properties of a culture and
proportional to the volume of culture considered. These
properties increase regularly and exponentially with time
during balanced growth. However, temperature or ratios
(such as DNA, RNA, or product per cell) are intensive prop-
erties that do not change during balanced growth. The ap-
plication of this physical–chemical principle to bacteriol-
ogy lies in the thought that if a culture is grown for a
long-enough duration (usually with many subcultures) so
that the biomass is sparse enough to not alter the environ-
ment significantly, sooner or later the organisms will come
to achieve the same growth state for any particular con-
stant environment, no matter what the cell’s condition was
initially—be it log, lag, or the stationary state. Once this
balanced growth state has been achieved, if the conditions
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remain the same, the culture will remain in balanced
growth indefinitely. This would be true of a culture that
had grown in a continuous culture or one that was diluted
manually periodically, avoiding entry into either lag or the
stationary state. However, if a nutrient is exhausted, or if
the culture is altered by mutation and selection, or if the
physical nature of the environment is changed, then bal-
anced growth would cease and the culture would be in
some nonbalanced state of growth.

The criteria given above are too stringent to be fully met
with any practicality, but it is readily possible to study cul-
tures that are substantially in balanced growth by growing
cultures maintained at low density by dilution and using
arbitrarily any one measure to follow growth, for example,
biomass assayed turbidimetrically. If the doubling time re-
mains constant over an extended period of time, then it is
a good assumption that growth is balanced. Studies of
these cultures can lead to an understanding of the prop-
erties of individual cells in the idealized state of balanced
growth. But they would not bear on the properties of ag-
gregates or clumps of cells or of cells reacting to some ca-
lamity or catastrophe in their environment.

Although we may consider any extensive property of a
culture in balanced growth, let us first focus on biomass
and call it X for tradition’s sake. The rate of formation of
biomass will be proportional to the amount of biomass. Call
the proportionality constant, l, then:

dX/dt � lX

Through the laws of calculus, this equation can be inte-
grated and a boundary condition (X � X0 when t � 0) im-
posed, yielding the well-known equation for exponential
growth:

ltX � X e0

However, every cellular substance, or even an extracellular
product of the cells, could be substituted for our X. Thus,
after growth becomes balanced, the increase of any com-
ponent or group of components will be exponential in time.
If the ratio of one substance to every other is to remain
constant, the same proportionality constant must apply for
every component. This common value of l is called the spe-
cific growth rate or growth rate constant. Not only will any
substance increase exponentially, but any combination of
substances or the rate of change of any substance also will
increase exponentially with this same specific growth rate,
l. Practically, this allows the rate of oxygen uptake, heat
production, or production of an internal or external metab-
olite to be used as an index of growth. It will also allow
growth to be monitored by the depletion of some medium
component or the change in conductivity of the medium.

Intensive properties, such as l and the ratio of the con-
centrations of different cell substances, must necessarily
remain constant under conditions of balanced growth. In
addition, the distribution of cell sizes and the average
number of chromosomes will stay constant. An average cell
will have a time-independent constant rate of carrying out
every cellular process, and newly arisen daughter cells will
have a constant probability of being able to form a colony

(i.e., the percentage of nonviable cells will remain con-
stant). Therefore, under these special conditions, no mat-
ter what measure of growth is used (whether it is particle
counting, colony formation, chemical determination of a
cell substance, or consumption or excretion of a substance),
the same specific growth rate will be obtained and that rate
will be constant through time.

Changes in Cell Composition at Different Growth Rates
of Balanced Growth

Organisms respond to environmental conditions, both
physical and chemical, by altering their own composition.
These changes have been well documented for certain en-
teric bacteria but may occur with all prokaryotes (9). In
general, favorable growth conditions mean faster growth,
which requires a higher concentration of ribosomes and
associated proteins. In terms of gross composition, the
most obvious difference comparing a faster culture with a
slower culture is a greater RNA content in the former (10).
Also, under favorable growth conditions, the cells can lay
down reserve materials such as glycogen and poly-b-
hydroxybutyric acid. These changes in composition lead to
the possible pitfall of the bacteriologist falsely relating one
measure of growth to others when comparing growth in
different environments.

Unbalanced Growth

Although balanced growth conditions lead to reproducible
cultures, much of physiology deals with the responses of
organisms to changes in their environment that lead to
progressive changes in the organism (i.e., to the study of
unbalanced growth). When a stationary culture is inocu-
lated into fresh medium, the properties of organisms
change drastically through the course of the batch culture
cycle. Though only very well documented for certain en-
teric bacteria, similar changes probably apply with other
prokaryotes. The exact course of changes in composition
and morphology depends on the medium and on the age
and condition of the inoculum. Culture cycle phenomena
have relevance to growth measurements. These phenom-
ena are particularly important in ecological studies, where
the conditions under which the organisms grow are critical
and, to a large degree, uncontrollable. The changes in char-
acteristics are also involved in response to the fluctuations
in natural conditions (11,12). For biotechnology purposes,
it is the progression of changes in the so-called idiophase
of growth that are paramount.

Noting that a typical bacterial culture generally means
one of Escherichia coli (13), a typical bacterial culture cycle
progresses as follows. When a stationary culture is diluted
into rich medium, macromolecular synthesis accelerates.
The components of the protein-synthesizing system (i.e.,
ribosomal proteins and ribosomal RNA) are made first.
Only after considerable macromolecular growth has en-
sued does cell division take place. During this lag phase,
the average size of cells increases greatly. When the ca-
pacity of the medium to support rapid balanced exponen-
tial growth is exceeded, metabolic processes (both inter-
mediate metabolism and macromolecular synthesis) slow
down. Different processes slow differentially in a way to
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make small, RNA-deficient cells. Finally, the cells die and
may eventually lyse.

Pitfalls in Measuring Growth

Errors in measuring bacterial growth fall into four classes.
The first major pitfall is the general tendency of most or-
ganisms toward clumping or a filamentous habit of growth.
This can occur even under mildly toxic conditions with bac-
teria that ordinarily divide regularly. The second pitfall is
the differential viability of injured bacteria under different
culture conditions. Repair processes may permit the recov-
ery of viable cells under some, but not other, conditions. A
third major pitfall is the possible development of resistant
stages. Bacteria known to form resistant stages, such as
spores, pose no problem because the controls and mea-
surements to correct for such differentiated forms are well
known; but when resistant stages are not suspected, error
can arise. The fourth pitfall pertains to the way in which
the inoculum is exposed to the new environment. Different
results may be obtained if the concentration of an agent is
raised gradually, if it is raised discontinuously, or if a high
concentration is temporarily presented and then removed
or lowered, such as when a concentrated solution of a nu-
trient is added and the mixing is not rapid. The cell con-
centration at the time of challenge can be critical. Bacteria
may have special ways, sometimes inducible mechanisms
or sometimes unknown ones, to protect themselves against
toxic agents. Finally, the protection may be dependent on
the number of organisms cooperating in detoxification.

Mycelial Habit of Growth

The evaluation of mycelial growth (the first pitfall) is both
easier and much more difficult than that of well-behaved
organisms that engage in binary fission and then promptly
separate. The problems and methods for colonial growth
have been discussed by Calam (14) and will be briefly dealt
with here. Filtering filamentous cells, with or without dry-
ing, is easier than with smaller nonfilamentous cells.

The rate of increase in size of the colony in one, two, or
three dimensions depends on the rate of elongation of those
terminal hyphae that happen to be growing perpendicular
to the surface of the colony, but the mobilization of re-
sources into the mycelial mass depends on the surface area
of the colony (15,16). Therefore, particularly with shake
cultures, the results depend on the nature and size of in-
oculated fragments; with large fragments, growth becomes
limited at an earlier stage by diffusion of nutrients into the
mycelial mass. Thus, the major pitfall with the mycelial
habit of growth is that the growth is quickly deviates from
exponential growth and depends on the geometry of
growth and the nature of the inoculum. In shake cultures,
the apparent growth may depend on the shape of the vessel
and on the shaking speed, its character (circular or recip-
rocal), and the distance moved, because all of the above
can affect the tendency of the mycelia to break into smaller
pieces. An important aspect of biotechnology is controlling
the filamentous versus pellet conformations.

Cell Differentiation

The change of enteric bacteria from large, RNA-rich forms
in the exponential phase to small, RNA-poor forms in the

stationary phase has many of the aspects of differentia-
tion. Bacteriology, however, has much clearer examples of
cell differentiation in the cases of transition of rod to coc-
cus, of vegetative bacillus to endospore, and in the forma-
tion of exospores, cysts, and buds. The tendency to form
filaments in certain circumstances can also be considered
a differentiation. These changes and their reversal pose
potential pitfalls for all approaches to growth measure-
ment.

Adsorption of Cells to Surfaces

Many bacteria naturally adhere to certain surfaces or can
adapt and mutate to achieve a high avidity for solid sur-
faces, including glass. Many experiments with chemostat
culture have failed to achieve their primary goal because
the organisms adhered to the vessel walls. It is for these
reasons that plastic or Teflon should be used whenever
there is long-term contact of the organism with a culture
vessel (16) Other approaches to minimizing the effects of
growth on vessel walls include the use of large culture vol-
umes in large containers, the use of violent agitation, and
the frequent subculture of the bacteria into fresh glass-
ware. These are the conditions in large biofermenters, but
not during the production of the starter cultures. In addi-
tion, the use of detergents, vegetable oils, silicone coatings,
and a high-ionic-strength medium may to some degree al-
leviate this problem.

This problem is particularly pertinent during dilution
of the culture for measurement by highly sensitive means,
such as microscopic and plate counts. It is, therefore, given
consideration in the discussion of those methods (1,17,18).

DIRECT PARTICLE COUNTS

For many biotechnology purposes, the counting methods
that can be used are limited because the growth medium
generally contains particulate matter. This does not pre-
clude their use in the development of strains and other
phase of biotechnology.

Microscopic Enumeration

Microscopic enumeration is a commonly used technique
that is quick and cheap and uses equipment readily avail-
able in the bacteriological laboratory. The technique is sub-
ject to gross errors, however. These can be overcome to a
large degree using improvements suggested by the work of
Norris and Powell (19). Precise details are given in my ear-
lier review of this subject that are a further modification
of this method (1), and some versatile techniques that have
some of the characteristics of viable counts or metabolic
measurements are given in the work by Murray et al. (20).

Methods and equipment, some linked to computer pro-
grams, are now available to record, scan, and view a mi-
croscope field. Software and hardware are available that
enable a sample to be placed in a counting chamber viewed
by a microscope, and then an electronic count can be made
from the image. The computer can distinguish between
cells adhering side by side and between a long cell and a
pair of sister cells that have completed division but have
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not separated. The capability exists to measure the bio-
mass from the density of the pixels since the phase con-
trast (see later text) is a measure of the biomass. For fil-
amentous organisms, the computer could output the total
length of hyphae and convert that into biomass (21,22).
Direct enumeration from charge-coupled device (CCD) im-
ages with highly intelligent computer filtering will allow
distinguishing the bacteria or fungi from the particulate
matter in the brew in many cases.

Electronic Enumeration

The Coulter Counter (Coulter Electronics, Hialeah, Fla.),
its commercial competitors, and particularly the labora-
tory-built versions have been important in the develop-
ment of bacterial physiology in the past 50 years. Such
instruments are used routinely in clinical hematology.
They are also very useful in the enumeration of nonfila-
mentous yeasts and protozoa, but not of mycelial or fila-
mentous organisms.

The principle of electronic enumeration is as follows. A
fixed volume of diluted cell suspension is forced to flow
through a very small orifice connecting two fluid compart-
ments. Electrodes in each compartment are used to mea-
sure the electrical resistance of the system. Even though
the medium conducts electricity readily, the orifice is so
small that its electrical resistance is very high. Conse-
quently, the electrical resistance of the rest of the electrical
path is negligible by comparison. When a cell is carried
through the orifice, the resistance further increases be-
cause the conductivity of the cell is less than that of the
medium. This change in resistance is sensed by a measur-
ing circuit and converted into a voltage or current pulse.
The counting rates can be very high, but beware of coin-
cidence errors. The pulses are counted by an electronic cir-
cuit similar to that used in counting radioactivity. Very
small pulses are eliminated by a discriminator circuit. Very
high pulses, which might result from dirt or other irrele-
vant particles, are eliminated by an upper discriminator.
In advanced models, the pulses may be analyzed by size
and stored in a multichannel analyzer; later, the data can
be recovered and plotted in a histogram, and the numbers,
mean size, and standard deviation can be calculated. All
the data may be collected, and the discrimination against
pulses that are too high or too low can be carried out as
the data are analyzed. The instruments have some method
of forcing an accurately known volume through the orifice
during the counting period. This is usually done by dis-
placing the fluid in contact with a mercury column past
triggering electrodes that conduct effectively through the
mercury, but not through the diluent medium.

The major problem areas in electronic enumeration are
three. The first problem concerns the size and shape of the
cells. Some bacterial cells are very small (less than 0.4
lm3), and the resistance pulses produced as they pass
through the orifice are comparable to the noise generated
by the turbulence that develops in the fluid flowing
through the orifice. One can set the discriminator dial on
the instrument to reject the turbulence noise, but one loses
sample information, particularly about newly divided cells.
One can run blanks and subtract the blank values, but

blanks are particularly variable for small cell sizes. In ad-
dition, a pattern of turbulence can become established, re-
main for a while, and then be replaced with another pat-
tern. This can cause major interference. Determining the
size of cells has many difficulties, including the effect of
the path that the particle takes through the orifice and the
resistance of the various layers and compartment of the
cell. Therefore, this potential use of the instrument is not
discussed in this article. Finally, the overall error increases
when the blank has large statistical variation. This is not
a major problem for biotechnology because currently used
microbes are relatively large.

The second major problem for physiological studies in
electronic counting results from the failure of cells to sepa-
rate promptly from each other after cell division. This, and
the tendency to form filaments and aggregates, can be min-
imized by careful choices of the organism and the condi-
tions. Possibly it can be reduced by vortexing or sonicating
the sample. It was fortuitous for the advancement of mi-
crobial physiology that E. coli was chosen for physiological
and genetic studies in the 1940s and 1950s because only a
relatively small number persists in pairs or chains or in
the form of aggregates. There is the related problem of co-
incidence, which is the passage of more than one cell
through the orifice in a short enough time so that a single
larger cell is registered by the electronic equipment. This
problem can be dealt with by increasing the dilution so
that the probability of coincidence is reduced.

The third major problem is technical: the clogging of the
orifice in electronic counting. The resistance change is a
smaller proportion of the total electrical resistance of the
orifice when the orifice diameter is larger. Consequently,
for small rod-shaped bacteria such as E. coli, orifices with
diameters in the range of 12 to 30 lm must be used. The
exact choice is a tradeoff between the increased signal
strength of small apertures and the increased noise and
probability of becoming clogged. Clogging is best prevented
by ultrafiltration of all reagents. Alteratively, the diluent
can be prepared and allowed to settle for a long time
(months) in a siphon bottle so that the particulate-free so-
lution can be withdrawn from above. Additional informa-
tion about this technique can be found in the works by
Drake and Tsuchiya (23) and Kubitschek (24).

Flow Cytometry

Flow cytometry became an extremely powerful method for
the studies of many aspects of the biology of eukaryotes
two decades ago. The instruments are now common in hos-
pitals and clinical research laboratories. Because prokary-
otes are smaller, it is only more recently that the instru-
mentation and methods have been refined and are only
now coming into their own in the study of bacteria. The
instruments operate by forming a small-diameter stream
of the sample suspension. This is encased in a stream of
particulate-free fluid. The tube through which they flow
constrict in such a way that the stream of the sample is
made still narrower in diameter. This process is called hy-
drodynamic focusing. The flowing stream is examined with
laser light with various frequencies and angles, and the
output of the detection circuits is used to detect when a
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particle passes through and determine its characteristics.
The design permits the analysis of biomass by light-
scattering methods and by fluorescent staining of chemical
components such as DNA. This will be discussed in “Flow
Cytometry.” The electronic circuits allow cells to be
counted very rapidly. Growth can be followed by the in-
crease in counts in samples counted at intervals. The prob-
lems for the application to prokaryotes is in sensitivity and
background noise.

The original designs were made for study of problems
in immunology. Applications, including microbiology, have
been previously described (25–27).

Another quite different instrumental design was devel-
oped in Norway (28,29). It depends on flow directly on a
microscope slide on an inverted microscope. This instru-
ment uses an inverted microscope essentially operated in
the dark-field mode. It uses a high-intensity mercury arc.
Now with commercially available equipment, it has been
utilized to study a variety of problems. Clever applications
have been described (30,31).

The instrument of the first type uses a well-collimated
laser source and fiberoptics. Great care is needed to main-
tain the instrument and its calibration. Routinely, poly-
styrene beads are mixed with the biological sample in a
fixed amount. They have a uniform size and serve to qual-
ity control the electronics. By relating the biological count
to the bead count, the concentration of biological particles
can be determined. These kinds of controls can be used
with the second type of instrument, which is cheaper and
is now in use in many laboratories for many microbiologi-
cal purposes. It is also capable of counting at very fast
rates.

COLONY COUNTS EQUAL VIABLE COUNTS

Bacteriology really became an experimental science when
Herr Dr. Robert Koch listened to Frau Fannie Hesse and
developed the agar plate. This allowed not only the cloning
of pure strains but also the enumeration of colonies arising
from individual viable cells. Many variations have been
developed and used in the ensuing century: (1) spread
plates, (2) pour plates, (3) thin-layer plates, (4) layered
plates, and (5) membrane filter methods. Although these
techniques are very useful in the development of industrial
strains, they take too much time and cannot be used on-
line.

These techniques are described in many places (1). The
pour-plate methods have variations in which the cells are
grown in roller tubes or microtubes (32) and are examined
with low-power microscopes when the colonies are small
(33). There are many individual variations of techniques,
sometimes resulting from historical accidents and some-
times resulting from special bacteriological circumstances.
Automation of colony counting has put additional special
restrictions on techniques, but allows colonies on the Petri
dishes to be counted rapidly without operator error.

It must be emphasized again that mycelial organisms
pose special problems. To some degree they can be over-
come by sonication or shearing. A practical approach is to
conduct a pilot study to find the amount of ultrasound that

produces the maximal count that optimizes the separation
of propagules from each other and minimizes the destruc-
tion of them by the physical treatment.

In the future, the development of growth media that is
perfectly clear and can be solidified in uniform layers on a
new generation of microscope slides will permit the anal-
ysis by telometering and computer analysis after only a
few hours of incubation. In some cases, observation will be
repeated and the difference in the images used to compute
the growth rate as well as the initial CFU and viable bio-
mass. Selectivity and identification of special properties
with dyes and chemical reactions could be used as well.
Again, particulate matter can be a problem, but less severe
as the microcolonies grow to be larger than the detritus in
the medium.

Spread Plates

The sample is pipetted onto the surface of solidified agar
medium in a Petri dish, and then the cells are distributed
with a wire, glass, or Teflon spreader. In the spread-plate
technique, the growth forms surface colonies. It is reliable
when methods to transfer all of a defined volume of cell
suspension to the surface of the agar are used. The method
is additionally useful because surface colonies are required
to produce the proper color responses with many indicator
agars that depend on the redox state of the colonies. In
many cases, different colors are given from subsurface col-
onies because the oxygenation is different, and, therefore,
the acid production and reducing potential are different
than on the surface, and the selectivity is usually much
less. (See Murray et al. [20] for recent improvements in
technique.)

Pour Plates

An aliquot sample of diluted cells is pipetted into an empty
sterile Petri dish; molten, but cool (45 �C), agar medium is
poured onto the sample; and the contents are mixed by
swirling and then allowed to harden. The pour-plate tech-
nique is a standard technique. Its main advantages is that
most colonies are subsurface. They are, therefore, small,
making it possible for a plate to have many colonies and
still be countable. This method has a large dynamic range,
and automation can be very useful.

Thin-Layer Plates

The use of thin-layer plates came out of virology. The sam-
ple is pipetted into a tube containing a small volume (2.5
to 3.5 mL) of molten but cool (45 �C) soft agar (0.6 to 0.75%)
medium. This is then poured onto previously poured and
hardened (1.5 to 2% agar) medium in a Petri dish, and the
overlay is allowed to harden. This was the technique de-
veloped to measure virus plaques in the 1940s.

Layered Plates

Layered plates are like thin-layer plates except that an
additional layer of agar medium is poured onto the newly
congealed soft agar medium containing the cells so that all
colonies are subsurface, but in the same plane. It is very
useful because all colonies are subsurface and, therefore,
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much smaller and compact. Under the right conditions
they can be intensely colored because they are highly an-
aerobic. Many more colonies may be present, and yet the
coincidence by fusion of colonies is small; this means that
several thousand colonies per plate can be used and give
meaningful results. This approach is especially recom-
mended because the main difficulty with usual surface col-
ony counting method is its lack of dynamic range. Rules
have been issued that between 30 and 300 colonies are
required for spread plates. The lower limit is set by statis-
tical accuracy, and the upper limit is set by coincidence
limitations. This 10-fold range is inconvenient for many
purposes, because in many cases one cannot predict the
number within a factor of 10 when choosing the dilution
factor. The extra care needed to prepare the overlay plates
is justified because it allows the counting in a larger range
of 30 to 2,000 colonies. A second major advantage is flexi-
bility for nutrient supplementation. Minimal agar can be
used to pour the basal layer in a large number of Petri
plates for indefinite storage. Stock supplies of the minimal
soft agar can also be kept on hand. Then, 10- to 50-fold
excesses of needed special nutrients can be added to the
aliquots used for the molten top agar. In some cases, dyes
and chromogenic substrates can be added as needed to the
soft agar to allow screening of the colonies. Toxic sub-
stances can be incorporated to measure frequencies of re-
sistant mutants.

Membrane Filter Methods

The diluted cells are filtered onto an appropriate mem-
brane filter, which is then placed on an agar medium plate
or onto blotter pads containing liquid medium. Sometimes
it is necessary to carefully prewash the membranes and
the pads with water or medium and then sterilize them. It
is also necessary to supply nutrients at a higher level be-
cause they must diffuse to where the cells are located.

Automation

Several articles and books have been devoted to attempts
to speed and automate growth measurement (34,35).

Special Situations

Certain organisms are very sensitive to substances present
in agar. Meynell and Meynell (36) presented an excellent
discussion of these problems. Injured organisms may have
additional special requirements, and the entire 26th sym-
posium of the Society for General Microbiology (37) was
devoted to these problems. Genetically defective organ-
isms pose individual problems that can be research prob-
lems on their own, such as the ability of various repair
mutants to form countable colonies (38).

The problem of quantitating the number of organisms
in cultures of strict anaerobes is discussed by Holdeman
et al. (39) and Hungate (40).

Most Probable Number Method

The most probable number (MPN) method consists of mak-
ing a number of replicate dilutions in a growth medium
and recording the fraction of tubes showing bacterial

growth. The tubes exhibiting no growth presumably failed
to receive even a single cell that was capable of growth.
Because the distribution of such cells must follow a Poisson
distribution, the mean number plated at this dilution can
be calculated from the formula Po � e�m, where m is the
mean number and Po is the ratio of the number of tubes
with no growth to the total number of tubes. The mean
number, estimated by �ln Po, is then simply multiplied by
the dilution factor and by the volume inoculated into the
growth tube to yield the viable count of the original sample.
The MPN method is a very inefficient method from the
point of view of statistics, because each tube corresponds
to a small fraction of the surface of a Petri dish in a plate
count. Consequently, many tubes or wells in a titer plate
must be used, or the worker must be prepared to settle for
a very approximate answer.

It is important to understand when the MPN method is
of advantage. It can be used if there is no way to culture
the bacterium on solidified medium, and it is preferred for
mixed cultures if the kinetics of growth of the individual
types are markedly different. Suppose some cells grow im-
mediately and rapidly and end up making a large colony
on solid agar that spreads over and obscures colonies of the
organism of interest that form later. The small colony for-
mers may be more numerous but unmeasurable on plates
because of the fewer but highly motile or rapidly growing
bacteria. Another use of the method is when other organ-
isms that are not of interest are present in the sample, and
no selective method is available to prevent their growth.
Thus, the method has utility when the bacterium of inter-
est produces some detectable product (e.g., a colored ma-
terial, specific virus, or antibiotic). Then, even though con-
taminating organisms may overgrow the culture, the
numbers of the bacterium in question can be estimated by
the fraction of the tubes that fail to produce the character-
istic product. Finally, if agar and other solidifying materi-
als have some factors (such as heavy metals) that may al-
ter the reliability of the count or interfere with the object
of the experimental plan, then the MPN method can be
used to avoid these difficulties.

Modern developments in laboratory techniques cur-
rently available can be used to speed the execution of the
MPN method and make it more efficient. Machines are
available to fill the wells of plastic trays that have as many
as 144 depressions. However, it may be better to use 96-
well trays because most apparatus, such as hand-held pi-
pets, currently use them. Scanning devices designed for
other purposes can be used to aid in counting the number
of wells with no growth. Similarly, automatic and semi-
automatic pipets can be used to fill small test tubes. Be-
cause these procedures make it possible to examine many
more cultures, the classical tables of fixed numbers of
tubes and fixed dilution series are obsolete and should be
abandoned. A different more flexible approach and method
of calculation has been provided (1). It may easily be op-
timized for the purpose at hand.

DIRECT BIOMASS MEASUREMENTS

Some measure of the bacterial cell mass or numbers of a
culture is almost always used as the reference basis for
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measurements of cellular metabolic activities, the types of
morphological characters, or the amount of chemical con-
stituent; biomass and cell numbers are the two basic in-
dependent parameters of bacterial growth. The methods
for measuring biomass seem obvious and straightforward,
but in fact they are complicated if accuracy if sought. Fur-
thermore, the results may be expressed in different ways
and, in some of these ways, the values may be more rela-
tive than absolute.

Wet Weight

A nominal wet weight of bacterial cells originally in liquid
suspension is obtained by weighing a sample in a tared pan
after separation and washing the cells by filtration or cen-
trifugation. In either case, however, diluent is trapped in
the interstitial (intercellular) space and contributes to the
total weight of the mass. The amount of interstitial diluent
may be substantial. A mass of close-packed, rigid spheres
contains in its interstices 27% of space. This is indepen-
dent of sphere size. A mixture of sizes packs more densely,
and close-packed bacterial cells may contain an intersticial
volume of 5 to 30 %, depending on their shape and amount
of deformation. This is a problem that is readily solved if
the washing step can be carried out with pure water.

Simple weighing or just measuring the packed volume
of cells can be an excellent and rapid method with fila-
mentous organisms or those that grow as pellets. Then fil-
ter, wash and weigh or centrifuge, and measure the height
of the pellet. Both can be very rapid, and the procedures
can be calibrated to correct for the exogenous water or
shapes of centrifuge tubes. Because the particulate matter
in the medium has different physical properties, it can be
possible to separate the cells from the particulates and es-
timate the cell volume directly. This correction could be
established with radioactive or fluorescent dextrans or
other molecules that are too big to enter the cells.

Dry Weight

A nominal dry weight (solids content) of bacterial cells
originally in a liquid suspension is obtained by drying a
measured wet weight or volume in an oven at 105 �C to
constant weight. The cells could be washed with water
(possibly extracting cell components), or (better) a correc-
tion could be made for medium or diluent constituents that
are dried along with the cells. Separating the cells by fil-
tration poses particular problems. More problems arise if
volatile components of the cells can be lost by oven drying,
or if some degradation and volatilization occurs, evidenced
by discoloration (particularly if a higher temperature is
used). Some regain of moisture occurs during the transfer-
ring and weighing process in room atmosphere, so this
should be done quickly within a fixed time for all replicate
samples, especially if the relative humidity is high. It is
best, of course, to use tared weighing vessels that can be
sealed after drying.

It is possible that more accurate determination can be
made by drying the sample to constant weight in a desic-
cator vessel with P2O5 and under oil-pump vacuum at 80
�C or by lyophilization. Results with the three methods are
indistinguishable within 1% for certain cases (41). An ex-

cellent discussion of dry weight procedures and errors is
given by Mallette (42).

The dry weight of cells may be reexpressed on a wet
weight basis (grams of solids per gram of wet cells) or on
a wet volume basis (grams of solids per cubic centimeter
of wet cells or per cubic centimeter of cell suspension).

Because the drying can be a time-consuming process,
and adequate knowledge about the possibility of volatili-
zation of some cell components is not known, in the future,
adequate drying quickly at lower temperature could be
done in specially designed vacuum ovens. Such procedures
could also be calibrated for the residual water content. Of-
ten, a practical method is to dry the cells in a microwave
oven.

BIOMASS BY LIGHT SCATTERING

Light-scattering methods are the techniques most gener-
ally used to follow the growth of pure cultures. The major
advantages are that they can be performed quickly and
nondestructively. However, they may give information
about a quantity not of primary interest to the investiga-
tor. Although they can be powerful and useful, they can
lead to erroneous results. Under a range of conditions, they
give information about macromolecular content (dry
weight) and not about the number of cells or the state of
hydration.

To understand their use in biomass determination, only
the basic principle of Huygens is needed. Electromagnetic
radiation interacts with the electronic charges in all mat-
ter. When the light energy cannot be absorbed (colorless
materials), a light quantum of the same energy must be
reirradiated. This light photon may emerge in any direc-
tion. This means that all atoms in a physical body serve as
secondary sources of light. Those photons that happen to
go in the direction of the original wave will stay in phase
with the wave arriving directly from the light source, but
light reirradiated from different points in the body that go
in other directions will differ in phase at an observation
point. The phase will differ depending on the distance that
the photon must travel throughout the object because light
going through matter is slowed. (The degree of slowing is
measured by the index of refraction.)

It is refraction that controls how light is bent and fo-
cused in large bodies such as prisms, lenses, raindrops, or
a pane of glass. In the last case, all the light that is scat-
tered in any direction except straight ahead cancels, leav-
ing only a beam of light going in the original direction.
However, it is slightly retarded relative to a light ray not
going through the pane; this is the basis causing the index
of refraction of substances to be greater than 1. For the
present purposes, the deflection of the light into different
directions is the basis for the three types of useful tech-
niques outlined next.

Theoretical Aspects

When the particles are very small, the light scattered is
given by the Rayleigh equation:
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In this equation, I is the intensity of the scattered light at
a given direction and distance; r is the radius of the spher-
ical equivalent of the actual particle; go is the index of re-
fraction of the suspending medium; g is the index of re-
fraction of the particle; m is the volume illuminated; Io is
the intensity of the incident light; m is the concentration of
particles; h is the angle of observation; R is the distance
of the observer from the sample; and k is the wavelength
of light in vacuo. The factor depends on the angle of obser-
vation, h, relative to the forward direction of the illumi-
nating beam. The [1 � cos2(h)] factor takes into account
the two mutually perpendicular beams of plane-polarized
light that comprise unpolarized light. For a given physical
setup, most of these factors can be combined into an em-
pirical constant.

In studies of bacteria, the biomass is commonly mea-
sured by turbidity. Turbidity is the amount of light scat-
tered away from the forward direction and is thus a mea-
sure of the integral of all the scattered light. Similarly, for
the flow cytometer applications, I must be integrated over
the directions that are collected by the instrument’s optics.
This integral will be designated by F. In nephelometry only
light scattered at 90� to the primary beam is recorded. This
measure is actually a mixture involving on one hand the
size shape and orientation of the particles and on the other
the inhomogeneities inside the particle.

The range of very small particles where the equation 1
holds is called the Rayleigh domain. For this domain, the
actual volume, index of refraction, shape, and orientation
of the particles are irrelevant to the total light scatter.
Most viruses are sufficiently small for their total scattered
light to belong to this domain. For such small particles, the
total light scatter integrated over all angles is proportional
to the square of the volume, V2. This results because the
Rayleigh equation contains the radius, r, raised to the
sixth power, which is equivalent to the volume squared.
From the relative index of refraction, m � g/go of the cells
and the refractive index increment, the particle dry mass,
q, and the wet weight can be calculated as discussed next,
but only if all the parameters in equation 1 are known.

For somewhat larger particles with low index of refrac-
tion, such as most bacteria, which typically range from 0.3
to 3 lm in linear measure, light scattered from different
parts of the particle can interfere both destructively and
constructively as a result of phase differences. This defines
the Rayleigh-Gans domain and is the relevant case for
most microbes. The shape and orientation of the particles
become important for this domain, where the particle’s ra-
dius is comparable to k�, the wavelength of light in the
suspending medium which is equal to k/go. For particles in
this domain, it is sufficient to take only the constructive
and destructive interference into account, whereas phase
shifts as the light traverses the particle can be neglected.
The light scattering in this domain can be treated rela-
tively simply, and for calculation, equation 1 need only be
amended by multiplication with quantities called P func-
tions. These functions are specific for shape, size, and ori-
entation. Thus

I � I(P(h)) (2)RG

where IRG is the light scattered as corrected by the
Rayleigh-Gans method. The P functions are given and dis-
cussed in a variety of sources (see Ref. 1).

The mathematics of the third, the Mie, domain applies
to particles of any size and index of refraction and are com-
puter intensive. The computations can be carried out much
more easily if the particles are spherical. For pigment-
bearing cells, such as green and blue-green algae, the com-
putations are very elaborate.

Although the Rayleigh-Gans or Mie mathematics apply
as well to the simpler cases, we have defined the Rayleigh-
Gans domain as the region in which interference, but not
phase, must be taken into account, and the Mie domain is
where both interference and phase shifts must be taken
into account for accuracy. The choice of the appropriate
mathematics depends on both the size and the index of
refraction of the particle relative to the medium above that
of the medium (i.e., on g/go � 1).

Bacteria (e.g., Escherichia coli growing in minimal me-
dium) belong to the Rayleigh-Gans domain and not the
Rayleigh domain because they are large enough to require
correction for interference; however, they do not belong to
the Mie domain because they have only a small dry mass,
being mostly, water, and have an index of refraction only
slightly larger than the aqueous growth medium and thus
do not elicit phase shifts. Typically the index of refraction
relative to the growth medium of many bacteria is 1.04. In
any case, a relative index of refraction between 1.00 and
1.05 ensures that most bacteria suspended in their growth
medium will fall in the Rayleigh-Gans domain (43–47).

Studies (48) show that dilute suspensions of most bac-
teria, independently of cell size, have nearly the same ap-
parent absorbance per unit of the dry weight concentra-
tions. Measurements at various angles (49) show that light
is collimated mainly in the first few degree from the pri-
mary beam and at high angles almost purely measures the
inhomogeneity of the bacterial cells.

Very different absorbancies (turbidities) are found per
particle or per colony-forming unit with different sizes of
bacterial cells. An approximate rule commonly assumed is
that the dry weight concentration is directly proportional
to the absorbance. This rule applies roughly to both cocci
and rods and is a first approximation to a more precise
rule, that is, that the light scattered out of the primary
beam is proportional to the four-thirds power of the aver-
age volume of cells in the culture. Objects smaller than
bacteria, such as suspensions of viruses, will not obey these
rules. The rules also fail to apply when the suspensions of
very small bacteria have a bluish cast. Larger objects
(yeasts and filaments and aggregates of bacteria) may still
appear cloudy and not necessarily colored, but may not
obey the rule. Where the rule applies, the proportionality
constant relating the absorbency measurement to the dry
weight concentration is the same for any good, well-
collimated photometer.

Turbidimetry

Bacterial suspensions are in between the size limits of at-
oms and objects like window panes. Consequently, most of
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the scattered light is deviated only slightly; it is directed
almost but not quite in the same direction as was the in-
cident beam. The light scattered from an atom or a very
small particle depends inversely on the fourth power of the
wavelength of light. For a pane of glass, there is no light
left uncancelled in any but the original direction, so the
light retains its original hue and the pane appears trans-
parent. If the glass was powdered to the size of bacteria, a
suspension of powdered glass or bacteria (like a cloud)
would appear white but not transparent nor colored. Be-
cause bacterial suspensions appear cloudy or turbid, in-
struments to measure the phenomenon are called turbi-
dimeters (turbidus � confused or disturbed).

The common practice in bacteriology is to use any avail-
able colorimeter or spectrophotometer to measure turbid-
ity. Ideally, such instruments measure only the primary
beam of light that passes without deviation through the
sample and reaches the photocell. Usually, the measure-
ment is made of the light intensity relative to that which
reaches the photocell when a sample of the suspending me-
dium has replaced the cell suspension. From what has
been said, an ideal photometer must be designed with a
narrow beam and a small detector so that only the light
scattered in the forward direction reaches the photocell.
That is, the instrument must have well-collimated optics.
Such an ideal instrument gives larger apparent absorb-
ance values than simple instruments with poorly colli-
mated optics, because in the latter a large percentage of
the light scattered by the suspension is still intercepted by
the phototube. Therefore, the measuring system responds
as if there were less light scattered than is actually devi-
ated from the forward direction.

If the instrument or the size of organism does not meet
these criteria, valid measurements in many cases can be
made by establishing a standard curve on either a relative
or an absolute basis. Difficulty arises only as physical or
biological conditions vary with the samples to be com-
pared, since then the experimenter cannot be sure that the
same standard curve applies.

These considerations apply only to dilute suspensions.
Deviation from Beer’s law must be applied after the ab-
sorbance exceeds about 0.3 when light of 500 nm or shorter
is used. A good discussion of this question is given by Kav-
enagh (50). Failure to take this deviation into considera-
tion is the most common difficulty encountered in the mi-
crobiological literature that involves turbidimetry. One
way to avoid this problem is to restrict culture densities
and use only dilute cultures for measurement (i.e., keep
the absorbance below 0.3). It is usually better to make
measurements at higher densities and correct for devia-
tions from Beer’s law. The longer the wavelength of light
used, the less important the need for the Beer’s law cor-
rection.

Nephelometry

Although most of the light scattered by bacteria is nearly
in the forward direction, instruments that measure the
light scattered at 90� from the primary beam have been
used to measure bacterial concentrations. Instruments de-
signed to make right-angle measurements of light scatter-

ing are called nephelometer (nephelos � cloud). Bacterial
concentration may be measured with this nephelometric
principle in a spectrofluorometer when the dials are set so
that the excitation monochromator and the emission
monochromator are at the same wavelength.

Nephelometric measurements can be ultrasensitive, so
that very small concentrations of bacterial cells can be
measured. If it is known which factors are important and
whether elongated particles are oriented or randomly dis-
tributed in space, then light-scattering measurement over
a range of angles can give information about several as-
pects: the state of aggregation of the protoplasm, such as
whether the ribosomes are in polysomes or as monosomes
within the living cell; the thickness of the cell envelope (46,
49, 51, 52); and the distribution of cell mass from the center
of the cell

Wyatt (52) has developed an apparatus to measure the
angular dependency of the light-scattering signal from 30�
to 150�. In this range, different organisms, different treat-
ments of a culture, and cultures in different phases of
growth give characteristic patterns. These may be of some
use as a fingerprint technique for the diagnosis and study
of drug action. For the reasons stated above, the light-
scattering signals in the high-angle range cannot be used
reliably for growth measurement because they are sensi-
tive to details of subcellular structure.

Light-scattering measurements made over a range of
angles from 0� to 20� are relatively independent of these
three factors, but are more critically dependent on overall
size. Measurement in this range could nondestructively
yield the biomass concentration, the number concentra-
tion, the average axial ratio, and a measure of average bio-
mass distribution around the center of the cells for bacteria
in balanced growth.

It may be easily possible to build a device in which an
inexpensive neon laser illuminates a flow through a cu-
vette or a series of cuvettes of different path lengths. It
would be so constructed that little stray light from the la-
ser arrives at the detectors. One detector monitors the in-
put beam, and a second monitors the light scattered a few
degrees from the direction of the primary beam, say at 4�.
A third measures the light scattered at right angles, and
software outputs the dry weight biomass and intracellular
heterogeneity that is a measure of the physiological state
of the cells. It would avoid problems of the failure of Lam-
bert’s law by having multiple path lengths and would usu-
ally neglect the signals from the path length cuvettes in
which deviations from the Beer-Lambert law were impor-
tant. A variation would have several laser beams. The ap-
propriate choice would depend on the color of the surround-
ing medium and the size of the microbes. The farther into
the infrared that can be used, the less the Beer’s law cor-
rection is needed, but there may be more interference from
medium constituents.

It is possible to put probes into the fermentation appa-
ratus for light scattering, turbidity, and nephelometry that
have light sources and light detectors. These methods usu-
ally fail because the organisms grow on the optical sur-
faces. It is possible to remove, sterilize, and reinsert the
probes, but this could lead to contamination. There are
some ways around the surface-growth problem that may
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be effectively implemented in the future to essentially by
cleaning the optical surfaces in situ.

Flow Cytometry

For the conversion of forward scatter measurements in
flow cytometry, the intensity of light pulse from a passing
particle must be converted to volume or wet biomass or dry
biomass. Our analysis (53) showed that in the Rayleigh
region the biomass is related to the intensity raised to the
0.5 power, and in the Rayleigh-Gans region the power is
approximately 0.75 for the usual bacteria and is some-
where in between for the very small bacteria that we are
studying. Rules have been developed to establish the exact
power. The results are applicable to bacteria and very
small bacteria (0.02 to 0.6 lm3) that are not usually spher-
ical. The physical limitations and the mathematical basis
of the calculations have been justified for the application
of the proposed formula for practical use in microbial ecol-
ogy and physiology of extremely small aquatic bacteria as
well as the more well-studied forms. Although the method
was developed for the small bacteria present in natural
populations that are difficult to size by alternative meth-
ods, it will also be useful for industrial cultures of bacteria.

The major problem with both types of instruments dis-
cussed earlier is to convert the forward scattered light into
a value proportional to the biomass of the particle. Al-
though complicated, this problem has been solved for the
first type of instrument (53). Consequently, the number of
the channel of the multichannel analyzer can be related to
biomass through a power law function. As of yet, a reliable
way to do the same for the second class of instrument that
uses an inverted microscope is not available. This does not
prevent the instrument from being a very valuable instru-
ment, but it will be more valuable when accurate sizes can
be developed.

It may not be possible to theoretically analyze the light-
scattering pulses from the second type of instrument and
to convert them into dry weight biomass, but it is not im-
possible to imagine that something akin to the polystyrene
latex beads that have become so useful in medical tech-
nology will be developed that have precisely defined size
and an index of refraction in the range that includes
most bacteria. Then, the second type of instrument will
become useful for biomass determinations. As with light-
scattering measurements, aggregation, clumping, and fail-
ure of cells to separate will remain problems to be coped
with.

SAMPLING

Attention must be paid to analyzing an appropriate sam-
ple. Although this just takes attention to detail, it is so
important that it should be emphasized again and again.
During bioprocess technology, it is important to sample
from a number of parts of the system. Pooling and mixing
and then analyzing are appropriate, but in many cases,
analysis of each part individually and the body of data an-
alyzed statistically are efficient and useful.
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Table 1. Commercially Available Conventional and
Macroporous Microcarriers

Microcarrier type Supplier

Conventional microcarriers

Biosilon (polystyrene based) Nunclon
Cytodex 1 (DEAE dextran) Pharmacia
Cytodex 2 (DEAE dextran) Pharmacia
Cytodex 3 (gelatin) Pharmacia
Glass-, collagen-, and hydroxyapatite-
coated plastics

Solohil Engineering

Macroporous microcarriers

Cultisphere (collagen or gelatin) Hyclone
Cytoline (polyethylene) Pharmacia
Cytopore (cellulose) Pharmacia
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INTRODUCTION

Most recombinant DNA–derived mammalian cell culture
products are manufactured using cells grown in suspen-
sion. Commonly used cells include Chinese hamster ovary
(CHO), baby hamster kidney (BHK), hybridoma, and my-
eloma cells. Those cells can be cultivated in fermentors
similarly to microorganisms. However, the vast majority of
cells grown in research laboratories, and many of those
used in the manufacturing of viral vaccines for human and
veterinary use, are anchorage-dependent or anchorage-
preferred cells. This means that they need to attach to a
compatible surface to survive and multiply, or, if given a
compatible surface, they will readily attach to it and mul-
tiply rather than stay in suspension. Frequently used
anchorage-dependent cells include MDCK, vero, mouse L,
fibroblasts such as MRC-5 and WI-38, and almost all dif-
ferentiated primary cells from nonblood tissues, such as
hepatocytes, neuronal cells, and chondrocytes. These cells

are grown on petri dishes, flasks (T-flasks), and roller bot-
tles in research laboratories. Traditionally roller bottles
are used in the production of biologics, such as cytokines
and viruses, derived from those cells. In a typical produc-
tion plant of those biologics, it is common to see tens of
thousands of roller bottles being used for cell cultivation.
The amount of labor requirement for roller bottle handling
is daunting. Many of those processes manufacture prod-
ucts that were approved by regulatory agencies long ago.
If the products were developed more recently, many, if not
most, would have been manufactured with an alternative
and improved method.

The need to establish a better method of culturing
anchorage-dependent cells in large scale prompted the de-
velopment of microcarriers. The first microcarrier culture
was demonstrated by van Wezel in 1967 with diethyl-
aminoethyl (DEAE) Sephadex A50 particles originally de-
signed as column packing for ion exchange chromatogra-
phy (1). The first industrial-scale product (inactivatedpolio
vaccine) produced in microcarrier cultures was subse-
quently introduced by van Wezel in 1972 (2). This new way
of culturing anchorage-dependent cells spurred other in-
vestigators to discover novel techniques to improve cell at-
tachment to the beads, to test new types of microcarriers,
and to increase the cell density. Serum coating of DEAE
Sephadex beads (3), electric corona discharge for treat-
ment of plastic (polystyrene) beads, and use of dextran mi-
crocarriers with a lower charge density (4) led to improve-
ments in microcarrier technology. Since then, a variety of
microcarriers have been developed and much research has
provided insights into optimization of culture conditions.
Table 1 presents a list of the most commonly used com-
mercial microcarriers. The advantages of microcarrier cul-
ture over conventional monolayer culture methods (e.g.,
roller bottles, stacking flat plates) are numerous. Using
microcarriers to provide a surface for cell attachment, a
large surface area can be contained in a given reactor vol-
ume with a relatively uniform environment. Using a re-
actor similar to conventional fermentors, environmental
monitoring and control become possible, thus opening up
the possibility of further process optimization.

Most conventional microcarriers have a diameter of ap-
proximately 200–250 lm when suspended in medium and
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a specific density of 1.02–1.03 g/cm3, slightly higher than
that of the medium. This higher density allows a minimum
agitation to be used to keep the microcarriers in suspen-
sion. It also allows for ready settlement after agitation is
turned off, which is ideal for culture harvest or exchange
of medium for supporting higher cell growth. A typical cul-
ture uses a microcarrier concentration equivalent to a set-
tled bead volume 5–15% of total culture volume. This gives
a surface area of about 0.5–1.5 m2/L culture volume. Each
liter of culture is equivalent to 5–150 roller bottles. The
potential of increasing cell growth surface area was further
advanced by the development of macroporous microcar-
riers (5). These are highly porous convoluted spheres with
internal cavities for cell attachment and growth. Macro-
porous microcarriers can be used for culturing both
anchorage-dependent and suspension cells.

Over the past 30 years, microcarrier culture technology
has developed and matured to its present-day status. It
allows for an easy way of producing a large quantity of cells
both in laboratories and for industrial manufacturing. The
ease of cell retention in microcarrier cultures also facili-
tates the employment of a perfusion system, which in-
creases the maximum achievable cell density significantly.
For large-scale cultivation of anchorage-dependent cells,
microcarrier culture is still the best method.

CONVENTIONAL MICROCARRIERS

The microcarriers developed in the 1970s were initially
based on cross-linked dextran. Soon after their introduc-
tion they were used successfully for the production of vari-
ous vaccines and biologicals (6). Further development led
to the use of other materials as microcarrier supports.
These materials include polystyrene (7), glass (8), cellulose
(9), and gelatin (10). The original dextran-based microcar-
riers require tedious procedures for detachment of cells
(11) for subsequent inoculation, which is not the case for
some of the other materials developed (8). Several studies
have been directed at the effect of surface charge on cell
attachment (12,13) and the kinetics of attachment (12).

Cell Surface Interactions and Attachment Kinetics

A microcarrier culture is typically initiated by trypsinizing
cells that are adherent on a surface, either on tissue cul-
ture flasks or on microcarriers. Sometimes cells for inocu-
lation are cultivated in suspension, and the production
scale is conducted with microcarriers. Inoculation from a
suspension culture eliminates the need for trypsinization.
Once inoculated into a microcarrier suspension, the cells
can either attach to the microcarriers or agglomerate to
each other to form aggregates. It is essential that the rate
of cell attachment to the microcarriers follows rapid kinet-
ics to prevent them from agglomerating. The need for rapid
attachment is even more pronounced in cases of primary
cells such as hepatocytes or in case of other adherent cell
lines that lose their viability if maintained in suspension
over extended periods of time. For single cell populations,
several studies have demonstrated that the initial rate of
attachment of cells to microcarriers is essentially a first-
order process, meaning the rate of increase in attached

cells is proportional to the concentration of unattached
cells, provided that the surface area available for attach-
ment is not limiting (12). The process of cell attachment to
any foreign surface can be viewed as a combination of two
separate processes: initial adsorption of cells to the micro-
carrier surface followed by adhesion molecule–mediated
attachment and cell spreading. The affinity of the binding
of the cells to the microcarriers depends on the cell line,
the microcarrier characteristics, the growth phase of the
culture, the medium composition, and the cell loading per
microcarrier. Cells initially adsorbed can possibly desorb
from the microcarrier surface without really developing
cell adhesion; the surface should therefore have sufficient
affinity so as to allow the cells to remain attached to de-
velop a firm grip by cell adhesion molecule–mediated in-
teractions.

The initial adsorption of cells onto the microcarrier sur-
face is a physical process and is believed to be facilitated
by various attractive or affinitive interactions between the
cell surface and the microcarriers. Cells in general fail to
attach to unmodified crossed-dextran beads such as Seph-
adex but attach readily to DEAE Sephadex, although the
optimal charge density for cell spreading and growth is less
than that in DEAE Sephadex (4). Plastics such as polypro-
pylene and polystyrene, in their native state, have a lower
surface energy and are therefore incompatible for cell at-
tachment. When treated with an electric corona discharge,
their surface energy rises to that of tissue culture dishes,
which enhances their ability for cell attachment. It has
been demonstrated that corona discharge leads to the un-
masking of carboxylic groups on the polystyrene surface,
leading to this increase in surface charge density (14). Also,
the attachment of cells has been shown to be affected by
the length of the carbon chain on the unmasked surface
groups (15). The cell surface is negatively charged due to
the presence of negatively charged residues on the side
chains of membrane-associated cell surface proteins. The
interaction of the cell surface with positively charged sur-
faces can be attributed to the electrostatic interactions.
The attachment of cells to negatively charged surfaces is
likely due to Lewis acid type reactions in which short-
range electron donor–acceptor interactions lead to cou-
pling. In some cases microcarriers coated with cell adhe-
sion factors, such as fibronectin, collagen, and laminin (16),
have also been used to facilitate cell adhesion. It is inter-
esting to note that for many cell types the initial attach-
ment rate to charged microcarriers such as DEAE-
modified cross-linked dextran beads (Cytodex-1) is faster
than to those coated with collagen, which is an excellent
surface for cell adhesion on petri dishes.

Furthermore, although serum provides many factors
that promote cell adhesion, the initial attachment to
charged microcarriers is often faster in the absence of se-
rum (12). These observations suggest that electrostatic in-
teractions between the surfaces of cells and microcarriers
is a dominant factor for initial cell attachment. The pro-
vision of adhesion molecules, either covalently bound to
microcarriers (16) or in soluble form in medium (17), pro-
motes subsequent development of firm grips of cells on mi-
crocarriers and facilitates cell spreading. In many cases,
no exogenous adhesion molecules are necessary because



MICROCARRIER CULTURE 1783

cells synthesize their own. For some cell types the omission
of these factors impedes cell spreading despite successful
cell attachment to microcarriers (16). It is possible then to
coimmobilize charged groups and cell adhesion molecules
on the microcarriers to promote both initial physical at-
tachment and subsequent biological events of development
of adhesion plaques and cell spreading. Irrespective of the
surface charge and the hydrophobicity or hydrophilicity of
the microcarriers, it is essential that the surface have good
wettability characteristics (18).

It has also been shown that a correlation exists between
the exchange capacity of the microcarriers and the rate of
cell attachment. A higher exchange capacity of the micro-
carriers leads to a higher first-order rate constant for cell
attachment. However, at physiological pH, a higher ex-
change capacity is not correlated to a higher charge den-
sity. Moreover, a difference in cell spreading is observed at
different exchange capacities (12). It appears that higher
exchange capacities lead to increased cell attachment, but
one must be cautioned that a higher exchange capacity
may not lead to optimal growth of cells. The optimum ex-
change capacities for cell attachment and for cell growth
are thus very different, and it is advisable to perform pre-
liminary experiments to determine what exchange capac-
ity is best suited for a particular cell type and a particular
microcarrier type.

Inoculum Cell Density

After inoculation, cells attach to microcarriers randomly
and the number of cells per microcarrier is distributed over
a range. Once the adhesion plaques are developed and
spreading occurs, most cells do not detach readily and reat-
tach to other microcarriers. They grow until they cover the
surface of the bead. For cells subject to contact inhibition,
growth ceases then. Many cell types can form multiple lay-
ers, but growth rate often slows down after reaching con-
fluence. Therefore, cells on beads with more cells initially
reach confluence and stop growing or slow their growth
rate faster while others are still growing. Once this hap-
pens the overall growth rate in the culture slows. The ini-
tial cell distribution on microcarriers thus affects the over-
all growth kinetics of microcarrier culture. The narrower
the initial cell distribution is, the better the growth kinet-
ics will be. Furthermore, microcarriers that do not receive
any cells initially will remain barren. Thus, the initial cell
distribution after inoculation also affects the maximum
cell concentration attainable in the culture.

The initial random distribution of cells on the microcar-
riers can be simulated by a Poisson distribution, which pre-
dicts the probability of a microcarrier having a certain
number of cells given the average number of cells per mi-
crocarrier (19). Ideally the average number of cells that
attach per bead should be such that the fraction of beads
without any attached cells is kept at a minimum. It has
been shown that a minimal average of about five to six cells
per microcarrier is a necessary inoculum size (19,20). With
this inoculum ratio, the percentage of microcarriers with-
out any cells attached to them is less than 1%, as estimated
from the Poisson distribution.

Cell Shear

Adequate agitation in microcarrier cultures is critical for
providing a homogeneous environment and thus facilitates
oxygen transfer. The hydrodynamic forces that result from
agitation can be detrimental to cells grown on microcar-
riers. Cells grown microcarrier culture are more shear sen-
sitive than those grown in suspension. The dominant cell
damage mechanism in microcarrier bioreactors is believed
to be due to forces generated by the collision of microcarrier
beads with each other and by small turbulent eddies,
which are motions generated by the random variations of
fluid direction and velocity in a turbulent flow field (21). In
general, except in the spinner flasks used in laboratories,
a pitch-blade or marine-type impeller is used for agitation.
The ratio of impeller diameter to tank diameter is typically
larger than that used in microbial fermentation. The
larger impeller provides a larger capacity in liquid pump-
ing for suspending the microcarriers. Because of the low
solubility and mass transfer rate of oxygen in culture me-
dium, external aeration is needed at larger scale. In many
cases oxygen is supplied indirectly through membrane or
silicone rubber tubing, which has a high permeability for
oxygen. Use of such tubing is practical even up to a reactor
of hundreds of liters. Direct sparging with air or oxygen is
used in large stirred tank bioreactors. It is well known in
suspension cultures that shear force from rupturing bub-
bles in a sparged system is the most dominant cell dam-
aging mechanism. This is also likely the case in microcar-
rier cultures (22). With direct sparging surface active
agents, such as Pluronic F-68, are used to reduce the at-
tachment of cell-laden microcarriers to rising bubbles. At-
taching to these bubbles and rising with them at a high
velocity is often detrimental to cells attached to microcar-
riers. Furthermore, it is necessary to employ antifoaming
agents. Otherwise, cell-laden microcarriers may rise to the
top of the foam layer and accumulate there, eventually los-
ing viability.

MACROPOROUS MICROCARRIERS

The cell concentration achievable in a conventional micro-
carrier system is limited by the available surface for
growth. Increasing the microcarrier concentration beyond
a certain limit does not lead to an increase in cell concen-
tration because the increased agitation needed to suspend
the microcarrier slurry becomes damaging to cells. Macro-
porous microcarriers were developed with an aim of cir-
cumventing some of these limitations of conventional mi-
crocarriers.

Macroporous beads are essentially convoluted spheres
with relatively large pores for cell attachment and growth.
The commonly used materials are gelatin (5), collagen (23),
cellulose, glass, polyethylene (24), and polystyrene. The de-
sirable properties of the materials of construction for mac-
roporous microcarriers were discussed earlier. After inoc-
ulation of cultures, the cells attach to the external surface
of the microcarriers and subsequently migrate inward to
populate the interior of the beads. If large open channels
leading to internal pores exist, cells may also populate the
interior soon after inoculation. Thus, these macroporous
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microcarriers provide extended surface area in the interior
and potentially support a higher cell concentration with an
equivalent number of beads. Also, the cells in the interior
of the macroporous microcarriers are shielded from fluid
flow and are hence not susceptible to detrimental shear
effects (22). However, there are two areas for potential con-
cern. First, in contrast to conventional microcarriers the
surface of the macroporous microcarriers is full of cavities
and is highly irregular. This irregularity interrupts the
flow pattern in the bulk fluid in the immediate vicinity of
the beads and gives rise to local microeddies that may
damage the cells attached on the surface. Therefore, to
avoid shear damage, once attached cells need to migrate
inward at a relatively fast rate or the internal pore must
be relatively open to allow for cells be carried into the in-
terior by fluid convection during the cell attachment period
after inoculation. The second cause for concern is the po-
tential gradients of nutrients, oxygen, and metabolites
along the radius of the microcarrier which may cause
growth limitation. As a result, necrotic core could be in-
duced within the beads (24,25). Use of intraparticle
convection has been postulated as a method to overcome
the formation of heterogeneous environment. Numerous
cell types have been successfully cultivated on macropo-
rous microcarriers for purposes of product production and
virus production (26). Apart from stirred tank reactors,
fluidized-bed reactors (27) are also used for cultivating
cells in macroporous microcarriers.

Spatial Distribution of Cells and Cell Viability

To ensure efficient use of macroporous microcarriers the
internal pores should be open to the exterior through open
channels that allow for cell movement into the interior.
Some collagen-based microcarriers have leaflike interiors
with open and flat surfaces, and others have open pores
interconnected by tortuous channels. The materials that
the microcarriers are made of also affect the rate of cell
movement. Thus, both the structure and the material may
affect the performance of the culture. Ideally, macroporous
microcarriers should have very open structures to allow
cell penetration into the interior immediately after inocu-
lation. Architectural staining of paraffin-embedded thin
sections of cell-laden macroporous microcarriers with
hemotoxylin and eosin (H&E) indicate that the distribu-
tion of cells in the interior is usually not uniform. Some of
the internal cavities are packed to confluency, whereas oth-
ers are devoid of cells.

Traditional methods of examining the pore structure
and cell behavior in the interior require fixation and sec-
tioning, which cause aberation. Furthermore, reconstruc-
tion of the three-dimensional image is difficult. By digitiz-
ing sectioned macroporous culture in three colors, it is
possible to classify pixels as conforming to either back-
ground, cytoplasmic, microcarrier matrix, or nuclear pa-
rameters, based on a set of classification rules determined
by statistical analysis (28). When relating the number of
pixels occupied by cellular material to the total number of
pixels in the sectioned microcarrier, quantification of cell
growth can be generated. To examine the accessibility and
geometrical features of the pores, confocal laser scanning

microscopy (CLSM) can be used to optically section the
beads (29). CLSM requires fluorescent samples. Most mi-
crocarriers can be rendered fluorescent by appropriate
staining techniques. It is also possible to stain cells with a
vital dye that has different excitation wavelengths than
the dye used for microcarrier staining. This dual stain al-
lows simultaneous observation of cells and microcarriers.
Individual beads can be optically sectioned serially
through their depths. A three-dimensional image can be
reconstructed by combining the sections for examination
of the openness and connectivity of the pores. To further
evaluate the geometry of the pores, the solid structure of
the beads can be removed from the reconstructed three-
dimensional images to allow for direct visualization of the
pores. Cell distribution, divisional, and other morphologi-
cal characteristics can be observed directly. This confocal
microscopic technique for direct evaluation of pore struc-
ture of macroporous beads is noninvasive and requires
minimal sample preparation. It can easily be adapted for
in situ observation of cell behaviors and to provide infor-
mation to optimize the structure of those microcarriers.

MICROSPHERE-INDUCED AGGREGATES

A possible way to increase cell concentration in conven-
tional microcarrier systems is by increasing the microcar-
rier concentration. However, a potential drawback of this
scheme is the large ratio of settled bead volume to the cul-
ture volume. This large volume of settled beads calls for
sophisticated methods of agitation to keep the microcar-
riers in suspension. Compared with these systems, the
settled volume of cell aggregate with an equivalent cell
concentration is relatively small, and the agitation re-
quirements parallel those of simple suspension cultures.
Also, some adherent cell lines have been engineered to
grow in suspension or as aggregates by processes of ad-
aptation or media adaptation. It has been demonstrated
that agglomeration can be induced by lectin, concanavalin
A, and wheat germ agglutanin (30). However, these pro-
cesses are relatively slow, and a significant number of the
cells initially inoculated lose their viability because of the
duration required for aggregate induction.

Microspheres made of DEAE-derivatized Sephadex
beads with diameters of 20–50 lm have been demon-
strated to increase the rate of aggregate formation (31).
Hence, this process can be thought of as a process similar
to nucleation and growth in crystallization. After the ini-
tial attachment phase, these cell-laden microspheres come
into contact with each other to form larger clumps, which
serve as nucleation sites for aggregate formation via
growth of these attached cells. Over time, aggregates
emerge, each consisting of a few microspheres surrounded
by multiple layers of cells.

A variety of cells, including CHO, vero, human embry-
onic kidney cells (293 cells), and swine testicular cells have
been successfully grown on these microspheres (31) for vi-
rus and protein C productions (31). The drawback of em-
ploying aggregate cultures is that little is known about
controlling the size of aggregates. As the aggregate size
increases, nutrient limitation and a decreased viability can
be expected.
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CONCLUSION

Microcarrier processes, because of their ease of operation
and control, are ideal for cultivating anchorage-dependent
cells in both the laboratory and in manufacturing. The bio-
reactor operation requirements are virtually identical to
those for a typical suspension culture in fermentors except
that the upper limit for agitation is lower. Operating modes
such as batch, fed batch (32), and perfusion are routinely
being used in microcarrier cultures. The prevailing use of
microcarriers in industrial scale is for the manufacture of
viral vaccines and reagents. Depending on the cell type,
serum-free cultivation is also possible. Because most newly
developed cell culture processes for rDNA products employ
suspension cells, microcarrier culture processes will see
only moderate growth in the future. However, with in-
creased efforts in research and product development em-
ploying differentiated cells, we may see microcarriers play
an increasingly important role in small to moderate scales.
This technology—developed three decades ago—is still in-
triguing to cell culture technologists. Its versatility in sup-
porting the growth of a variety of anchorage-dependent
cells ensures it a unique place in bioprocessing.
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INTRODUCTION

The immobilization of active biological substances or living
cells has become a universal tool in biotechnology over the
past decades. Immobilization can be defined as any pro-
cedure that confines substances or cells inside a given sys-
tem and limits its free diffusion or migration. In biotech-
nology, the concept of microencapsulation is related to a
special immobilization system, where the biological ma-
terial is confined inside particles, beads, or hollow spheres.

Spherical particles can be considered to be the best-
suited immobilization system for use in bioreactors, due to
their optimal hydrodynamic properties and abrasion resis-
tance. Because microencapsulation is a very powerful and
universal tool, the applications for microencapsulated sys-
tems cover a very wide field. To date, it has been used to
improve the relatively outdated biotechnological processes
in the food industry (1,2), wastewater treatment (3), leach-
ing (4), and environmental detoxification (5). In modern
biotechnology it has been applied to cell culture processes
for the production of high-value substances such as anti-
bodies (6,7), erythropoetin (8), and the anticancer drug
taxol (9), as well as for the production of artificial seeds
(10,11) and cryopreservation (12). In medicine, microen-
capsulated cells have been used as artificial organs to treat
diabetes (13,14), as a delivery system for gene therapy
(15,16), as an intermediate step in cancer therapy (17), and
for the treatment of Parkinson’s disease (18,19), to name
a few. Furthermore, microencapsulation can serve as a
controlled release system for drugs in medicine (20–22)
and pesticides in agriculture (23,24).

MICROCAPSULES

Although there are a variety of encapsulation techniques
and suitable materials, the resulting microcapsules can be
divided into only three main groups: beads, coated beads,
and hollow spheres.

Beads

Beads can be produced by cooling liquid drops of gelling
agents (gelatine, agarose) under their melting point, thus

transforming the polymer solution into a stable cryogel by
internal hydrogen bonding, or by chemically or ionically
cross-linking polymers to produce a hydrogel. Because
bead formation is a simple one-step process, it is relatively
easy to develop a large-scale production process (25). The
most common bead formation system is alginate cross-
linked with calcium ions or any other divalent metal ions.

The fully developed three-dimensional internal network
structure enables the beads to withstand extreme mechan-
ical stress. Permeability of hydrogel beads is excellent, and
they are often used for culturing cells and microorganisms.
The disadvantage is their lack of a real barrier on the sur-
face, so cells can expand during cultivation.

Coated Beads

Providing beads with one or several additional walls leads
to the formation of coated beads, which have been devel-
oped to overcome the problems associated with the open
porous structure of bead surfaces. To produce a membrane,
the beads from charged polymers (e.g., alginate, agarose)
are treated with a diluted solution of an oppositely charged
polyelectrolyte (e.g., poly-L-lysine, poly(ethylene imine),
poly(N-vinylamine), chitosan) thus forming a simplex
membrane on the bead surface. The use of several alter-
natively charged electrolytes leads to multilayer mem-
branes (26–28). Alternatively, beads can be soaked with a
photosensitive substance that cross-links when irradiated
(29–31).

A proper coating process produces an additional mem-
brane without incorporation of the material to be immo-
bilized and has the advantage that the membrane prop-
erties can be engineered independently with respect to
diffusion, molecular weight cut-off, cell retention, or im-
munoprotection from the internal bead structure and
material. Possibly the most well-investigated clinical ap-
plication of microencapsulation is based on poly-L-lysine-
coated calcium alginate beads in the treatment of diabetes
(32,33), which has recently been applied to humans
(34,35).

Hollow Spheres

Hollow spheres can be produced in a one-step process using
two membrane-forming materials that cannot penetrate
each other due to diffusional limitations. The cross-linking
reaction is then limited to the interface area of the hollow
sphere, forming drops and producing a stable membrane
around a liquid core. Typical hollow-sphere-forming ma-
terials are all polyelectrolyte combinations, for example,
cellulose sulfate (CS) and poly(diallyl dimethyl ammonium
chloride) (PDADMAC), and CS and poly(ethylene imine)
(PEI), able to produce a simplex membrane (36). Another
method for the production of hollow spheres is the use of
two materials such that the cross-linking material of the
drop can diffuse into the surrounding solution. The mem-
brane starts forming at the surface of the droplets and then
proceeds outward, creating cell-free membranes. The
membrane thickness can be controlled by the electrolyte
concentration of the droplet. In principle it is a reversal of
the bead-forming process (37). Of course, hollow spheres
can also be obtained from a multistep process in which the
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Simple dropping Superposed air jet Air knife

Figure 1. Monoaxial extrusion technologies based on simple
dropping.

core of the coated beads is solubilized. This method has
been used for controlled release systems in agriculture and
the pharmaceutical industry. It is applied on shear-
sensitive compounds such as animal cells in particular
(38,39).

Recently simplex membrane systems have gained im-
portance for medical applications such as artificial liver
support (40) and gene therapy (41). Considerable progress
has been made through a U.S. National Aeronautics and
Space Administration study in which over a thousand com-
binations of polyanions and polycations were tested to
identify new polymer candidates that could be suitable for
the encapsulation of living cells, especially pancreatic islet
cells for treatment of diabetes in humans (42,43).

FUNDAMENTAL METHODS IN MICROENCAPSULATION

The basis of all microencapsulation processes is the for-
mation of a liquid drop followed by gelation (44,45), a cross-
linking reaction, or membrane formation. The liquid drops
can be obtained from extrusion of a liquid through a small
needle or orifice, or from emmulsification of the drop-
forming solution in a second immiscible solution by use of
dynamic or static mixers. Scale-up ability of the process
and a uniform microcapsule size and shape are the main
parameters in encapsulation technology (46).

Dropping Methods

A liquid ejected with low velocity from a needle will break
into individual drops. If the velocity is increased, drop for-
mation increases until the maximum velocity is reached
and the liquid begins to form a jet. The maximum velocity
can be calculated from the following formula using the liq-
uid velocity, v, interfacial tension, c, liquid density, q, and
the inner needle diameter, di:

0.5v � 2 (c/qd )i

Simple Dropping. The two main factors affecting drop
size are the force of gravity trying to tear the drop from
the needle tip, and the resisting product of the interfacial
tension and the tip perimeter. Other forces interacting
with drop formation are resistance power and inertial
force, but these can be neglected in computations. The drop
mass can be calculated from the equilibrium of the two
main forces with the mass, m, gravity acceleration con-
stant, g, external needle diameter, de, interfacial tension,
c, and the liquid density, q:

3qpd
mg � pd c and m �e 6

The drop mass must however be corrected by a factor of
0.85 to get the true mass, because drops stretch out and
leave a small portion behind when dropping from the nee-
dle. Even if very thin needles are used, it is very difficult
to obtain droplets with a diameter of 1 mm or less (47,48).

Dropping with a Superposed Air Jet. The droplet size ob-
tained from simply dropping can be reduced by superpos-
ing the drop forming process with an additional air jet. For

calculating the droplet mass, the dragging forces of the air-
flow have to be taken into account. The viscous drag force
is the laminar effect of the fluid, and the kinetic energy
dissipation term represents the impact of the turbulence
on the drag. Assuming that the drop diameter is larger
than the tip, that there are no lateral fluid effects, and that
the nascent drop has a spherical shape, the mass, m, of the
generated droplet can be calculated using the gravity ac-
celeration constant, g, liquid viscosity, l, fluid velocity, v,
droplet diameter, dD, external needle diameter, de, the sur-
face tension, c, and the density of the fluid, q (49):

2 2mg � pd c � (3plvd � 0.055 qv d )e D D

Depending on the immobilization material used, uniform
droplets from 2 to 6 mm can be produced. Droplet produc-
tion can be scaled up by use of several needles at once and
has been successfully performed for the encapsulation of
IgG-producing hybridoma cell cultures and yeasts (50).
However, the increasing airflow influences the line of flight
of the droplets, which becomes important if several adja-
cent needles are used simultaneously. As long as the su-
perposed airflow is laminar (Re � 0.3, Stokes’ area), drop-
lets will fall in a perfectly vertical line. For turbulent
superposed airflow producing periodical eddies (1,000 � Re
� 105, Kármán vortex street), the diversion can be ne-
glected up to Re � 1,080. Stronger turbulence may cause
collisions of the falling drops but can be avoided if the dis-
tance between the needles is increased. At any rate, small
satellite drops are formed and site distribution increases
significantly.

This method uses an airstream that is concentric with
respect to the droplet-forming needle. Excentric air sleeve
positioning combined with a beveled droplet-forming nee-
dle facilitates the generation of very small droplets. The
distal end of the needle is beveled at an angle of about 15
to 45�; the beveled end is disposed facing the central axis
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Figure 3. Schematic representation of the coaxial encapsulation
apparatus (Torsten Steinau Verfahrenstechnik Berlin): (1) cell
suspension, (2) cellulose sulfate solution, (3) inert carrier fluid,
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Figure 2. Coaxial extrusion technologies based on simple drop-
ping.

of the sleeve for the airstream. This arrangement leads to
the formation of an air knife that generates droplets of 25–
300 lm in diameter. The distribution of size is quite high
due to the fact that the airstream not only drags the na-
scent drops but also breaks up the drop into smaller drop-
lets. The rate of production is limited to 0.1–3.0 mL/min;
the preferable limit is 0.3 mL/min (51,52).

Coaxial Dropping with a Superposed Air Jet. All of the
systems mentioned so far include the mixing of the micro-
capsule-forming polymer with the material to be immobi-
lized. This material is distributed evenly in the immobili-
zation matrix and affects the membrane-forming process.
In particular, if animal cells are immobilized in hollow
spheres from polyelectrolyte complexes, the cells will be
incorporated into the membrane. Because these mem-
branes are very thin (1–5 lm) compared with those of ani-
mal cells (10–18 lm), several gaps result when these cells
disintegrate. Complete cell and product retention or im-
munprotection cannot therefore be achieved. Coaxial drop-
ping can be used to overcome this problem. This system
uses one needle for the membrane-forming polymer solu-
tion and a second one, which is fixed in the center of the
first, for the cell suspension. Both needles are of the same
length. The nascent drop formed at their ends has a core
containing the cell suspension and is enveloped with the
polymer solution. While falling, the polymer solution com-
pletely surrounds the cells that comprise the core. The
membrane-forming process in the precipitation bath is not
affected. The core may have a volume of up to 25% of the
whole drop. The droplet diameter can be varied from 1 to
5 mm. All the equations of the previous section are still
valid.

This system has been scaled up to a productivity of 4
L/H by the simultaneous use of 24 concentric needles. To
date this system has been successfully used for the im-
mobilization of hybridomas (53), insect cell cultures (54),
and the treatment of rheumatoid disease in mice, where

microcapsules have been used intraperitoneously in mice
containing a hybridoma cell line secreting antirheumatoid
monoclonal antibodies (55).

Coaxial Dropping with a Superposed Liquid Jet. Super-
positioning is not restricted to the use described in the last
section; it can be used with any liquid immiscible with a
drop-forming solution along with a precipitation bath.
There are two main advantages to this method. Fluids still
flow in a laminar fashion at higher velocities as compared
with gases, and the viscous drag force is much higher. Both
effects enable the production of hollow spheres from poly-
electrolytes with a diameter ranging from 500 to 1,000 lm.
This is considerably less compared with the previous sys-
tem. Unfortunately this system is restricted to a produc-
tivity of 150 mL/h, and scale-up by use of multiple devices
is problematic.

Electrostatic Extrusion. The application of a high static
potential between the capillary and collecting solution has
been used to improve droplet formation with respect to re-
ducing the droplet size. The electric field force effectively
pulls the forming droplet off the tip of the needle at a much
lower mass (and hence size) compared with the simple
dropping method. A series of small droplets (as small as
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Figure 4. Schematic representation of the Biosphere (Landtek-
nikk A/L): (1) biocatalyst solution, (2) polymer solution, (3) mixing
chamber, (4) rigid tube, (5) perforated cylinder, (6) bioreactor,
(7) velocity regulation unit, (8) nozzles, (9) feed pipe, (10) product
outlet, (11) precipitation bath, (12) stirring device, and (13) reactor
outlet.

26 lm in diameter) is generated with a comparably low
standard deviation. The average microbead size can be
easily adjusted from 2.5 to 0.2 mm by decreasing the con-
centration of the polymer solution, by using a higher-gauge
needle, and by increasing the applied voltage. However
there is a limit to how much the size can be reduced. In
very high electric fields, droplets are no longer formed, and
the solution pours from the needle in a steady stream.
Charged molecules accumulate at the nascent drop’s sur-
face and counteract the surface tension. According to
Lippmann’s theory, the size of the drops can be determined
with the electrostatic force, Fe, electric permitivity, e, drop-
let diameter, d, the applied electrostatic potential, U,
surface tension, c, mass, m, and gravity acceleration con-
stant, g:

mg � pdc � Fe

2mg � pd(c � (keU /d))

1/3d � 1/(6 m/pq)

The correction factor, k, is difficult to evaluate. It depends
on system design and may be a function of the form of the
pending drop and of the electrostatic potential. This sys-
tem has so far been applied to the encapsulation of cells in
alginate beads (56,57), pancreatic islets in coated beads to
study the influence of diameter and membrane compact-
ness integrity and immunoprotection (58), and to the pro-
duction of protein-loaded ethylene vinyl acetate beads for
controlled-release purposes (59).

Rotating Disk. A liquid can be sprayed into a precipi-
tation bath by using a rotating disk or a dish rotating at a
high speed. The liquid for dispersion emerges from an or-
ifice at the center of the axisymmetric rotating disk. The
liquid leaves the disk in the form of small jets or ligaments,
which form drops prior to falling into the precipitation
bath. Droplet diameters, d, can be determined from the
surface tension, c, rotation speed (per second) of the disk,
w, disk radius, r, and the liquid density, r (60,61):

2 0.5d � 0.425 (c/(w rr))

This system can be improved by applying a well-designed
wave on the liquid flowing on the spinning disk. The liga-
ments are broken into uniform droplets with a standard
deviation lower than 5%. Typically, a disk of 1 cm in di-
ameter rotating at 2,000 rpm forms about 60 ligaments,
which then form droplets of 500 lm at a flow rate of 6
L/h. Equations describing this process are much more com-
plex than those for classical jet rupture. Physical proper-
ties of the liquid, design of the rotating disk, and wave
frequency and amplitude must be adjusted to achieve cor-
rect particle size. This method is currently being used for
experimental research and agriculture (62).

Rotating Nozzles. Instead of a rotating disk, a perfor-
ated rotating cylinder can be used. This cylinder can be
placed in a reactor, with the reactor serving as the pre-
cipitation bath and the culturing vessel. Monodisperse and

spherical drops are produced by rotating the cylinder at a
velocity that hurls the drops directly down into the reactor
liquid. The size of the beads is a function of the cylinder’s
rotation velocity, with a size of 1–3 mm and a deviation of
up to 10%. The diameter and number of holes drilled in
the cylinder can be varied according to the desired capacity,
which can be up to hundreds of liters of alginate beads per
hour. The volume, V, of the droplets can be calculated from
the hole diameter, d, surface tension, c, density of the liq-
uid, q, gravity acceleration, g, and a correction factor, k,
which depends on the shape of the holes:

V � (2pd)/(kqg)

The variation in bead diameter, d, for gelled alginate beads
can be expressed as a function of the rotation velocity, x:

2 1/3d � (1/x )

As has been observed for simple dropping, the diameter, d,
has to be corrected by a factor of 0.84 to 0.95, depending
on the rotation velocity used, because the drop leaves be-
hind a portion of the pendant drop upon breaking. The
landing radius of the drops on the liquid surface must be
taken into account to avoid splattering of the drops on the
reactor walls. The landing radius, r, is dependent on the
velocity, v, of the drops when leaving the hurler, the height,
h, of the holes above the liquid surface, and the accelera-
tion force, g:

0.5r � v(2h/g)
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Figure 5. Liquid-jet-based extrusion
technologies.
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Dropping methods can be scaled up only by the parallel
use of several needles, because drop formation depends on
a relatively slow liquid velocity. Hence, dropping methods
are limited to about 200 mL/h per needle. To overcome this
problem, several methods for producing droplets from liq-
uid jets have been developed, and several liters of micro-
capsules can be produced. The maximum productivity of
these systems is limited due to the fact that the pressure
needed to ensure flow increases with the second power of
the liquid velocity, and with increasing liquid viscosity and
decreasing orifice diameter. Pressure can be calculated us-
ing the following equations with pressure, P, resistance
coefficient, v, liquid density, q, liquid velocity, v, needle di-
ameter, d, needle length, I, Reynold’s number, Re, and the
liquid viscosity, g:

2DP � (vqv /2)(l/d)

Re � vqd/g

and

v � 64/Re for Re � 2,320 (laminar flow)

or

0.25v � 0.3164/Re for 3,000 � Re � 10,000
(turbulent flow)

or

0.3 6v � 0.0054 � 0.3964/Re for 20,000 � Re � 10
(turbulent flow)

Dipping Jet. The dipping jet method is the simplest pro-
cess for producing a large amount of microcapsules. It de-
pends on the fact that a liquid jet at high velocity disinte-
grates into many drops when penetrating a fluid. Drop
formation depends on irregular dynamic processes and
leads to drops with a large size distribution (63,64). This
method has been used to immobilize the fungi Claviceps
purpurea in alginate particles for further production of al-
caloids in a gas–solid fluidized-bed reactor. Researchers
produced 110-L capsules with a mean diameter of 2.5 mm
(65).

Vibrating Jet Breakage. Lord Raleigh influenced liquid
jets with tuning forks in the late nineteenth century. He
observed that vibration can force a liquid jet to disintegrate
into equal drops if the wavelength of the vibration is
greater than the perimeter of the liquid jet. He showed
that the frequency, f, for maximum instability is related to
the jet velocity, v, and the wavelength, k (66):

f � v/k

When a laminar-flowing jet is mechanically disturbed at
this frequency, uniform drops are formed. The optimum
wavelength, kopt, for breakup can be calculated with the
needle diameter, d, dynamic viscosity, g, liquid density, q,
and the surface tension, r (67):

0.5 0.5 0.5k � 2 pd(1 � (3g/(qrd) ))opt

By considering that the jet will break into liquid cylinders
with the wavelength k, each of which will form uniform
droplets, the diameter of the droplets, d, can be calculated:

2 1/3d � (1.5 d k)
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Figure 6. Schematic representation of the Encapsulator AP
(INOTECH AG): (1a) syringe pump, (1b) syringe containing poly-
mer solution and cell suspension, (2) vibrating nozzle, (3) vibration
unit, (4) pulsation unit, (5) reaction vessel, (6) reactor outlet for
capsule harvesting, (7) waste outlet, (8) bypass unit (used to elim-
inate undesired beads at the beginning and the end of bead for-
mation), (9) magnetic stirrer, (10) sieve, (11) capillary, (12) strobo-
scope lamp, and (13) frequency generator.

Mechanical Cutting. The principle of the mechanical
cutting encapsulation method is to cut a liquid jet with a
rotating wire into a series of uniform liquid cylinders be-
hind the cutting wire. Due to surface tension, the liquid
cylinders form drops immediately as they fall down into
the precipitation bath. The bead build volume, V, of the
cylinder can be calculated from the cutting angle, b, which
is a function of the liquid velocity, v, and the local velocity
of the wire, w, at the cutting point. Other relevant param-
eters are the thickness of the wire, dw, the number of rev-
olutions, n, of the cutting wire, the number of wires, z, and
the nozzle diameter, d.

2V � 0.25 pd ((v/(nz) � (d � d sinb)/cosb))w

with b � arctan(v/w)

Because the wire used for cutting cannot be infinitesimally
small, and its size is also determined by the material, it
slings away about 10–20% of the liquid jet; this can be
considered lost material. This cutting loss, VL, can be de-
termined as follows:

2V � 0.25 pd (d /cosb � d tanb)L w

When the cutting device is arranged at an optimal angle,
�, depending on the liquid jet’s velocity, the the drop vol-
ume is affected, and cutting loss can be reduced further:

� � arcsin(v/w)
2V � 0.25 pd ((v/nz) � d )w

2V � 0.25 pd dL w

The cutting loss can also be reduced by use of a thinner
wire for cutting. However, if a stainless steel wire becomes
thinner than 0.2 mm, distortion effects of the wire can be
observed when using fluids of high viscosity. Therefore,
special stabilized wires 0.06 mm in diameter have been
designed; in combination with diagonal cutting, they re-
duce cutting loss to only 3.3% (68,69).

This method is especially suited to produce beads from
high-viscosity polymer solutions, with high productivity
rates of up to 20 kg/h for 1-mm beads. This method has
been used to immobilize a variety of microorganisms for
further use in wastewater treatment experiments.

Liquid–Liquid Emulsification

Microcapsules can be obtained from dispersion of one liq-
uid into another followed by a membrane-forming process.
Generally, dispersions can be obtained from static and dy-
namic mixers. However dynamic mixers are preferred for
microencapsulation because of the need to stabilize the dis-
persion until microcapsule formation has taken place, oth-
erwise coalescence leads to increasing drop size.

Dynamic Mixer. It is advantageous to use an impeller
that disperses the lighter liquid in both the center and the
periphery at the same impeller speed. The optimum im-
peller diameter, d, depends on the vessel diameter, D, and
presence of baffles:

d � D/3 (impeller)

or

d � 0.4 D (impeller in baffled vessels)

The minimum agitation speed, n, required to disperse a
dispersed (index D) liquid into a continuous (index C) liq-
uid by using a four-paddled stirrer centered in a flat-
bottomed cylindrical vessel with a liquid height equal to
the vessel diameter, D, can be calculated from the liquid
densities, q, and the viscosity, gH, of the continuous phase:

�2/3 1/9 0.26n � 750 D (g /q ) ((q � q )/q )c c c D c

The viscosity of the dispersed phase and the interfacial
tensions can be neglected (70). Calculating the mean par-
ticle size is fairly difficult and depends on type and diam-
eter of the stirrer, agitation rate, and the physical prop-
erties of the liquids and their relative amounts (71).
Generally, droplet size and size distribution decreases with
increasing agitator speed. Droplet sizes ranging from a few
micrometers to several hundreds of micrometers have been
reported. A variety of correlations have been published re-
lating the Sauter mean diameter, d32, of the droplets to the
vessel geometry and the physical properties of the disper-
sion system. The most well known correlation is derived
from the impeller diameter, dI and speed, n, the Weber
number, NWe, liquid density, q, interfacial tension, g, the
dispersed phase volume fraction, u, and two correlation
factors, b and c (72):
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Figure 7. Polysaccharides used for encapsulation (I).

�0.6d /d � b(1 � cu) N32 l We

2 3N � qn d /gWe l

Due to the considerable internal sheer forces applied
during dispersion, this method is especially suited for mi-
croencapsulation of inanimated matter (73–75) or viruses
and microorganisms (76,77), but it can also be adjusted to
the needs of cell cultures (78,79).

SELECTED MICROCAPSULE-FORMING MATERIALS

There are many microcapsule-forming materials available,
indicating that there is no such thing as an all-purpose
material. Hence, various materials have been proposed as
carriers. They are based on either natural polymers, such
as the polysaccharides alginate, carrageenan, agarose (80),
and chitosan (81,82), and proteins such as gelatin (83,84)
and collagen, or synthetic polymers such as polyacrylates,
polyurethane and its less-toxic derivates (85), and poly-
ethers. Each material has its pros and cons with respect
to physicochemical stability, biodegradability or degrada-
tion into units small enough for renal excretion (86,87),
and influence on the entrapped cells. Sulfated polyanions,
for example, have been successfully used to obtain and
maintain stable single-cell suspensions of insect cells (88),
whereas these polymers exhibit the opposite effect: the for-
mation of multicellular spheroids on mammalian cells (89).
Technical considerations such as simplicity of preparation,
availability, and cost also have to be taken into account.

Calcium Alginate

Alginic acid is a polyuronic acid extracted from brown sea-
weeds and some bacteria, mostly derived from the genus
Pseudomonas. Chemically, alginates are block copolymers
of 1,4-linked b-D-mannuronic acid (M) and �-L-guluronic
acid (G). The mannuronate residuals of the bacterial algi-
nate are acetylate to some extent at positions O-2 and/or
O-3. The residues, occuring in varying proportions, depend
on the source, and the residues are arranged in block pat-
terns comprising homopolymeric regions (MM blocks and
GG blocks) linked with alternating regions of heteropoly-
meric regions (MG blocks). Divalent cations, such as Ca2�,
bind preferentially between GG blocks, which appear to
have preferred binding sites. Therefore, the composition
(20–75% G content) and molecular size of the polymer im-
pacts on the porosity, stability, gel strength, and swelling
behavior (90–93).

Interfacial polymerization of alginate and Ca2� is in-
stantaneous, with precipitation of calcium alginate fol-
lowed by a more gradual gelation of the interior as calcium
ions penetrate through the alginate. During formation of
gel beads, the biopolymer localized at the bead center
moves gradually to the bead surface by attracting the ion-
otropic cations, which induce gelation. Consequently, the
immobilized material flows with the macromolecules to the
periphery of the bead, producing a superficial crust. At the
same time the bead volume is reduced due to cross-linking
of the macromolecules and expulsion of water. The interior
of the bead consists of a fluffy core surrounded by a me-

dium gelled zone containing supramolecular structures
such as shafts and cavities. These structural inhomoge-
neities originate from gradients of local concentrations of
components during the gelling process or the presence of
chemically inert substances such as PEG. They remark-
ably affect the strength of beads and their permeability for
low and high molecular weight components (94,95).

Calcium alginate beads are very stable for long periods
and can tolerate a pH range from 3 to 10 at 25 �C. Thermal
stability is also good, and beads can withstand incubation
temperatures of up to 85 �C at pH 7.0. Destabilization of
calcium alginates is promoted by chelating agents, which
remove divalent cations. Phosphate, citrate, or EDTA
should be avoided. The breaking of beads during fermen-
tation of microorganisms is mainly caused by low initial
alginate and/or high initial cell concentration, whereas the
length of incubation has only a minor impact (96,97).
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Microencapsulation in alginate beads is an inexpensive,
versatile, and nontoxic method. It is used in food process
industries to enhance fermentation productivity and cell
stability. Costs for downstream processing are reduced by
facilitating cell recovery and recycling (98). In the beverage
industry, several processes including several different mi-
croorganism species have been developed for producing
beer (99), wine (100), cider, (101) and ethanol (102).

Coating with Poly-L-Lysine

To prevent cell leakage from alginate beads in general and
to provide immobilized cells with a semipermeable im-
munisolation barrier in particular, the coating of alginate
beads with poly-L-lysine (PLL) has been introduced. This
system is currently the best investigated and by far the
most widespread microencapsulation system used in med-
icine.

First, viable cells are immobilized within an alginate
bead. The bead is washed and transferred to another pre-
cipitation bath containing a PLL solution. Because the al-
ginate is a negatively charged polymer, simplex membrane
formation with the positively charged PLL is instant, de-
creasing the molecular weight cut-off of the system to
about 100 kDa. Finally, the now-coated capsules are

washed again and transferred to another precipitation
bath containing a dilute solution of more oppositely
charged polymers, with respect to the outer PLL surface.
This final polyanion may be PEI (103) or alginate (104).
The purpose of the additional coating is to neutralize non-
reacted PLL and to mask the PLL that otherwise might
provoke unwanted immune or fibrotic response. Because
the outmost layer consist of alginate, purification of the
alginate prior to use improves biocompatibility. Bioincom-
patibility is influenced by the chemical composition and, to
a greater extent, by individual imperfections of the cap-
sules; it has been clearly shown that fibrotic response
against implanted capsules is associated with the presence
of PLL around the capsules (105,106).

The stability of the PLL layer is governed mainly by the
composition of the alginate, where alginate with a high M
content ensures both more rapid binding of the PLL during
the coating step and much thicker PLL layers. Because the
reaction between the polymers is very fast, the rate-
limiting step is the diffusion of PLL into the alginate gel.
The free diffusion of the PLL is determined by gel porosity
and the relative molecular weight of the polycation. There-
fore the PLL layer can be improved through an increased
concentration of PLL and by using a lower molecular
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weight sample of PLL. However, a certain minimum poly-
mer length is necessary to obtain stable capsules, so opti-
mum PLL molecular weight is believed to be around 18
kDa (107,108).

Improper performance of the microcapsules can be
caused by a distorted coating process due to the presence
of living cells on the surface area of the alginate bead. As
previously pointed out, immobilized material has the ten-
dency to be concentrated in the outer areas of alginate
beads. The consequence is that small alginate beads are
even more liable to improper coating caused by protruding
cells than large beads, while cells in large beads are more
likely to suffer from mass transport limitations. The ad-
ditional entrapment of microspheres within a larger
sphere can cover undesirable cell protuberances and debris
integrated or exposed on the surface of the microsphere
with a complete spherical shell of calcium alginate prior to
the following coating process (109). Because only a small
fraction of the alginate may diffuse throughout the coac-
ervate membrane, the capsules are liable to osmotic swell-
ing under physiological conditions because the cross-
linking divalent ions of the bead are exchanged with
monovalent ions. This swelling can also lead to capsule
breakage. Strategies to reduce swelling include strength-
ening of the PLL layer by simply letting more polycations
bind to the capsule surface, exchanging of a fraction of the
calcium ions with ions with higher affinity toward the G
blocks such as strontium or barium, using more alternate
PLL–alginate layers, and decreasing capsule diameter.
PLL-coated alginate capsules have been successfully used
to treat diabetes in humans for periods of over one year
(110–114).

Polyelectrolytes

Polyelectrolytes are polymers that contain a charged group
in their monomer repeating unit. They have been used as
a flocculent in water purification, protein precipitation,
and membrane technology. When brought into contact,
aqueous solutions of oppositely charged polyelectrolytes
immediately form water-insoluble but highly swollen pre-
cipitates or membranes. Membrane formation is com-
pleted within minutes.

Although there are is a vast number of possible poly-
anion polycation combinations, only a minority can be used
for microencapsulation. For the encapsulation of living
cells, it is strongly recommended that a polyanion be used
for the inner polymer. This is in contact with the cellsduring
capsule formation. The reason for this is that polycations
are cytotoxic, especially those that containquarternaryam-
monium groups such as PDADMAC. Polycations interact
with the negatively charged phosphate groups of the cyto-
plasmic membrane, which finally leads to membrane rup-
ture and cell death. This has been extensively studied with
liposomes (115). Additionally, polycations form stable com-
plexes with DNA and proteins (116,117). Membrane-bound
polycations do not show these effects at all.

The best-suited polyanions to form a cell suspension
containing drop are highly charged polysaccharide deri-
vates with a molar mass in the range of 106 Da, with a
cyclic backbone and pH-dependent charge. Typical exam-
ples are cellulose sulfate, carboxymethyl cellulose, and al-

ginate. The corresponding polycation should contain either
permanently charged quarternary amonium groups
(PDADMAC) or a tertiary amine. The charge density
should be between 50 and 100 mol%. The molecular mass
may range from 103 to 106 Da, with high molecular weight
species requiring a higher charge density to compensate
for the lower diffusion coefficient (118–121).

Microcapsules from CS and PDADMAC exhibit im-
mense mechanical stability up to 7 N per 3-mm capsule
(122). About 0.3 N is required for this type of capsule to
withstand the stress occurring in a heavily stirred tank
reactor. The capsules typically possess a thin but very com-
pact primary layer (a few microns) followed by a less
densely packed region joining the inner layers of high po-
rosity. The membrane properties mainly depend on the pri-
mary layer; therefore distortion of the membrane-forming
reaction leads to microcapsules with very different prop-
erties. The molecular weight cut-off can be finely tuned
according to the needs of the application. It can be as low
as 5,500 Da for complete product recovery (123) or immu-
noprotection (40,124), in the range of 4.4 � 105 to 2.0 �
106 Da for continuous production of monoclonal antibodies
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(53,125), or within the range of several microns to allow
free virus passage for some gene therapy (126) and insect
cell culture (54) applications.

Poly(Vinyl Alcohol)

An aqueos poly(vinyl) alcohol (PVA) can be cross-linked
through hydrogen bonding by a freeze–thaw process with
hydroxyl groups on PVA molecules. The typical freezing
temperature is around �20 �C. The mechanical strength
of the cryogel greatly depends on the thawing rate, and
shear modulus increases with decreasing thawing rate
(preferably slower than 0.2 �C/min). During slow thawing,
the system resides in the temperature range from �4 �C
to �1 �C for a long time, and numerous hydrogen bonds
are linked. It is important to consider that such interac-
tions occur relatively slowly due to the high viscosity of the
liquid microphase and the low temperature of the frozen
system. Stability can be further increased by using a more
highly concentrated PVA solution and storage in a frozen
state. The ability of the gel to melt depends strongly on the
preparation process. Thermoresistance is excellent, and
immobilized thermophiles in PVA beads have operated at
65 �C for a period of 1 year and longer (127).

As a result of the formation of ice crystals during freez-
ing, the cryogel has a high micro- and macroporous struc-
ture, which is necessary for nonhindered mass transport
of any solutes for cultivation purposes. The polymer itself
is nontoxic and biocompatible and is not degraded by most
enzymes and microbes (128). The gel beads are stable in
any biotechnology liquid media; swelling or softening can
occur only under harsh conditions such as extreme pH or
high concentration of chaotropic substances such as urea.
Physiological concentrations of most compounds do not af-
fect the gel or cause it to shrink, which increases stability
(129,130). Apart from the freeze–thaw method, PVA can be
cross-linked chemically by additions of compounds such as
aldehydes or borates to form a hydrogel. Chemical cross-
linking creates a gel of a comparable low strength; it can
be described as having an appearance and strength similar
to common gelatine (131). It is a very suitable method and,
with the exception of the cross-linking reaction, nontoxic
biomaterial has been studied extensively as membranes in
artificial kidneys and as materials for skin replacement
and contact with blood (132). It is therefore especially
suited for coating beads. Microcapsules from PVL cryogels
seem to be especially useful for use in wastewater treat-
ment for removal of nitrogen (133,134), heavy metals (135),
and environmental decontamination (136,137).

Poly(Methylmethacrylate-Hydoxyethylmethacrylate)

Poly(methylmethacrylate-hydroxyethylmethacrylate)
(HEMA-MMA), which is 75–80% HEMA and 25–20%
MMA, is a nonionic random copolymer. The polymer is wa-
ter insoluble, which makes encapsulation more difficult.
However water insolubility is considered an advantage be-
cause this is presumed to be a key factor leading to greater
biocompatibility.

The cell suspension and the polymer are mixed together
in a biocompatible solvent such as polyethylene glycol
(PEG), and droplets are formed by jet extrusion or emul-

sification in another liquid. The membrane formation is
initiated upon removal of the polymer solvent. This can be
achieved easily by transferring the droplets in a phos-
phate-buffered saline (PBS) precipitation bath. The PEG
is also soluble in the PBS solution, thus rapidly depleting
the polymer solvent at the interface of the droplets, leading
to a dense outer layer that provides all the resistance to
the mass transfer. Below the dense layer are macroporous
“trabecular” layers, similar to asymmetric phase-interven-
tion membranes. Typically the membrane thickness
ranges from 20 to 150 lm, with an average of 60 lm. The
molecular weight cut-off of the membrane is above 52 kDa,
possibly above 340 kDa, but can be influenced by the poly-
mer composition, whereas the permeability of the mem-
brane increases with higher HEMA content of the polymer
and when the solubility parameters of the solvent and the
precipitate are both high. Furthermore, the precipitation
media influences the permeability of the microcapsule
membrane with Tris-buffered glycerol, leading to denser
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membranes that reflect the slower rate of precipitation in
PBS or unbuffered glycerol. The membrane-forming pro-
cess is not absolutely reliable with respect to complete
membrane formation, and procedures to screen and re-
move capsules containing pinholes or flaws might be nec-
essary for certain applications (138–140).

BIBLIOGRAPHY

1. A. Groboillot, D.K. Boadi, D. Poncelet, and R.J. Neufeld, Crit.
Rev. Biotechnol. 14(2), 75–107 (1994).

2. Z.M. Sun, D. Poncelet, J. Conway, and R.J. Neufeld, J. Mi-
croencapsulation 12(5), 495–504 (1995).

3. V.A. Santos, J. Tramper, and R.H. Wijffels, Biomater. Art.
Cells Immob. Biotech. 21(3), 317–322 (1993).

4. Y. Andrès, H.J. MacCordick, and J.C. Hubert, Appl. Micro-
biol. Biotechnol. 44, 271–276 (1995).

5. N.G. Wilson and G. Bradley, J. Appl. Bacteriol. 80, 99–104
(1996).

6. E. Poscillico, Biotechnology 4, 114–117 (1986).
7. U.S. Pat. 5,116,747 (May 26, 1992), M. Moo-Young, N.C.

Bols, S.E. Overgaard, and J.M. Scharer (to University of
Waterloo).

8. Y. Shirai, R. Sasaki, K. Hashimoto, H. Hitomi, and H. Chiba,
Appl. Microbiol. Biotechnol. 29, 544–549 (1988).

9. M. Seki and S. Furusaki, Chemtech 26(3), 41–45 (1996).
10. K. Redenbaugh, Synseeds: Applications of Synthetic Seeds to

Crop Improvement, CRC Press, Boca Raton, Fla., 1993, pp.
3–7.

11. J.I. Shigeta, Biotechnol. Techn. 9(10), 771–776 (1995).
12. Y. Bachiri, C. Gazeau, J. Hansz, C. Morisset, and J. Dereud-

dre, Plant Cell Tissue and Organ Culture 43, 241–248 (1995).
13. F. Lim and A.M. Sun, Science 210, 908–910 (1980).
14. U.S. Pat. 5,578,314 (November 26, 1996), K.C. Cochrum,

R.E. Dorian, and S.A. Jemtrud (to the Regents of the Uni-
versity of California).

15. I.T. Tai and A.M. Sun, FASEB J. 7, 1061–1069 (1993).
16. P. Aebischer, N.A.-M. Pochon, B. Heyd, N. Déglon, J.-M. Jo-
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H. Dautzenberg, W.H. Güntzburg, and B. Salmons, in H.
Dautzenberg and D. Poncelet eds., Bioencapsulation Re-
search Group, International Workshop, Bioencapsulation V:
From Fundamentals to Industrial Applications, Potsdam,
Germany, September 23–25, 1996.

42. D. Hunkeler, A. Prokop, S. DiMari, M.A. Haralson, and T.G.
Wang, in H. Dautzenberg and D. Poncelet eds., Bioencap-
sulation Research Group, International Workshop, Bioencap-
sulation V: From Fundamentals to Industrial Applications,
Potsdam, Germany, September 23–25, 1996.

43. T. Wang, I. Lacı́k, M. Brissová, A.V. Anilkumar, A. Prokop,
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and P. Sandford eds., Chitin and Chitosan, Elsvier Applied
Science, London, 1990, pp. 617–626.

82. C.-H. Chu, H. Kumagai, and K. Nakamura, J. Appl. Polym.
Sci. 60, 1041–1047 (1996).

83. E. Esposito, R. Cortesi, and C. Nastruzzi, Biomaterials 17,
2009–2020 (1996).

84. H. Akin and N. Hasirci, J. Appl. Polym. Sci. 58, 95–100
(1995).

85. M.Z.-C. Hu and M. Reeves, Biotechnol. Prog. 13, 60–70
(1997).

86. S. Pulapura and J. Kohn, J. Biomater. Appl. 6, 216–250
(1992).

87. B. Jeong, Y.H. Bae, D.S. Lee, and S.W. Kim, Nature 388, 860–
862 (1997).

88. K.U. Dee, M.L. Shuler, and H.A. Wood, Biotechnol. Bioeng.
54, 191–205 (1997).

89. W. Handschack, J. Kopp, and C. Pitra, Acta Biol. Med. Germ.
36, 1429–1434 (1977).
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INTRODUCTION

Most fermented foods are produced by mixed cultures act-
ing on various substrates. Cheese, yogurt, pickles, whis-
key, and sake (Japanese rice wine) are some examples of
fermented foods (1). Numerous interactions occur between
microbial communities, plants, and animals. The field of
mixed culture is too broad to be reviewed completely in a
short article. Of course, it is our belief that models, simu-
lations, and stability analysis used for mixed culture sys-
tems are important aids in planning various experiments
and interpreting the results (2). Pioneering works in this
direction had been done by Henry Tsuchiya and Arnold
Fredrickson. For example, we can see their careful results
by referring to their review articles in this field (3,4). How-
ever, in spite of their extensive efforts, when using these
aids general close agreement with data on the dynamic
behavior of a complicated mixed culture has yet to be ob-
tained. Thus we stress here applications of mixed culture
and discuss case studies that demonstrate how these tech-
niques can contribute to the design, operation, and control
of mixed culture systems.

INTERACTION BETWEEN TWO SPECIES

Interactions between two species can be classified into
three types: neutral (0), positive, and negative (5). More-
over, positive interactions are characterized into two in-
teractions in detail: one is necessary for the survival of
microorganisms (�*) whereas the other has an enhancing
effect but is not obligatory for the life of these microorgan-
isms (�). Negative interactions are also divided into two
interactions: one directly affects other microorganisms
(�*) and the other indirectly affects them (�).

Combination of these interaction categories results in
more than nine groups classified under the following head-
ings: neutralism (0, 0), mutual inhibition competition (�*,
�*), competition—resource use type (�, �), amensalism
(�, 0), parasitism (�, �), predation (�, �), commensal-
ism (�, 0), proto-cooperation (�, �), mutualism (�*, �*).
The first symbol in the parentheses shows the relationship

of species 1 to species 2 and the second symbol shows the
reverse relationship. The difference between parasitism
and predation is only with respect to the size of species 1;
that is, in parasitism, the size of species 1 is smaller than
that of species 2 whereas in predation species 1 is larger
than species 2.

Sometimes, of course, the actual relationship between
two microorganisms cannot be classified into these nine
groups because the relationship cannot be defined clearly.
Nevertheless, the nine-group classification is useful for
building a mathematical model and understanding the re-
lationship between two species through simulation be-
cause a rough overview of the interaction between two mi-
croorganisms is possible based on this classification.

There are several examples of interactions belonging to
these nine groups, but here only three examples that have
been studied by the author are given. One is a mixed cul-
ture system of lactobacilli and propionibacteria in a bio-
reactor, the interaction of which is classified under proto-
cooperation (�, �); the second example is a mixed culture
system of lactobacilli and yeast classified as mutualism un-
der a limited initial medium condition; and the last ex-
ample is that of an activated sludge process consisting not
of two microorganisms but of two competing groups of mi-
croorganism populations because of the convenience of the
stability analysis and application of the result to the opera-
tion of the system.

One of the aims of this article is to show how models,
simulations, and stability analysis are important aids in
interpreting results of laboratory experiments or interact-
ing phenomena and for the operation and control of a
mixed culture system. Another aim is to demonstrate that
the mixed culture system can be utilized for effective bio-
production. Mixed culture systems are encountered fre-
quently in nature, but artificially constructed mixed cul-
ture systems can also contribute to the microbial
production of various bioproducts such as bacteriocins.

MIXED CULTURE OF LACTOBACILLI
AND PROPIONIBACTERIA

Bacteriocins are peptides produced from bacteria such as
lactate-producing microorganisms, that is, lactobacilli, and
effective antibiotics. Nisin is a typical bacteriocin effective
against gram-positive microorganisms (6). Lactobacilli
grow at pH higher than 4.0 and their growth is affected by
the lactate produced, that is, product inhibition. Thus, the
removal of lactate during fermentation is an effective way
of optimizing nisin production, but the method of removal
of lactate is a difficult problem to solve to assure optimal
nisin production. In this study, we try to remove lactate by
coculture of lactobacilli with propionibacteria, which can
assimilate lactate efficiently.

Growth and Lactate Fermentation Characteristics
of Lactococcus lactis

Figure 1 shows a typical result of the anaerobic batch cul-
ture of Lactococcus lactis subsp. lactis ATCC11454, a
homolactate-producing bacterium. Without pH control, the
pH decreased from 7.0 to 5.0 after 2 h of culture and to 4.5
after 3 h. Cell growth as well as nisin production stopped
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Figure 1. Time course of a batch culture of Lactococcus lactis
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cles, nisin concentration.
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Figure 3. Interaction between L. lactis and P. freudenreichii.

at 3 h after the start of culture. Lactate was produced at a
level of approximately 1.5 g/L and was still produced at a
decreased rate until 7 h later. Thus, control of pH to a value
greater than 4.5 is essential for achieving a high cell
growth rate. Also, nisin production is strictly associated
with cell growth. Thus, for effective nisin production, the
pH of the medium should be controlled to a value greater
than 4.5. Finally, 300 U/mL nisin was produced in this
batch culture without pH control.

To improve this low productivity of nisin, pH was con-
trolled and lactate concentration was kept at a fairly low
level by diluting the cultivation medium by adding fresh
medium. This cultivation method is called repeated dilu-
tion culture. Using the method of repeated dilution cul-
ture, about 2,000 U/mL of nisin was produced after 10 h
of operation. Cell growth, however, stopped at about 15
g/L of lactate. Thus, the control of lactate concentration
kept to a level less than 15 g/L is also required for effective
continuous production of nisin.

Growth Characteristics of Propionate Bacteria
Propionibacterium freudenreichii IFO12424 was used as a
propionate-producing microorganism that can assimilate
lactate. Figure 2 shows a typical result of anaerobic batch
culture of P. freudenreichii. Lactate and glucose were used
as carbon sources. From the figure, it can be seen that this

microorganism assimilates lactate. However, glucose was
also assimilated, which is disadvantageous for the control
of lactate concentration because glucose, the main carbon
source for L. lactis, can be assimilated by P. freudenreichii.
The glucose is competitively assimilated by both L. lactis
and P. freudenreichii. If the population balance of these
microorganisms is destroyed by the deficiency of glucose
for L. lactis or by accumulation of lactate, stable operation
of the mixed culture system will be difficult. Acetate was
also produced by P. freudenreichii.

Interaction between Two Microorganisms
The interaction between the two microorganisms, L. lactis
and P. freudenreichii, is illustrated in Figure 3. Lactate
produced by L. lactis can be assimilated by P. freudenrei-
chii. Without removing lactate, L. lactis cannot grow to a
high density because of inhibition by low pH and by lactate
itself. In this mixed culture system, the interaction be-
tween the two microorganisms is termed proto-coopera-
tion.

Propionate and acetate produced by P. freudenreichii
contribute somewhat to microbial contaminants in their
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capacities as antibiotics when they are used for food ad-
ditives. However, these organic acids also contribute to the
decrease in medium pH. Glucose, a carbon source for L.
lactis, can be assimilated competitively by P. freudenrei-
chii. In this sense the interaction between the two micro-
organisms is classified under competition. Thus, the inter-
action between the two microorganisms is a mix of
cooperation and competition, that is, (�, �), in glucose-
rich medium. However, if we can control the glucose con-
centration to a level at which it is utilized by L. lactis but
not by P. freudenreichii, the system can operate as a co-
operation system. The most important issue is to manip-
ulate or manage the system so as to represent the inter-
action (�, �), in practice, and to maintain a low supply of
glucose, as well as preventing pH decrease of the medium.
For this, mathematical modeling and simulation of the sys-
tem are important tools.

Simulation Model of the Mixed Culture

Based on the kinetic data for cultivation, the following
mathematical model was proposed under the assumption
that the mixed culture can be described by use of the ki-
netic data of individual pure cultures.

Dynamics of the mixed culture system can be written
by the following equations. To control the growth rate of L.
lactis at a level comparable to that of P. freudenreichii by
limiting glucose concentration, a fed-batch culture was em-
ployed. The cell growth rate for L. lactis in fed-batch cul-
ture is written as

dX FL
� l � X (1)L L� �dt V

and the rate for P. freudenreichii is written as

dX FP
� l � X (2)P p� �dt V

where Xi (i � L,P) and li are viable cell concentration and
specific growth rate, respectively. In these equations, the
subscripts L and P represent L. lactis and P. freudenreichii,
respectively, and F and V indicate the flow rate of the feed-
ing medium and the liquid volume in the tank, respec-
tively. Nisin (N, U/mL) production by L. lactis is written
by

dN F
� q X � N (3)N Ldt V

Propionate (P, g/L) production by P. freudenreichii is writ-
ten as

dP F
� q X � P (4)P Pdt V

Also, acetate (A, g/L) production by P. freudenreichii is
written as

dA F
� q X � A (5)A Pdt V

where qk is the specific production rate of product k (k �
A,L,N,P). Lactate production by L. lactis and its assimi-
lation by P. freudenreichii can be summarized as

dL F
� q X � m X � L (6)L L LP Pdt V

As a result of glucose assimilation by both organisms, the
dynamics of glucose concentration (S, g/L) can be written
as

dS F
� �m X � m X � (S � S) (7)SL L SP P Fdt V

where mji is a specific uptake rate of substrate j by micro-
organism i ( j � L,S; i � L,P).

The dynamic pH change should be described by a math-
ematical model in which the following three types of equa-
tions are necessary. For example, for lactate concentration,
one equation describes the equilibrium between dissocia-
tion and association for ionization of lactate such as

� �[L ][H ]
K � (8)L [LH]

where Kk is a dissociation constant for product k (k �
A,L,P).

The second equation describes the total balance be-
tween ionized lactate and nonionized lactate [LH] as

�L � [L ] � [LH] (9)MT

where LMT is the mole-based total lactate concentration.
From equation 8, nonionized lactate [LH] is described by
other variables, [H�] and [L�], and is substituted into
equation 9 to give

� � �[L ][H ] [H ]� �L � [L ] � � [L ] 1 � (10)MT � �K KL L

Then,

L LMT MT�[L ] � � (11)�pH�pK� L(1 � 10 )[H ]
1 �� �KL

where pKL is defined in the same way as pH and pKL �
�log10(KL). In a similar way, ionized propionate [P�] can
be written as

PMT�[P ] � (12)�kpH�pKP(1 � 10 )

Also, the ionized acetate [A�] can be written as

AMT�[A ] � (13)�kpH�pKA(1 � 10 )

These mole-based concentrations can be related to the
weight-based concentrations as
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L P A
L � , P � and A � (14)MT MT MTMW MW MWL P A

Here MWk (k � A,L,P) is the molecular weight of chemi-
cals k.

Finally, the following total ion balance should be con-
sidered.

� � � � �[H ] � X � [OH ] � [L ] � [P ] � [A ] � X (15)B A

where XA and XB are the concentrations of strong acid and
base in the medium, respectively. By substituting equa-
tions 11, 12, and 13 into equation 15 and using the defi-
nition of pH:

�pH pH�14X � X � 10 � 10A B

L PMT MT
� ��pH�pK �pH�pKL P1 � 10 1 � 10

AMT
� (16)�pH�pKA1 � 10

By differentiating this equation with respect to time t:

d(X � X ) �f dpH �f dLA B MT
� �

dt �pH dt �L dtMT

�f dP �f dAMT MT
� � (17)

�P dt �A dtMT MT

where f represents the right-hand side of equation 16. If
we can assume that

d(X � X )A B
� 0 (18)

dt

then

dpH 1 �f dL �f dPMT MT
� � �� � � � �dt �L dt �P dt�f MT MT� ��pH

�f dAMT
� (19)� � ��A dtMt

Now

�f �1 �f �1
� , � ,�pH�pK �pH�pKL P�L (1 � 10 ) �P (1 � 10 )MT MT

�f �1
� (20)�pH�pKA�A (1 � 10 )MT

and

�f �pH pH�14� Ln10 �10 � 10��pH
�pH�pK �pH�pKL PL • 10 P • 10MT MT

� ��pH�pK 2 �pH�pK 2L P(1 � 10 ) (1 � 10 )
�pH�pKAA • 10MT

� (21)�pH�pK 2�A(1 � 10 )

can be easily derived. Taking into account that equation 8

is not always valid, a correction term was introduced into
the denominator of equation 19 as 1/230, which was de-
termined using experimental data of the mixed culture
system and resulted in the following equation (22). Finally,
the pH change can be described by

dpH 1 dL 1MT
� � �

� �� �pH�pK �pH�pKL Pdt dt(1 � 10 ) (1 � 10 )

dP 1 dAMT MT• � �pH�pK �ALdt (1 � 10 ) dt

1 �pH pH�14� � Ln10 10 � 10� �230
�pH�pK �pH�pKL PL • 10 P • 10MT MT

� ��pH�pK 2 �pH�pK 2L P(1 � 10 ) (1 � 10 )
�&pH�pKAA • 10MT

� (22)�pH�pKA 2��(1 � 10 )

where the dynamic change of LMT, PMT, and AMT can be
calculated using equations 4, 5, 6, and 14. Finally, the ki-
netic parameters such as li, mji, and qk (i � L,P, j � L,S, k
� A,L,N,P) are given as a function of pH as well as sub-
strate concentration, and the dynamic behavior of the fed-
batch culture can be simulated using the mathematical
model described by equations 1 through 7, 14, and 22.

Control of pH by Adjusting an Appropriate Initial
Population

To maintain the culture pH at a value higher than 5.0 for
a long period, P. freudenreichii should grow at a fast rate
so that lactate is assimilated well. By comparing the spe-
cific growth rates of both microorganisms, it can be seen
that L. lactis grows at a much faster rate than P. freuden-
reichii. This result means that lactate produced in corre-
lation with L. lactis growth will accumulate in the fermen-
tor if there is no control of the growth of L. lactis. For
control of the growth rate of L. lactis, a fed-batch culture
was employed. By manipulating the exponential feeding
rate of glucose (in this case, lL was set at 0.2 h�1; initial
tank volume at 1.5 L, and initial glucose concentration at
2 g/L), the growth of L. lactis can be controlled. The math-
ematical model proposed here can be used for simulation
of this exponential fed-batch mixed culture system. The
kinetic parameters of L. lactis that depend on the pH were
determined from the data for the pure batch culture. Other
kinetic parameters were also determined from the exper-
imental data.

By changing the initial cell populations of L. lactis and
P. freudenreichii, the dynamic behavior of the mixed cul-
ture can also be altered. In this way the most appropriate
initial cell populations were selected. After several simu-
lation studies, an appropriate initial ratio of cell concen-
tration of L. lactis to that of P. freudenreichii was deter-
mined as 1:14. The simulation result is shown in Figure 4.
Here, to easily compare the simulation and experimental
data, the cell concentration of L. lactis is represented by
cell number whereas that for P. freudenreichii is by dry cell
weight, because in the experiment the cell concentration
of P. freudenreichii was calculated by subtraction of the
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Figure 4. Simulation of a mixed culture for effective nisin pro-
duction.
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Figure 5. Experimental result of a mixed culture of L. lactis and
P. freudenreichii. Circles, cell concentration of L. lactis; solid tri-
angles, cell concentration of P. freudenreichii; triangles, lactate
concentration; open squares, acetate concentration; solid squares,
propionate concentration; solid circles, nisin concentration.amount of dry cell weight of L. lactis converted from the

cell number counted by plate colony from the total dry cell
weight. It is shown that pH will be maintained at a value
higher than 5 for a period of 5 h and that nisin will be
produced much more effectively than for a given specific
growth rate of L. lactis.

Experimental Result for the Mixed Culture

Figure 5 shows an experimental result of the mixed fed-
batch culture with the same initial cell concentrations of
both microorganisms, L. lactis and P. freudenreichii, as
those in Figure 4. The pH could be controlled until 5 h from
the start of cultivation. However, under these conditions P.
freudenreichii could not grow well, whereas L. lactis grew
faster than the estimated rate shown in Figure 4. The rea-
son why there is a large difference between dynamic simu-
lation using the mathematical model and experimental
data is not clear at this point. However, the simulation
model at least can be used for forecasting the dynamics of
the mixed culture and for adjusting the initial cell concen-
trations of both species so as to achieve effective production
of nisin by this mixed culture. Finally, the experimental
data for the mixed culture show that the final nisin con-
centration was improved twofold.

In the near future, the process will be improved further
after determination of the reason for the difference be-
tween the experimental data and the simulation data.

MIXED CULTURE OF LACTOBACILLI AND YEAST

To enhance bacteriocin productivity, a mixed culture sys-
tem was employed as outlined in the previous section.
However, the propionibacteria can assimilate glucose,
which in the system described is the main carbon source
of lactobacilli. Thus the glucose was competitively assim-
ilated by both microorganisms, which may result in the
need to use a fed-batch operation. One improvement that
can be made to the system is use a main carbon source of
lactobacilli which cannot be assimilated by another micro-
organism. Only the lactate produced by the lactobacilli
should be a carbon source of the second microorganism.
From this aspect, maltose was chosen as a carbon source
of lactobacilli, and a microorganism that can assimilate
lactate but not maltose was selected. From kefir, a type of
yogurt, such a microorganism, Kluyveromyces marxianus,
was isolated. The following mixed culture system was then
constructed.

Interaction between Lactococcus lactis and Kluyveromyces
marxianus

Kluyveromyces marxianus MS1, isolated from a type of yo-
gurt (kefir), can assimilate lactate as a carbon source. K.
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Figure 6. Interaction between L. lactis and Kluyveromyces marx-
ianus.

marxianus cannot assimilate starch and maltose directly
whereas L. lactis can grow on maltose. Whether L. lactis
could grow and produce nisin under aerobic conditions had
to be determined because K. marxianus grows under aer-
obic conditions. The results indicated that there is no sig-
nificant difference in the productivity of nisin and growth
rate of L. lactis between aerobic and anaerobic conditions.
Thus, the mixed culture system can be operated under aer-
obic conditions. The interaction of the two microorganisms
is illustrated in Figure 6. L. lactis can assimilate the mal-
tose and produce lactate, which can be assimilated by the
yeast, K. marxianus. This cooperative interaction results
in a very low or undetectable lactate concentration, which
may enhance the growth of L. lactis as well as nisin pro-
duction. Thus, the relationship between these microorgan-
isms can be termed proto-cooperation or mutualism be-
cause their relation can be summarized by (�, �*).

Mixed Culture of L. lactis and K. marxianus

From the characteristics of the interaction, it is expected
that a high growth rate of L. lactis as well as high produc-
tivity of nisin will be achieved. In Figure 7, the experimen-
tal data indicated that the system worked as desired be-
cause the lactate concentration can be kept at almost zero
or at least at an undetectable level and L. lactis grew sig-
nificantly. The monoculture of L. lactis using maltose as a
carbon source stopped at 7 h because of low pH (Fig. 7a).
Under mixed culture, pH could be maintained well around
6.0 (Fig. 7b) even by a manual dissolved oxygen (DO) con-
centration control. The role of DO control is explained
later. Also, L. lactis as well as K. marxianus could grow at
a level fourfold higher than the monoculture of L. lactis.
The yeast also grew well and the nisin yield reached 1,400
U/mL at the end of fermentation after only 8 h operation
(Fig. 7c), similar to the amount obtained in the pH-
controlled repeated batch culture, which was fourfold
higher than the level in the monoculture of L. lactis.

The pH level of the culture medium can be controlled
by the lactate uptake rate linked with the growth of K.
marxianus. On the other hand, the growth of K. marxianus
can be controlled by the DO level. Then, the DO level can
control the pH level in this mixed culture system. Finally,

it is clear that a setpoint for the DO control by changing
the agitation speed can control pH level. This is a so-called
cascade controller. Based on this cascade controller con-
cept, the pH level could be maintained almost completely
automatically at a constant level by manipulating the ag-
itation speed of the fermentor. Finally, the result of this
mixed culture experiment with cascade control of pH is
shown in Figure 8; the product nisin concentration was
enhanced more and reached about 4,000 U/mL after 11 h
of operation, which was almost 10 fold that by anaerobic
monoculture of L. lactis without pH control and about
twice as much as by anaerobic monoculture of L. lactis with
pH control by NaOH addition.

The system developed here functions successfully. How-
ever, it should be stressed that a simple and reliable
method for the measurement of individual cell concentra-
tions should be developed. One way is to use a flow cytom-
eter that can count individual cells if the cell size of each
population is significantly different. One example of flow
cytometry measurement of the concentration of lactobacilli
and yeast in the mixed culture is shown in Figure 9. The
abscissa of the figure represents the cell size, and one dot
indicates one cell. Thus, densely clustered points means
there are many cells. In this case, the lactobacilli cells are
small compared with yeast cells. Using the scale of the
abscissa, it may be possible to count each population. How-
ever, to identify the two populations of microorganisms
more effectively, staining of their DNA using a dye such as
propidium iodine (PI) also aids in discriminating the yeast
and lactobacillus by cell size as well as by DNA content
under two-dimensional plotting as shown in the figure. The
ordinate indicates the DNA contents represented by
strength of PI staining. In Figure 9, the clustering between
lactobacilli and yeast cells becomes evident because the
two populations separate like two islands.

DYNAMICS OF AN ACTIVATED SLUDGE PROCESS
AS A MIXED CULTURE SYSTEM

An activated sludge process is a typical mixed culture sys-
tem. The formation of activated sludge flocs as a result of
the overgrowth of filamentous microorganisms results in a
phenomenon known as bulking, which is a major problem
in the operation of the activated sludge process. Waste-
water composition, sludge loading, DO concentration, the
feeding pattern of the aerator, and pH are some of the fac-
tors involved in the bulking phenomenon. The objective of
this work is to develop a simple mathematical model de-
scribing the bulking phenomenon caused by high sludge
loading, including the growth kinetics of microorganisms
in an aeration tank in terms of a mixed culture system and
the ability of the sludge to settle, and to obtain some means
of preventing and controlling bulking. In our experiment,
only the sludge loading rate was changed; the other oper-
ating conditions such as pH and temperature were kept
constant. The DO concentration in the aeration tank was
maintained at a high level so as not to induce the bulking
phenomenon. The model system selected for examination
is a mixed culture of two groups of microorganisms, one
having the ability to induce the formation of flocs and the
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Figure 7. (a) Monoculture of L. lactis without pH control or pH changes. Circles, cell concentration
of L. lactis. (b) Mixed culture of L. lactis and K. marxianus by manual dissolved oxygen (DO) control.
Circles, cell concentration of L. lactis; triangles, cell concentration of K. marxianus. (c) Production
of nisin under a mono- and mixed cultures by manual DO control. Solid circles, nisin concentration
by anaerobic monoculture without pH control; open circles, nisin concentration by (aerobic) mixed
culture.

other inducing bulking. The interaction between the two
groups is classified under competition with respect to the
utilization of the same substrate (7).

A continuous flow biochemical reactor in which a mixed
culture of microorganisms is grown very often exhibits
multiple steady states. The analysis of the stability of
these steady states has been the subject of research. The
techniques most frequently employed in determining the
stability characteristics of a steady state are based on Lia-
punov’s first method, which consists mainly of a lineari-
zation of the differential equations around the steady state
and an examination of the eigenvalue of the Jacobian ma-
trix. Here, the dynamic behavior of the activated sludge
process, in which competition occurs with respect to assim-
ilation of the substrate, is analyzed based on a mathemat-
ical model utilizing phase plane analysis and computer
simulation. The results including those pertaining to the

conditions that result in the system reaching the bulking
steady state are very informative and useful for the prac-
tical operation of activated sludge processes.

Kinetics of Substrate Uptake and Cell Growth

The kinetics in two synthetic media, one in which the car-
bon source is glucose and polypeptone (medium A) and the
other in which the carbon source is glucose (medium B),
were studied experimentally using batch culture. In this
system, the chemical oxygen demand (COD) concentration,
S, is considered to be a limiting substrate for describing
the kinetics of the process. Both groups of microorganism
populations, that is, the floc-forming and the bulking-
inducing groups, were cultured by feeding different types
of synthetic medium into a batch reactor on a fill-and-draw
basis. Two synthetic media were used to purify and main-
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Figure 9. Two-dimensional plot of flow cytometry for a mixed cul-
ture system of Lactobacillus acidophilus and Saccharomyces cer-
evisiae.

tain each population of microorganisms for more than 2
months. Using medium A in which the initial COD concen-
tration was about 110 mg/L, the sludge settled well and
was called floc-forming sludge. On the other hand, using
medium B in which the initial COD concentration was
about 450 mg/L, the sludge did not settle well, that is, it
had a high sludge volume index. The sludge could be kept
stable for more than 1 month by the feeding of medium B
and was called bulking sludge. From the results of micro-
scopic observation, it was determined that the bulking
sludge was composed of filamentous microorganisms such

as Sphaphaeroutilus sp., while the floc-forming sludge did
not contain such microorganisms.

A 1-L jar fermentor equipped with automatic tempera-
ture control, an air flow rate indicator, DO sensors, and a
magnetic agitator was used. The kinetics of floc-forming
and bulking populations were analyzed from the batch ex-
periments using medium A or B with various initial COD
concentrations. A typical result (Fig. 10) shows the time
courses of floc-forming sludge concentration XF and the
COD concentration S with medium A. From this figure, it
was shown that the specific growth rate lF and the sub-
strate uptake rate mF could be represented by a linear re-
lationship with respect to substrate (COD) concentration
S and that the yield coefficient of the sludge from COD was
constant. Similar results for growth rates and uptake rates
as described here were obtained for both types of sludge
and for both types of media. The mathematical forms of
growth rates and uptake rates thus are as follows:

l � K (S � S ) (23)j j j

and

�1
m � l j � F, B (24)j jYj

where F and B mean floc-forming and bulking sludge, re-
spectively. The solid lines in Figure 10 show the calculated
values using the estimated parameters. The kinetic model
described by equations 23 and 24 is generally acceptable
in the low COD concentration range.

The ability of the activated sludge to settle in the sedi-
mentation vessel was also studied experimentally. An em-
pirical description of the concentration of the sedimenting
sludge related to the ratio of XF/XB was obtained. The ratio
of the concentration of the settled sludge, Xg, to the con-
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Figure 10. Batch culture of floc-forming sludge using medium A.
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Figure 11. Simulation of fill-and-draw-type batch culture using
medium B. After more than 4 days, the concentration ratio v ap-
proached 1.0. After that, the bulking phenomenon was observed.

centration of the sludge to be settled, X, which is denoted
by v, can be represented by

�cX XR B
v � � � � b � 1 (25)� �X XF

Interaction between Bulking and Floc-Forming Sludges

It is assumed that there is competitive use of substrate
between the bulking and floc-forming sludge. This as-
sumption could be partially verified by the following ex-
periment and computer simulation. When a fill-and-draw-
type batch experiment is conducted from the point at
which the ratio of the bulking to the floc-forming sludge is
very small, the ratio of the bulking sludge to the total
sludge increases gradually using medium B, and its ability
to settle becomes poorer after more than 4 days from the
start of the experiment. This experimental result can be
simulated as shown in Figure 11 by the mathematical
model given in equations 23 and 24. After 4 or 5 days from
the start of the experiment, v becomes almost 1.0; that is,
the state of the sludge approaches bulking, which is re-
flected by the experimental data.

Mathematical Model of the Activated Sludge Process

For an activated sludge process in a completely mixed aer-
ation tank and sedimentation vessel, a mathematical
model of the system is derived. The mathematical model
of the activated sludge process considered here is as fol-
lows:

dXj
� {(v � 1)q � q � l }X , j � F, B (26)r i j jdt

dS l lF B
� q (S � S) � X � X (27)i i F Bdt Y YF B

K (S � S ) for S � Sj j jl � j � F, B (28)j �0 for S � S ,j

and

�cXB
v � � � b � 1 (29)� �XF

where XF, XB, and S are the outlet concentration of the floc-
forming sludge and the bulking sludge and the COD in the
aeration tank, respectively, and Si is the inlet COD con-
centration in the system; qi and qr are the inlet flow rate
and recycled flow rate divided by the tank volume, respec-
tively. Equations 26 through 29 are analyzed to obtain in-
formation about the bulking phenomenon caused by high
organic loading. One of the important characteristics of
process equations is that the growth rates of the bulking
and floc-forming sludges intersect (Fig. 12). This result
means that the interaction between the two sludges can
be classified as competition for assimilation of the same
substrate (COD). Using medium B, the relationship be-
tween the specific growth rates of both sludges becomes
similar to those using medium A.

The intersection in Figure 12 defines the value of the
COD concentration Sc at which both types of sludge, bulk-
ing and floc-forming, can coexist. As shown in Figure 12,
in the region where COD is smaller than Sc, the specific
growth rate of the floc-forming sludge is higher than that
of the bulking sludge; that is, the floc-forming sludge may
become dominant. On the other hand, in the region where
COD is larger than Sc, the bulking sludge is dominant.

Another distinguishable feature of the mixed culture
system employed here is the existence of the cell recycle
stream. Reflecting on this feature, the coexistence of both
sludges should be taken into account at a certain dilution
rate, although the coexistence state does not occur without
the cell recycle stream.

Dynamics of an Activated Sludge Process

Equilibrium Points. We next analyzed the dynamic be-
havior of equations 26 through 29 when the organic load-
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Figure 13. The possible independent equilibrium points, which
are shown as intersection of isoclines and XF � 0 or XB � 0. Four
possible points are shown as E-1 to E-4.

ing rates Si and qi are changed. As the characteristics of a
mixed culture system using medium B are similar to those
using medium A, analysis is based on the parameters ob-
tained using medium A. First, the possible steady states
should be clarified.

It can be shown that there are, in general, four equilib-
rium points: normal state E-1 (XF � 0, XB � 0); bulking
state E-2 (XF � 0, XB � 0); coexistence state E-3 (XF � 0,
XB � 0); and washout state E-4 (XF � 0, XB � 0). The
normal state, E-1, is the only desirable state for stable
operation, and the bulking state, E-2, should be avoided.
Figure 13 shows the relationship between these four equi-
librium points in the state space. These points are given
as intersections of three planes, called “isoclines,” and the
plane XB � 0 or XF � 0. An isocline is defined here as
the curve or the plane along which the first derivative of

the state variables with respect to time t is zero excluding
XB � 0 and XF � 0. Then, the isoclines are three planes
that satisfy dXF/dt � 0, dXB/dt � 0, and dS/dt � 0 in
equations 26 through 29. From the definition, the inter-
sections of these planes are equilibrium points. For ex-
ample, point E-1 is given as the intersection of both iso-
clines of dXF/dt � 0 and dS/dt � 0, and the plane XB � 0.
The number of possible equilibrium points under a given
operating condition is counted using the shapes and inter-
connections of these isoclines.

The trajectory of the state from a given initial condition
to a final state is roughly estimated using these three iso-
clines because an isocline divides the gradient of a state
variable into two regions having negative and positive val-
ues. From the gradient of the three state variables, the
gradient of the trajectory in the state space is estimated.
Finally, the maximum number of possible equilibrium
points is four, as shown in Figure 13, and normal state E-1
is the only desirable state for the stable operation of the
activated sludge process. The other states should be
avoided. To make it possible for normal state E-1 to exist,
parameters such as input flow rate qi or recycled flow rate
qr and input COD concentration Si must satisfy the follow-
ing equations:

S � S � S (30)F e i

where

{q � (v* � 1)q � K S }i r F FS � (31)e KF

Here v* is the value of v at XB/XF � 0. This constraint was
deduced from the assumption that normal state E-1 really
exists. The same type of analysis can be performed with
respect to the other equilibrium points.

Locally Stable Conditions of the Activated Sludge Process.
The activated sludge process should be operated under
conditions guaranteeing that the equilibrium point E-1 ex-
ists and is locally stable. The term locally stable means
that the equilibrium point is asymptotically stable in the
linearized system. The occurrence of the locally stable con-
dition can be determined by checking the sign of the real
part of the eigenvalues of the characteristic equation in the
linearized system (8). Stability is guaranteed only in the
vicinity of the equilibrium point. Of course, in practical
operation, whether the system reaches the state E-1 from
a given initial state depends on global stability, based not
only on local stability but also on the global dynamic be-
havior. However, locally stable conditions provide useful
information with respect to the stable operation of the ac-
tivated sludge process. Using the locally stable condition,
the domain of stable operation in the operating space con-
sisting of Si, qi, and qr can be obtained.

The locally stable conditions of four equilibrium points
were deduced analytically as functions of the operating
conditions Si, qi, and qr. We showed that the coexistence
state E-3 is unstable under all operating conditions. The
locally stable conditions and the existence conditions of the
four equilibrium points divide the domain of the operating
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conditions into many regions. Such an analysis can be used
to identify the existence and stability of an equilibrium
point.

Figure 14 shows the region described by qi, qr, and Si in
which E-1 exists and is locally stable. Under the locally
stable condition at E-1, Se defined in equation 31 is as fol-
lows:

S � S � S (32)F e c

where Sc is the intersection of lF and lB as shown in Figure
12; that is, lF � lB in this region, and the floc-forming
sludge becomes dominant. The well-known fact that high
organic loading will cause the bulking phenomenon is ver-
ified using the model employed here (Fig. 14). This figure
can also be utilized to determine the strategy required to
obtain locally stable conditions. When the state of both
sludges and COD concentrations does not change substan-
tially from E-1, the system will be operated in a stable way
as long as the operating condition is maintained in the re-
gion indicated in Figure 14. If the flow rate of wastewater
qi increases, the recycled flow rate qr should be increased,
as in Figure 14, to maintain the conditions in this locally
stable region.

Figure 15 shows the region in which the bulking equi-
librium E-2 is unstable or does not exist. In the domain of
the operating conditions indicated in Figure 15, only E-1
is locally stable. Even though the bulking sludge increases
slightly, based on the local stability it can be said that the
desired operating state will be restored as long as the op-
erating condition is maintained in this region. These con-
ditions coincide with the well-known rule that the sludge
loading rate should be kept low. The kind of deviation in
the operating and initial conditions that renders the nor-
mal state E-2 unstable was clarified.

The locally stable conditions are not sufficient to main-
tain a stable operation that prevents the occurrence of the
bulking phenomenon. This is because in practice locally
stable conditions are valid only in the vicinity of equilib-

rium points. Therefore, the manipulating variables should
be changed dynamically to maintain the system in normal
state E-1 when disturbances have been introduced. The
control problem has been solved (7). Finally, the interac-
tion between the two sludges has been classified as com-
petitive, and a mathematical model has been proposed and
simulations as well as a stability analysis have been per-
formed to determine the manner in which to operate the
activated sludge process in a stable way.



MUTAGENESIS 1819

MUTAGENESIS

RICHARD H. BALTZ
CognoGen Enterprises
Indianapolis, Indiana

KEY WORDS

Antibiotic biosynthesis
Gene duplication
Mutagenesis
Secondary metabolite
Streptomyces
Transposon

OUTLINE

Introduction
Approaches to Random Base-Pair Substitution
Mutagenesis

Comparative Mutagenesis
Optimizing Mutagenesis
Mutagen Specificity and Limitations of Current
Protocols
Approach to Expand the Range of Base-Pair
Substitution Mutagenesis

Other Approaches to Mutagenesis
Gene Duplications by Genetic Engineering
Insertional Inactivation of Regulatory Elements by
Transposons
Random Insertion of Promoters by Transposition
Biosynthetic Pathway Amplification

Bibliography

INTRODUCTION

Mutations are heritable changes in the genome that arise
“spontaneously” or are induced by chemical or physical
means. Mutational changes include deletions, duplica-
tions, translocations (transpositions), and base-pair sub-
stitutions. Base-pair substitutions are subdivided into
transitions (a purine substituted for a purine, or a pyrim-
idine substituted for a pyrimidine) and transversions (a
purine substituted for a pyrimidine and vise versa). There
are two types of transitions (GC to AT and AT to GC), and
four types of transversions (GC to CG, GC to TA, AT to CG,
and AT to TA). Mutagenesis is an important aspect of fer-
mentation process development for the production of pri-
mary metabolites (e.g., amino acids and vitamins) and sec-
ondary metabolites (e.g., antibiotics, antitumor agents,
antihelmintic agents, and immunomodulators). Mutagen-
esis can be used to increase the levels of important pre-
cursors, cofactors, and enzymes involved in the biosynthe-
sis of the desired product. It can also be used to eliminate
competing nonessential biosynthetic pathways or to mod-
ify other parameters important in the fermentation pro-

cess (e.g., culture viscosity, oxygen transfer, culture stabil-
ity). There are two general approaches to mutagenesis,
both of which are important at different stages of process
development. The first approach is random chemical or
physical mutagenesis. This is an indispensible approach to
improve the production of complex secondary metabolites,
because a priori it is essentially impossible to deduce what
factors will be most important in the fermentation to im-
prove the yield. The key to success with random mutagen-
esis is to identify procedures that give the optimum yields
of mutants exhibiting the desired features. The second
type of approach is more directed and can be focused spe-
cifically at rate-limiting steps in biosynthesis or at key reg-
ulatory elements. This generally requires more sophisti-
cated molecular genetic tools and more knowledge about
the genetics and biosynthesis of the product of interest. I
discuss some key elements of the random and directed mu-
tagenesis approaches, using secondary metabolite produc-
tion in actinomycetes as models. Many of the methods and
approaches can be adapted for other prokaryotes and for
lower eukaryotes that have a haploid sporulation stage.

APPROACHES TO RANDOM BASE-PAIR SUBSTITUTION
MUTAGENESIS

Comparative Mutagenesis

A number of chemical mutagens and UV light have been
compared for their efficiencies of induction of mutations to
spectinomycin resistance in Streptomyces fradiae (1,2). Of
the mutagens tested, N-methyl-N�-nitro-N-nitrosoguanide
(MNNG) was the most efficient, and UV light (UV) was the
least efficient. The mutagens ranked in efficiency of mu-
tation induction as follows: MNNG � 4-nitroquinoline-1-
oxide (NQO) � methyl methanesulfonate (MMS) � ethyl
methanesulfonate (EMS) � hydroxylamine (HA) � UV
(Fig. 1). The efficiency of MNNG mutagenesis was en-
hanced by carrying out mutagenesis in the presence of
chloramphenicol (4).

Optimizing Mutagenesis

The objective in optimizing mutagenesis conditions is to
obtain the highest frequency of survivors containing single
mutations altering secondary metabolite production.
Higher levels of mutagenesis are not desirable because
most mutations that alter product yields have negative ef-
fects (2). Therefore higher levels of mutagenesis will result
in the coupling of gain mutations with loss-of-yield muta-
tions. The optimum level of mutagenesis can be identified
by statistical analysis of the progeny of mutagenesis. Be-
cause mutations, under ideal conditions, will be distrib-
uted among individual cells according to the Poisson dis-
tribution (2), the optimum condition giving a multiplicity
of one mutation affecting secondary metabolite production
per cell is obtained when 37% of the survivors of mutagen-
esis produce control yields (i.e., the null fraction of the
Poisson distribution, P0 � e�m � 0.37, where the multi-
plicity (m) � 1). At this multiplicity, the fraction of cells
containing only one mutation is also 37% (i.e., P1 � 1 �
e�1/1!). In S. fradiae the only mutagen capable of achieving
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Figure 1. Frequency of spectinomycin-resistant mutants induced
by mutagenic agents in Streptomyces fradiae. Spont., spontane-
ous; UV, ultraviolet light; HA, hydroxylamine; EMS, ethyl meth-
anesulfonate; MMS, methyl methanesulfonate; NQO; 4-nitroquin-
oline-1 oxide; MNNG, N-methyl-N�-nitro-N-nitrosoguanidine;
CM, chloramphenicol. Source: Data from Refs. 2 and 3.

a mutational multiplicity of as high as 1 is MNNG. How-
ever, MNNG plus CM (4) gives much too high levels of mu-
tagenesis to be a useful procedure for random mutagene-
sis.

Mutagen Specificity and Limitations of Current Protocols

The specificity of base-pair substitutions induced by mu-
tagenic agents has been studied extensively in Escherichia
coli (5–7). MNNG induces mutations by the transition
pathway 99% of the time, and 95% of these are GC to AT
transitions (5,7). EMS induces GC to AT transitions almost
exclusively, and NQO induces mutations by this pathway
about 90% of the time (5). UV induces a wider variety of
transition and transversion mutations, but it appears to
be too weak to be very useful in actinomycetes. Because
MNNG, NQO, and EMS are among the most potent mu-
tagens to choose from for streptomycetes, the spectrum of
base-pair substitutions obtainable by chemical mutagen-
esis is almost completely limited to GC to AT transitions.

Streptomycetes and other actinomycetes have DNA
containing very high G � C content (�70%). The G � C
content in the third position in codons is generally �90%.
Recently, the spectrum of potential amino acid substitu-
tions induced by different transition or transversion mu-
tation pathways at dominant streptomycete codons (those
containing G or C in the third position) has been analysed
(3). The GC to AT transition pathway cannot induce
mutations at phenylalanine-, isoleucine-, asparagine-, or
lysine-prevalent codons, nor can it generate codons for al-
anine, glycine, or proline. Of the other base-pair substitu-
tion pathways, the AT to CG transversion pathway is strik-
ingly complementary to the GC to AT transition pathway.
Thus AT to CG mutations can occur at phenylalanine-, iso-
leucine-, asparagine-, or lysine-prevalent codons and can
also generate alanine, glycine, and proline codons (3).

Twenty-six different amino acid substitutions can be gen-
erated by GC to AT transitions at prevalent codons, and
25 can be generated by AT to CG transversions. Impor-
tantly, none of the specific amino acid substitutions in-
duced by one pathway can be induced by the other. There-
fore, the simplest way to broaden the spectrum of base-pair
substitution mutations for yield improvement would be to
develop a mutagenic protocol that is specific for AT to CG
transversions.

Approach to Expand the Range of Base-Pair Substitution
Mutagenesis

No chemical mutagen induces AT to CG transversions as
the primary pathway. However, in E. coli the mutT mu-
tation causes �1,000-fold enhancement in spontaneous AT
to CG transversions (5,8). Because the mutT gene is highly
conserved in bacteria, it should be present in streptomy-
cetes. A system for reversible gene disruption has been pro-
posed that would allow for the screening of mutants con-
taining spontaneous AT to CG mutations in a mutT
background, followed by direct selection of mutT� recom-
binational revertants that would have normal spontaneous
mutation rates (3). The implementation of such a system
awaits the cloning of an actinomycete mutT gene.

OTHER APPROACHES TO MUTAGENESIS

Gene Duplications by Genetic Engineering

Although gene duplications can arise as spontaneous or
induced mutations at low frequencies, the process has not
been harnessed as a general technique to improve product
yields. In some cases, gene duplications or amplifications
have been recognized after the fact as being associated
with yield enhancement (9–12). Gene cloning methodolo-
gies and chromosomal insertion methods have provided
the means to carry out directed gene duplications. These
approaches can be used to alleviate rate limitations in sec-
ondary metabolite biosynthetic pathways, thus improving
product yields and product quality (3,13–15).

The general approach for directed gene duplication is to
identify a neutral site in the chromosome where genes can
be inserted without changing the product yield or the fer-
mentation properties of the production strain. The neutral
site can be cloned, and a gene of interest can be inserted
within the neutral site on a plasmid vector. The vector is
introduced into the streptomycete host by transformation
or by conjugation from E. coli, and the gene is inserted into
the chromosomal neutral site by a homologous double
crossover (Fig. 2), resulting in a gene duplication and loss
of the delivery plasmid (13–15). In practice, the individual
single crossover can be selected sequentially. The first
crossover, which integrates the plasmid into the chromo-
some, is selected using the antibiotic resistance marker
(AR) on the plasmid. This can be accomplished with a
temperature-sensitive plasmid replicon that can be readily
cured at elevated temperature in the absence of homolo-
gous recombination into the chromosome. The second
crossover can be screened or selected using a counterse-
lectable marker (CSM), such as the rpsL gene (16). In this



MUTAGENESIS 1821

�
��
�

�
�

�
�
�

�
��
�

SMG

SMG

NS

NS NSSMG

NS NSSMG

CSM AR
(a)

(b)

Figure 2. Gene duplication by homologous recombination of a
secondary metabolite gene (SMG; crosshatched) into a predeter-
mined neutral site (NS) from a plasmid (wavy line) containing
markers for antibiotic resistance (AR) and counterselection
(CSM).
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Figure 3. Gene duplication by homologous recombination of plas-
mid DNA into a secondary metabolite biosynthetic gene cluster
(SMGC). A, Single crossover of a circular plasmid containing
cloned SMGC into the chromosomal SMGC, selecting for an an-
tibiotic resistance marker (AR); B, double crossover of a linear
plasmid concatemer containing cloned SMGC into the chromoso-
mal SMGC; C, recombinant containing SMGC duplication flank-
ing plasmid DNA (wavy line).

case the wild-type rpsL gene encoding dominant strepto-
mycin sensitivity is located on the plasmid, and the reces-
sive streptomycin-resistant mutant allele of rpsL is located
on the chromosome. Thus recombinants that have under-
gone a second crossover, deleting the plasmid, can be se-
lected for streptomycin resistance at the temperature non-
permissive for plasmid replication. A good example of this
neutral site cloning approach was the duplication of the
tylF gene that encodes a rate-limiting step in the biosyn-
thesis of the antibiotic tylosin in S. fradiae. In this case
the neutral site was identified by transposon mutagenesis
and cloned by selecting for the transposon marker that was
expressed in streptomycetes and in E. coli (17,18).

Another variation of this method is to introduce the
cloned gene into a plasmid that can insert site specifically
into a plasmid or phage chromosomal insertion site, pro-
viding that the insertion site is neutral (15). A good ex-
ample of this was the duplication of a gene involved in a
rate-limiting step in pristinamycin biosynthesis by insert-
ing a copy of the snaAB genes under the transcriptional
control of the strong promoter ermEp* into the plasmid
pSAM2 attB site (19).

Duplication of much larger blocks of genes (�40 kb) can
be accomplished by delivering the genes on a conjugal cos-
mid cloning vector lacking actinomycete replication func-
tions (15,20). Recombinants are formed by homologous sin-
gle crossovers of circular plasmids, or double crossovers of
linear plasmid concatemers (Fig. 3), duplicating the com-
plete �40-kb region of interest. In this case, it is not pre-
dictable a priori if the insertion will be neutral, but in
many cases it is, because �50% of chromosomal sites in
streptomycetes may be neutral (17). With this method of
gene cluster duplication, the recombinants retain the plas-
mid sequences in the chromosome.

These methods also have the advantage that the recom-
binants are generally stable and lack self-replicating plas-
mids, which often reduce the productivity of the fermen-
tation (13–15). Furthermore, the neutral site insertion

method by double crossover results in a recombinant con-
taining no heterologous DNA, so this method is in effect a
directed gene duplication and directed translocation pro-
cedure that can give a very high frequency of the desired
mutant that might otherwise occur randomly at an ex-
ceedingly low frequency, if at all.

Insertional Inactivation of Regulatory Elements
by Transposons

Both positive and negative regulatory elements can influ-
ence the levels of production of secondary metabolites
(21,22). Because transposons can be used to insertionally
inactivate genes, they should be useful to disrupt regula-
tory genes. Disruption of negative regulatory genes should
cause enhanced production of the desired products,
whereas disruption of positive regulatory genes should
cause reduced production. In both cases, the regulatory
gene can be isolated by cloning the transposon and the
flanking chromosomal DNA. This approach has been fa-
cilitated in IS493-derived transposons (17,23,24) by using
markers that are selectable in streptomycetes and in E.
coli (e.g., hygromycin resistance or apramycin resistance).
In the case of negative regulatory genes, the cloned genes
can then be used to make deletion mutants. Cloned posi-
tive regulatory genes can be used to make directed gene
duplications to enhance production, as discussed in the
previous section.
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Random Insertion of Promoters by Transposition

The concept of using transposons as portable pro-
moters was first proposed by Kleckner et al. (25). Several
transposons are now available for streptomycetes, and
those derived from IS493 have outward reading pro-
moter activity (18). Therefore this concept can now be
tested using the natural promoter activity or by cloning
stronger or regulatable promoters into a transposon. A
preliminary study in the Streptomyces roseosporus indi-
cated that Tn5099 can induce mutations that cause en-
hanced daptomycin production (26). It has not been deter-
mined if the phenotype of these mutants is due to the
portable promoter, to the inactivation of negative regula-
tory elements, or to both mechanisms. The data indicate,
however, that transposon mutagenesis could become an
important adjunct to robust industrial mutagenesis pro-
grams.

Biosynthetic Pathway Amplification

A somewhat more speculative approach to yield enhance-
ment is by the duplication or amplification of the com-
plete biosynthetic pathway. Because many secondary
metabolite biosynthetic gene clusters are very large (e.g.,
50 to 100 kb), it is not possible to duplicate them using
standard cosmid cloning vectors. Recent genetic mapping
experiments indicate that a number of secondary metab-
olite gene clusters are located close to one end of their re-
spective linear chromosomes (3). In Streptomyces rimosus,
which has a linear chromosome and a linear plasmid
(11,27), the oxytetracycline biosynthetic genes are located
about 600 kb from one end of the chromosome. One strain
with improved oxytetracycline production contained 3 to 4
copies of a 1-Mb chimeric plasmid containing one plasmid
end, one chromosomal end, and the complete oxytetracy-
cline gene cluster. The strain also had one copy of the oxy-
tetracycline gene cluster on the chromosome. In terms of
classical mutagenesis, this strain harbors a duplication,
translocation, and amplification because of the multicopy
nature of the chimeric plasmid. This example of sec-
ondary metabolite pathway amplification has suggested a
more directed homology-driven recombinational approach
that might be applied to other secondary metabolite bio-
synthetic pathways clustered near the ends of linear chro-
mosomes (3). Because linear plasmids are relatively
common in streptomycetes (21,28), this could be a fruit-
ful approach to assure that the secondary metabolite bio-
synthetic enzymes are not limiting, thus allowing other
beneficial mutations influencing the flow of precursors into
the pathway to be fully expressed phenotypically. Much
more work is needed to fully develop this approach, but
the potential benefits would appear to justify the addi-
tional studies needed to test this concept in other actino-
mycetes.
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INTRODUCTION

Myxobacteria are Gram-negative, rod-shaped, strictly aer-
obic soil bacteria that move by gliding or creeping and are
famous for their cell–cell interactions, culminating in fruit-
ing body formation. Until now, no actual technical process
has been performed with myxobacteria, but they have al-
ready been grown in industrial-scale bioreactors for the
production of certain secondary metabolites. Myxobacteria
certainly have a potential for technical applications. They
could be used as producers of enzymes, for example, pro-
teases to be applied for milk clotting (1,2); enzymes de-
grading xylan, chitin, cellulose, or yeast cell wall b-glucans
(sometimes with unusual cleavage patterns, such as con-
verting starch into trisaccharides) (3); or unusual enzymes
for biochemical research such as restriction endonucleases
(4,5), reversed transcriptases (6,7), or protein kinases (8).
All these possibilities have been very little explored be-
cause relatively few scientists have studied myxobacteria
in the past, and very few study them at present on a
broader scale for such applications. As myxobacteria have
efficient export systems for exoenzymes and proteins,
Myxococcus xanthus was investigated for some time as a

host of foreign genes coding for useful proteins (9,10). The
advantage in this application was seen in the fact that
myxobacteria are nonpathogenic and apparently free of en-
dotoxin. Also, less obvious applications are conceivable.
Thus, an anticoagulant, myxalin, has been described from
M. xanthus that could be useful in medicine (11,12). Lec-
tins have been isolated from myxobacteria and might be
further explored (13,14). However, the most promising ap-
plication of myxobacteria may be in the field of secondary
metabolites. So far, about 80 different basic structures
have been isolated and elucidated from these organisms,
with roughly 350 structural variants (1,15–18). Two com-
pounds, soraphen and epóthilon, proceeded to the stage of
an industrial development project. Although soraphen had
to be given up as a fungicide for plant protection because
of its intolerable side effects (19), epóthilon still is under
investigation as a cytotoxin for antitumor application (20).

WHAT KIND OF ORGANISMS ARE MYXOBACTERIA?

Several up-to-date reviews about myxobacteria in general
(21,22) and, more specifically, about their isolation, culti-
vation, preservation, and taxonomy are available (23–25).
These facts, therefore, need be only briefly summarized
here. Also, citations of the older literature are given in the
recent reviews. Only fermentation of myxobacteria is dis-
cussed in some detail in this article.

Distinguishing Characteristics of the Myxobacteria

The myxobacterial cells are relatively large, between 3.5
and 12 lm long and from 0.6 to 1 lm wide, depending on
the species and, to some extent, on growth conditions. Two
morphological types, representatives of two suborders, can
readily be distinguished under the microscope: the cells
are either slender with tapering ends (Cystobacterineae) or
are cylindrical with rounded ends; the latter are usually in
the shorter size range and often more stout (Sorangineae).

The cells move by gliding over or within the substrate.
Therefore the colonies spread, sometimes over the whole
culture plate within a couple of days, and are named
swarm colonies or swarms. Gliding motility is much re-
duced or totally suppressed on media with a high nutrient
content, such as those containing 1% or more peptone.
When transferred into a liquid medium, myxobacteria
grow at first as a film along the walls of the container or,
when shaken, as nodules or flakes suspended in the me-
dium. After several transfers, often homogeneously grow-
ing strains can be obtained. To achieve this, transfers
should be made from the supernatant, avoiding clumps as
much as possible, at short intervals and using small vol-
umes (20 mL in 100-mL flasks). Also, the composition of
the medium may play a role. In general, strains belonging
to the suborder Sorangineae are more recalcitrant than
those of the Cystobacterineae. For these, weeks and
months may be required before a specific strain grows as
single cells, and sometimes this stage is never obtained.
For this reason, until the 1960s it was generally believed
that myxobacteria cannot be grown in liquid media, an
opinion that definitely delayed their research.
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While gliding bacteria are found in most branches of the
bacterial phylogenetic system, two other characteristics of
the myxobacteria are exceptional and even unique. Myxo-
bacterial cells seem to communicate with one another with
the aim to stay together. This can be seen in the behavior
of the swarms. While individual cells can move much faster
than the swarm expands, they still keep together, return-
ing whenever they push beyond the swarm edge or waiting
for the other cells to catch up. Small swarms may even
migrate as a whole, like a pseudoplasmodium. Within the
swarm, patterns of veins, rings, and parallel rows of cells
in a ripplelike arrangement may develop. The cells in the
ripples appear to move back and forth, creating in this way
the illusion of oscillating waves, particularly striking when
seen in time-lapse films but also recognizable by the pa-
tient observer under the microscope. The culmination of
intercellular communication is the production of fruiting
bodies. Under unfavorable conditions, especially starva-
tion, hundreds of thousands to millions of cells aggregate
at certain sites within the swarm. They often mill around
for some time on a ring-shaped path and pile up. From such
cell masses, fruiting bodies may differentiate. The simplest
types are just knobs of cells and soft slime (Myxococcus);
the most sophisticated ones consist of an excreted slime
stalk, which may even be branched, with clusters of spor-
angioles at the end (Chondromyces). These sporangioles
consist of a tough wall enclosing hardened slime and cells.
In other genera, sporangioles are also found single on a
stalk or sitting directly on or within the substrate, often in
large, dense clusters. The size of the fruiting bodies varies
between 10 and 1,000 lm, and most of them can readily be
recognized with the naked eye. They usually are brightly
colored (yellow, orange, red, brown, black), and are often
produced in large numbers. The biological significance of
the fruiting bodies is apparently to guarantee that a new
life cycle is started with a community rather than a single
cell. Why this strategy would be favorable will be seen
when the physiology of the myxobacteria is discussed.

Inside the maturing fruiting body, the vegetative cells
convert into myxospores. In the suborder Cystobacterineae,
the vegetative cells always change their shape dramati-
cally. They shorten and fatten—in the family Myxococca-
ceae they even become spherical—and turn optically re-
fractile. They surround themselves with a capsule, which
in most cases, however, is seen only under the electron mi-
croscope. In the suborder Sorangineae, the shape change
is less spectacular; no capsule seems ever to be developed,
but the cells also become optically refractile. Myxospores
are fully desiccation resistant, in contrast to vegetative
cells that are rather sensitive to drying. Temperature re-
sistance is only mildly increased: wet myxospores may sur-
vive at 58–60 �C for 30–60 min, just long enough to get rid
of contaminants in many cases. Dry myxospores may be
heated to 140 �C for 1 h and still germinate. Thus, myxo-
spores clearly are the myxobacteria’s survival strategy,
and fruiting must have some other significance.

There Are Two Physiological Types of Myxobacteria

All myxobacteria are specialized in the decomposition of
biomacromolecules. Most species are bacteriolytic, that is,

they excrete a host of hydrolytic enzymes—proteases, nu-
cleases, lipases, polysaccharidases—that decompose living
and dead, sometimes only dead, bacteria, yeasts, and other
microorganisms, and of course also organic matter coming
from higher organisms. One group, the genus Sorangium
and a second as yet unnamed related genus, decompose
cellulose. These organisms seem to attack only dead mi-
croorganisms, such as autoclaved E. coli and baker’s yeast.
Because a population obviously is more efficient than a sin-
gle cell in the decomposition of environmental macromol-
ecules by creating high enzyme levels, minimizing diffu-
sion losses, and maximizing recovery of solubilized
monomers, it becomes understandable why myxobacteria
developed a social behavior.

Myxobacteria of both physiological types can, as a rule,
be cultivated, and most of them in pure culture. A few,
seemingly rare myxobacteria have never been grown in
culture, mainly the Haploangium species, Polyangium
parasiticum (discovered on the freshwater green alga Cla-
dophora), and a few other species that have never been
seen again by anybody after their original description from
collected samples or crude cultures. A case of obligatory
symbiosis has recently been reported for Chondromyces
crocatus (26,27). Most strains of that species in our collec-
tion grow only if a companion is present. As the companion,
too, cannot grow without Chondromyces, both could be cul-
tivated together in large bioreactors, where they keep
themselves automatically in balance (28). The companion
could be characterized by 16S rRNA sequencing. It be-
longed, in all our Chondromyces strains, to the same spe-
cies, a new member of the Flavobacterium group, regard-
less from where the Chondromyces had been isolated. The
intimacy of the relationship is emphasized by the fact that
the companion can even be seen within the sporangioles of
the Chondromyces fruiting body (27), whereas normally
the interior of myxobacterial fruiting bodies is free of con-
taminants for some time after their production.

All myxobacteria, the cellulose degraders included, can
be grown on yeast agar, such as VY/2 agar (baker’s yeast,
0.5% by fresh weight of yeast cake; CaCl2 • 2H2O, 0.1%;
vitamin B12, 0.5 mg/L; agar, 0.5%; pH adjusted to 7.2 with
KOH; autoclaved). On this medium, spreading colonies are
obtained; the cultures stay alive for at least 2–3 weeks (30
�C) and often produce fruiting bodies. Fruiting bodies are
useful when the strain is to be preserved by lyophilization,
because vegetative cells cannot reliably be dried. Further,
fruiting bodies are required for classifying an isolate (see
following). Fresh isolates usually form fruiting bodies, but
during cultivation fruiting body formation usually is lost
after three to eight transfers. Fruiting body formation can
be maintained, if cultures are started from fruiting body
preserves. Those can be prepared by streaking swarm ma-
terial onto small pieces of filter paper placed on water agar.
After incubation for 2–3 days at 30 �C, often fruiting bodies
are produced. They are allowed to mature for another 4–6
days. The filter papers are then inserted into sterile med-
icine bottles and dried in a desiccator under vacuum for a
week. From dry filter paper preserves stored at room tem-
perature, fruiting cultures can still be started after 8–20
years. The fruiting cultures must then be used after one to
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two transfers to make fresh preserves; otherwise, fruiting
may be lost.

The bacteriolytic myxobacteria usually also grow well
on peptone-containing media, for example, CY agar (Cas-
itone, Difco, 0.3%; yeast extract, Difco, 0.1%; CaCl2•2H2O,
0.1%; agar 1.5%; pH adjusted with KOH to 7.2; auto-
claved). On this medium growth often is heavier, but the
swarms stay more compact, are often more slimy, rarely
produce fruiting bodies, and die sooner (after 8–10 days)
than on VY/2 agar. The reason for early death could be the
production of ammonia and the concomitant shift of pH to
alkaline conditions. The pH range of myxobacteria is 6.8
to 7.8. Of course, the media could be buffered. A useful
buffer is HEPES, which is tolerated without adverse ef-
fects up to at least 100 mM. Several bacteriolytic myxo-
bacteria seem to grow only on peptone, proteins, or amino
acids and seem not to utilize carbohydrates at all (the gen-
era Myxococcus, Corallococcus, and Nannocystis). How-
ever, there may be some unorthodox ways of carbohydrate
utilization. Thus, Myxococcus degrades yeast cell wall b-
glucan, and Nannocystis corrodes agar, so why should they
leave the valuable decomposition products to other organ-
isms? At least some Corallococcus strains decompose
starch to tri- and oligosaccharides; those are utilized, while
glucose and maltose remain untouched (3). (For more me-
dia recipes, see Ref. 24.)

Incidentally, in spite of their name of “slime bacteria,”
myxobacteria are poor producers of slime on plates and in
liquid media. Only rarely colonies are somewhat raised
and liquid media become recognizably viscose. Ropy liq-
uids have never been reported. The slime of the swarm
sheet, however, may become extremely tough, rubberlike,
and almost impossible to divide with the inoculation loop.

For the cellulose degraders, too, alternative media are
available (24), for example, filter paper on mineral salts
agar with KNO3 as the only nitrogen source (e.g., ST21
agar), on which they often form huge numbers of fruiting
bodies, or mineral salts–glucose agar (e.g, CA2 agar). The
organisms seem to prefer to as the nitrogen� �NO NH3 4

source, grow even better in the presence of low peptone
concentrations, but often are absolutely dependent on a
carbohydrate (e.g., glucose, starch, cellulose) for carbon
and energy. All myxobacteria can be grown in liquid media.
This aspect is discussed in connection with fermentation
in the next section.

Taxonomy and Genetics of the Myxobacteria

The taxonomy of the myxobacteria rests almost exclusively
on morphological characteristics. Only very few useful
physiological traits have been found; thus, cellulose deg-
radation in Sorangium and synthesis of lanosterol in Poly-
angium (29) distinguish the two genera. A bright yellow
fluorescence at 366 nm of the swarm colonies caused by
the production of phenalamid (30,31) helps to distinguish
Myxococcus stipitatus from M. fulvus when typical fruiting
bodies are lacking. While suborders, families, and most
genera can usually be identified without problems because
the morphology of their vegetative cells, myxospores, and
swarm colonies is sufficiently typical and can normally re-
liably be registered, differentiation of species is often not

possible, because it requires typical fruiting bodies and
those may be degenerate or completely lacking. In such
cases, one can only guess what species one has. Today, mo-
lecular taxonomy could be applied to solve the problem
(DNA–DNA hybridization).

Presently about 40 different species are recognized, but
there certainly are more species in nature, at least another
20 to 30. They are classified in 12 genera, 4 families, and
2 suborders in the order Myxococcales. As already men-
tioned, the suborders can easily be distinguished by the
shape of the vegetative cells. As demonstrated by 16S
rRNA sequencing studies, the order is phylogenetically co-
herent and belongs to the d-branch of the Proteobacteria
(32). Complete 16S rRNA sequences are available for about
40 strains of many different genera and species, but the
resulting picture does not much modify the established
structure of the order. Clearly, the resolution of the tech-
nique is not particularly helpful at the species and genus
level.

It should be mentioned that formerly, before it was ap-
preciated that gliding motility is not a useful taxonomic
characteristic, the genera Cytophaga, Sporocytophaga, the
Cytophaga-like bacteria, and Flexibacter were classified as
nonfruiting myxobacteria. In fact, they belong to a phylum
of their own and are not related to the myxobacteria at all.
This is of some practical importance, because several fish-
pathogenic and allergenic species are known in that group,
while no pathogenic myxobacteria have ever been re-
ported. Another group, later recognized as a new genus,
Lysobacter, was even classified as Myxobacter and Soran-
gium for some time. Those names can still be found occa-
sionally in the current literature. Lysobacter comprises bio-
technologically useful strains—suppliers of well-known
antibiotics, such as myxin, and of interesting enzymes—
but has nothing to do with myxobacteria. Phylogenetically
the genus belongs into the c-branch of the Proteobacteria.

The DNA of myxobacteria has a high G�C content of
66 to 72 mol%. The genomes are large for bacteria, between
9,500 and 10,000 kbp. Physical genome maps are available
for Myxococcus xanthus (33) and Stigmatella aurantiaca
(34). Two myxobacteria, Myxococcus xanthus and Stigma-
tella aurantiaca, have been analyzed with genetic methods
as model systems for questions of morphogenesis, cell sig-
naling, gliding motility, carotenoid synthesis, protein ex-
port, etc. (for details, see Refs. 21,22). Several gene trans-
fer techniques have been developed: E. coli phage P1
suicide vectors, conjugation with E. coli, myxobacterial
generalized transducing phages, and electroporation (21).
Transposon mutagenesis has successfully been applied to
gene tagging (35). In a few cases, those techniques have
also been used for other myxobacteria, for example, Sor-
angium cellulosum (36,37), but there is always need of an
adaptation.

Myxobacteria Are Very Common Soil Organisms

One might expect that organisms that are so unusual and
fascinating as the myxobacteria, yet are so little investi-
gated, are rare and difficult to obtain. The contrary is the
case. Myxobacteria are found worldwide in all climate
zones and vegetation belts and are very common every-
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where. They live in soil, on rotting plant material, on de-
caying wood, on bark of living and dead trees, and on dung
of various herbivores, especially rabbits, hares, deer, goats,
and sheep; in general, wherever there is a rich microbial
flora. The most diversified myxobacterial communities are
found in warm, semiarid areas, like Egypt, the southwest-
ern United States, or northern India, probably because,
with their myxospores and fruiting bodies, they are beau-
tifully adapted to such environments. Myxobacteria also
seem to live in freshwater and to survive for some time in
marine sediments; they can be isolated from marine sedi-
ments but are not halotolerant and thus probably cannot
live there. They seem not to be able to grow at a low pH,
and acid soils are the one habitat free of myxobacteria.
Alkalophilic myxobacteria, however, have been obtained
from alkaline lakes in Africa. Myxobacterial are typical
mesophiles, although psychrophilic strains have been iso-
lated from Antarctic samples.

Isolation and Maintenance of Myxobacteria

The relevant methods of maintenance of these bacteria
have relatively recently been described in great detail (24),
so a brief summary may suffice here. Because Myxobac-
teria have a rather generalized metabolism, a highly se-
lective enrichment is not possible. The isolation techniques
make use of gliding motility, the ability to attack living
bacteria or cellulose, and resistance to certain antibiotics.
There are essentially three ways to start enrichment cul-
tures. In the first procedure, materials collected in nature
are incubated in a moist chamber at 30 �C. Suitable
sources are rotting wood, bark, or the dung of herbivores.
To suppress growth of fungi, cycloheximide (50 mg/L) may
be added to the water used to wet the source material. The
cultures are inspected under a dissecting microscope with
incident light at magnifications of 20–80�. Fruiting bodies
may form within 2–8 days on the surface of the substrate
and can be used to make transfers. From soft slimy Myxo-
coccus fruiting bodies, myxospores can be transferred di-
rectly to a growth medium such as CY agar by cautiously
touching the top of the fruiting body with the sharp tip of
a needle on a 1-mL syringe. The young fruiting bodies are
normally free of contaminants, so that often a pure culture
is obtained in one step. In a similar way, sporangioles can
be removed from the ends of the long stalks of Chondro-
myces fruiting bodies. The fruiting bodies of all other myxo-
bacteria cannot be harvested without touching the heavily
contaminated substrate and transferring pieces of it to-
gether with the fruiting bodies. Therefore, in these cases
the fruiting bodies are transferred to streaks of living E.
coli on water agar plus cycloheximide for further enrich-
ment. The developing swarms usually expand quickly be-
yond the streak of the feed bacteria, and either uncontam-
inated sections from the swarm edge or fruiting bodies can
be inoculated on growth medium. Often the procedure has
to be repeated several times before a pure culture is ob-
tained, which typically takes 2 weeks to 3 months. Some-
times special purification steps have to be included, such
as heating fruiting bodies, suspended in water, at 58–60
�C for 10–60 min; shaking fruiting bodies overnight in a
rich medium (in which they will not germinate) with high

doses of suitable antibiotics; or gassing cultures with am-
monia vapors to eliminate soil amoebae.

In the second approach, cultures are started by inocu-
lating circular spots of living E. coli (about 2 cm in diam-
eter) on water agar plus cycloheximide with small samples
of soil or rotting plant material. After 2–3 days at 30 �C,
swarm colonies and soon also fruiting bodies may develop,
and transfers and purification steps are performed as de-
scribed in the first approach. With this method, different
types of samples can be processed, and myxobacteria with
small, inconspicuous fruiting bodies are also obtained. In-
cidentally, on such plates often other gliding bacteria such
as Cytophaga-like bacteria, Flexibacter, Taxeobacter, and
Herpetosiphon also develop and can be recognized by their
spreading colonies. In the third method, the cellulose de-
graders are isolated by inoculating filter paper pads on
mineral salts plus cycloheximide agar with soil, rotting
wood, decaying plant material, or dung of herbivores. After
10–14 days at 30 �C, bright yellow, orange, brown, or black
spots around the inoculum indicate growth of Sorangium
strains. Those usually produce huge numbers of densely
packed fruiting bodies, which in fact are responsible for the
colored areas. Transfers are made first to small pieces of
filter paper on mineral salts agar, then on VY/2 agar. All
Sorangium strains appear to be resistant to high doses of
kanamycin, so that the antibiotic can be used for purifi-
cation (50 mg/L kanamycin sulfate). Cellulose degraders
are more tedious to purify, and it may take 1–2 years before
the last contaminant is eliminated. Fortunately, pure
strains are usually obtained within 1–3 months. In crude
cultures for cellulose degraders, noncellulolytic myxobac-
teria always also develop. The inoculum, the solubilized
cellulose, and other saprophytic bacteria supply sufficient
nutrients for their growth. In particular, Nannocystis,
Polyangium, and Chondromyces strains are often found in
this way. They must, of course, be transferred to E. coli
streaks on water agar.

Preservation of strains is done best by freezing 0.5- to
1-ml suspensions of cells in a 1% Casitone (Difco) solution
at �70 �C in a deep freeze or in liquid nitrogen. The or-
ganisms appear to stay alive for many years (about 20
years has been experimentally proven). Freezing at �20
to �25 �C in ordinary household freezers seems not to
work. In our experience, myxobacteria survive that at best
for a couple of weeks. Drying of fruiting bodies has already
been mentioned.

FERMENTATION OF MYXOBACTERIA

Fermentation of myxobacteria at a 5- to 50-m3 scale has
only been performed for the production of secondary me-
tabolites. Data are available from many publications. Pro-
cess descriptions are also found in a large number of pub-
lished patents. Consequently, the following discussion
centers upon this topic.

General Principles

With homogeneously growing strains, typical growth
curves can be obtained. The generation times are long, typ-
ically between 4 and 14 h. The faster growing species are
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normally those of the suborder Cystobacterineae. On the
other hand, those species usually show short stationary
phases; that is, soon after the end of the log phase is
reached, the culture breaks down. This collapse can be re-
ally dramatic. Cultures of Stigmatella aurantiaca strains
in peptone medium without carbohydrate become pitch
black within 2–3 h, probably because of the activity of phe-
nol oxidases from lysed cells, and are then dead. Therefore,
transfers are best made in the upper log phase, and ex-
tended production in the stationary phase is usually not
possible. Species of the suborder Sorangineae, in contrast,
often are under stationary conditions for days and may
continue to produce secondary metabolites during this pe-
riod. With these species it is also advisable to make trans-
fers in the upper log phase, because later the inoculum
may result in a very long lag phase or will no longer start
growing. Obtainable cell densities typically are 108–1010

cells/mL depending on the strain and the medium. It
should be remembered, however, that myxobacterial cells
are larger than those of most other myxobacteria. The bio-
mass thus is often between 4 and 12 g wet weight/L, cor-
responding to 1–3 g dry weight. As already mentioned,
slime production is normally not seen.

Liquid media suitable for bacteriolytic myxobacteria
are all based on peptones or proteins, while those for the
cellulose degraders can be varied in wider limits. Enzy-
matically digested casein peptones are the substrates of
choice, for example, Difco Casitone or Marcor peptone from
casein, tryptically digested. Peptones from meat and acid-
hydrolyzed peptones are much less useful or outright in-
hibitory, possibly because of elevated phosphate concentra-
tions (38) or an imbalance in amino acid composition. Yet
some myxobacteria can also be grown on casamino acids
(e.g., Ref. 39). Examples of simple media suitable for many
bacteriolytic myxobacteria are CAS lm (Casitone, Difco,
1%; MgSO4•7H2O, 0.1%; pH 6.8; autoclaved); if the peptone
concentration is too high, which is the case with quite a
few myxobacteria, MD1 lm may be used (Casitone, Difco,
0.3%; CaCl2•2H2O, 0.07%; MgSO4•7H2O, 0.2%; cyanoco-
balamin, 0.5 mg/L; standard trace element solution; pH
7.0; autoclaved). For liquid cultures of Sorangium strains,
AMB lm (40) could be used (Casitone, Difco, 0.25%; soluble
starch, 0.5%; MgSO4•7H2O, 0.05%; K2HPO4, 0.025%; pH
6.8; autoclaved). Those organisms also grow, however, on
much simpler media containing only KNO3 as a nitrogen
source and glucose as a carbon source in a mineral salts
solution (e.g., CK1 and CK6 lm).

Casein peptones contain sufficient phosphate, so that
extra phosphate need not be added. Thus, 0.5 mM phos-
phate was determined in a 0.2% casein peptone solution
(38). In general, myxobacteria are rather sensitive to phos-
phate. Also it may have been realized that the media men-
tioned contain relatively high concentrations of MgSO4;
the optimum is indeed often at 5 to 10 mM. Calcium is
normally present in adequate amounts or is not specifically
required. In contrast, the cellulose degraders would not
grow without an addition of CaCl2 (41). Vitamins are usu-
ally not required, but an occasional strain may depend on
vitamin B12.

A peptone medium may be complemented with 0.2–1%
of a carbohydrate, for example, glucose, sucrose, or starch.

The latter is usually readily hydrolyzed. A carbohydrate is
a must for most strains of Sorangium. Normally cultures
of bacteriolytic myxobacteria do not grow faster in the
presence of carbohydrate but rather achieve higher cell
density. Also, the pH does not rise as fast and as high as
in a pure peptone medium. The details of carbohydrate me-
tabolism have not yet been studied for a wide variety of
myxobacteria. Some appear not to utilize carbohydrates
because they lack essential glycolytic enzymes (hexokinase
and pyruvate kinase in Myxococcus xanthus; 42). Others
utilize only polysaccharides, because they can only ingest
tri- and oligosaccharides (Corallococcus coralloides; 3). In
this case it was shown that the glucose produced within
the cell is mainly utilized via the pentose phosphate path-
way, probably only to produce ribose and deoxyribose for
nucleic acid syntheses. Many bacteriolytic myxobacteria,
however, metabolize also mono- and disaccharides under
production of acid and radioactive CO2, if labeled sugars
are supplied (e.g., Stigmatella aurantiaca; 43). Nothing is
known about the biochemistry of sugar metabolism in
those organisms. The cellulose degraders utilize sugars
very efficiently for energy and all kinds of syntheses, as is
suggested by their growth in the minimal media just de-
scribed. Fully synthetic, defined media have also been re-
ported for several bacteriolytic myxobacteria. They contain
various amino acids and can in fact be very simple. Cys-
tobacter fuscus and Cystobacter ferrugineus strains grow,
for example, in HP16 Im with (per liter) L-Gln•Na, 1 g;
L-Ile, 40 mg; L-Phe, 40 mg; glucose, 5 g; MgSO4•7H2O, 1 g;
standard trace elements; in phosphate buffer, 0.5 mM, pH
6.5. Some strains become vitamin dependent on thiamine
or biotin, when grown in this minimal medium, while in
peptone media they are not. For most strains, defined me-
dia are, however, more complex, containing more amino
acids and still other ingredients. Apparently the relative
concentrations of amino acids are as important as their
kind. Also, every strain may require a medium of its own.
Essential amino acids often are the branched-chain and
aromatic amino acids. In any case, growth in those defined
media is always substantially slowed down, and cell yields
are much reduced.

When an organism relies solely on amino acids for ni-
trogen, carbon and energy, elimination of be-�NH /NH3 4

comes a problem. This problem is indeed a serious one with
bacteriolytic myxobacteria. The intracellular ammonia
pools may become very high under such circumstances: in
Myxococcus virescens 80–140 mM has been measured (44).
Although the pH shift by ammonia can easily be controlled
in the bioreactor by titration and in shake flasks by buf-
fering with HEPES or MOPS, for example, the regulatory
effects of ammonium still may interfere substantially with
growth and production of antibiotics. This was demon-
strated by pumping the contents of a small bioreactor
through a module with hollow fibers made of a hydrophobic
membrane. The ammonia in the culture supernatant could
thus be reduced from 35–42 mM to 3–7.5 mM. In conse-
quence, the generation time fell from 4 to 2 h, the cell den-
sity more than doubled, and myxovirescin production rose
from 8 to 115 mg/L (K. Gerth, personal communication). A
technical solution of this problem is presently not avail-
able.
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For large-scale fermentations to be cheaper, technical
substrates may be desirable. A wide variety of such sub-
strates have been tested with myxobacteria and several
have been found useful: soybean flour and meal (must be
defatted), single cell protein (Probion, Hoechst, no longer
available), skim milk, maize gluten, corn steep powder, or
suspensions of baker’s yeast (45). Which substrate should
be used in a specific case must be tested. Also, as is typical
for such poorly defined materials, considerable differences
are observed from batch to batch and from supplier to sup-
plier. Production of secondary metabolites may vary sub-
stantially with the particular substrate used (39,45,46). An
unexpected discovery was that soybean meal may be free
of iron, so that the addition of Na•FeIII EDTA (8 mg/L)
becomes essential (47).

The temperature range for growth of myxobacteria is
rather wide: they still grow in the refrigerator at 6 �C, and
quite a few strains still grow at 38 or even 40 �C. The tem-
perature curves are skewed as usual, and the optimum is
close to the maximum by 1–3 �C. Useful temperatures for
fermentations are much narrower, normally 28–32 �C. At
least with respect to secondary metabolites, production of-
ten goes down or stops completely at higher temperatures
even if growth still is satisfactory. Also, at higher tempera-
tures the generation time may rise (47), and the cultures
become more sensitive to unfavorable pH and oxygen con-
ditions and quickly break down as soon as the stationary
phase is reached. At temperatures below 28 �C, growth,
production, and process performance slow down and be-
come unfavorable.

The pH range of myxobacteria is narrow, as a rule 6.8
to 7.8. Cellulose degraders tolerate a slightly lower pH,
down to about 6.2, but with ever more reduced growth
rates. If a utilizable carbohydrate is present, the pH drops
in unbuffered media but can be controlled by titration with
a 10% KOH solution. Without carbohydrate or after car-
bohydrate is used up, the pH always rises and usually be-
comes decidedly alkaline (pH 8.0–8.5). This change can be
prevented by adding 5% sulfuric acid or 30% acetic acid.
In the latter case care must be taken because acetate con-
centrations exceeding 0.1% may soon become inhibitory for
production and growth. In a process, pH can often be sta-
bilized by feeding glucose whenever pH reaches a set limit.

Although myxobacteria are strict aerobes, their oxygen
demand is moderate because of slow growth and modest
biomass. This requirement may become a problem if the
aeration rate cannot be lowered unrestrictedly in a bio-
reactor. In fermentations for secondary metabolites, the
oxygen level may play a crucial but unpredictable role for
production. There are examples of a high as well as a low
requirement of oxygen for optimal biosynthesis. In Table
1, the aeration schedules of a selection of such fermenta-
tions are listed. It should be understood that in no case
have strictly standardized and optimized fermentations
been performed. Maximum total oxygen consumption of
1.8 g O2/L during 22 h of fermentation on a single cell pro-
tein (Probion) medium has been reported for Myxococcus
fulvus strain Mx f16 (45).

Special Problems with Secondary Metabolite Production

In principle, the situation with secondary metabolite-
producing myxobacteria is not much different from that

with other antibiotics-producing bacteria. Yields initially
are usually, but not always, low, typically between 0.5 and
20 mg/L. However, wild strains with initial yields of 70
mg/L soraphen or 120 mg/L myxalamid (39,58) have also
been isolated. In several cases, yields could be much im-
proved, for example, to nearly 1 g/L with sorangicin or
close to 2 g/L with soraphen. In other instances, yields re-
mained low in spite of much effort, as with saframycin Mx
(59).

The methods of yield improvement are the usual ones.
The influence of medium components can be substantial,
as already mentioned. Thus, in fermentations of Stigma-
tella aurantiaca yields varied by a factor of 3, between 3
and 11 mg/L stigmatellin and between 47 and 120 ml/L
myxalamid, depending on whether corn steep powder or
maize gluten (Zein) was used as the main medium ingre-
dient (39). At the same time growth was rather poor on the
Zein medium. An improvement of yield and production sta-
bility is almost always achieved if the strain is cloned and
if low and nonproducing clones are eliminated. Unfortu-
nately this is less trivial as it seems, because initially all
strains grow in clumps when transferred to a liquid me-
dium, and if homogeneous cell suspensions are available a
suitable plating medium giving high numbers of single cell
colonies must first be found. This can take weeks and
months, because normally no colonies are formed on the
usual culture media that allow excellent growth when
massively inoculated. Also, every strain needs its own plat-
ing medium. In developing a plating medium, the kind and
concentration of the medium components are crucial. In-
clusion of autoclaved old liquid cultures may help (36). De-
velopment of single-cell colonies takes 8–12 days for most
bacteriolytic myxobacteria and 14–21 days for Sorangium
strains (30 �C).

As soon as single-cell colonies can be produced, a
mutation program becomes feasible. Mutations can be
induced in myxobacteria with high yields using UV irra-
diation or the mutagen NTG (N-methyl-N�-nitro-N-nitro-
soguanidine, about 40 lg/mL) (60). When inducing muta-
tions, photoreactivation has to be taken in account (61).
The size of the inoculum should be 5–10% (v/v). Lower ra-
tios, down to 1–2%, have been found possible in some cases,
but this may be paid for with a longer lag phase and a lower
biomass attained at the end of the fermentation. Also, a
certain minimal cell density may be necessary to start so-
lubilization of polymeric substrates, such as casein (62).
Under these circumstances a substantial decrease of the
mean doubling time was observed when the size of the in-
oculum was increased, for example, with two Myxococcus
xanthus strains on a casein medium from 15 to 8 h and
from 26 to 8.5 h, respectively, when initial cell densities
were raised from 104 to 107 cells/mL (62).

A very useful strategy to improve yields is the addition
to the cultures of a neutral adsorber resin such as Amber-
lite XAD-16 (formerly XAD-1180; Rohm & Haas). All
myxobacteria appear to tolerate the resin in the culture
without adverse effects on growth. So far, virtually all ex-
creted myxobacterial metabolites have been adsorbed by
the resin (46,47,49,52,55,58). Only strictly hydrophilic
compounds would remain unadsorbed, but such sub-
stances appear not to be produced by the organisms or only
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Table 1. Examples of Oxygen Demand during Myxobacterial Fermentations for Secondary Metabolites

Metabolite Producera
Main components

of mediumb Volume (L) Stirrer speed (rpm)
Aeration ratec

(L L broth�1 h�1)
Oxygen

saturationd (%) Reference

Rhizopodin Mx s pep 300 200 6 48
Angiolam An d Prob 650 300–450 1.8–2.2 90–20 49
Gephyronic acid Ar g Prob/yex/starch 300 200 6 50
Stigmatellin Sg a maize/gluten 55 200 1.5–5.4 39

265 600 2.4–3.9 90–5
Crocacin Cm c Prob/starch 55 200 3.3 90–65 28
Chondramid Cm c Prob/starch 90 150 3.3 46

600 50 8 90–40
Thiangazol Pl fu Prob/starch 65 200 3.3 100–85 51
Phenoxan Pl spec. Prob/starch 65 200 3.3 90–50 52
Ripostatin So ce Soy/starch/Fruc 300 300 1 100–15 53
Soraphen So ce Soy/yex/starch 230 400 6.5 47

4400 230 4.5
Epothilon So ce Soy/yex/starch 60 250 5 54

230 350 4.3 54
Tartrolon So ce Soy/yex/starch 65 150 2.3 55
Jerangolid So ce Soy/yex/starch 60 250 12 56
Nannochelin Na e pep 65 200 3.3 90–70 57

aMx s, Myxococcus stipitatus; An d, Angiococcus disciformis; Ar g, Archangium gephyra; Sg a, Stigmatella aurantiaca, Cm c, Chondromyces crocatus; Pl fu,
Polyangium fumosum; So ce, Sorangium cellulosum; Na e, Nannocystis exedens.
bpep, casein peptone; yex, yeast extract; Prob, Probion (an experimental single-cell protein of the Hoechst Company); soy, soybean meal defatted; starch is
often complemented with glucose.
cStirrer speed is sometimes changed during fermentation to adjust dissolved oxygen.
dDissolved oxygen is sometimes increased or held constant in the later stage of fermentation.

very rarely so. The advantages of the resin are obvious: by
removing the metabolites from the supernatant, end prod-
uct inhibitions are prevented, the adsorbed substances are
stabilized and concentrated in a small volume, and harvest
is much facilitated. If the strain grows as a homogeneous
cell suspension, harvest can be done simply by collecting
the resin on a sieve. The metabolites are recovered by elut-
ing the washed resin with methanol or methanol–water
mixtures. Sometimes a metabolite may crystallize from
the eluate. The regulatory and protective effects of the
resin are clearly demonstrated when fermentations are
done without it. Almost always the yields decrease dra-
matically, and variants of the metabolite appear that have
not been seen in cultures with resin. Normally an addition
of 1–2% (v/v) is sufficient. If yields go up, and depending
on the metabolite, higher amounts of resin may have to be
added. Freshly bought resin is strongly alkaline and has
to be washed until it becomes neutral. The resin is added
to the culture medium and autoclaved together with it.
Resin has also been used with excellent results in large-
scale fermentations (47). There may be a loss of about 10%
in the bioreactor from mechanical attrition, but the recov-
ered resin can be regenerated by washing with NaOH so-
lution after elution of the metabolites.

Most myxobacterial substances do not inhibit the pro-
ducer. There are, however, exceptions. Myxovalargin, a
peptide antibiotic that destroys the cell membranes (63),
blocks growth of the producer, Myxococcus fulvus strain Mx
f65, at 6 mg/L (64). Myxobacterial saframycin has a min-
imal inhibitory concentration of 15 mg/L for the producing
strain, Myxococcus xanthus Mx x48 (58). In both cases mu-
tants with somewhat increased resistance could be ob-
tained, but removal of the inhibitor by adding adsorber

resin to the cultures is an easy solution. As foaming is often
a serious problem, an antifoam agent must always be
added to myxobacterial fermentations. Silicon antifoams
usually have been applied because they do not interfere
with the chemical purification steps. For the organisms,
however, other antifoam agents are also acceptable.

Feeding of precursors was successful only in a few fer-
mentations. Thus, the addition of 0.3% sodium acetate
stimulated production of myxalamid by Myxococcus xan-
thus strain Mx x12 (58). Normally, acetate is not a limiting
factor, and its addition may even be inhibitory. This situ-
ation appears to be different with propionate. Added pro-
pionate is readily incorporated into polyketides containing
propionate units and may indeed stimulate their produc-
tion. Propionate is only tolerated in low concentrations,
however, so that real yield improvements require repeated
addition of small quantities. We have never observed a
stimulation of secondary metabolite production by adding
certain amino acids, probably because our peptone and
protein media already contain an excess supply. It has
been reported however that Ala, Ser, and Gly (0.9 mg/mL
each) when given to Myxococcus xanthus strain TA result
in higher yields of antibiotic TA (identical with myxovires-
cin). All three amino acids are indeed incorporated into the
antibiotic, Ala and Ser serving as precursors for acetate,
which seems to be not as readily taken up, while Gly is a
building block of the molecule directly (65). The removal of
inhibitory components may also be a prerequisite for pro-
duction. The catechole iron chelator, myxochelin, is only
produced when the iron content of the medium is about
10�7 M. Production is achieved by removing the iron in the
medium by treatment with the chelating resin, Chelex 100
(Bio-Rad), and adding the optimal amount of FeCl3 (66).
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While feeding of specific precursors is problematical,
fed-batch fermentations may be very useful (e.g., 47,67).
Myxobacteria prefer moderate media concentrations: 1%
peptone–protein and 0.5–1% carbohydrate are the upper
limits allowing unrestricted growth, and optimal concen-
trations for production may be even lower. As mentioned,
carbohydrate metabolism normally leads to acid produc-
tion, so that feeding strategies can be developed using pH
shifts or titration curves, respectively, as indicators. For,
as soon as carbohydrate is used up, the metabolism
switches to amino acids under ammonia production with a
concomitant rise of pH. Sometimes production is directly
connected to carbohydrate consumption, for example, that
of tartrolon (55) and soraphen (47). Fed-batch fermenta-
tions often result in much higher yields; for example, in
the case of disorazol a rise from 18 to 292 mg/L was
achieved, with a production rate of 21 mg/L per day for 13
days (67). A fully standardized fed-batch process has still
to be reported, however.

Often certain medium components have specific effects
on production without much affecting growth. The type
and concentration of peptone or protein is often critical
(28,46,47,56,68). Individual sugars have differential ef-
fects on yields of myxalamid and stigmatellin even when
produced biomass is comparable (46). Ripostatin synthesis
is stimulated when 0.3% fructose and 0.01% pyruvic acid
are added (53). Sorangium cellulosum strain So ce12 syn-
thesizes concomitantly sorangicin, disorazol, chivosazol,
and sorangiolid. In the presence of 0.1 mg/L sodium bar-
bital the production rate of disorazol was reduced from 21
to about 2.5 mg/L per day irrespective of whether barbital
was added in early or late log phase (67). Sorangicin pro-
duction was not impeded.

As is well known for other producers, individual strains
of myxobacteria may show a completely different produc-
tion behavior for the same compound. A comparison of four
wild strains producing soraphen revealed that all four syn-
thesized the antifungal compound with reasonable yields
at 30 �C in the presence of XAD resin (47). When the tem-
perature was raised to 36 �C, however, one strain doubled
soraphen yield while another one reduced it to 25%. When
0.2% casein peptone was added to the XAD culture at 30
�C, the yields of two strains dropped to near zero, while one
strain increased its yield by more than 100%. In the ab-
sence of XAD the strains decreased their yields by 50% to
100%.

Efforts have been made to optimize myxovirescin pro-
duction by Myxococcus virescens strain Mx v48 in a me-
dium containing 1% casein peptone (69). The antibiotic is
only synthesized under good oxygen supply. In normal
batch cultures, antibiotic production started at the end of
logarithmic growth at about 20 h after inoculation and con-
tinued until the stationary phase at about 50 h, that is,
production took place in a typical idiophase. At the begin-
ning of the production phase, the oxygen uptake and CO2

production rates (both about 100 mg L�1 h�1) slowed
down, and the respiratory quotient, RQ, started to rise, up
to 0.8 during the production phase. After 50 h, 3.1 g/L wet
biomass was reached. The cell yield was 0.31 g dry bio-
mass/g peptone, or 0.5 g dry biomass/g oxygen. Total oxy-
gen consumption over 55 h was 6.25 g oxygen/L. Produc-

tion of myxovirescin was very low, the final yield being 0.04
mg/L. By feeding peptone at different rates to a peptone-
limited culture (0.16% peptone), it was demonstrated that
the peptone consumption rate closely correlated with the
myxovirescin production rate. In the batch culture, this
rate reached a maximum of 0.4 g peptone g dry weight�1

h�1 after 8 h, but myxovirescin synthesis started only
much later, after 26 h, when the peptone consumption rate
was down at about 0.12 g peptone g dry weight�1 h�1.

The feeding experiments revealed a very sharp opti-
mum of the specific peptone uptake rate for maximal my-
xovirescin production. Under the chosen experimental con-
ditions the optimal rate was about 1.8 g peptone g dry
weight�1 h�1 and resulted in a specific myxovirescin pro-
duction rate of about 0.05 mg myxovirescin g dry weight�1

h�1. For optimal production, the specific peptone uptake
rate had to be maintained between 0.15 and 0.2 g peptone
g dry weight�1 h�1. The final yield of myxovirescin still
was very low, 2 mg/L. In another experiment under che-
mostat conditions, the myxovirescin production rate was
raised from 0.12 to 0.55 mg L�1 h�1 under constant bio-
mass by passing the culture supernatant through a vortex
chamber containing XAD resin and thus removing myxo-
virescin continuously from the culture (70). Cell dry mass
and antibiotic concentration reached a steady state after
170 h. The latter was reduced from 0.95 to 0.1 mg myxo-
virescin/L after the vortex chamber had been connected to
the bioreactor. The effect on myxovirescin production of re-
moval of NH3 from the culture has already been men-
tioned. Incidently, in chemostat experiments myxobacteria
turned out to respond very slowly to changed conditions,
perhaps because they have a high homeostasis. For the
same antibiotic, a scale-up procedure in a 0.5% Casitone
(Difco) medium is also reported, although with a different
producer, Myxococcus xanthus strain TA (71). The best ti-
ters were obtained at a relatively low oxygen absorption
rate, which in fact was too low to be maintained in the
largest bioreactor used. No direct correlation between
growth and antibiotic production was seen. Final biomass
yield was 3–4 g wet weight/L.

Several studies have reported immobilization of myxo-
bacterial cells. The objectives were to retain a relatively
high biomass, to perform chemostat experiments (not pos-
sible with a strain growing in flakes and nodules), and to
investigate the influence of immobilization on the produc-
tion rates of enzymes (72–74) and secondary metabolites
(38,75). A more theoretical study considered the role of hy-
drophobic and electrostatic properties of bacterial cell sur-
faces on adsorbtion to porous SiO2 (glass) and Al2O3 par-
ticles (76). This study included Sorangium cellulosum,
which showed a relatively low zeta potential (�33 mV at
pH 7 and in the presence of 1 mM NaCl) comparable to
that of E. coli, but a very high hydrophobicity in the range
typical for gram-positive rather than gram-negative bac-
teria. The contact angle, the measure of hydrophobicity,
increased from 52� at the beginning of the growth curve to
75� at its end. Both values—low zeta potential and high
contact angle—are contrary to good adsorption.

Immobilized cells of Sorangium cellulosum strain So
ce12 were used to study the limitations of sorangicin syn-
thesis (38). As immobilizing agent, calcium alginate (Pro-
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tanal LF 20/60, Carroux) was found most suitable. Beads
1 mm in diameter containing 5% biomass (v/w) were pre-
pared and used in a 1.6-L bioreactor with 1 L medium in
continuous culture under chemostat conditions. Phosphate
(0.23 mM) was used as the limiting factor preventing grow-
ing out of the enclosed cells. Higher phosphate concentra-
tions also repressed sorangicin production. Consequently
peptone from casein could only be added to such a concen-
tration that its phosphate content did not exceed the op-
timal phosphate concentration; if that was the case, pep-
tone stimulated sorangicin production. With the applied
medium, the optimum dilution rate was 0.016/h, the op-
timum pH 7.8, and the optimum 80% saturation (withpO2

free cells, 40% were optimal). For sorangicin production,
the cells within the beads had to be maintained under
growth conditions. Their generation time was 19 h (14 h
with free cells). Productivity began to decline after 50 days
and came to an end after 75 days when the cells within the
beads degenerated. An increase of the biocatalyst wet
weight beyond 60 g/L, or a liquid to catalyst ratio of 10:1
(v/v), resulted in a decrease of growth and production,
partly because of oxygen limitation. Productivity could be
stimulated by the addition of glycerol (9 mM) and pyruvate
(5 mM), while the direct precursors, acetate and propio-
nate, were inhibitory. A shift to enzyme activities of the
pentose phosphate pathway in the immobilized cells com-
pared with free cells was seen. The maximum volumetric
productivity obtained with immobilized cells was 0.8 to 5
mg sorangicin L�1 h�1 and the specific production rate was
0.25 mg sorangicin g biomass�1 h�1, compared with 0.17
mg L�1 h�1 and 0.12 mg g dry biomass�1 h�1, respectively,
with free cells.

In another project, cells of Cystobacter and Corallococ-
cus strains were immobilized by either adsorbing them to
nylon pads or by enclosing them in j-carrageenan beads
(75). The preparations were tested in shake flasks for pro-
duction of chemically unknown antibiotics. Yields with ad-
sorbed cells were 20–30% and those with enclosed cells 45–
49% higher than with free cells which, however, also grew
in small pellets. A substantial increase in the excretion of
proteolytic enzymes has been reported for Myxococcus xan-
thus cells immobilized in calcium alginate beads
(72,73,74). Yield improvements as high as eightfold have
been found.

CONCLUSION

Myxobacteria may be at the threshold of biotechnological
application as producers of secondary metabolites and of
enzymes. No large-scale technical process has as yet been
worked out for any one of them, but it already is obvious
that they do not behave fundamentally different from
other bacteria used in those fields. Solutions of problems
met there may well be applicable or adaptable to myxo-
bacteria.
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MANUFACTURE OF ACRYLAMIDE

Manufacture of acrylamide is the most important com-
mercial application of nitrile hydratase. Acrylamide is
used as a starting material for a variety of polymer prod-
ucts such as flocculant, paper-strength agent, coating ma-
terials, and EOR (enhanced oil recovery) polymers. Cur-
rent world production of acrylamide exceeds 200,000
metric tons per annum (MTA). Nitto Chemical Industry
Co., Ltd. (Japan) started commercial production of acryl-
amide in 1986 using a catalyst based on nitrile hydratase.
This was one of the first commercial bioconversion pro-
cesses that made a commodity chemical. The very first ac-
rylamide process based on hydration of acrylonitrile with
sulfuric acid (Fig. 1) was commercialized in 1950, which

was replaced by the copper-catalyst process 20 years later.
This copper-catalyzed process currently prevails in world-
wide acrylamide production. Although the copper process
gives an excellent efficiency in comparison with the acid
hydration process, it still has some drawbacks, such as
formation of impurities that are difficult to remove and
adversely influence polymerization reactions. These im-
purities include ethylene cyanohydrin, b-hydroxypropion-
amide, and nitrilotrispropionamide, which may interfere
with the chain reactions lowering the molecular weight of
polymers and deteriorate the stability of the monomer
product. Overcoming these limitations was one of the im-
portant motivations for the development of the enzymatic
process using nitrile hydratase, which would minimize the
side reactions caused by high specificity of enzymes and
mild conditions under which they work.

Strain N-774

Because microorganisms capable of converting nitrile com-
pounds to corresponding amides had been reported in the
1960s (1) many studies were conducted to find a microor-
ganism with an activity high enough for industrial appli-
cations. Rhodococcus sp. N-774, discovered in 1980 (2), was
the first strain that was put into commercial use to produce
acrylamide from acrylonitrile. The nitrile hydratase en-
zyme is produced in this strain without an inducer. Thia-
mine is essential for the cell growth. Fe2� and Fe3� re-
markably promote production of nitrile hydratase in the
cell (3). Table 1 and Figure 2 show the effect of metal ions
on the activity and the typical time course of the cell
growth and the enzyme activity, respectively. The electron
micrograph of the strain N-774 is shown in Figure 3.

Reaction Conditions

According to the semi-batchwise reaction test using im-
mobilized cells of N-774 with a serial addition of acrylo-
nitrile, a reaction temperature of 0 �C is optimum to obtain
the product in high concentration, as shown in Figure 4
(4). Enzyme activity of this cell is light-inductive (5). Fig-
ure 5 shows the effect of light irradiation on the activity,
which should be properly reflected on the reactor design.

Immobilization of the Cell

For mass production of biologically converted products, im-
mobilized cells give wider options in selection and design-
ing of the reactor. The bacteria cells entrapped in a poly-
acrylamide-based hydrogel are used in the production of
acrylamide. To maintain the enzyme activity and improve
the physical characteristics of the immobilized cells, the
following techniques are used: (1) Swelling of the gel is
controlled by copolymerization with cationic monomers (6);
(2) Shearing force applied while mixing the cells with
monomers or polymers is carefully controlled; (3) polymer-
ization conditions are adjusted to minimize diffusion resis-
tance within the gel, which not only reduces the apparent
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Figure 1. Products of acrylonitrile hydration.

CH2 CHCOOH�NH3CH2 CHCONH2

Polyacrylamide

Acrylamide

Acrylonitrile

Biscyano (ethyl) ether Nitrilotrispropionamide

Ethylene cyanohydrin

Acrylic acid

H2O

(CH2 CH2)a

CONH2

CH2 CHCN

(NCCH2CH2)2O N(CH2CH2CONH2)3

HOCH2CH2CN

�-Hydroxypropionamide

HOCH2CH2CONH2

H2O

H2O H2O

Table 1. Effect of Metal Ions on Activity

Inorganic salts (mg/L)
Call growth

(g/L)
pH
(�)

Specific activity
(units/mg-dry cell)

FeSO4 7H2O 10 4.30 7.58 50.0
MnSO4 4H2O 10 4.75 6.94 0.70
NiSO4 6H2O 10 4.42 7.53 0.92
CoSO4 7H2O 10 4.34 7.37 1.27
BaCl2 2H2O 10 4.63 7.42 1.16
Na2MoO4 2H2O 10 4.05 7.60 0.70
CuSO4 5H2O 2 4.54 7.30 1.24
ZnSO4 7H2O 2 4.38 7.45 0.96
None — 4.42 7.47 1.05

Note: Basal medium: 10 g glucose, 3 g (NH4)2SO4, 0.5 g KH2PO4, 0.5 g
K2HPO4, 0.5 g MgSO4 7H2O, 0.1 g NaCl, 0.1 g CaCl2 2H2O, 5 g casamino
acid and 0.002 g thiamine HCl in 1 L of distilled water, pH 7.5. Culture: at
30 �C for 55 hrs by shaking.
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Figure 2. Time courses of cell growth and enzyme production.
Culture conditions: medium consisting of 20 g glucose, 10 g pep-
tone, 6 g yeast extract, and 6 g malt extract in 1 L of distilled
water, pH, 7.2; aeration, 0.75 v/v/m; temperature, 30 �C; stirring,
350 rpm; culture volume, 13 L in a 20-L jar fermenter.

activity but also degenerates the activity by increasing the
amide concentration near the active site (Figs. 6 and 7);
and (4) Physical stability of the gel is improved by adjust-
ing the polymer composition and polymerization condi-
tions to prevent the cells from escaping the gel. An electron
micrograph of the entrapped state of the cell is shown in
Figure 8. The immobilization is carried out on a continuous
basis at the commercial plant.

Bioreactor

Various types of the reactors—fixed bed, moving bed, flu-
idized bed, and stirred type—can be used (Membrane type
does not seem suitable because of its flow-through resis-
tance). The reactor is designed in consideration of (1) in-
hibition of polymerization; (2) replacement of degenerated
catalyst; (3) control of reaction temperature; (4) control of
substrate concentration; and (5) irradiation of light.

Comparison of the Processes

In comparison with the copper-catalyst process the bio-
logical acrylamide process features (1) 100% one-pass con-
version; (2) no metal ions; (3) minimized organic impuri-

ties; (4) mild reaction conditions; and (5) a simplified
process. The block diagram of the two processes is shown
in Figure 9. Table 2 compares the typical product analysis.

Strain B-23

Pseudomonas chlororaphis B-23, discovered by Yamada et
al. of Kyoto University (7) (Table 3), potentially gives
higher activity than N-774. The tolerance to the product is
also higher than that of N-774. Sucrose, glutamic acid, cys-
tine, and proline are used as medium components to grow
the enzyme with minimized catabolite repression (8).
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Figure 3. Electron micrograph of strain N-774.
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ditions: pH, 8.5; catalyst concentration, 0.5%; acrylonitrile con-
centration, 2.0%; temperature, as indicated in the figure.

Methacrylamide works remarkably well as an enzyme in-
ducer for this strain. The activity is improved by means of
mutation using chemicals such as nitrosoguanidine. The
mutant Am-324, shown in Figure 10, gives the activity
3,000 times as high as the original cell from nature. The
catalyst based on this mutant, when used in the commer-
cial acrylamide plant, increased the production capacity to
6,000 MTA from 4,000 MTA with the N-774 catalyst.
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Figure 8. Electron micrograph of immobilized cells.

Table 2. Typical Product Analysis

Impurities
Acrylamide from

enzymatic process

Acrylamide from
copper-catalyzed

process

Acrylonitrile N.D. (�5) 100 � 200
Acrylic acid �5.0 100 � 200
Ethylene cyanohydrin N.D. (�10) 300 � 400
b-Hydroxypropionamide N.D. (�10) 600 � 1000
Nitrilotrispropionamide N.D. (�10) �100
Propionamide N.D. (�10) 20 � 50

Note: ppm in 50% aq. solution.

Catalyst preparation

Catalyst recovery

Removal
of O2

Hydration

Hydration

Catalyst
separation

Catalyst
separation

Concentration

Concentration

Decoloring

Decoloring

Ion exchange AA

AA

AN

Water

AN

Water

Unreacted AN

Bacteria cultivation

Immobilization

Spent catalyst

Copper-catalyst process

Enzymatic process

Figure 9. Comparison of enzymatic process with conventional process. AN � acrylonitrile; AA �

Acrylamide (50% aqueous solution).

Strain J-1

The enzyme induction mechanism of Rhodococcus rho-
dochrous J-1 was also found by Yamada et al. (9). At the
beginning of their discovery, J-1 produced two different
kinds of nitrile-converting enzymes (nitrilase and nitrile

hydratase), and the reaction activity of both enzymes was
very low. They found addition of cobalt ions into the cell-
cultured medium improved the nitrile hydratase activity,
and further increase of the activity was affected by action
of urea or its derivatives as an inducer in the presence of
cobalt ions. This strain has very high tolerance to acryl-
amide. Table 4 shows properties of the nitrile hydratase
from the strains N-774, B-23, and J-1. All three enzymes
belong to the metalloenzyme group but are different in
kind of the coordinated metals to their active sites (i.e.,
iron for N-774 and B-23 and cobalt for J-1). Nitrile hydra-
tase enzymes having nickel as the coordinated metal have
also been found. The protein chemistry of nitrile hydra-
tase, including molecular weight and light inducibility, dif-
fers widely among different genuses and species. Reaction
performance of the three strains, in laboratory tests and
at the commercial plant, are compared in Figure 11 and
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Figure 10. Electron micrograph of strain B-23.
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Figure 11. Comparison of reaction performance. The reaction
was carried out in a semi-batchwise fashion in a stirred-tank re-
actor. Acrylonitrile was added consecutively. Reaction conditions:
pH, 6.5 � 8.5; temperature, as indicated in the figure; acrylonitrile
concentration, 2.0%.

Table 3. The Development of B-23 Strain Am-324

Strain Mutation Medium SA (U/mg) BA (U/mL) Property

Wild — M-A 0.72 0.4 Mucilaginous bacterium
f — M-R 66 363
Mutant I (Am-3) NTG M-R 65 465 Unmucilaginous
f

Mutant II (Am-324) NTG M-R 125 952 High activity
f — Consecutive addition of inducer 141 1260

Note: NTG � N-methyl-N�-nitro-N-nitrosoguanidine; SA � specific activity, BA � enzyme activity of culture broth.

Table 5. The optimized J-1 exhibits a magnitude of order
higher productivity than the N-774. Production capacity of
the acrylamide plant using the J-1 catalyst is by four to
five times greater than that of the same plant with the N-
774 catalyst.

APPLICATION TO OTHER AMIDES

Another important industrial application of nitrile hydra-
tase is the production of nicotinamide, which is widely used
as a vitamin supplement. At the end of 1997, Lonza Ltd.
(China) was scheduled to manufacture 3,000 MTA of nic-
otinamide by the continuous biotransformation of 3-
cyanopyridine using immobilized cells of Rhodococcus
rhodochrous. Considerable quantity of nicotinic acid is in-
evitably formed as a by-product in alkaline hydrolysis of
3-cyanopyridine. Under the biological route, nicotinic acid
and other contaminating by-products are not produced.
This route is also competitive with the methylethylpyri-
dine route.

NITRILASE

Nitrile hydratase is one of the two types of the enzymes
that catalyze hydration or hydrolysis of nitrile compounds.
The other one, nitrilase, converts nitriles to corresponding
carboxylic acids. Some of the nitrilases are capable of hy-
drolyzing nitriles stereospecifically. Optical resolution of �-
substituted nitriles using a nitrilase to obtain one of the

corresponding acid enantiomers was reported (10). The
yield of the proposed process, however, was limited to 50%
with the other nitrile enantiomer remaining intact. The
biotransformation process to produce R-mandelic acid us-
ing a R-specific nitrilase (equation 1) has been commer-
cialized by Nitto Chemical (11). In this process, the uncon-
verted S-nitrile enantiomer is racemized in one-pot
equilibrium dissociation-association reactions (equation
2), which eventually gives nearly 100% conversion to R-
acid enantiomer at an optical purity over 99%. Addition of
sodium sulfate in the reaction mixture enhances the pro-
ductivity sixfold by reversibly forming the benzaldehyde-
sulfite complex to promote racemization of S-mandelloni-
trile (equation 3) (12).

RS-C H CH (OH) CN r S-C H CH (OH) CN6 5 6 5

� R-C H CH (OH) COOH � NH (1)6 5 3

C H CH (OH) CN } C H CHO � HCN (2)6 5 6 5

C H CHO � Na SO6 5 2 3

� H O } C H CH (OH) SO Na � NaOH (3)2 6 5 3

Although R-specific nitrilase is found in a variety of bac-
teria, such as Pseudomonas sp., Alcaligenes sp., Acineto-
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Table 4. Properties of Nitrile Hydratase from N-774, B-23, and J-1

Rhodococcus sp N-774 Pseudomonas chlororaphis B-23 Rhodococcus rhodochrous J-1

Molecular weight 70,000 100,000 520,000
Subunit molecular weight �: 27,000 25,000 �: 26,000

b: 27,500 b: 29,000
Metal Fe Fe Co
Activation by light Positive Negative Negative
Tolerance for acrylamide High Very high Very high
Production of organic acid Very low Negligible Low
Optimum temperature [�C] 35 20
Heat stability Unstable Unstable Stable
Optimum pH 7.7 7.5
Stable pH 7.0 � 8.5 6.0 � 7.5 6.0 � 8.5
Enzyme formation Constitutive Inducible Inducible

Table 5. Reaction Performance in Commercial Production

Reaction conditions Reaction performance

pH 7.5 � 8.5 Conversion of AN 99.9 %
N-774 Temperature 0 � 5 �C Selectivity of AA 99.9 %

AN concentration 1.5 � 2.0 % AA concentration at outlet of reactor 20%
pH 7.5 � 8.5 Conversion of AN 99.97 %

B-23 Temperature 0 � 5 �C Selectivity of AA 99.98 %
AN concentration 1.5 � 2.0 % AA concentration at outlet of reactor 30 %
pH 6.5 � 8.0 Conversion of AN 99.97 %

J-1 Temperature 0 � 15 �C; Selectivity of AA 99.98 %
AN concentration 1.5 � 2.0 % AA concentration at outlet of reactor 50 %

Note: AN � acrylonitrile, AA � acrylamide.

bacter sp., Caseobacter sp., Nocardia sp., Brevibacterium
sp., Bacillus sp., Aureobacterium sp., and Rhodococcus sp.
(13), S-specific nitrilase has hardly been isolated.
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INTRODUCTION

As are microbial carbohydrates, microbial lipids are a di-
verse group of compounds with important biochemical
functions. The exploitation of microbial oil (triacylglycerol)

has been attempted since the 1980s. The term single cell
oil is used for unique oils produced by microorganisms
(1,2). It is probable that single cell oil could compete
against plant seed oils or fish oils. Some yeasts and molds
have long been known to accumulate very high levels of
triacylglycerols. A lipid content in excess of 40% (w/w) is
not exceptional, and values of 70% and even 80% have been
reported (3). The oil produced by these oleaginous species
not only has the same triacylglycerol structure as plant oils
but also shows a similar distribution of fatty acids at the
three positions: saturated fatty acids are almost totally ex-
cluded from the central (sn-2) carbon atom.

The fatty acyl groups themselves are the same as those
found in plant seed oils or, in the highly polyunsaturated
fatty acids, are the same as those found in fish oils or other
animal products. Many attempts have been made to pro-
duce useful fatty acids or oils containing them by microbial
processes. One example is the production of cocoa-butter-
equivalent oil by a yeast that abundantly produces stearic
acid (4,5). The most successful example occurs in the pro-
duction of oils containing polyunsaturated fatty acids
(PUFAs). Certain microorganisms may also produce pros-
taglandin precursors, or even prostaglandins themselves
from PUFAs, as well as cerebroside lipids and other un-
usual lipids that are not normally regarded as being of mi-
crobial origin (6). Here, microbial PUFA production is dis-
cussed mainly as a typical example of a single cell oil.

OUTLINE OF MICROBIAL PUFA PRODUCTION

PUFAs are fatty acids having more than one double bond.
Among these, 5(Z),8(Z),11(Z)-eicosatrienoic acid (20:3x9;
Mead acid), dihomo-c-linolenic acid (20:3x6; DGLA), ara-
chidonic acid (20:4x6; AA), and 5(Z),8(Z),11(Z),14(Z),
17(Z)-eicosapentaenoic acid (20:5x3; EPA) (see Fig. 1 for
structures and biosynthetic pathways) are of interest be-
cause they are precursors for prostaglandins, thrombox-
anes, leukotrienes, prostacyclins, and so on (7–9), all of
which have hormonelike activities. Possibly as a result of
the physiological activities of these compounds, PUFAs ex-
hibit several unique biological activities, such as lowering
of plasma cholesterol level and prevention of thrombosis.
The inclusion of EPA and 4(Z),7(Z),10(Z),13(Z),16(Z),
19(Z)-docosahexaenoic acid (22:6x3; DHA) as dietary sup-
plements has been recommended for the prevention of
heart diseases (10), and c-linolenic acid (18:3x6; GLA) has
been recommended for the relief of eczema (11). Accord-
ingly, PUFAs are highly important substances in the phar-
maceutical, medical, and nutritional fields. Because food
sources rich in these PUFAs are limited to a few seed oils
that contain GLA and fish oil, which contains EPA and
DHA, recent investigations have focused on microorgan-
isms as alternative sources of oils containing these PUFAs.

Microorganisms are potentially very promising lipid
sources because of their extremely high growth rates in
simple media and the simplicity of their manipulation.
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Figure 1. Proposed pathways for polyunsaturated fatty acid (PUFA) biosynthesis in Mortierella
alpina 1S-4. Open arrowheads show bypaths through which n-9 fatty acids and nonmethylene-
interrupted PUFAs are formed in Mut48 and Mut49, respectively. Dn, Dn desaturation; EL, elon-
gation.
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Table 1. Microbial Polyunsaturated Fatty Acids

Polyenoic acida Major source Typical source Content (%) in total FA

14:2 Green algae Chrorella pyrenoidosa trb

14:3 Green algae Chrorella sp. tr
15:2(7,10) Algae Euglena gracilis 1
15:4(4,7,10,13) Algae Euglena gracilis 1
16:2(5,9) Slime molds Dictyostelium sp. 10
16:2(7,10) Green algae Chrorella yulgaria 3
16:2(9,12) Diatoms Bidulphia sinensis 28
16:3(4,7,10) Green algae Scenedesmus sp. trb

16:3(6,9,12) Algae (diatoms, etc.) Prorocentrum sp. 12
16:3(7,10,13) Green algae, Euglena, etc. Chrorella pyrenoidosa 8
16:4(4,7,10,13) Green algae, Euglena, etc. Chrorella pyrenoidosa 3
16:4(6,9,12,15) Diatoms Bidulphia sinensis 9
17:2 Yeasts Candida tropicalis 5
17:2(5,9) Slime molds Dictyostelium sp. trb

18:2(5,9) Slime molds Dictyostelium sp. trb

18:2(5,11) Slime molds Dictyostelium sp. 41
18:2(9,12)LA Many microorganisms Agricus bisporus 86
18:3(6,9,12)GLA Filamentous fungi, green algae,

blue-green algae, red algae, ciliates, etc.
Mucor genevenis 32

18:3(9,12,15)ALA Yeasts, filamentous fungi, basidiomycetes,
green algae, brown algae, etc.

Chrorella sp. 41

18:4(6,9,12,15) Green algae, brown algae Scenedesmus sp. 36
19:2(9,12) Algae Euglena gracilis tr
19:2(11,14) Algae Euglena gracilis tr
19:4(5,8,11,14) Algae Euglena gracilis 6
20:2(11,14) Algae (Chrysophyceae, Euglena) Achanthamoeba sp. 7
20:3(8,11,14)DGLA Algae (Chrysophyceae, Xanthophyceae,

red algae, Euglena, flagellates, etc.)
Ocheromonas sp. 5

20:3(11,14,17) Algae (flagellates, etc.) Leishmania sp. 2
20:4(5,8,11,14)AA Filamentous fungi, many algae, protozoa Conidiobolus sp. 41
20:4(8,11,14,17) Algae (Crytomphyceae, brown algae,

flagellates, Euglena)
Cryptomonas ovata 6

20:5(5,8,11,14,17)EPA Filamentous fungi, marine bacteria, algae Monodus sp. 31
22:4(7,10,13,16) Algae (Crytomphyceae), ciliates Cryptomonas ovata 2
22:5(4,7,10,13,16) Algae (Haptophyceae), ciliates Critthidia sp. 14
22:5(7,10,13,16,19) Algae (Dinophyceae, Chrysophyceae) Amiphidinium sp. 25
22:6(4,7,10,13,16,19)DHA Algae (Dinophyceae, Haaptomphyceae) Exuviella sp. 16

aAll fatty acids are cis-form. Numbers in parentheses indicate double-bond position.
btr, trace.

Furthermore, microbial PUFA-containing oils are usually
characterized by the absence of other PUFAs, making pu-
rification of individual fatty acids from microorganisms an
easier task than it is from other sources. A variety of
PUFAs have been detected in microorganisms including
bacteria, fungi, algae, mosses, and protozoa (Table 1). Er-
win and Bloch (12) suggested that lower classes of organ-
isms including microorganisms can be classified into sev-
eral groups based on their ability to produce PUFAs. Shaw
(13) pointed out that some fungi belonging to the Mucor-
ales can accumulate relatively large amounts of GLA in
their mycelia. Based on these early observations, several
groups have been screening for microorganisms capable of
accumulating lipids containing PUFAs so as to obtain more
suitable sources for large-scale preparation of important
nutritional components.

Suzuki (14,15) found several potent producers of GLA
through extensive screening of filamentous fungi. They re-
ported that a strain of Mortierella isabellina accumulates
about 3 g/L of GLA when grown in a medium containing

glucose as the major carbon source. Based on this finding,
commercial production of GLA with a Mortierella fungus
recently commenced in Japan.

Shimizu et al. (16,17) found that several Mortierella
fungi are potent producers for triacylglycerol containing
AA, DGLA, or EPA. A soil isolate strain, Mortierella alpina
1S-4, produced AA on cultivation in a medium containing
glucose and yeast extract. It also produced EPA when
grown at low temperature (20 �C) or when grown in a me-
dium supplemented with �-linolenic acid (18:3x3; ALA).
When grown in the presence of sesame seed oil, the same
fungus accumulated DGLA in place of AA because of spe-
cific inhibition of D5 desaturase by sesamin and related
lignan compounds present in the oil. Mutants that were
considered to be defective (or to have low activity) in D5,
D6, D12, D9, and x3 desaturase were derived from M. al-
pina 1S-4 (Fig. 2) (18,19). Mutant Mut44 and S14 had low
D5-desaturase activity and accumulated large amounts of
DGLA. Mutant Mut48 was completely defective in D12 de-
saturase and produced three n-9 PUFAs: 6(Z),9(Z)-



1842 OILS, MICROBIAL PRODUCTION

1S-4
[AA]

Mut44 (∆5)
[DGLA]

S14 (∆5)
[DGLA]

Mut48 (∆12)
[Mead acid]

T4 (∆9)
[Stearic acid]

226-9 (∆12, ∆5)
[20:2ω9]

M209-7 (∆12; elevated∆6)
[Mead acid]

Mut49 (∆6)
[LA]

K1 (∆5, ω3)
[DGLA or 20:4ω3]

Figure 2. Mutants derived from M. alpina 1S-4. Desaturases
missing are shown in parentheses; major fatty acids produced are
shown in square brackets.

octadecadienoic acid (18:2x9), 8(Z),11(Z)-eicosadienoic
acid (20:2x9), and Mead acid. Two nonmethylene-inter-
rupted PUFAs, that is, 5(Z),11(Z),14(Z)-eicosatrienoic acid
(20:3D5) and 5(Z),11(Z),14(Z),17(Z)-eicosatetraenoic acid
(20:4D5), and accumulation of linoleic acid (18:2x6; LA)
were found in the D6 desaturase-defective mutant Mut 49.
Two other mutants, T4 and K1, were considered to have
defects in D9 and x3 desaturase, respectively. T4 accu-
mulated a high level of stearic acid (18:0) and K1 did not
produce n-3 fatty acids, which were usually produced by
the parental strain at low temperature. Above all, M. al-
pina 1S-4 and its mutants are new and promising sources
of C20 PUFAs. In addition, because of intensive investiga-
tions done worldwide, all PUFAs listed in Table 2 can now
be obtained from a variety of microorganisms.

PRODUCTION OF C18 FATTY ACIDS

c-Linolenic Acid

Suzuki (14,15) reported that several Mortierella strains be-
longing to the subgenus Micromucor produce lipids,
mainly triacylglycerol rich in GLA, in their mycelia when
grown in a liquid medium containing glucose or sugar cane
molasses as the major carbon source. These strains grow
rapidly in a medium containing a high concentration of
glucose (200 g/L) under the conditions of 2 ppm dissolved
oxygen, pH 4.0, and 30 �C, yielding a mycelial mass of 40–
156 g/L. The lipid content of GLA was 18–41 mg/g dry
mycelia, corresponding to a GLA yield of 1.2–3.4 g/L. The
purified oil obtained from the mycelia contained myristic
acid (0.7%, by weight), palmitic acid (27.2), palmitoleic acid
(0.9), stearic acid (5.7), oleic acid (43.9), linoleic acid (12.0),
GLA (8.3), arachidic acid (0.6), eicocenoic acid (0.4), be-
henic acid (0.1), and erucic acid (0.2). The GLA content of
the oil was comparable to that of Oenothera biennis seed
oil. The low linoleic acid content of the oil may be advan-
tageous for obtaining a highly pure GLA preparation with
a high recovery. Recently, Mortierella ramanniana, Mucor
rouxii, and Mucor ambiguus were evaluated as to their
productivities of GLA. M. ambiguus immobilized in porous
support particles was shown to excrete lipids containing
GLA into the culture broth or onto the surface of the cell
wall in the presence of a nonionic surfactant.

Linoleic Acid

The mutant Mut49 derived from M. alpina 1S-4 was con-
sidered to be defective in D6 desaturase. This mutant ac-
cumulated high amounts of LA with low levels of GLA,
DGLA, and AA in its mycelia (20) (Table 3).

Stearic Acid

Mutant T4 derived from M. alpina 1S-4 is considered to be
defective in D9 desaturation (19). Its mycelial fatty acids
included 38% stearic acid (18:0), the level being only 5%
for the wild type (Table 3). When grown at 24–28 �C, its
mycelial lipids included a markedly high level (up to 50
mol% of total mycelial lipids) of free fatty acids, of which
about 90 mol% was stearic acid. However, the levels of free
fatty acids were markedly decreased with a concomitant
increase in the triacylglycerol level when the mutant was
grown at 20 �C or lower. When mutant T4 was grown in a
culture medium supplemented with LA or linseed oil that
included about 60% ALA, decreased levels of free fatty acid
and increased levels of triacylglycerol were also found, sug-
gesting that PUFA is needed for the synthesis of triacyl-
glycerol in this mutant.

PRODUCTION OF C20 FATTY ACIDS

Arachidonic Acid

Shimizu et al. have assayed the C20 PUFA productivity of
a wide variety of microorganisms (16,17). Most C20 PUFA
producers were found to be filamentous fungi belonging to
the orders Mucorales and Entomophthorales. Mainly they
produce C20 PUFAs of the n-6 family (i.e., AA and DGLA)
together with C18 PUFAs of the same family (i.e., GLA).
Most of the PUFA-producing isolates from natural sources
were found to belong to the genus Mortierella. The genus
Mortierella is subdivided into two subgenera, Micromucor
and Mortierella. Interestingly, all the strains found as C20

PUFA producers belong to the subgenus Mortierella. Nei-
ther the stock cultures nor isolates belonging to the sub-
genus Micromucor showed any detectable accumulation of
C20 PUFA, although they were good producers of GLA (51).
As a result of this screening effort, a soil isolate was ob-
tained that was taxonomically identified as Mortierella al-
pina 1S-4, as a potent producer of AA (16,17). The fungus
effectively utilized not only glucose but glycerol, maltose,
palmitate, stearate, oleate, n-hexadecane, and n-octade-
cane as carbon sources for AA production (Fig. 3).

Using a 10-m3 fermentor, a mycelial mass of 20 kg/m3

of medium (dry wt) containing 60% lipid, and 40% of AA
in the total fatty acids, was produced by M. alpina 1S-4.
This fermentation involved intermittent feeding of glucose
and 7 days cultivation at 28 �C. The concentration of AA
in the harvested mycelia increased to nearly 70% when
allowed to stand at room temperature for a further 6 days.
The lipids containing AA could be recovered as a triacyl-
glycerol (80–90% recovery) from the mycelia using a seven-
step process: (1) separation of the mycelia by filtration,
(2) drying, (3) crushing by ball mill, (4) extraction of lipids
with n-hexane, (5) removal of insoluble materials by cen-
trifugation, (6) decolorization and deodorization with ac-
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Table 2. Sources of Polyunsaturated Fatty Acids (PUFAs) and Their Occurrence in Microorganisms

Representative sources from

Fatty acid Microorganisms Others

n-6 series

18:2x6 Mortierella alpina 1S-4 Mut49 (20) Soybean, sunflower,
GLA Mucor circinelloides (3), Mo. isabellina (14), Mo. ramanniana var. anglulispora (21) evening primrose,

Cunninghamella echinucalta (22), borage, black currant
Mu. mucedo (23), Cunninghamella elegans (24), Rhizopus arrhizus (25), Rhizopus spp. (26)
Thamnidium elegans (24)

DGLA Mo. alpina 1S-4 (27), Mo. alpina 1S-4 Mut44 (28), Mo. alpina 1S-4 S14 (29) Human milk, animal
Saprolegnia ferax (30) organs, mosses

AA Mo. alpina 1S-4 and other Mortierella subgenus (16,17) Algae (31), porcine
Entomophthora exitalis (32), Blastocladiella emersonii (30) liver, moss (33)
Conidiobulos nanodes

DPA(n-6) Schyzochytrium sp. (34)

n-3 series

ALA Most microorganisms Linseed, perilla
20:4x3 Mo. alpina 1S-4 S14 (35)
EPA Mortierella sp. (36), Pythium sp. (37), Shewanella putrefaciens (38), Mo. alpina 1S-4 Mut48 (39) Fishes, algae (41)

Phythium irregulare (40)
DHA Thraustochytrium aureum (42) Fishes, algae (43)

Schyzochytrium sp. (34)
DPA(n-3) Thraustochytrium aureum (32)

n-9 series

18:2x9 Mo. alpina 1S-4 Mut48 (44) Animal organs
20:2x9 Mo. alpina 1S-4 Mut48 (44) Animal organs

Mo. alpina 1S-4 M226-9 (unpublished observation)
Mead acid Mo. alpina 1S-4 Mut48 (44) Animal organs

Mo. alpina 1S-4 M209-7 (45)

Others

19:4x5 Mortierella sp. (46) Mullet
19:5x2 Saprolegnia sp. (47) Mullet
20:5x1 Mo. alpina 1S-4 (48) None
20:3D5 Mo. alpina 1S-4 Mut49 (18) Plant seeds (49)
20:4D5 Mo. alpina 1S-4 Mut49 (18) Plant seeds (50)

AA, arachidonic acid (20:4x6); ALA, �-linolenic acid (18:3x3); DGLA, dihomo-c-linolenic acid (20:3x6); DHA, 4(Z), 7(Z), 10(Z), 13(Z), 16(Z), 19(Z)-docosahex-
aenoic acid (22:6x3); DPA(n-3), 7(Z), 10(Z), 13(Z), 16(Z, 19(Z)-docosapentaenoic acid (22:5x3); DPA(n-6), 4(Z), 7(Z), 10(Z), 13(Z), 16(Z)-docosapentaenoic acid
(22:5x6); EPA, 5(Z), 8(Z), 11(Z), 14(Z), 17(Z)-eicosapentaenoic acid (20:5x3); GLA, c-linolenic acid (18:3x6); LA, linoleic acid (18:2x6); Mead acid, 5(Z), 8(Z),
11(Z)-eicosatrienoic acid (20:3x9); Mo., Mortierella; Mu., Mucor.

tive charcoal, and (7) concentration (Fig. 4). If necessary,
the AA in the purified oil could be isolated as the methyl
or ethyl ester after successive transesterification, liquid–
liquid partition chromatography, and high-performance
liquid chromatography.

Dihomo-c-Linolenic Acid

Most AA-producing fungi can accumulate small amounts
of DGLA when they are cultivated under the conditions
optimized for AA production (52). Because AA is derived
from DGLA through the n-6 route, all AA-producing fungi
potentially should produce large amounts of DGLA if one
can block its conversion to AA (D5 desaturation).

The first approach to blocking the D5 desaturation be-
gan with screening for D5-desaturase inhibitors. Among

various substances tested, sesame oil and peanut oil were
found to cause a marked decrease in AA content (27,53)
when added to the culture medium. On addition of 3% ses-
ame seed oil to a glucose–yeast extract medium, the pro-
duction of DGLA with M. alpina 1S-4 reached 1.7 g/L,
whereas the production of AA was only 0.7 g/L. The effec-
tive factors responsible for this phenomenon were isolated
from sesame seeds extracts or sesame oil and identified to
be lignan compounds, that is, (�)-sesamin, (�)-episesa-
min, (�)-sesaminol, and (�)-episesaminol (Fig. 5) (54).
The results obtained from experiments using either cell-
free extracts of M. alpina 1S-4 or a rat liver microsomal
fraction clearly demonstrated that these lignan com-
pounds specifically inhibited D5 desaturase at low concen-
trations.
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Table 3. Comparison of Fatty Acid Compositions of the Fatty Acid Desaturation-Defective Mutants
of Mortierella alpina 1S-4

Growth temperature (�C)

28 12

Fatty acid (wt%) 1S-4 Mut48 Mut49 Mut44 S14 T4 Mut49 Mut44 K1

16:0 11.1 9.9 12.7 10.8 16.9 8.2 5.8 10.4 10.7
Stearic acid 5.3 6.1 10.7 7.8 7.5 38.0 10.2 9.8 6.5
18:1x9 13.7 49.3 15.3 11.1 10.7 5.2 8.7 13.7 21.9
LA 7.4 —a 31.8 5.6 2.9 3.9 25.5 4.3 5.5
18:2x9 — 12.1 — — — — — — —
GLA/20:0b 4.6 0.7 1.7 9.6 6.7 11.9 2.3 10.0 11.6
ALA/20:1x9c 1.1 2.7 1.0 1.1 0.6 — 2.7 1.0 1.2
18:4x3 — — — — — — — 1.3 —
20:2x6 0.6 — 2.1 1.0 0.5 — 6.1 0.6 0.8
20:2x9 — 2.1 — — — — — — —
DGLA/22:0b 6.5 2.2 2.9 32.8 48.8 1.1 1.7 30.8 32.7
Mead acid — 9.3 — — — — — — —
20:3D5 — — 7.8 — — — 6.4 — —
AA/20:3x3c 44.4 — 6.8 11.7 0.9 31.7 22.7 7.1 8.1
20:4x3 — — — — — — — 6.4 —
20:4D5 — — — — — — 3.2 — —
24:0 5.2 5.6 7.8 8.5 4.2 — 3.3 1.5 1.0
EPA — — — — — — 1.5 3.1 —

Note: All strains were grown in medium of 2% (w/v) glucose and 1% (w/v) yeast extract (pH 6.0) at either 28 �C for 7 days (28 �C) or at 12 �C for 6 days after
preincubation for 1 day at 28 �C (12 �C), except that K1 was grown at 12 �C for 10 days after 1-day cultivation at 28 �C (12 �C).
AA, arachidonic acid (20:4x6); ALA, �-linolenic acid (18:3x3); DGLA, dihomo-c-linolenic acid (20:3x6); EPA, 5(Z), 8(Z), 11(Z), 14(Z), 17(Z)-eicosapentaenoic
acid (20:5x3); GLA, c-linolenic acid (18:3x6); LA, linoleic acid (18:2x6); Mead acid, 5(Z), 8(Z), 11(Z)-eicosatrienoic acid (20:3x9); stearic acid, 18:0.
a—, undetectable.
bBoth were found in all strains except for Mut48, in which GLA and DGLA were not detected. 20:0, arachidic acid; 22:0, behenic acid.
cALA and 11(Z), 14(Z), 17(Z)-eicosatrienoic acid (20:3x3) were found as an additional fatty acid on growth at 12 �C except for Mut48.

Figure 3. Photomicrographs of M. alpina 1S-4 colony grown on potato-dextrose agar (left) and oil
droplets accumulated in mycelia (right).
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Figure 4. Flowchart for the production of a fungal single cell oil with a high PUFA content.

At these concentrations, none of the D6, D9, and D12
desaturases were inhibited by these lignan compounds. Ki-
netic analysis showed that sesamin is a noncompetitive
inhibitor (Ki � 155 lM for rat liver D5 desaturase) (54).
(�)-Asarinin and (�)-epiasarinin, the stereoisomers of
(�)-episesamin and (�)-sesamin, respectively, which were
isolated from a Chinese crude medicine “Saishin” (Asiasari
radix), also showed specific noncompetitive inhibition ofD5
desaturase (55). Another desaturase inhibitor, curcumin,
was found in turmeric. Curcumin inhibited both D5 and D6
desaturase in vitro, but it was not as effective as sesamin
in stimulation of DGLA production (56,57). Recently, an
antioxidant, alkyl gallate (Fig. 5), and the Ca channel
blockers nicardipine and nifedipine (Fig. 5) were also
shown to inhibit both D5 and D6 desaturases (58). In a
study on optimization of the culture conditions for the pro-
duction of DGLA by M. alpina 1S-4, a medium containing
glucose, yeast extract, and the non-oil fraction of sesame
oil was found to be suitable. Under optimal conditions in
a 50-L fermentor, the fungus produced DGLA at 2.2 g/L
(107 mg/g dry mycelia) (Table 4). This value accounted for
23.1% of the total mycelial fatty acids.

The second approach to blocking the D5 desaturation
began with screening forD5-desaturase-defectivemutants.
Several mutants of this type, which is characterized by a
high DGLA level and a reduced AA level, were obtained,
and two (Mut44 and S14) of them were studied in detail
(28,29). The mycelial fatty acid composition of the two mu-
tants is compared in Table 3. The mutant S14 has a higher
DGLA level than Mut44; its AA level is about one-tenth

that in Mut44. On cultivation for 6 days at 28 �C in a 10-L
fermentor, Mut44 produced 3.2 g DGLA per liter of culture
broth (123 mg/g dry mycelia), which accounted for 23.4%
of the total mycelial fatty acids (28). The mycelial AA
amounted to only 19 mg/g dry mycelia (0.5 g/L culture
broth), which accounted for 3.7% of the total mycelial fatty
acids (Table 4). The level of AA in Mut44 could be further
decreased by growing the fungus in the presence of a mix-
ture of D5-desaturase inhibitors, sesamin and episesamin.
Using a culture medium supplemented with 0.075 g/L se-
samin mixture, the production of DGLA was 2.1 g/L cul-
ture broth (16.1% of total fatty acids) and the AA produc-
tion was 0.2 g/L (1.3%) (59). The DGLA production of S14
was 2.4 g/L culture broth (43.3% of total fatty acids) when
grown at 28 �C for 7 days in a 5-L jar fermentor (29). The
production of DGLA by using mutants was superior to the
aforementioned method of using inhibitors because it did
not require inhibitors and the concentration of DGLA in
the mycelial oil was higher (Table 4).

By using mutant K1 derived from strain Mut44, which
was considered to be defective in the conversion of n-6 to
n-3 fatty acids (x3 desaturation) (60), a DGLA-rich oil
without n-3 fatty acids was obtained (Table 3). The mutant
could not produce 8(Z),11(Z),14(Z), 17(Z)-eicosatetraenoic
acid (20:4x3) or any other n-3 fatty acids, of which about
10% was found in its parental strain on cultivation at 12
�C. The growth rate of the mutant was comparable to that
of the parental strain when grown at 28 �C, but it became
much slower when the mutant was grown at 12 �C, at
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Table 4. Comparison of DGLA Productivities and Mycelial Fatty Acid Profiles of Some Mortierella Strains under
Different Culture Conditions

Mycelial mass DGLA content DGLA yield Mycelial fatty acid composition (wt%)

Strain and conditions (g/L) (mg/g dry mycelia) (g/L) LA GLA DGLA AA

M. alpina 1S-4

�Sesame oil 20.3 107 2.2 6.6 4.1 23.1 11.2

Mutant Mut44

�Inhibitorsa 26.0 123 3.2 8.9 6.5 23.4 3.7
�inhibitorsa 28.4 74 2.1 10.0 6.8 16.1 1.3

Mutant S14

�inhibitorsa 17.1 140 2.4 4.4 5.8 43.3 1.5

AA, arachidonic acid (20:4x6); DGLA, dihomo-c-linolenic acid (20:3x6); GLA, c-linolenic acid (18:3x6); LA, linoleic acid (18:2x6).
aInhibitors, a mixture of sesamin and episesamin.

which point the lag phase for Mut44 was about 2 days but
5 days for the mutant.

Eicosapentaenoic Acid

Shimizu et al. (36,52) found that lowering the cultivation
temperature caused the additional accumulation of EPA
by all the AA producers tested. Most of these AA producers
grew well at low temperature (6–16 �C) and produced
enough mycelia in simple growth media. Experiments with
cell-free extracts of M. alpina 1S-4 demonstrated that the
enzyme that catalyzed the formation of EPA was produced
even when the fungus was grown at high temperature, but
that the reaction(s) yielding EPA did not take place at high
temperature (52). The D17 (or x3) desaturation of AA to
EPA was observed in Saprolegnia parasitica by Gellerman
and Schlenk (61). If this is also the case for Mortierella
fungi, an enzyme or enzyme system catalyzing the methyl
end-directed desaturation of AA (D17 (or x3) desaturation)
may be activated by cold treatment and the resultant EPA
may be necessary for maintaining the proper membrane
fluidity in a low-temperature environment. As shown in
Table 5, M. alpina 1S-4 produced EPA at levels of more
than 0.3 g/L at 12 �C.

It was further demonstrated that several AA-producing
Mortierella strains accumulated detectable amounts of
EPA in their mycelia when grown in media containing ALA
(62). This observation suggests that the conversion of ALA
to EPA through the n-3 route occurs in Mortierella fungi
as well as in animals. This conversion is independent of
the growth temperature, because EPA production takes
place even at 28 �C. The ability of the Mortierella fungi to
convert added ALA to EPA is very promising from a bio-
technological point of view because various kinds of easily
available natural oils contain ALA. The potential of such
natural oils as precursors of EPA was examined. Linseed
oil, in which ALA amounts to about 60% of the total fatty
acids, was found to be the most suitable for EPA produc-
tion. Under optimal culture conditions, M. alpina 1S-4 con-
verted 3.8% of the ALA in the added linseed oil into EPA,
and EPA production reached 0.99 g/L (41 mg/g dry myce-
lia). This value is 3.3-fold higher than that obtained under

low-temperature growth conditions (Table 5). Another ad-
vantage of this conversion is that it can be carried out un-
der normal growth temperature conditions (20–30 �C). Un-
der such conditions, the fungal growth is rapid and dense,
and the energy costs should be lower than those for low-
temperature cultivation.

EPA production was further stimulated when AA-
producing fungi were grown in a medium containing
linseed oil at low temperature. This phenomenon was sug-
gested to be mainly caused by the low temperature-
dependent production of EPA from AA formed through the
n-6 route, and the conversion of the 18:3x3 in the added
linseed oil to EPA through the n-3 route took place at the
same time (63). Stimulation of the n-3 route itself at low
temperature was also suggested to contribute to the in-
creased EPA production. The amount of EPA accumulated
reached 1.88 g/L (66.6 mg/g dry mycelia) on cultivation of
M. alpina 1S-4 with 3% linseed oil at 12 �C (Table 5).

By using the D12 desaturase-defective mutant Mut48
derived from M. alpina 1S-4, an EPA-rich oil with a low
level of AA was obtained. Like the wild-type strain, Mut48
converted exogenous ALA to EPA (39). On cultivation at
20 �C for 10 days in a 5-L fermentor containing medium
supplemented with linseed oil, the production of EPA was
about 1 g/L culture broth (64 mg/g dry mycelia), account-
ing for approximately 20% of the total mycelial fatty acids.
The mycelial AA content was 26 mg/g dry mycelia (0.4
g/L), accounting for 7.8% of the total mycelial fatty acids.
As shown in Table 5, the EPA concentrations were lower
than AA concentrations in the oils produced by all strains,
except for Mut48 in which the concentration of EPA was
2.5-fold that of AA because of the D12 desaturase defect.

Recently, Saprolegnia sp. 28YTF-1, isolated from a
freshwater sample, was shown to be a potent producer of
EPA. Accompanying production of AA and other n-6
PUFAs was markedly low in this organism (64).

8(Z),11(Z),14(Z),17(Z)-Eicosatetraenoic Acid

D5 Desaturase-defective mutants of M. alpina 1S-4
accumulate 8(Z),11(Z),14(Z),17(Z)-eicosatetraenoic acid
(20:4x3) when grown with linseed oil. One of the mutants,
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Table 5. Comparison of EPA Productivities and Mycelial Fatty Acid Profiles of Some Mortierella Strains under Different
Culture Conditions

Mycelial mass EPA content EPA yield Mycelial fatty acid composition (wt%)

Strain and conditions (g/L) (mg/g dry mycelia) (g/L) GLA ALA DGLA AA EPA Others

M. alpina 1S-4

12 �C 11.1 27.0 0.30 4.5 — 2.9 63.8 10.9 17.9
28 �C � linseed oil 24.1 41.0 0.99 1.4 29.3 1.5 13.8 9.2 44.8
12 �C � linseed oil 28.2 66.6 1.88 1.6 28.2 3.0 15.7 12.0 39.5

M. alpina 2O-17

12 �C 17.0 29.0 0.49 3.5 — 2.3 60.0 13.5 20.7
28 �C � linseed oil 32.4 41.5 1.35 0.9 38.5 1.4 12.3 7.1 39.8

M. hygrophila

12 �C 15.2 20.4 0.31 3.5 — 1.6 7.2 6.7 81.0

Mutant Mut48

20 �C � linseed oil 15.1 64.0 0.97 0.3 20.3 0.8 7.8 19.5 51.3

AA, arachidonic acid (20:4x6); ALA, �-linolenic acid (18:3x3); DGLA, dihomo-c-linolenic acid (20:3x6); EPA, 5(Z), 8(Z), 11(Z), 14(Z), 17(Z)-eicosapentaenoic
acid (20:5x3); GLA, c-linolenic acid (18:3x6).

M. alpina S-14, produced about 1.7 g/L (66 mg/g dry my-
celia; 11.6 wt% of total mycelial fatty acids) of this PUFA
per liter of culture medium (35).

Mead Acid

A D12 desaturase-defective mutant, Mut48, derived from
M. alpina 1S-4 is characterized by a high oleic acid
(18:1x9) level and the absence of n-6 PUFA in its mycelia.
In contrast to the wild type, this mutant produces three
n-9 PUFAs, that is, 6(Z),9(Z)-octadecadienoic acid
(18:2x9), 8(Z),11(Z)-eicosadienoic acid (20:2x9), and Mead
acid (44). Significantly high levels of these fatty acids were
produced on growth of the mutant at low temperature (12–
20 �C). On cultivation at 20 �C for 10 days in a 5-L fermen-
tor, the production of Mead acid reached approximately 0.8
g/L (56 mg/g dry mycelia), accounting for 15 wt% of the
total mycelial fatty acids. The other major fatty acids were
palmitic acid (6%), stearic acid (11%), oleic acid (45%),
18:2x9 (12%), and 20:2x9 (3%). About 70 mol% of Mead
acid was present in the triacylglycerol and the remainder
in the phospholipid fraction, especially in phosphatidyl-
choline. The formation of Mead acid could occur through
the same sequential reactions suggested by Fulco and
Mead (65), that is, desaturation 18:1x9 at the D6 position
into 18:2x9 followed by elongation and D5 desaturation to
Mead acid (see Fig. 1).

Recently, enhanced production of Mead acid was re-
ported by a mutant fungus, M. alpina M209-7, derived
from D12 desaturase-defective Mut48 strain. The produc-
tion of Mead acid by M209-7 strain was 1.3 times greater
than in Mut48, thought to result from its enhanced D6 de-
saturation activity, which was 1.4 times higher than that
of Mut48 (45).

8(Z),11(Z)-Eicosadienoic Acid

A mutant strain, M. alpina M226-9, was derived from the
D12 desaturase-defective mutant M. alpina Mut48. In the

M226-9 strain, D5 and D12 desaturases were completely
defective and the microorganism could produce large
amounts of 8(Z),11(Z)-eicosadienoic acid (20:2x9) (1.68
g/L; 101 mg/g dry mycelia). No detectable Mead acid oc-
curred in the resultant fungal oil. The major fatty acids
other than 20:2x9 (17.6%) were palmitic acid (6.1), stearic
acid (7.0), oleic acid (44.0), and 6(Z),9(Z)-octadecadienoic
acid (18:2x9, 17.6). Addition of olive oil, in which oleic acid
is abundantly present, to the growth medium enhanced
the production of this unique fatty acid (S. Shimizu, un-
published observation, 1998).

Nonmethylene-Interrupted C20 PUFAs

The occurrence in plants of two nonmethylene-interrupted
PUFAs, that is, 5(Z),11(Z),14(Z)-eicosatrienoic acid
(20:3D5) and 5(Z),11(Z),14(Z),17(Z)-eicosatetraenoic acid
(20:4D5), has been reported (40,41). Microorganisms could
be a good source of nonmethylene-interrupted PUFAs.
These nonmethylene-interrupted PUFAs were found in the
D6 desaturase-defective mutant Mut49 (18). The amount
of 20:3D5 was greatest (27 mg/g dry mycelia) on growth at
20 �C, and it accounted for about 7% of the total mycelial
fatty acids. 20:4D5 was detected only when the mutant was
grown at a temperature lower than 24 �C or in a culture
medium supplemented with either ALA or 20:3x3. 20:3D5
is believed to be derived from LA by two subsequent re-
actions without D6 desaturation, that is, elongation and
D5 desaturation (see Fig. 1).

PRODUCTION OF C22 FATTY ACIDS

Docosahexanoic Acid

Nakahara et al. (66) have reported that a thraustochytrid
isolated from the marine environment grew well in con-
ventional seawater medium and accumulated DHA intra-
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Figure 6. Novel PUFAs produced by M. alpina 1S-4 and related
filamentous fungi.

cellularly. The microorganism was thought to be a strain
belonging to Thraustochytrium/Shizochytrium, because
heterkont zoospores were observed in the early stage of
growth in its life cycle. A dry cell weight of 40 g/L, lipid
content of 2 g/L, and DHA content of about 35% were ob-
tained in a stirred tank fermentor at 28 �C when grown in
a medium that contained 90 g glucose, 10 g polypeptone,
and 10 g corn steep liquor in 1 L diluted artificial seawater
(one-half concentration of seawater) in 14 days. The lipids
extracted were composed mostly of triacylglycerol (53.5%
of total lipids). The main fatty acids in the total lipids were
16:0 (44.6%), DHA (34.0%), and 22:5 (8.5%); the EPA con-
tent was only 0.4%. The organisms may be an excellent
source of DHA.

PRODUCTION OF NOVEL PUFAS

Odd-Numbered PUFAs

The occurrence of straight-chain odd-numbered PUFAs in
the lipids of ruminants, fish, and several animals has been
reported. Shimizu et al. found that Mortierella and several
related filamentous fungi convert n-alkanes or fatty acids
of 15 or 17 carbon atoms to unusual C19 PUFAs efficiently
(Fig. 6) (46,47,67).

n-1 Fatty Acid

Mortierella alpina 1S-4 accumulates a novel
5(Z),8(Z),11(Z),-14(Z),19-eicosapentaenoic acid (20:5x1)
together with additional n-1 fatty acids, such as 15-
hexadecenoic acid, 17-octadecenoic acid, and 8(Z),11(Z),
14(Z),19-eicosatetraenoic acid (20:4x1) on growth with 1-
hexadecene or 1-octadecene (Fig. 6) (48). Based on the hy-
pothesis that a terminal double bond has no effect on
PUFA biosynthesis, it is suggested that the 20:5x1 is
formed through the n-6 route. The x methyl group, which
is opposite the double bond end, may be first oxidized to a
carboxyl group, and the resultant n-1 fatty acid may be
introduced to the n-6 route.

PRODUCTION OF COCOA-BUTTER-EQUIVALENT YEAST
OIL

Cocoa butter, the essential ingredient of chocolate, owes its
unique physical properties to the fatty acyl groups on the
three available positions of the glycerol moiety, these being
palmitoyl, oleoyl, and stearoyl residues, respectively. Thus,

an ideal oil substitute, or cocoa butter equivalent, should
consist of two-thirds saturated fatty acid (palmitate and
stearic acid) and one-third monounsaturated acid (oleic
acid; 18:1x9). When sterculic acid, a known inhibitor of the
D9 desaturase, was added to growing yeast cultures, stea-
ric acid accumulated to greater than 40% (w/w) of the total
fatty acid in the yeast oil. The resulting oil was good for a
cocoa butter equivalent (68). Based on this result, a num-
ber of oleic acid–requiring yeasts that had a functionally
inactive D9 desaturase were screened and found to produce
considerable amounts of stearic acid good for a cocoa butter
equivalent (4). Decreasing the O2 supply to culture of the
yeasts could also increase the stearic acid content of the
cell (69). As a result, the large-scale development of a yeast
cocoa butter equivalent was established (5).

CLOSING REMARKS

Filamentous fungi of the genus Mortierella are good pro-
ducers of several useful single cell oils, especially those
containing PUFAs such as AA, DGLA, and EPA. Further-
more, mutants of these fungi have expanded abilities for
producing new oils and PUFAs or increased productivities
for existing ones. A soil isolate, M. alpina 1S-4, and its
mutants are useful not only as producers of some useful
fatty acids and PUFAs such as AA, DGLA, and Mead acid,
but they also provide useful information on PUFA biosyn-
thesis. The enzymes, that is, desaturases and elongase,
that are involved in the PUFA biosynthesis in this fungus
seem to have a wide substrate specificity. For example, D5
desaturase can act on odd-numbered fatty acids (i.e.,
19:3x5), PUFA with an x-terminal double bond (i.e.,
20:4x1), n-3 PUFA (i.e., 20:4x3), n-6 PUFA (i.e., DGLA),
n-9 PUFA (i.e., 20:2x9), and PUFAs with no C-8 double
bond (i.e., 11(Z),14(Z)-eicosadienoic acid and 11(Z),14(Z),
17(Z)-eicosatrienoic acid). However, the first double bond
needs to be inserted at the C-9 position. These mutants
may also be used as tools for cloning the desaturase genes
that may be introduced into other organisms to produce
either transgenic plants or animals that have more desir-
able fatty acid compositions.

Of longer-term interest is the prospect of using micro-
organisms to produce the end products of PUFA metabo-
lism found in animals, the prostaglandins, leukotrienes,
and thromboxanes, which are extraordinarily expensive to
produce by chemical synthetic routes. Some microorgan-
isms appear to have the ability to carry out a cascade of
reactions, similar to those found in animals, leading to the
formation of hydroxy-PUFAs and perhaps even to the pros-
taglandins (70). This concept would be a logical extension
of the work already accomplished in the production of the
PUFAs. The ability of microorganisms to catalyze the for-
mation of products not found in plants, or that are difficult
to extract from animals, is also promising. Microorganisms
may be a source of these materials, and perhaps also some
unusual lipids, ranging from the cerebrosides found in
yeasts (6) to the ether lipids of archaebacteria, which ap-
proximate the platelet-activating factor found in ani-
mals (6).
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NATURALLY OCCURRING OPINES

Opines are unusual compounds found in crown gall tumor
tissues in plants induced by an infection of Agrobacterium
tumefaciens (1–6), and in muscle tissue of marine inver-
tebrates (2,3,7–8). They can be categorized as secondary
amine dicarboxylic acids (octopine and nopaline families),
mannityl opines (agropine), and phosphorylated sugars
(agrocinopine). Synthesis of opines in infected plants oc-
curs when the infecting bacterium (i.e., A. tumefaciens)
transfers a tumor-inciting (Ti) plasmid to the plant, caus-
ing tumorigenesis (9). A gene present in this plasmid in-
duces opine synthesis in the plants, while a chromosomal
gene encodes for the utilization of the synthesized opine.
In the muscle of marine invertebrates, secondary amine
dicarboxylic acids are the biochemical equivalent of lactate
and represent the terminal products of the glycolytic path-
way (10) due to an absence of lactate dehydrogenase (LDH)
in their tissues.

SECONDARY AMINE DICARBOXYLIC ACIDS

Of the naturally occurring opines, secondary amine dicar-
boxylic acids (Fig. 1) are the most extensively studied.
These compounds may be regarded as two amino acids
linked via a common imino nitrogen, or as secondary
amines. One group can be categorized as an octopine fam-
ily (2,3,11), which has an N-substituted D-alanine moiety,
and the other, representing N-substituted D-glutamate de-
rivatives, is the nopaline family (2,3,12). The members of
the former family are formed by the reductive condensa-
tion reaction between pyruvate and the �-NH2 group of L-
arginine, L-lysine, L-ornithine, L-histidine, and L-methio-
nine, and the corresponding opines are named as octopine
(13,14), lysinopine (4,15), octopinic acid (14,16), histopine
(6), and methiopine (17), respectively. Octopine is also
found in marine invertebrates, together with structurally
related alanopine (18), strombine (19), b-alanopine (20),
and tauropine (21), which have L-alanine, glycine, b-
alanine, and taurine moieties, respectively. Opines of the
nopaline family are derived from the condensation be-
tween �-ketoglutarate and the �-NH2 group of L-arginine
and L-ornithine, to give the corresponding opines nopaline
(22) and nopalinic acid (23), respectively. Saccharopine,
N6-(1,3-L-dicarboxypropyl)-L-lysine, was isolated from
brewer’s yeast (24) and has the L,L-stereochemistry. In the
amino acid pool of Lactococcus lactis subsp. lactis (2,3),
Thompson et al. reported the existence of N5-(1-L-carboxy-
ethyl)-L-ornithine and N5-(1-L-carboxyethyl)-L-lysine, the
condensation products between alanine and the x-NH2

group of L-ornithine and L-lysine, respectively. Recently,
Fushiya et al. (25) isolated four new opines, valinopine,
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Figure 1. Naturally occurring secondary amine dicarboxylic acids.

epileucinopine, isoleucinopine, and phenylalanopine,
which were derived from �-ketoglutarate and L-valine, L-
leucine, L-isoleucine, and L-phenylalanine, respectively,
from a poisonous mushroom, Clitocybe acromelalga.

ENZYMES ACTING ON SECONDARY AMINE
DICARBOXYLIC ACIDS

Enzymes that can synthesize secondary amine dicarbox-
ylic acids by the reductive condensation of an �-keto acid
with the NH2-group of an amino acid have been isolated
from plants, marine invertebrates, and bacteria (2,3).
These enzymes are all NAD(P)H-dependent oxidoreduc-
tases and appear to be responsible for the biosynthesis of
opines.

Octopine dehydrogenase [N2-(1-D-carboxyethyl)-L-
arginine: NAD(P)� oxidoreductase, EC 1.5.1.1.1] has been
purified from crown gall (26), Pecten maximus, and other
marine invertebrates (27). The enzyme is a monomeric en-
zyme and has a molecular weight of 37,000–46,000. The
enzyme from crown gall catalyzes the NAD(P)H-dependent
condensation reaction between pyruvate and several
amino acids such as basic and short-chain neutral amino
acids (26), whereas that from Pecten maximus exhibits a
marked preference for pyruvate, L-arginine, and NADH.
The gene encoding the enzyme (ocs) has been cloned and
sequenced from A. tumefaciens (28,29).

Lysopine dehydrogenase [N2-(1-D-carboxyethyl)-L-
lysine: NADP� oxidoreductase, EC 1.5.1.16] has been pu-
rified from crown gall tumor tissues (30). The enzyme cat-
alyzes pyruvate-dependent synthesis of secondary amine
dicarboxylic acids of L-lysine, L-arginine, L-ornithine, L-
histidine, L-methionine, L-glutamine, and L-citrulline. The
enzyme is a monomeric enzyme with a molecular weight
of 35,000 and prefers NADP(H) to NAD(H) as the cofactor.
This makes it different from the analogous enzyme, octo-
pine dehydrogenase, which utilizes both NAD(H) and
NADP(H).

Nopaline dehydrogenase [N2-(1,3-D-dicarboxypropyl)-L-
arginine: NADP� oxidoreductase, EC 1.5.1.19] catalyzes
the �-ketoglutarate-dependent condensation reaction with
L-arginine and L-ornithine, producing nopaline and nopal-
inic acid (ornaline), respectively. The enzyme has been pu-
rified from tumor tissue of Nicotiania tabacum (31) and
sunflower crown gall (32). The enzyme is a tetrameric pro-
tein with a subunit molecular weight of 40,000 and re-
quires NADP(H) as a specific cofactor. L-Lysine and L-
histidine, good substrates for octopine and lysopine
dehydrogenases, do not act as substrates for the enzyme.
The nopaline dehydrogenase gene (nos) from A. tumefa-
ciens has been cloned and sequenced, and the enzyme was
expressed in Escherichia coli (33,34).

Alanopine dehydrogenase [meso-N-(1-carboxyethyl)-
alanine: NAD� oxidoreductase, EC 1.5.1.17] has been pu-
rified to homogeneity from adductor muscle of oyster (35)
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and partially from the lungworm (36) and the foot muscle
of the mussel (37). The monomeric enzyme with a molec-
ular weight of 38,500–46,000 requires NADH as a cofactor
and catalyzes the reversible condensation reaction be-
tween hydrophilic �-keto acids, such as pyruvate, glyox-
ylate, �-ketoglutarate, and hydroxypyruvate, and amino
acids, such as L-alanine, glycine, L-cysteine, L-serine, and
L-threonine.

Strombine dehydrogenase [N-(1-carboxymethyl)-D-
alanine: NAD� oxidoreductase, EC 1.5.1.22] has been pu-
rified from Mytilus edulis (37). The enzyme (Mr � 38,000)
catalyzes the NAD(H)-dependent reversible condensation
reaction between glycine and pyruvate. Although the en-
zyme and alanopine dehydrogenase exhibit similar sub-
strate specificities with respect to glycine and alanine, the
enzyme prefers glycine as its amino donor.

Tauropine dehydrogenase [N-(2-sulfonylethyl)-D-
alanine: NAD� oxidoreductase, EC 1.5.1.-] has been puri-
fied from Arabella iricolor (Polychaeta: Errantia) (38). The
monomeric enzyme (Mr � 43,500) catalyzes the NAD(H)-
dependent reversible condensation reaction between tau-
rine and hypotaurine, and hydrophilic �-keto acids, such
as pyruvate, oxalacetate, �-ketobutyrate, hydroxypyru-
vate, and glyoxylate.

These NAD(P)�-dependent dehydrogenases appear to
share a similar reaction mechanism with the NAD(P)�-
dependent amino acid dehydrogenases. It is peculiar that
the NAD(P)�-dependent secondary amino acid dehydro-
genases will form a D-configuration from �-keto acid in the
reductive amine-forming reaction because no NAD(P)�-
dependent amino acid dehydrogenase forms a D-amino
acid from the ketoanalog in the reductive amination reac-
tion, with NADP�-dependent meso-�, e-diaminopimelate
D-dehydrogenase as an exception (39).

Saccharopine dehydrogenase, isolated from yeasts and
fungi (2,3), catalyze the reversible oxidoreduction reaction
of N6-(1,3-L-dicarboxypropyl)-L-lysine, and the enzyme
gene from Yarrowia lipolytica has been cloned and se-
quenced (40). Thompson purified an NADPH-dependent
oxidoreductase responsible for the biosynthesis of both N5-
(L-1-carboxyethyl)-L-ornithine and N6-(L-1-carboxyethyl)-
L-lysine from Lactococcus lactis subsp. lactis (2,3). This
enzyme, N5-(L-1-carboxyethyl)-L-ornithine: NADP� oxido-
reductase (EC 1.5.1.24), is a tetramer composed of identi-
cal subunits (Mr � 35,000) and mediates the reductive con-
densation reaction between pyruvate and the x-NH2 group
of L-ornithine and L-lysine, but not an oxidation reaction
of the secondary amine dicarboxylic acids. Recently, the
gene encoding for the enzyme was cloned and sequenced,
and the enzyme was expressed in E. coli. (41). Both en-
zymes are different from the already-mentioned dehydro-
genases because opines synthesized by the enzymes arise
via alkylation of the x-NH2 group of amino acids, and the
stereochemistry of the newly formed asymmetric center is
of L-configuration.

OPINE DEHYDROGENASE FROM ARTHROBACTER SP.
STRAIN 1C

Asano et al. have purified phenylalanine dehydrogenases
in crystalline forms or to homogeneity and characterized

those from Sporosarcina ureae SCRC-R04 (42), Bacillus
sphaericus SCRC-R79a (42), and B. badius IAM 11059
(43). The pdh genes have been cloned into plasmids and
expressed in E. coli, and the pdh gene has been sequenced
(44,45). They have used phenylalanine dehydrogenase and
other amino acid dehydrogenases to synthesize optically
pure, natural and unnatural amino acids from their cor-
responding �-keto acids (46,47). Much attention has been
paid to a new amino acid dehydrogenase acting on second-
ary amine dicarboxylic acid. Comparison of the primary
structure of the dehydrogenase with that of the known
amino acid dehydrogenases would give a valuable infor-
mation on the structure and function of this class of en-
zymes. Furthermore, the reversible nature of the enzyme-
catalyzed reaction will make it possible to synthesize new
chiral opine derivatives, the chemical synthesis of which
is rather laborious.

Isolation of (1-D-Carboxyethyl)-L-Phenylalanine-Assimilating
Bacteria

Several opine degraders, such as A. tumefaciens, Pseudo-
monas sp., and Arthrobacter sp., were isolated from soil
and crown gall tumors (48,49). Degradation of opines (i.e.,
lysopine by A. tumefaciens) has been attributed by Jubier
(50) to a membrane-bound enzyme complex that is respon-
sible for the oxidation of lysopine, forming lysine and py-
ruvate.

In an attempt to utilize an NAD�-dependent dehydro-
genase for the stereospecific in vitro enzymatic synthesis
of a wide variety of opines, Asano et al. (51,52) attempted
to isolate several microorganisms that can grow on chem-
ically synthesized opines. They isolated the bacterial
strain YEO8, which utilizes N-(1-D-carboxy-2-phenyl-
ethyl)-D-phenylalanine as its carbon source from soil and
is identified as a glucose-nonfermenting Gram-negative
bacteria under CDC group IVc-2 (52). The cell-free extract
of the strain contained enzymes that catalyzed the oxida-
tion of the opine into phenylpyruvate and D-phenylalanine,
with DCPIP but not NAD(P) as its hydrogen acceptor. They
isolated a novel NAD�-dependent secondary amine dicar-
boxylic acid dehydrogenase producer, strain 1C, from soil
with N-(1-D,L-carboxyethyl)-L-phenylalanine as a sub-
strate (51). The taxonomical studies of the strain 1C indi-
cate that it belongs to the genus Arthrobacter because it is
nonmotile and never fermentative, occurs in rod-coccus
shape, its peptidoglycan contains lysine as the diamino
acid, and no mycelium formation is observed. Arthrobacter
strains in the type culture collections did not grow on a
medium containing N-(1-D-carboxyethyl)-L-phenylalanine
as the sole source of carbon.

Purification of Opine Dehydrogenase from Arthrobacter sp.
Strain 1C

The enzyme activity found in Arthrobacter sp. strain 1C
was inducible in the presence of N-(1-D,L-carboxyethyl)-L-
phenylalanine; only one tenth of total enzyme activity per
culture was obtained in the absence of the substrate. The
enzyme was purified about 57-fold, with a 36% yield from
the cell-free extract of the strain by a procedure involving
ammonium sulfate fractionation, and DEAE-Toyopearl,
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Table 2. Substrate Specificity of Opine Dehydrogenase in
the Reductive Secondary Amine–Forming Reaction with
Pyruvate as a Fixed Substrate

Amino donora
Relative activity

(%)b
Km

(mM�1)

L-Norvaline 100 2.17
L-�-Aminobutyric acid 83.7 20.0
L-Norleucine 72.5 3.72
b-Chloro-L-alanine 53.1 3.19
O-Acetyl-L-serine 35.8 5.94
L-Methionine 23.9 4.10
L-Isoleucine 22.3 6.20
L-Valine 21.9 3.00
L-Phenylalanine 21.7 8.70
L-Leucine 21.2 2.90
L-Alanine 16.0 5.10
O-Phospho-L-serine 15.8 8.69
D,L-�,c-Diaminopropionic acid 9.67 11.9
L-Phenylglycine 4.40 28.3
D,L-b-Aminobutyric acid 0.683 7.73
O-Phospho-L-threonine 0.640 9.01
L-Phenylalaninol 0.631 46.0

Note: Assayed with fixed concentrations of pyruvate and NADH at 10 and
0.1 mM, respectively.
aThe following compounds were inert as substrates: D-amino acids, c-amino-
b-hydroxybutyric acid, c-aminobutyric acid, e-aminohexanoic acid, L-
phenylalanine methylester, L-phenylglycine methylester, L-norvaline meth-
ylester, L-alanine methylester, L-phenylalanine amide, L-phenylglycine
amide, L-alanine amide, L-isoleucinol, L-valinol, L-alaninol, L-serinol, 1-
amino-2,3-propanediol, 1-amino-2-propanol, (2S,3S)-2-amino-1-phenyl-1,3-
propanediol, 3-amino-4-phenyl-4-butanol, ethanolamine, 2-amino-2-
methyl-1,3-propanediol, methylamine, ethylamine, isopropylamine,
butylamine, benzylamine, 3-aminopentane, 2-phenylethylamine, methoxy-
amine, benzyloxyamime dimethylamine, hydrazine, phenylhydrazine, and
hydroxylamine.
bThe enzyme activity for L-norvaline was taken as 100%.

Table 3. Substrate Specificity of Opine Dehydrogenase
in the Reductive Secondary Amine–Forming Reaction
with L-Methionine as a Fixed Substrate

Keto acida Relative activity (%)b Km (mM�1)

Pyruvate 100 3.0
Oxaloacetate 30 3.5
Glyoxylate 11 8.8
�-Ketobutyrate 11 28
Hydroxypyruvate 6.1 N.D.c

�-Ketocaproate 2.1 N.D.c

Note: Assayed with fixed concentrations of L-methionine and NADH at 10
and 0.1 mM, respectively.
a�-Keto-c-phenylbutyrate, glyoxal, �-ketoglutarate, phenylpyruvate, and
acetone were inert as a substrate.
bThe enzyme activity for pyruvate was taken as 100%.
cNot determined.

Table 1. Properties of Opine Dehydrogenase from
Arthrobacter sp. Strain 1C

Molecular weight
SDS 36,000
Gene sequencing 37,935

Molecular structure Dimer
Maximum absorption

wavelength 280 nm
Absorption coefficient e280 � 75.87 mM�1 cm�1

Specific activitya 140 U/mg
Optimum pH 8.0 (reduction) 10.0 (oxidation)
Optimum temperature 55 �C
pH stabilityb pH 5.0 � 9.5
Temperature stabilityc �50 �C
Km for NAD� 0.76 mM
Inhibitors Sulfuhydryl reagents

Heavy metals

aMeasured by an oxidation of 10 mM of N-(1-D-carboxyethyl)-L-phenylala-
nine at pH 9.5.
bThe enzyme activity was measured after incubation at various tempera-
tures and pH 8.0 for 10 min.
cThe enzyme activity was measured after incubation at 30 �C for 1 h with
buffers at various pHs.

butyl-Toyopearl, and Sephadex G-200 column chromatog-
raphies (53). The enzyme has a molecular weight of about
70,000 and consists of two identical subunits with an Mr

of 36,000. Typical properties of the enzyme are shown in
Table 1. The enzyme catalyzes a reversible oxidation–
reduction reaction of opine-type secondary amine dicar-
boxylic acids. The enzyme is unique because the only
similar microbial enzyme thus far reported (2,3) is N5-(L-
1-carboxyethyl)-L-ornithine: NADP� oxidoreductase from
L. lactis subsp. lactis, which catalyzes only the reductive
secondary amine forming reaction with NADPH, not the
oxidative degradation reaction. The velocity of opine de-
hydrogenase for the secondary amine–forming reaction is
about six times greater than that for the oxidative reac-
tion. In the oxidative deamination reaction, the enzyme is
active toward synthetic opines such as N-(1-D-
carboxyethyl)-L-methionine and N-(1-D-carboxyethyl)-L-
phenylalanine, and its Km values for them are 9.0 and 14
mM, respectively. On the other hand, the enzyme does not
act on naturally occurring opines, such as saccharopine,
D-octopine, and L-allooctopine, or stereoisomers of N-(1-D-
carboxyethyl)-L-phenylalanine, such as N-(1-L-carboxy-
ethyl)-L-phenylalanine, N-(1-L-carboxyethyl)-D-phenylala-
nine, and N-(1-D-carboxyethyl)-D-phenylalanine. In the
reaction that forms secondary amines using pyruvate as a
fixed amino acceptor, the enzyme is active toward short-
chain aliphatic L-amino acids and those substituted with
acyloxy, phosphonooxy, and halogen groups, as shown in
Table 2. Hydrophilic �-keto acids, such as pyruvate, oxa-
loacetate, glyoxylate, and �-ketobutyrate, are accepted as
amino acceptors (Table 3). Based on its results of substrate
specificity, the enzyme is tentatively named N-(1-D-car-
boxyethyl)-L-norvaline: NAD� oxidoreductase (L-norva-
line-forming: EC 1.5.1.-, opine dehydrogenase [ODH]).
Other substrates for the enzyme are 3-aminobutyric acid
and L-phenylalaninol.

The NADP�-dependent D-lysopine dehydrogenase
(31,32) and D-nopaline dehydrogenase (30) catalyze a re-

versible oxidation–reduction reaction similar to the reac-
tion catalyzed by ODH. However, it is a monomeric protein
and the substrate and coenzyme specificities are totally
different from those of ODH. In the reductive secondary
amine–forming reactions with NADPH and NADH (20%
the velocity with NADPH) as cofactors, the enzyme does
not accept L-phenylalanine, L-alanine, and L-isoleucine,
and so on, which are good substrates for ODH.
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Figure 2. Photomicrograph of crystalline opine dehydrogenase.

Cloning, Nucleotide Sequencing, and Expression of Opine
Dehydrogenase

The gene coding for ODH was cloned into plasmid p-
Bluescript KS(�), and the nucleotide sequence of the
1,077-bp open reading frame consisting of 359 codons was
identified as the odh gene coding for the enzyme (54).
About 6.6-fold total activity per liter of culture was de-
tected with a feeding of 1 mM IPTG, as compared with the
wild-type strain Arthrobacter sp. 1C (51). The enzyme was
purified and crystallized from the cell-free extracts of the
recombinant strain (Fig. 2). The chemical and physical
properties of the purified enzyme showed a complete agree-
ment with those of the wild type.

The enzyme (359 amino acids) is similar to the sequence
of the 40-kDa protein (27.4% identity among 359 amino
acids) of the Ti plasmid of A. tumefaciens (55), D-lysopine
dehydrogenase (24.6% identity among 358 amino acids)
(28) and D-nopaline dehydrogenase (20.8% identity among
168 amino acids) (34) of A. tumefaciens, D-nopaline dehy-
drogenase (21.8% identity among 371 amino acids) of A.
vitis (56), and phenylalanine dehydrogenases of B. sphaer-
icus (21.8% identity among 78 amino acids) (44) and of B.
badius (25.6% identity among 60 amino acids) (45). There
is no apparent homology between ODH and saccharopine
dehydrogenase (21) or N5-(L-1-carboxyethyl)-L-ornithine:
NADP� oxidoreductase (41). The common similarities be-
tween the 40-kDa protein, D-lysopine dehydrogenase, and
the N-terminal region of ODH and the phenylalanine de-
hydrogenase (PheDH) are in the glycine-rich nucleotide-
binding domain G-X-G-X-X-(G or A), connecting the b-
strand with the �-helix in the region of adenine
dinucleotide phosphate (ADP)–binding b�b folds, which is
strongly conserved among NAD(P)�-dependent dehydro-
genases and FAD-containing oxidoreductases (57).

It can be suggested that 34D of ODH corresponds to 214D
of the NAD�-dependent B. sphaericus phenylalanine de-
hydrogenase, the position of which is considered to be im-
portant for the NADH binding discriminating NADPH
among NAD(P)�-dependent dehydrogenases (57). The
equivalent positions with 34D of the enzyme in the 40-kDa
protein and D-lysopine dehydrogenase (which utilizes both
NADP� and NAD�) are neutral 30S and 32A, respectively,

which are found in NADP�-dependent dehydrogenases.
There is also a similarity among these enzymes in the
conserved 238D-X-X-241R residue, which is thought to be im-
portant for the proton-relay mechanism (3). The nucleo-
tide-binding domain, as can be seen in typical lactate de-
hydrogenases, is located at the N-terminal region of these
secondary amine dicarboxylic acid dehydrogenases,
whereas other amino acid dehydrogenases have one more
domain in the N-terminus important for accommodating
the amino acid substrate (58). Octopine and nopaline de-
hydrogenases show 26% amino acid identity (3), but no
similarity was seen with saccharopine dehydrogenase and
N5-(L-1-carboxyethyl)-L-ornithine: NADP� oxidoreduc-
tase. The former enzymes synthesize opines having D,L-
configuration and are linked via the �-NH2 group of amino
acids, but the latter ones produce opines with L,L-configu-
ration and are linked via the �- and e-NH2 group of amino
acids. These differences in substrate specificities reflect
the amino acid sequence similarity between these en-
zymes.

Although N5-(L-1-carboxyethyl)-L-ornithine: NADP�

oxidoreductase (41) has a similarity with lactate and ala-
nine dehydrogenases (59) at pyruvate-binding sites, in-
cluding active arginine (which is a catalytically relevant
residue), ODH might have a different binding site with py-
ruvate because the enzyme had no similarity with these
enzymes.

Stereoselective Synthesis of Opine-Type Secondary Amine
Carboxylic Acids by Opine Dehydrogenase

Opine-type secondary amine dicarboxylic acids are useful
chiral intermediates of angiotensin-converting enzyme
(ACE) inhibitors such as enalapril and lysinopril (60). They
have been chemically synthesized by reductive condensa-
tion reactions of �-keto acids or their esters and amino acid
derivatives (61,62) or SN2 reactions of optically active
2-halo- and 2-trifluoromethanesulfonyloxy esters with
amino acid derivatives (63,64). However, these methods
generally require protection of the functional groups, and
the stereoselectivity is not always high. Kato et al. (53)
constructed a new system for the synthesis of secondary
amine dicarboxylic acids by ODH coupled with NADH re-
generation by formate dehydrogenase (FDH) from Mor-
axella sp. C-1 (65), without protection of the substrates
(Fig. 3).

As shown in Table 4, several secondary amine dicarbox-
ylic acids have been synthesized from amino acids and
their analogues, such as L-methionine, L-isoleucine, L-
leucine, L-valine, L-phenylalanine, L-alanine, L-threonine,
and L-serine, and �-keto acids, such as glyoxylate, pyru-
vate, and 2-ketobutyrate, using ODH. A diastereo and en-
antiomerically pure secondary amine carboxylic acid from
(S)-phenylalaninol and pyruvate was also quantitatively
synthesized. The absolute configuration of the nascent
asymmetric center of the opines was of the D-stereochem-
istry with � 99.9% ee. This method seems to be the sim-
plest for stereoselectively synthesizing opines without pro-
tection of the substrates, because chemical processes
generally require five to eight steps.

On the other hand, one-pot synthesis of N-[1-D-
(carboxyl)ethyl]-L-phenylalanine from phenylpyruvate
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Figure 3. Synthesis of secondary amine dicarbox-
ylic acids from L-amino acids and �-keto acids by
opine dehydrogenase with regeneration of NADH by
formate dehydrogenase. ODH, opine dehydrogenase
from Arthrobacter sp. 1C; FDH, formate dehydroge-
nase from Moraxella sp. C-1.
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NADH NAD�
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Table 4. Synthesis of Opine-Type Secondary Amine Dicarboxylic Acids from l-Amino Acids and �-Keto Acids Using Opine
Dehydrogenase and Formate Dehydrogenase

�-Keto Acid

Glyoxylic acid Pyruvic acid 2-Ketobutyric acid

Yielda Yielda Purity Yielda Purity

Amino acid (%) (%) (% d.e.)b (% e.e.)a (%) (% d.e.)b (% e.e.)a

L-Methionine – 96 �99.9 �99.9 – – –
L-Isoleucine �99 �99 �99.9 �99.9 97 �99.9 �99.9
L-Leucine �99 �99 �99.9 �99.9 – – –
L-Valine �99 �99 �99.9 �99.9 �99 �99.9 �99.9
L-Phenylalanine – 95 �99.9 �99.9 – – –
L-Alanine – 98c �99.9 �99.9 – – –
L-Threonine – �99 �99.9 �99.9 – – –
L-Serine – 97 �99.9 �99.9 – – –

aDetermined by HPLC.
bDetermined by 400 MHz 1H- and 13C-NMR.
cThe obtained compound was in the meso-form.
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NADH NAD�

HCO2H

NH4
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H
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Figure 4. One-pot synthesis of N-(1-D-carboxyethyl)-L-phenylalanine from phenylpyruvate and
pyruvate by phenylalanine and opine dehydrogenases with NADH regeneration by formate dehy-
drogenase. PheDH, phenylalanine dehydrogenase from Bacillus sphaericus R79a; ODH, opine de-
hydrogenase from Arthrobacter sp. 1C; FDH, formate dehydrogenase from Moraxella sp. C-1.

and pyruvate by using ODH, FDH, and PheDH from B.
sphaericus (43,46) is also described, as shown in Figure 4.
This reaction can be carried out well because of the sub-
strate specificities of the enzymes thus used; ODH acts on
pyruvate but not on phenylpyruvate (51), whereas PheDH
acts on phenylpyruvate but not on pyruvate (43). The opine
compound was obtained in a yield of 87.5% with high
(�99.9%) enantio- and diastereomeric excess.

CONCLUSION

Both secondary amine dicarboxylic acid and amino acid
dehydrogenases use NAD(P)H, �-keto acids, and amino do-

nors as substrates and have a common consensus motif in
their primary structures. The structural and catalytic sim-
ilarities of these enzymes suggest that these genes have
evolved from a common progenitor. On the other hand, dif-
ferences have been found in the substrate specificities:
(1) secondary amine dicarboxylic acid dehydrogenases util-
ize the �- or e-amino group of amino acids, but amino acid
dehydrogenases use ammonia as amino donors; and (2) the
asymmetric center newly formed by secondary amine di-
carboxylic acid dehydrogenases is of D-stereochemistry, ex-
cept saccharopine dehydrogenase and N5-(L-1-carboxy-
ethyl)-L-ornithine: NADP� oxidoreductase, but that by
formed amino acid dehydrogenases is exclusively of L-
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stereochemistry. Among secondary amine dicarboxylic acid
dehydrogenases, some differences found in the substrate
specificity include octopine, lysopine, and nopaline dehy-
drogenases characteristically promoting reductive alkyla-
tion at the �-NH2 of basic amino acids; ODH, alanopine,
and strombine dehydrogenases acting on that of neutral
amino acids; and saccharopine dehydrogenase and N5-(L-
1-carboxyethyl)-L-ornithine: NADP� oxidoreductase ac-
commodating the e-NH2 of basic amino acids. Octopine,
lysopine, alanopine, and strombine dehydrogenases, N5-(L-
1-carboxyethyl)-L-ornithine: NADP� oxidoreductase, and
ODH accept pyruvate as an amino acceptor, whereas no-
paline and saccharopine dehydrogenases act on �-ketoglu-
tarate. A comparison of the structure of ODH with other
amino acid dehydrogenases would provide insight to the
catalytic, structural, and evolutionary relationships
among them. To determine the high-dimensional struc-
tural elucidation of ODH, X-ray crystallographic studies
are in progress (66,67) and should provide details of the
structure of the catalytic domains of ODH. The findings
might help in understanding the mechanism and evolu-
tionary relationship among the amino acid dehydroge-
nases.
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INTRODUCTION

Enzyme proteins are produced by living organisms as bio-
chemical catalysts. A typical feature of biocatalysts is the
ability to catalyze stereo- and regiospecific reactions under
mild conditions (e.g., neutral pH, normal temperature, and
pressure).

Increasingly, enzymes are used in organic synthesis, es-
pecially for optical resolution of racemic organic com-
pounds. This article provides an overview of some of the
newer optical resolution reactions that use enzymes and
microbial cells.

OPTICAL RESOLUTION WITH LIPASE-CATALYZED
TRANSESTERIFICATION

Transesterifications catalyzed by lipases in organic solvent
are most widely applied for optical resolution of racemic
alcohols. Various kinds of racemic alcohols have been suc-
cessfully resolved by lipase-catalyzed enantioselective
transesterification reactions (1,2). Ward reported several
examples of optical resolution accompanying the epimeri-
zation or racemization of starting materials at high con-
version rates (3). Ward further introduced the enzyme-
catalyzed acylating reaction of a racemic cyanohydrin
under racemization of the residual enantiomer by a basic
anion with extremely high conversion rates (Scheme 1).

A method of kinetic resolution of cis-1-diethylphos-
phomethyl-2-hydroxymethyl cyclohexane 1 by lipase has
been developed (Scheme 2 and Table 1). The transesteri-
fication of (�)-1 with vinyl acetate in the presence of lipase
AK without solvent resulted in (�)-1 with 99% ee and 41%
yield and the corresponding acetate with 93% ee and 35%
yield (the E value as reported by Sih was 152) (4).
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Scheme 1. Lipase-catalyzed asymmetric acylation of racemic cy-
anohydrin.
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Scheme 3. meso-Mediated preparation of optically pure four-
carbon triols with transesterification by lipase PS.

Table 1. Transesterification of (�)-1 Catalyzed Lipases

Condition Alcohol (�)1 Acetyl-(�)1

Lipase mg/100 mg of 1 solv. time (h) Yield (%) ee (%) Yield (%) ee (%) E value

PS (200) THF 15 38 60 55 36 3.7
PS (100) THF 15 60 62 35 97 62
PS (100) t-BuOMe 12 38 14 25 14 1.3
PS (50) None 52 42 98 54 64 20
AK (50) None 6.5 41 �99 35 93 152

Note: All reactions were carried out at 37 �C. PS � Pseudomonas cepacia, Amano; AK � Pseudomonas fluoresence, Amano.

P(O)(OEt)2HO

(�)� 1

P(O)(OEt)2HO

(±)� 1

P(O)(OEt)2AcO

Acetylated (�)� 1
Scheme 2. Transesterification of phosphono alcohol 1 cata-
lyzed lipases.

Enantioselective synthesis of both enantiomers of 1-
arylethanols with a condensed aromatic ring has been
achieved through acetylation of the racemic alcohols with
vinyl acetate in the presence of lipase from Pseudomonas
aeruginosa (Toyobo, LIP). The lipase catalyzed the reaction
of (�)-(3-phenanthrenyl)ethanol with vinyl acetate at high
enantioselectivity (99% ee and conversion; 49% of (�)-
substrate). The remaining alcohol had a high optical purity
(94% ee). The E value was 100 as determined by Sih’s
method (5).

Yamada et al. (6) reported an expedient route to opti-
cally pure four-carbon diols and triols using a meso-
symmetric four-carbon precursor and lipase-mediated ki-
netic resolution as a key step in the transesterification

reaction with vinyl acetate in an organic solvent
(Scheme 3).

Tanaka et al. (7) reported a facilitated route to optically
pure 3-endo-hydroxy dicyclopentadiene via lipase-medi-
ated kinetic resolution in a transesterification reaction
with vinyl acetate in an organic solvent (Scheme 4).

Chromobacterium viscosum lipase (CVL) catalyzes se-
lectively the acylation of the C-5 hydroxyl of the three ste-
reoisomeric vitamin D A-ring precursors 1a, 2a, and 2b
(Fig. 1). It stereoselectively acylated the hydroxyl group at
the carbon of the 3-position of the fourth stereoisomer, 1b,



1860 OPTICAL RESOLUTION, BIOCATALYSIS

Tol. �78 °C

DIBAL

Lipase PS

AcO

O
yield�91%

HO

yield�50%, �99% ee
HO

HO

yield�49%, �99% ee

OAC

Scheme 4. Preparation route to optically pure 3-endo-hydroxy-
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Figure 1. Structure of precursors of vitamin D A-ring.

Scheme 5. Enzymatic resolution of trans-flavanon-3-ol by li-
pase.
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with vinyl acetate under the same conditions in organic
solvent (95% isolated yield, 90% ee) (8).

Izumi et al. (9) reported that trans-2,3-dihydro-
3-hydroxy-2-phenyl-4H-1-benzopyran-4-one (trans-flava-
non-3-ol) was resolved to acetate of (2S,3S)-(�)-trans-
flavanon-3-ol with 96% ee and (2R,3R)-(�)-trans-
flavanon-3-ol by an enzymatic transesterification with
vinyl acetate in the presence of P. capacia lipase
(Scheme 5).

Lundth et al. (10) proposed that enzyme-catalyzed
transesterification of racemic alcohol with vinyl acetate by
lipase from P. fluorescens (PFL) was a reversible process,
although it is commonly referred to as irreversible. When
racemic b-methyl-(2-thiophene)propanol 1 was resolved
via a transesterification reaction catalyzed by lipase from

PFL using an excess vinyl acetate in chloroform, the en-
antioselectivity was a high E�200 (conversion, 39%), as
calculated from enantioexcess (ee) of (S)-ester, (S)-1Ac.
However, based on the ee of the remaining (R)-alcohol (R)-
1, assuming irreversibility, and when measured at a con-
version rate of 57%, the value E�37 was obtained. Simi-
larly, when the 5-(1-ethoxyethoxy)-3-pentyn-2-ol 2 was
resolved using immobilized lipase B from Candida antarc-
tica (Novozym SP435) under similar conditions, the (R)-
ester product (R)-2Ac was obtained at 22% conversion with
E�140, compared with 65% conversion and E�15 for the
remaining alcohol (S)-2. These results were interpreted as
the consequence of a reversible process occurring in tran-
sesterifications of this type, which were referred as irre-
versible (Schemes 6 and 7).

In the total synthesis of endo-brevicomin 1, a phero-
mone of bark beetles such as Dendrocutonus frontalis and
Dryocoetes aoutograghus, Kim et al. (11) examined anti-
trityloxy-3,4-diol 2 as a substrate with lipase PS (LPS)
from P. capacia in transesterification. They found that it
was optically resolved by LPS with high enantioselectivity,
thus allowing preparation of each enantiomer in optically
pure form (�98% ee). The synthesis of optically pure (�)-
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endo-brevicomin 1 was achieved from the resolved (�)-2
by transesterification with vinyl acetate using LPS
(Scheme 8).

Yamane (12) reported the total synthesis of optically
pure (�)-Mitsugashiwa lactone by lipase-catalyzed trans-
esterification under the presence of vinyl acetate in organic
solvents (Scheme 9).

OPTICAL RESOLUTION WITH LIPASE-CATALYZING
HYDROLYSIS

The stereoselective hydrolysis of 2-(3�-methylphen-
oxy)propionyl and 2-(2,3-dimethylphenoxy)propionyl es-

ters by carboxy esterase NP was estimated under different
experimental conditions to verify whether their optical res-
olution could be performed using this procedure. The re-
action was performed on methyl, ethyl, isopropyl, isobutyl,
and benzyl esters of 2-(3-methylphenoxy)propionic and 2-
(2,3-dimethylphenoxy)propionic acids in aqueous media.
The best substrate for the biocatalytic resolution was the
S enantiomer for the monomethyl-substituted compounds
and the R enantiomer for the dimethyl derivative. The ex-
tent of 2-(3-methylphenoxy) propionic ester hydrolysis was
greater than the 2-(2,3-dimethyl phenoxy) propionic es-
ters. The hydrolysis of isobutyl and benzyl derivatives suf-
fered from poor enantioselectivity and long reaction time;
this may be attributable to steric hindrance (caused by the
acidic moiety) of the substrates’ interaction with the active
sites of the enzymes. Changes in pH, temperature, and
substrate/enzyme ratio were investigated.

Optimum conditions for these biocatalytic resolutions
were obtained when methyl 2-(3-methylphenoxy)-
propionate and isopropyl 2-(2,3-dimethyl phen-
oxy)propionate were hydrolyzed at pH 7.2, 23 �C, and sub-
strate/enzyme ratio 50. The scaling-up to preparative
amounts of the enzymatic hydrolysis of these compounds
succeeded in producing satisfactory quantities of the cor-
responding acids and residual esters with a good-enough
optical yield (13). An enzymatic method for preparation of
the enantiomers of chiral diols 1 and their monoacetate 2
with 100% enantiomeric purity was established using
lipase-catalyzed esterification and/or hydrolysis.

The (R)-enantiomers were more susceptible in both
acetylation of (�)-1 and hydrolysis of (�)-2 catalyzed by
lipase OF from Candida cylindracea (14) (Scheme 10).

Tan et al. (15) envisioned that thioesters of certain car-
boxylic acids having the chiral center at the �-carbon
might be susceptible to sufficiently acidic deprotonation,
resulting in racemization under conditions of enzymatic
resolution. Although thioesters have been used as sub-
strates in enzymatic resolution, their �-proton acidity has
apparently never been exploited for resolution coupled
with substrate racemization. To demonstrate that thioes-
ter could be used for racemization coupled with enzymatic
resolution, ethyl thioester of �-(phenylthio)propionate 1
was used (Scheme 11).

The corresponding (R)-acid 2 was subjected to diaste-
reoselective oxidation for conversion to sulfoxide in the
synthesis of a chiral vinyl sulfoxide. Because of the insol-
ubility in water of 1 and most other substrates of interest,
it was decided to use a lipase as catalyst in a biphasic sys-
tem (water and water-immiscible organic solvent) while in-
ducing racemization of the substrate in the organic phase.

A novel enzymatic process for the optical resolution of
racemic pantolactone through the stereospecific hydrolysis
of D-pantolactone by lactonohydrolase of Fusarium oxy-
sporum was reported (16). F. oxysporum cells were found
to catalyze the stereoselective hydrolysis of the D-enantio-
mer of racemic pantolactone. With 135g/L of DL-pantolac-
tone as the substrate, 41% of the substrate was hydrolyzed
to produce pantoic acid with optical purity of 90% enantio-
mer excess (for D-pantoic acid) (Scheme 12).

Bommarius et al. (17) reported the synthesis of enan-
tiometrically pure tert-leucine, which was prepared using
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Scheme 8. Total synthesis of (�)-endo-brevicomin via transes-
terification reaction by lipase PS.
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various methods using penicillin-G acylase, hydantoinase,
and dehydrogenase.

Owing to its bulky, inflexible, and hydrophobic tert-
butyl side chain, the use of tert-leucine has increased in
templates and catalysts in asymmetric synthesis as well
as in medicinal peptide compounds. (S)-tert-Leucine, avail-
able through a large-scale enzymatic reductive amination
process, has been incorporated into a variety of anti-AIDS
and anticancer compounds.

Optically pure inden-1-ol 1 has potential utility as a key
starting material for the preparation of HIV-1 protease in-
hibitors such as L-735,524 and L-754,394. Synthesis of op-
tically active inden-1-ol 1, however, has been little studied,
and only one enantiotopical preparation has been reported
so far. Takahashi et al. (18) first examined the kinetic acet-
ylation of racemic inden-1-ol, (�)-1 with vinyl acetate in
organic solvent in the presence of a lipase. However, no
practically satisfactory conditions could be established, al-
though partial optical resolution was observed using lipase
PS-on-Celite (Pseudomonas sp., Amano) (22% ee). They
next examined the kinetic deacetylation of racemic 1-
acetoxyinden (�)-2 in a phosphate buffer-acetone solution
in the presence of lipases. Of the enzymes tested, lipase
PS (Pseudomonas sp., Amano) gave the best result. From

10 mg/mmol of the racemic acetate (�)-2, 94% ee of (R)-
inden-1-ol (R)-1 was obtained in 46% yield with recovery
of optically pure (S)-1-acetoxyinden (S)-2 in 45% yield after
48 h (Scheme 13).

Ibuprofen is a nonsteroidal anti-inflammatory drug
with annual sales of about $100 million (U.S.) in 1994.
Sales are expected to reach $600 million by the year 2000.
The physiological performance of the S form of ibuprofen
is 28-fold higher than that of the R form. The price of the
S form is three times that of its racemic mixture. There-
fore, pharmaceutical companies have devoted much effort
to developing production of the S form. Ibuprofen can be
optically resolved by chemical and enzymatic methods and
asymmetric synthesis. Many enzymatic resolutions are re-
ported with lipase-catalyzed hydrolysis or transesterifica-
tions. Tai et al. (19) reported that enzymatic hydrolysis of
ibuprofen esters produced 99% optically pure (S)-(�)-
ibuprofen by immobilized lipase MY entrapped in chito-
san-N-(3-dimethyl aminopropyl)-N�-ethylcarbodiimide-
glutaraldehyde.

Sulfoxides are valuable chiral auxiliaries as precursors
because they carry out carbon–carbon bond formation. As
a route to enantiomerically pure sulfoxides, Serreqi et al.
(20) examined hydrolase-catalyzed kinetic resolution by
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Scheme 9. Total synthesis of Mitsugashiwa-
lactone via lipase catalyzing transesterifica-
tion with vinyl acetate.

hydrolysis of a pendant acetoxy group. Screening of hydro-
lases for enantioselective hydrolysis of the acetate in 2-
(methylsulfinyl) phenyl acetate (1) identified cholesterol
esterase (CE) as the most enantioselective enzyme. The
enantiomeric ratio, E, ranged from 10 to 25, favoring the
(R)-configuration at sulfur. Competing chemical hydrolysis
of 1 caused a large range in measured E values. A small-
scale resolution of (�)-1 yielded (S)-1 with 99% ee (11%
yield) after recrystallization. Changing the methyl sub-
stituent to phenyl or n-butyl did not significantly change
enantioselectivity (E�10 and 15, respectively), but chang-
ing it to a chloromethyl substituent did lower enantiose-
lectivity slightly (E�5). Changing the phenyl acetate to a
naphthyl acetate (2-(phenylsufinyl) acetate versus 1-
(phenylsulfinyl)-2-naphthyl acetate) increased the enan-
tioselectivity from 10 to 19 (E value). In all cases, CE fa-
vored the (R)-sulfoxide. To aid the design of new
resolutions with CE, Serreqi et al. proposed an empirical
rule that accounts for the observed enantiopreference of
CE toward these five compounds of sulfoxides and 15 com-
pounds of other chiral aryl acetates. This empirical rule
uses both the size of the substituents and their conforma-
tional preferences to predict which enantiomer reacts fas-
ter (Fig. 2).

(�)-1-(2-Thienyl)propyl acetate (�)-1 was optically re-
solved by P. capacia lipase (PCL)–catalyzed hydrolysis to
afford (S)-(�)-1-(2-thienyl)propyl acetate (S)-1 with �99%
ee (21). (S)-(�)-1-(2-Thienyl)propyl acetate (S)-1 thus ob-
tained was transformed to (S)-(�)-3-octanol (S)-4, the
alarm pheromone of ants, Crematoster castanea and C.
liengmei (Scheme 14).

4-Aryl-1,4-dihydropyridines are novel and potent cal-
cium antagonists; their derivatives have been widely in-
vestigated from pharmacological points of view, and some
of them have already been used therapeutically as anti-
hypertensive drugs. These agents are known to exhibit
their vasodilative activities through affinity with voltage-
dependent calcium channels. Different substituents in
their compounds lead to chiral derivatives possessing an
asymmetric carbon at the 4-position, and the enantiomers
have been reported to show different biological activities.

Ebiike et al. (22) synthesized a homochiral 4-aryl-1,4-
dihydropyridine-5-phosphate (NZ105) from racemic ma-
terials. Enantioselective hydrolysis by lipase AH (Pseudo-
monas sp.) catalyst proceeded smoothly with use of
propionyloxymethyl (PROM) ester derivative in organic
solvents. They succeeded in converting an optically active
carboxylic acid into an optically active calcium antagonist
medicine (Scheme 15).

The hydrolysis of methyl D,L-3,3-difluorophenyl alanate
1a and methyl D,L-3,3-difluoro-2-aminobutanoate 1b and
their N-acetyl derivatives 2a and 2b by subtilisin (prote-
ase) has been studied (23). All derivatives examined were
enzymatically resolved to separable mixtures of the cor-
responding 3,3-difluoro-L-amino acids (3a and 3b) or N-
acetyl amino acids (5a and 5b) and the unchanged 3,3-
difluoro-D-amino acid (4a and 4b) or N-acetyl amino acid
(6a and 6b). Acidic hydrolysis of methyl 3,3-difluoro-D-
phenyl alanate (4a) or its N-acetyl derivative (6a) led to
3,3-difluoro-D-phenyl alanine (8a).

In the same manner, L- and D-2-amino-3,3-difluorobu-
tanoic acids (7b) and (8b) were prepared starting from (5b)
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Scheme 10. Enzymatic resolution of ster-
ically crowded diols.
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and (6b). With these methods, unchanged methyl 3-3-di-
fluoro-D-amino ester derivatives showed an ee of �90%,
and L-amino acids were estimated to have an ee of �95%
(Scheme 16).

Kinetic resolution of 2,2-disubstituted epoxides was ac-
complished with epoxide hydrolases from bacterial and

fungal origin by using lyophilized whole microbial cells
(24). In all cases investigated, biocatalytic hydrolysis was
shown to occur with retention of configuration at the ste-
reogenic center, leading to 1,2-diols and other results lead-
ing to epoxides. The selectivity of the reaction was depen-
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dent on the substrate structure and the strain used.
Specifically, in the case of 2,2-disubstituted oxyrane (2-
methyl-2-nonyl-1,2-oxyrane), (S)-(2-methyl)undecan-1,2-
diol was obtained by lyophilized Rhodococcus sp. with high
stereoselectivity (E �200) (Scheme 17).

Akita et al. (25) reported a highly stereoselective syn-
thesis of a versatile chiral synthon possessing two stereo-
genic centers (2S,3S)-1 (�99% ee) and successful synthesis
of Nikkomycin B. (Scheme 18).

OPTICAL RESOLUTION BY LIPASE-CATALYZING
ESTERIFICATION

The reaction for the resolution of (R,S)-ibuprofen was
scaled-up to yield gram quantities of (S)-ibuprofen, which
was accomplished through a two-stage enantioselective re-
action, each stage catalyzed by Novozym 435 (26). In the
first reaction, starting from 300 g of racemic ibuprofen,
88.9 g of enantio-enriched (S)-ibuprofen with 85% ee was
produced. In the subsequent reaction, 76 g of the 85% ee
materials were used to produce 38.4 g of (S)-ibuprofen with
97.5% ee (Scheme 19).

Synthesis of both enantiomers of fluorophoracantholide
1, (9S)-10-fluorodecan-9-olide (9S)-(�)-1 and (9S)-10-
fluorodecan-9-olide (9R)-(�)-1, has been achieved through
lipase-catalyzed enantioselective acetylation of methyl 10-
fluoro-9-hydroxy decanoate (2a) with acetic anhydride in
the presence of lipase amano PS (P. capacia) (27). The
higher homologue, methyl 11-fluoro-10-hydroxyundeca-
noate (2b), has also been optically resolved. These enzy-
matic resolutions by acetylation of x-fluorohydroxyalka-
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noic acid esters of long-chain fatty acids represent the first
lipase-catalyzed enantioselective esterification of b-
fluoroalcohol (Scheme 20).

Many adrenergic drugs are 2-amino-1-arylethanols pos-
sessing a stereogenic center with a secondary alcohol func-
tion. It is well known that the two enantiomers of a chiral
drug often display different biological activities. Conse-
quently, the enantiomeric purity of such compounds is very
important. The drugs of (R)-enantiomers of amino ethanol
and (S)-enantiomers of amino-2-propanol are generally as-
sociated with agonist or b-blocking activity because of their
structural similarity to natural catecholamines.

The enantiomers of 2-amino-1-(4-methoxy)phenyl-
ethanol were obtained at enantiomeric purity (99% ee) at

50% conversion by P. capacia lipase-catalyzed O-acylation
of the corresponding amino alcohol (28) (Scheme 21).

The kinetic lactonization of c-hydroxyesters by porcine
pancreatic lipase (PPL) has been demonstrated by Sugai
et al. (29). The reaction has been used in the synthesis of
Japanese beetle pheromone with 78% ee in 29% conver-
sion. Clearly, this chemistry has tremendous potential be-
cause of the importance of lactones in biologically active
compounds. However, it is restricted to very low yields if
high enantiomeric purity is desired.

Taylor et al. prepared the enantio-enriched c-hydroxy-
esters from corresponding c-ketoesters using Baker’s yeast
reduction (30). They attempted Baker’s yeast reduction of
1 and obtained the corresponding c-hydroxyesters 2 in a
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yield of 46% with 95% ee. This product 2 (predominantly
(S)-2) was obtained by treating with PPL with 99.7% ee in
61% conversion (Scheme 22).

Taylor et al. also reported the high optical purity prep-
aration of another two important lactones, key interme-
diates used in the synthesis of Japanese beetle pheromone
and anti-AIDS drugs, using a complementary, two-stage
enantioselective strategy. In this approach, an enzymatic
kinetic resolution is performed to enrich the faster-
reacting enantiomer in a starting material obtained by an
earlier enantioselective step. The results show that con-

versions, yields, and ee can be dramatically increased by
this complementary approach. The authors illustrate how
modestly enantio-selective techniques can be combined
with kinetic resolution procedures to yield optically pure
compounds. The utility of many modestly enantio-selective
techniques can be enhanced thereby.

OPTICAL RESOLUTION BY HYDANTOINASE-CATALYZING
HYDROLYSIS

Racemic amino acid hydantoins can be converted into D-
amino acids using a system consisting of a D-hydantoinase
and a carbamoylase. D-Citrulline can be obtained from cor-
responding racemic hydantoin with 92% ee in 79% yield
(31) (Scheme 23).

Agrobacterium tumefaciens strain 47C expresses an in-
ducible D-hydantoinase that catalyzes the formation of op-
tically pure N-carbamoyl D-amino acids from racemic hy-
dantoin precursors. The D-hydantoinase was shown to be
active and stable at higher temperature and higher pH
values, thus affording favorable bioreaction conditions
that result in racemization of DL-hydantoins to D-isomer.
The optimal performance (reaction kinetics) was demon-
strated at pH 10 and 70 �C. The enzyme exhibited a dis-
tinctive substrate specificity and was not activated further
by any metal ions. A. tumefaciens hidantoinase was most
active on 5,6-dihydro uracil and DL-5-methyl hydantoin
but only slightly active on DL-benzyl hydantoin (32).

Kim and Kim (33) reported that D-hydantoinase and N-
carbamoylase of the bacterium Agrobacterium sp I-671
were partially purified to about 90% purity on sodium do-
decyl sulfate–polyacrylamide gel electrophoresis and that
biochemical properties of the enzymes were characterized.
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Scheme 18. A total synthesis of Nikko-
mycin B based on enzymatic resolution of
a primary alcohol.
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The N-carbamoylase was found to be severely inhibited by
ammonium ions coproduced with D-p-hydroxyphenylgly-
cine (D-HPG). The conversion yield of D-HPG significantly
increased on addition of specific adsorbents for ammonium
ions. To determine the ratio of D-hydantoinase to N-
carbamoylase, which best minimizes the accumulation of
intermediate (N-carbamoyl-D-HPG) in the direct enzy-
matic production of D-HPG, a sequential reaction was nu-
merically simulated. Simulation results coincided well
with experimental data, and the optimal ratio of D-hydan-
toinase to N-carbamoylase was found to be about 1:3 by
weight.

OPTICAL RESOLUTION BY OXIDOREDUCTASE-
CATALYZING OXIDATION AND REDUCTION

Lipase-catalyzed kinetic resolution of secondary alcohols
via hydrolysis, esterification, and transesterification has
been widely used to obtain optical active compounds as
described in this article.

Fantin et al. (34) succeeded in achieving the kinetic res-
olution of heteroaryl ethanols via oxidation both with
baker’s yeast and Bacillus stearothermophilus. These or-
ganisms were also used in the kinetic resolution of bicyclic
octenol and heptenol with excellent results (35). Although
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P. capacia lipase

(PrCO)2O
H

Scheme 21. Synthesis of optically pure
precursor of adrenergic drugs by lipase-
catalyzed acylation.

hydrolytic enzymes such as lipases and hydrolases are
known to retain their activity in organic solvents, dehy-
drogenase and oxidoreductase are different because their
catalytic reactions require the assistance of a stoichiomet-
ric amount of coenzymes, which has to be reproduced in
order to elaborate the substrates catalytically in the cells.
However, the organic solvents often cause serious damage
on the hydrophobic cell membranes of the microbe, result-
ing in a leakage of the contents of the cell. To avoid this

problem, the organic solvents were used with immobilized
microorganisms because immobilization enhances their
stability against denaturation by organic solvents.

Fantin et al. (36) reported that racemic 6-endo-
bicyclo[3.2.0]hept-2-en-6-ol 1 was oxidized and kinetically
resolved in heptane to give (1S,5R)-bicycloheptenone 3 in
49% conversion with 100% ee. Parallel experiments in wa-
ter and with immobilized cells in heptane gave lower yields
(41%) but equally high enantiomeric excess (99 to 100%
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Scheme 22. The kinetic lactonization of r-hydroxyesters by por-
cine pancreatic lipase. O
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Scheme 23. D-Citrulline preparation by hydantoinase.
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yield�82.6% 78.3% ee
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7 days cultivation
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R

Scheme 25. Reduction of acetophenone derivatives with Rizopus
arrhizus.
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yield�37%, 98% ee

OH
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Scheme 24. Oxidation with Bacillus stearothermophilus in hep-
tane.

ee). Similar results were obtained in the oxidation of the
racemic 2-endo-bicyclo[3.3.0]oct-7-en-2-ol 2, but the reac-
tion rate was higher. In fact, after only 4 h in heptane,
(1S,5S)-bicyclo-octenone 4 was obtained in 48% yield and
with 98% ee. In water, the yield was lower (37%). Oxidation
with B. stearothermophilus in heptane is the first example
of a reaction with bacteria carried out in organic solvents,
and it is as efficient as water. The advantages of this meth-
odology are that the procedure is simpler because the fil-
tration of the cells and concentration of the solvents afford
the crude reaction mixture. On the other hand, oxidation
with the immobilized cells is very promising for use on a
preparative scale (Scheme 24).

The fungus Rhizopus arrhizus has been used for reduc-
tion of acetophenone and its o-, m-, and p-methoxy deriv-
atives 1a to 1d to the corresponding (S)-(�)-alcohols (37).
To optimize the reaction time for microbial cell-catalyzed

reduction, experiments were carried out with 1a for differ-
ent periods of time. Fermentation for 7 days was found to
yield the best results. The 1-phenylalkanones 1a to 1d
were therefore incubated with R. arrhizus in modified Cze-
pak Dox medium for 7 days. At the end of fermentation,
the transformation products 2a–d were isolated and char-
acterized. All these alcohols were found to have negative
specific rotations (Scheme 25).

The (1R,2S)- and (1S,2R)-2-methyl-2,3-epoxy-1-phen-
ylpropanols were prepared from �-methylcinnamyl chlo-
ride by use of baker’s yeast and lipase PS. Takeshita et al.
(38) reported the synthesis of (1R,2S)-2-methyl-2,3-epoxy-
1-phenylpropanol 3a and (1S,2R)-2-methyl-2,3-epoxy-1-
phenylpropanol 3b starting from �-methylcinnamyl chlo-
ride 1 by use of baker’s yeast and lipase PS (Pseudomonas
sp., Amano). At first, when �-methylcinnamyl chloride 1
was fermented with baker’s yeast for 36 h at 28 �C, rear-
rangement occurred to give 2-methyl-1-phenylallyl alcohol
2 in 68% yield. Two pairs of racemic epoxy alcohols, (3a,
3b) and (3c, 3d) (2:1), were separated by silica gel column
chromatography (total yield 73%) after epoxidation of 2
with m-chloroperbenzoic acid. Enzymatic treatment of ep-
oxy alcohols (3a, 3b) with vinyl acetate in t-butyl methyl
ether in the presence of lipase PS for 17 h or 24 h at 30 �C
gave the optically active acetate 4 and alcohol 3b in chem-
ical yields of 31 and 46%, respectively. However, the same
reaction for racemic epoxy alcohols (3c, 3d) was very slug-
gish (under the above conditions, esterification proceeded
only in 27% chemical yield in 3 weeks, and the optical yield
was very low, 56% ee) (Scheme 26).

Fantin et al. (39) reported a new method for preparing
optically pure secondary alcohols by combining microbial
oxidation and reduction. The chiral secondary alcohols
were obtained by microbial or enzymatic reductions of the



OPTICAL RESOLUTION, BIOCATALYSIS 1871
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Scheme 26. Enzymatic synthesis of (1R,2S)- and (1S,2R)-2-methyl-2,3-epoxy-1-phenylpropanols
with baker’s yeast and lipase PS.

corresponding ketones followed by kinetic resolution of the
racemic alcohols via esterification or hydrolysis of the cor-
responding ester with lipases. Various ketones were re-
duced using baker’s yeast or purified alcohol dehydroge-
nases. The reaction with baker’s yeast yielded almost
exclusively the (S)-alcohol, whereas the enzyme produced
the hydride either from the si-side (i.e., Lactobacillus kefir
alcohol dehydrogenase) or the re-side (i.e., Thermoanaero-
bium brockii alcohol dehydrogenase) of the ketone to give
(R)- or (S)-alcohols, respectively. For most cases, the ste-
reochemical course of the reaction, which mainly depended
on the steric requirements of the substrate, could be pre-
dicted from the simple model that is generally referred to
as Prelog’s rule. A majority of the dehydrogenases used for

the stereospecific reduction of ketones and a majority of
microorganisms follow Prelog’s rule, giving (S)-alcohols.
However, the enzymatic resolution of racemic alcohols with
lipases, in which a high enantioselectivity is exhibited,
stops at the 50% conversion stage. The authors (39) suc-
ceeded in establishing an alternative method for kinetic
resolution of secondary alcohols via oxidation with baker’s
yeast and B. stearothermophilus, affording (R)-enantiomer
in high enantiomeric excess. Moreover, they also reported
an anti-Prelog behavior (formation of the (R)-alcohol) in
microbial reductions of various carbonyl compounds with
Yarrowa lipolytica strains, a new yeast species. They de-
scribed a new approach to the high-yield synthesis of ho-
mochiral secondary (R)-alcohols starting from the corre-



1872 OPTICAL RESOLUTION, BIOCATALYSIS

Bacillus
stearothermophilus

Yarrowia lipolytica

P-buff. pH 7.2
�

2aOH OHO

(R)-1a

(R)-1a(R,S)-1a

(R,S)-1b

(R,S)-1c

yield�91%, 100% ee

OH

Bacillus
stearothermophilus

Yarrowia lipolytica

P-buff. pH 7.2
�

2bOH OHO

(R)-1b

(R)-1b

yield�91%, 100% ee

OH

Bacillus
stearothermophilus

Yarrowia lipolytica

P-buff. pH 7.2
2c OHO

(R)-1c

(R)-1a

yield�80%, 85% ee

OH

OH

Scheme 27. Optical resolution of the racemic alcohols by a combination of microorganism-
catalyzed oxydation and reduction.

sponding racemates. The approach consisted of (1) kinetic
resolution via oxidation with B. stearothermophilus and
(2) reduction of the obtained oxidation mixture with Yar-
rowia lipolytica (Scheme 27).

The asymmetric microbial degradation of (S)-(�)-
mandelic acid was investigated in order to develop a prac-
tical process for (R)-(�)-mandelic acid production from ra-
cemic mandelic acid, which is commercially produced on a
large scale at low cost using chemical synthesis. Among
the 790 culture strains tested, microorganisms belonging
to the Brevibacterium, Pseudomonas, Rhodococcus, Rho-
dotorula, Rhodosporidium, Sporobolomyces, and Gibberela
genera exhibited high (S)-(�)-mandelic acid–degradingac-
tivity. P. polycolor IFO 3918 was determined to be the best
strain and used as a biocatalyst for eliminating the (S)-
(�)-isomer (40). The maximum rate of (S)-(�)-isomer deg-
radation was obtained at 30 �C and pH 7.0. Under these
optimal conditions, the (S)-(�)-isomer in a racemic man-
delic acid 45 g/L mixture was completely degraded within
24 h, with 20 g of (R)-(�)-mandelic acid per liter remaining
in the reaction mixture. Crystalline (R)-(�)-mandelic acid
with a chemical purity greater than 99% and optical purity
with 99.9% ee was obtained in 35% yield by acidification
of the reaction mixture, extraction with ethyl acetate, and
subsequent concentration.

CONCLUSION

Optical resolution by enzymes and microorganisms facili-
tates enantio-selective synthesis of the bioactive chiral
compounds and precursors of natural compounds. Combi-
nation of organic synthesis with biotransformation should
afford efficient optical-selective and regioselective prepa-
ration processes for bioactive natural products such as an-
tibiotics, hormones, pheromones, natural fragrances, and
various kinds of natural drugs.
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INTRODUCTION

Many industries such as chemicals, pharmaceuticals, and
food require a means of monitoring their production pro-
cesses. For example, during fermentation, pH, oxygen, car-
bon dioxide, amino acids, and product concentrations are
only a handful of the many parameters that should be
monitored to maximize the utilization of reactants and
maximize product formation. Most significantly, the lack
of suitable sensors in the biotechnology industry is the ma-
jor obstacle to improve yields through real-time process
control. Similarly, monitoring a multitude of analytes dur-
ing the experimental research and development phase,
such as in shaker flasks or microtiter plates, would signifi-
cantly enhance the ability of biochemical engineers to op-
timize a process. This article presents the development
and application of fiberoptic chemical sensors for biopro-
cess monitoring.

BIOPROCESS MONITORING

Important Analytes in Bioprocesses

The most common industrial biochemical process is batch
aerobic fermentation. Most fermentation processes require
control of physical, chemical, biochemical, and biomass pa-
rameters. Physical variables such as temperature, pres-
sure, agitation speed, and feed rates are presently mea-
sured on-line with conventional sensors that are generally
well-developed and reliable. The common chemical mea-
surements of interest in all fermentation broths, from
brewing beer to the most modern biotechnological process,
include pH, dissolved oxygen, dissolved carbon dioxide,
and redox potential. Oxygen and carbon dioxide are also
monitored in the reactor vent gases using either infrared
or mass spectroscopic analyzers. Next in importance are
the biochemical components in the medium essential for
harvest decisions, reaction optimization, and model build-
ing. These species include those of general interest in all
bioreactions, such as glucose, lactate, ammonia, and phos-
phate, and those of specific interest, such as tetracycline,
penicillin, amino acids, and ethanol. Presently these vari-

ables are analyzed off-line by removing filtered samples
using sterile sampling techniques.

Requirements of Analytical Measurement Systems
for Bioprocess Monitoring (1)

Chemical sensors for monitoring can be divided into four
broad categories: electrochemical, optical, mass, and ther-
mal. Bioengineers are perhaps most familiar with electro-
chemical sensors in the guise of pH electrodes. These sen-
sors have been used for decades in the fermentation
industry and have many of the attributes of an ideal sen-
sor. They can be sterilized-in-place; they maintain calibra-
tion (to a reasonable degree) during the fermentation pro-
cess; they are robust and can be used multiple times; and
they can be interfaced to a controller that automatically
adjusts the pH. The pH electrode is almost an ideal sensor
from the bioengineer’s perspective. Because the sensor is
in direct contact with the fermentation broth, it avoids the
need to acquire samples, which limits the number of sam-
ples that can be measured per unit time, and avoids errors
introduced by separating, preparing, handling, transport-
ing, and storing the samples. In addition, there is no time
delay in the feedback control loop. The time-delay problem
is particularly significant when intervention or corrective
action is required to adjust the parameter being measured
to a desired level.

By contrast, chemical sensor technology allows a device
to dwell in the sampling environment. By responding rap-
idly and continuously to concentration changes, sensors
can generate a vast amount of data. Microprocessors can
store and evaluate as much data as the sensors can pro-
duce. Sensors avoid all the problems associated with sam-
ple acquisition and handling and allow for timely interven-
tion to make appropriate adjustments.

PRINCIPLES OF CHEMICAL SENSORS AND THEIR
APPLICATION TO BIOPROCESS MONITORING

In this section, a brief overview of chemical sensors, their
construction, and types are given. The reader is referred
to other texts (2,3) that treat the subject of chemical sensor
technology in greater depth, including design, mathemat-
ical treatments, examples, and limitations.

Definition of a Chemical Sensor

A chemical sensor (4) is a device that incorporates a sens-
ing reagent integrated with a signal transducer to afford
a system that can measure a target analyte(s) (Fig. 1). The
interaction of the target analyte with the sensing reagents
generates a signal (electrochemical, thermal, optical) pro-
portional to the concentration of the analyte in the bulk
medium. Binding can occur by molecular recognition, such
as host–guest, antibody–antigen, or protein-ligand bind-
ing, or can involve chemical reactions such as acid–base,
redox, or ion exchange.

An ideal chemical sensor must possess certain charac-
teristics for it to be a useful analytical tool in bioprocess
monitoring (5). First, the sensor must be specific to the
target analyte. This specificity depends on the immobilized
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Figure 1. Components of a chemical sensor.

reagents. Biologically derived materials such as enzymes,
receptor proteins, and antibodies are extremely valuable
in this regard because nature has generated many analyte
specific compounds. Second, the signal changes on inter-
action with the target analyte must be large and be sen-
sitive in the concentration range of interest. If the latter is
not possible, then sample pretreatment is required, which
leads to uncertainty in the final measurement. Third, the
sensor must have a response time consistent with timely
intervention. For bioprocesses, response times on the order
of a few seconds are sufficient. Finally, the sensor must be
stable for the duration of the fermentation process; recal-
ibration is difficult when the sensor is being used on-line
or in situ.

Other important factors must be considered for appli-
cation to bioprocess monitoring, such as the ability of the
sensors to withstand autoclaving in situ and to avoid losing
sensitivity or calibration during the process. In situ cali-
bration is difficult and seldom practiced.

Types of Chemical Sensors

The interaction of the target analyte with the sensing layer
produces a signal when it is interrogated by a suitable
transducer. The transducer is usually one of four types:
electrochemical, mass, thermal, or optical.

Electrochemical Sensors (6). Many chemical interactions
at the sensing layer involve ionic equilibrium or electron
transfer. These interactions can be interrogated using an
electrochemical transducer such as a metal electrode.
There are three main types of electrochemical sensors:
potentiometric (symmetric), potentiometric (asymmetric),
and amperometric.

Symmetric potentiometric sensors are commonly
known as ion-selective electrodes (ISEs) (7) and typically
consist of two electrolytes separated by a selective mem-
brane. The potential difference between the internal ref-
erence solution and the bulk sample solution is measured
with respect to a reference electrode (e.g., Ag/AgCl or sat-
urated calomel electrode).

The classical example of an ISE is the pH electrode.
First reported by Cremer (8), it is the best developed sensor
and has been commercially available since the 1920s. Sym-
metric potentiometric devices are also available for many
other single and divalent cations (e.g., Na�, , Ca2�).�NH4

The pH electrode has been used to prepare CO2 sensors
and other potentiometric biosensors.

Asymmetric potentiometric sensors are different from
ISEs in that they do not contain an internal electrolyte
solution. In these devices, sometimes referred to as solid-
state devices, the sensing membrane is in contact with only
one electrolyte (9). This approach has led to the develop-
ment of ion-selective field effect transistors (ISFETs) (10)
and consists of an ion-selective membrane in contact with
semiconductor surfaces. The stability of these devices has
been limited and matches that of ISEs. Potentiometric sen-
sors are equilibrium devices, and the output is governed
by the Nernst equation. The potential is proportional to
the log of the activity of the target analyte (11).

In amperometric devices (12), the current at an elec-
trode is measured at a fixed electrode potential. The cur-
rent generated is proportional to the concentration of the
target analyte. The first report of this type of sensor was
the Clark oxygen electrode (13). In this device, a layer of
buffer solution is trapped on the surface of a platinum elec-
trode by a gas permeable membrane, typically PTFE or
silicone rubber. The electrode is polarized to �750 mV ver-
sus Ag/AgCl reference electrode. At this potential, any ox-
ygen arriving at the electrode surface is reduced; thus, the
magnitude of the resulting current is directly proportional
to the external oxygen concentration when mass transport
through the membrane is rate limiting.

Mass Sensors (14). The interaction of a target analyte
with a sensing layer results in an overall increase in mass
at the sensing site. Microbalances can be used to prepare
chemical sensors based on the mass increases. Piezoelec-
tric materials (e.g., quartz) are ideal for use in preparing
microbalances or piezoelectric sensors. In these devices,
the piezoelectric material is used to create and conduct
acoustic waves. The crystals are configured into resonant
structures that transmit acoustic signals in a frequency-
dependent manner. A change in mass of the material on
the piezoelectric crystal will cause the resonant frequency
to change, which is proportional to the concentration of the
analyte. A detailed mathematical treatment of the princi-
ples of this work is given elsewhere. Piezoelectric mass de-
tectors have been used to prepare humidity gauges, thin
film sensors, and gas detectors. Liquid-phase systems have
also been reported for a variety of analytes.

Thermal Sensors (15). Many chemical interactions re-
sult in the evolution or absorption of heat. The change in
temperature brought about by the interaction can be used
to make analytical measurements. The sensing tip is usu-
ally a thermocouple or any other temperature probe such
as a thermistor. The sensing layer is usually an enzyme
that generates heat via catalysis of substrate to product.

Optical Sensors (16). Spectroscopic techniques are well
established and are routinely used in analytical laborato-
ries. These techniques interrogate the optical properties of
molecules that vary depending on the nature of their en-
vironment or change as a consequence of a chemical inter-
action. Fiberoptic chemical sensors (FOCSs) consist of an
indicator molecule immobilized on the distal end or along
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Direct and noninvasive monitoring
sensor applied in situ

Chemical sensor used directly
and in situ

Chemical sensor used in situ with
protection of sensing surface and
remote signal connection

Membrane-protected chemical
sensor for in situ applications

Figure 2. In situ sampling assemblies used for chemi-
cal sensors in fermentation monitoring. The sensor is in
direct contact with the fermentation sample. Sample
pretreatment is not possible with these configurations.

the length of an optical fiber. The fiber is used primarily
for carrying light information to and from the controlling
instrument. A full treatment of FOCSs is given later.

Biosensors (17). Biosensors are devices that incorporate
a biological catalyst connected or integrated with a trans-
ducer. The biocatalyst catalyzes a chemical reaction, and
the transducer converts the biochemical activity into an
electrical, optical, or thermal signal. The biological ele-
ment can be an enzyme, antibody, receptor, tissue, organ-
ism, or whole cells.

The first biosensor reported was developed for the mea-
surement of glucose (18). The device consists of a Clark
oxygen electrode with the enzyme glucose oxidase immo-
bilized on the external side of the gas-permeable mem-
brane. The device operates by measuring the depletion of
oxygen brought about by the oxidation of glucose by glu-
cose oxidase.

The amperometric determination of glucose has been
commercialized in the form of test strips for blood glucose
measurements by Medisense Inc. In their device, the oxy-
gen dependency of the Clark device is removed by the in-
troduction of an Fe2�/Fe3� redox transport system.

The literature is replete with articles on biosensors, and
there are several journals dedicated to this subject.

Sampling Methods (19)

There are two main strategies for on-line fermentation
analysis: either the sensor is located outside the reactor
and the sample is transported to the sensor (ex situ) or it
is placed directly in the fermenter (in situ).

In Situ Monitoring (20). A chemical sensor that meets
all the requirements for applications monitoring can be
used on-line or in situ. Several assemblies that have been
developed to undertake in situ monitoring are shown in
Figure 2. In situ monitoring with chemical sensors is rare

and generally limited to gas sensing where the transducer
surface is protected by a gas-permeable membrane. Sen-
sors that use semipermeable membranes are subject to
rapid fouling and poisoning of the sensor surface.

Ex Situ Monitoring (21). The problems associated with
in situ monitoring have resulted in the development of ex
situ (Fig. 3) systems. In ex situ monitoring, the sample is
drawn continuously to a remote site where the analysis is
carried out. The procedure removes the need for sensor
sterilization, and on-line calibration is easily achieved. In
many cases, sample pretreatments are required before
analysis, such as filtering, adjustment of the sample pH,
temperature, and dilution. The main drawbacks to ex situ
monitoring are the need for the use of pumping systems,
the possibility of back-contamination at the sampling port,
and the effect on the analyte after sample pretreatment.

Application of Chemical Sensors to Bioprocess
Monitoring (22)

In the previous section, the requirements of chemical sen-
sors and other analytical systems to bioprocess monitoring
were discussed. There are inherent problems with using
sensors for bioprocesses. Some of the main difficulties that
have to be overcome include the needs to provide aseptic
sensors; to prevent microbial fouling, poisoning, and dis-
ruptive effects of chemical and biochemical constituents on
the sensors; to avoid biochemical and chemical interfer-
ences in complex analyte mixtures; to preclude analyte
chelation, binding, and buffering effects; and to perform
sensor calibration, all while operating under a wide variety
of aqueous physiochemical conditions.

Despite the large number of papers, books, and reviews
on chemical sensors in the public domain, only a tiny frac-
tion are dedicated to bioprocess monitoring, and very few
results have been presented on the successful application
of these devices to bioprocess monitoring.
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Continuous flow dilution cell and
multiprobe used ex situ

Semicontinuous sampling and
analysis by principles similar to
flow injection analysis 

Continuous flow-line sampling of
untreated or filtered culture 

Filter

Membrane
protected

Figure 3. Ex situ sampling assemblies for
using chemical sensors on-line. The sample
is drawn from the fermentation vessel to the
sensor(s). Sample pretreatment is possible
with these configurations.

Table 1. Commercial Sensors for Bioprocess Monitoring

Manufacturer Analyte Transducer

YSI Inc. (Ohio) pH
Glucose

Potentiometric
Enzyme/amperometric

Russell pH Electrode
Ltd (Scotland)

pH Potentiometric

Mettler-Toledo
(Greifensee,
Switzerland)

pH
Dissolved O2

Potentiometric
Amperometric

Phoenix Electrode Inc.
(Houston, Texas)

pH
Dissolved O2

Potentiometric
Amperometric

The first electrochemical sensor developed was the po-
tentiometric pH glass electrode, and it has been modified
and implemented for in-line or in situ bioprocess monitor-
ing (23). It is by far the most widely used and the most
successful chemical sensor to date. The pH sensor can be
autoclaved and is generally considered biocompatible. The
sensor is calibrated both before and after the fermentation,
and these data are used to correct the measured pH values.

Carbon dioxide sensors based on pH measurements
have also been used for in situ bioprocess monitoring (24).
Carbon dioxide is measured indirectly by measuring the
pH of a bicarbonate buffer solution in equilibrium with car-
bon dioxide. These types of sensors are based on original
work by Severinghaus and Bradley (25).

The Clark oxygen sensor has also been adapted for bio-
process monitoring (26). Steam sterilizable glucose sensors
based on oxygen measurements have been reported with
lifetimes sufficient to last the course of the fermentation
(27).

Commercial Chemical Sensor Systems for Bioprocess
Monitoring

The measurement of key analytes in bioprocesses has led
to the commercialization of several chemical sensors. The
market is dominated by sensors for the most important
analytes: pH and dissolved O2. Table 1 summarizes a few
of the commercially available sensors. Sensors for CO2 are
available but used primarily for off-line gas analysis. Most
CO2 gas analysis is performed using nondispersive FT-IR
measurements. Optical sensors are not currently available
commercially for bioprocess monitoring.

FIBEROPTIC CHEMICAL SENSORS

Optical Fibers

Optical fibers (28), also called fiberoptics, are used exten-
sively in the telecommunications industry as a means for

conducting information over long distances. Optical fibers
are strands of glass or plastic consisting of a core, clad, and
protective outer sheath. Generally, optical fibers range in
diameter from 50 lm to 1 mm. The transmission of optical
signals through an optical fiber is based on the phenome-
non of total internal reflection. Figure 4 shows a typical
optical fiber made of a core material of refractive index n1

surrounded by a cladding material with a lower refractive
index n2. Because the index of refraction changes abruptly
from the core to the clad, this type of arrangement is de-
scribed as a step-index fiber. When the incident light en-
tering the fiber strikes the core–clad interface, part of the
light will be transmitted and some reflected. If light strikes
the interface at an angle greater than the critical angle C
as defined by equation 1,

sinC � n /n (1)2 1

then only light within a characteristic acceptance cone will
be introduced into and carried within the fiber, as de-
scribed by equation 2,

2 2 1/2sin� � [(n � n ) ]/n (2)1 2 0

where sinC is the acceptance cone half angle and n0 is the
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Figure 4. Cross-section of an opti-
cal fiber showing core, clad, and op-
tical pathways.
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n1 > n2
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containing indicator
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Figure 5. Immobilization methods for the preparation of FOCSs.

index of refraction of the medium. By convention, collection
efficiency is described by the numerical aperture (NA) or f
number. As defined by equations 1 and 2, the greater the
difference in refractive indices between the core and clad,
the larger the acceptance half angle and therefore the more
efficient the light collection of the fiber.

Preparation of FOCSs

The preparation of FOCSs requires immobilizing the in-
dicator onto the optical fiber. The indicator is immobilized
onto the core of the fiber either on the distal end or along
the length of the fiber. The latter approach is used for the
preparation of evanescent wave devices (16). In this arti-
cle, only distal-end FOCSs will be considered because
these are dominant and more useful in bioprocess moni-
toring.

Immobilization Techniques (29). One of the most critical
aspects of optical sensors is the method of coupling the
various indicating species to the optical fiber, a process
known as immobilization. Immobilization techniques vary
and are used according to the type of sensor being devel-
oped.

Single-Analyte Sensors. Several ways of immobilizing in-
dicating species are shown in Figure 5. Figure 5a shows
the most rudimentary form of an optical sensor. In this
design, the optical fiber is used simply to conduct light to
and from an indicator solution that is affixed to the distal
end via a semipermeable membrane. Analyte diffuses
across the semipermeable membrane and reacts with the
indicator. Under ideal circumstances, the indicator is re-
versible, so that when the concentration of analyte is re-
duced, it dissociates from the indicator and leaves the so-
lution in contact with the optical fiber. Many different
forms of this design exist. Such designs can be extremely
robust. This approach suffers from the need to assemble
them by hand. Furthermore, they are not reproducible and
generally possess long response times.

Figure 5b shows a sensor in which the sensing layer is
coupled directly to the optical fiber surface. In this ap-
proach, a polymer layer containing immobilized indicator
is in direct contact with the fiber. This approach is tech-
nically more demanding because it requires significant

surface and polymer chemistry for implementation. First,
the optical fiber surface is modified to possess reactive
functional groups. Next, a prepolymer solution containing
a modified indicator is applied to the optical fiber surface.
Polymerization is initiated using either a thermal or pho-
tochemical approach. Surface reactive groups on the fiber
engage in reaction with the prepolymer and functionalized
indicator. In this manner, the indicator is covalently linked
to the fibers’ distal tip, creating a robust, resilient polymer
layer to which the indicator is attached.

Multianalyte Sensors (30). In a typical measurement sce-
nario, a multitude of analytes is often measured. Using
conventional single-core optical fibers, it is necessary to
use a separate optical sensor for each analyte. With addi-
tional sensors, the complexity of the readout instrumen-
tation increases. An alternative approach uses imaging op-
tical fibers (31). These fibers are arrays of coherent fused
bundles containing thousands of individual optical fibers,
each with its own clad and core, that are capable of trans-
mitting images from one end of the array to the other. Such
a transmitted image is shown in Figure 6.

As can be seen in Figure 6, the image is built up pixel
by pixel similar to the way the compound eyes of insects
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Figure 6. Imaging fiber is comprised of thousands of coherent
individual fibers and is able to transmit an image.

Figure 7. Collected fluoroscence image from a multianalyte im-
aging sensor shows sensor regions are polymerized over multiple
fibers.

operate. This array architecture can be used to create a
multianalyte optical sensor (32). In this approach, individ-
ual sensors are polymerized in discrete locations on the
distal tip of the imaging fiber array using a photodeposi-
tion process. Each sensor element conveys an optical signal
only through the optical fibers in contact with it. All sen-
sors in the array can be addressed simultaneously. An ar-
ray detector, such as a CCD camera, can be used to mea-
sure the signals from each sensor region. A example of a
collected image from a multianalyte sensor array is shown
in the Figure 7.

Transduction

There are a myriad of ways in which an optical fiber can
be converted into a chemical sensor. In general, one must
attach some type of chemical-indicating species to the op-
tical fiber. The chemical-indicating species must provide
an optical response that can be measured by the optical
fiber.

Absorbance (33). In absorbance-based measurements,
the presence of a particular chemical entity is detected by
a change in the intensity or color of an indicator or reagent.
The indicator is attached to the distal end of the optical
fiber. In the presence of analyte, the absorbance increases
or decreases in accordance with Beer’s law:

A � ebc (3)

where e is the extinction coefficient, b is the path length,
and c is the sample concentration.

Fluorescence (34). An alternative method of detection
uses fluorescence. Fluorescence sensors use fluorescent in-

dicators that are more sensitive than absorbance-based
sensors. Fluorescent indicators absorb light of one wave-
length and emit light at a different wavelength. The ad-
vantage of such indicators is that they provide a black-
background method because the emission signal arises
from a zero background.

Theory of FOCSs

Fluorescence measurements can be made by using either
the intensity of fluorescence or the fluorescence lifetime.
With intensity measurements, the presence of the analyte
correlates directly with the fluorescence intensity signal:

I /I � 1 � K [A] (4)0 s

where Ks � [FA]/[F][A] is the binding constant, F is the
fluorescence indicator, A is the analyte concentration, Io is
the fluorescence intensity in absence of analyte, and I is
the fluorescence intensity in presence of analyte.

Upon binding analyte, the indicator can either increase
or decrease its fluorescence intensity. An alternative
intensity-based fluorescence measurement results from
dynamic fluorescence quenching. This process involves col-
lisional quenching in which the excited state indicating
species collides with the analyte during the excited state
lifetime. This process can be described by the Stern-Volmer
equation:

I /I � 1 � K [A] (5)0 sv

where Ksv is the Stern-Volmer constant and [A] is the an-
alyte concentration.
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Figure 8. Ratiometric dye with two emission maxima (a). Replot
of ratio versus analyte concentration is insensitive to instrumen-
tal variables (b).
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Optics
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Figure 9. Typical instrumentation design for operating FOCSs.

Fluorescence Lifetime Measurements (35). A second mea-
surement technique involves fluorescence lifetime. A va-
riety of techniques are available for making fluorescence
lifetime measurements. For most sensor applications, in-
dicators are still used. The most common technique in-
volves measuring the fluorescence lifetime directly. In this
approach, the fluorescent indicator’s lifetime is affected by
analyte binding. By measuring the fluorescence decay as a
function of time, the indicator lifetime can be calculated
and correlated to analyte concentration. A significant ad-
vantage of this approach is that the background fluores-
cence does not interfere. Typical background fluorescence
decays very rapidly, but most fluorescent indicators have
longer lifetimes in the millisecond to nanosecond range. By
watching the signal decay, one collects only signals ema-
nating from the indicator. An increasingly popular method
for performing fluorescence lifetime measurements is to
use a frequency-modulated or phase-angle approach. This
approach is based essentially on interferometry in which
the delay between the excitation source and the emission
signal is measured. The advantage of this technique is it
does not require the sophisticated instrumentation neces-
sary to measure fluorescence lifetimes. Fluorescence meth-
ods have the advantage of greater sensitivity relative to
absorbance-based measurements, with fluorescence life-
time measurements requiring more sophisticated and
somewhat more expensive instrumentation.

Ratiometric Measurements (36). With absorbance- or
fluorescence-based measurements, it is advantageous to
use ratiometric indicators. Ratiometric indicators possess
either two excitation or two emission wavelengths that can
be measured separately. A hypothetical example of a ra-
tiometric indicator is shown in Figure 8. In this example,
the fluorescent indicator has two distinct emission wave-
lengths. As the analyte concentration increases, the spec-
tral contribution from one of the emission wavelengths in-
creases while the other emission wavelength decreases.
Replotting the data in Figure 8 shows that by plotting the
ratio versus analyte concentration, the measurement be-
comes insensitive to the fluorescence intensity of a single
peak. Furthermore, the ratiometric measurement is insen-
sitive to changes in light intensity of the excitation source
and/or the detector sensitivity. In addition, the measure-
ment is independent of the absolute amount of dye present;
dye leaching or photobleaching does not affect the mea-
surement.

Instrumentation (37)

The elements required to operate FOCS are shown in Fig-
ure 9. Typically, the instrument consists of a light source,
optics, photodetector, and controller. The second photode-
tector is a reference detector that is sometimes necessary
when ratiometric and lifetime measurements are not pos-
sible.

Light Source. Light sources can be either lasers or
lamps, and their choice is dependent on the mode of opera-
tion. For example, for fluorescence lifetime measurements,
lasers are used because they are good at producing nano-

second excitation light pulses. Table 2 provides a summary
of some lasers that are used for optical sensing. In appli-
cations where a continuous light source is sufficient, then
an arc lamp is often the choice. Lamps generally have rela-
tively broad spectral emission and are much cheaper to
purchase and operate than lasers. Figure 10 summarizes
the available lamp types.

Optics. The optical components are responsible for fo-
cusing, splitting, directing, and selecting light from the
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Table 2. Laser Light Sources

Medium Type Emitted wavelength (nm)

Ar Gas 334, 351.1, 363.8, 454.5, 457.9,
465.8, 472.7, 476.5, 488.0, 496.5,
501.7, 514.5, 528.7

Kr Gas 350.7, 356.4, 406.7, 413.1, 415.4,
468.0, 476.2, 482.5, 520.8, 530.9,
568.2, 647.1, 676.4, 752.5, 799.3

He-Ne Gas 632.8
He-Cd Gas 325.0, 441.6
N2 Gas 337.1
XeFa Gas 351
KrFa Gas 248
ArFa Gas 193
Ruby Solid 693.4
Nd:YAG Solid 266, 355, 532
Pb1-xCdxSb Solid 2.9 � 103 � 2.6 � 104

PbS1-xSex
b Solid 2.9 � 103 � 2.6 � 104

Pb1-xSnxSeb Solid 2.9 � 103 � 2.6 � 104

Pb1-xSnxTeb Solid 2.9 � 103 � 2.6 � 104

Dye Liquid 400–460 (Stilbene 420)
Liquid 450–500 (Coumarin 460)
Liquid 510–620 (Coumarin 503)
Liquid 565–620 (Rhodamine 6G)
Liquid 590–660 (Rhodamine 610)
Liquid 655–720 (Oxaxine 720)
Liquid 690–780 (Nile blue 690)

aExcimer media.
bThis is a semiconductor diode laser. Lasing occurs at the pn junction. The
emitted frequency is altered by altering the concentration of the dopant in
the lead.

Argon lamp

Continuous sources:

Spectral region

Wavelength (nm) 100 200 400 700 1,000 2,000 4,000 7,000 10,000 20,000 40,000

Vac UV UV Visible Near IR IR Far IR

Xenon lamp

H2 or D2 lamp

Tungsten lamp

Nernst glower (ZrO2 + Y2O3)

Light Emitting Diodes (LEDs)

Nichrome wire (Ni + Cr)

Globar (SiC)

Hollow cathode lamps

Line sources:

Figure 10. Light sources and their wavelengths.

light source to the sensor and back to the detector. Figure
11 shows two possible configurations for operating FOCSs.
Figure 11a is suitable for operating a single fluorescence-
based sensor, and Figure 11b is suitable for absorbance-
based systems.

Refracting, reflecting, and focusing light is achieved us-
ing lenses. Refractive optics include spherical, aspheric,
and gradient index lenses, and reflection is accomplished
using elliptical, spherical, and parabolic mirrors. Light
splitting is achieved using optical couplers, beam splitters,
or dichroic filters. Optical wavelength selection is neces-
sary for (1) isolating an excitation spectral band, (2) se-
lecting an optical signal from stray light, and (3) separat-
ing the excitation from the emission light. Even with the
monochromatic light from a laser, a notch filter is required
to avoid scattered or reflected laser light from reaching the
detector. Wavelength selection is carried out using optical
filters such as absorption and interference filters. It can
also be achieved using diffraction gratings.

Photodetectors. The photodetector collects the photons
emerging from the optical fiber that carries the informa-
tion relating to the analytical measurement. There are
three types of photodetectors: thermal, photoemissive, and
quantum. The most popular types are the photoemissive
or photomultiplier tubes (PMTs), which are based on the
emission of electrons from a photocathode in a vacuum
chamber. When photons of sufficient energy strike the pho-
tocathode, it emits an electron from the surface—the pho-
toelectric effect. The electrons are accelerated by a voltage
drop across a gap to a secondary emitting electron surface
where its numbers are multiplied. The electrons are col-
lected at the anode where they can readily be detected.
Available photodetectors are summarized in Figure 12.
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Figure 11. FOCS configurations. (a) is suitable for
fluorescence-based devices and (b) is used for
absorbance-based devices.
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Figure 12. Light detectors and their wavelengths.

FIBEROPTIC SENSORS FOR BIOPROCESS MONITORING

The successful application of FOCSs to bioprocess moni-
toring has had limited success. The reasons for this lack of
success will be discussed later. In this section, optical sen-
sors that have been successfully used in fermentation anal-
ysis will be described.

pH Sensors

Measurement of pH. The measurement of pH in biopro-
cess is routinely carried out and is a good indicator of the
state of the process. The spectroscopic determination of pH
can be achieved using a variety of absorbance or fluores-
cent indicators. The particular indicator used depends on
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the pH range of interest because most indicators are only
sensitive to �2 pH units around their pKa. Generally, in-
dicators are selected with a pKa close to 7 because most
fermentations are carried out between pH 5 and 9.

Theory of Spectroscopic pH Measurement (38). The spec-
troscopic determination solution pH is accomplished by
measuring the concentration ratio of the dissociated (In�)
and undissociated (HIn) forms of the indicator. The overall
equilibrium can be written HIn s H� � In�. The acid
dissociation constant, Ka, is given by Ka � [H�][In�]/
[HIn]. Provided the total concentration of the indicator re-
mains constant, then

pH � pK � log([In]/[HIn]) (6)a

One form of the indicator (either associated or dissociated)
must absorb or fluoresce. In the case where the absorbance
of the undissociated indicator is negligible,

pH � pK � log{A/(A � A)} (7)a 0

where A is the absorbance of the dissociated indicator and
A0 is the absorbance when the indicator is completely dis-
sociated. In the case of fluorescence,

pH � pK � log{I/(I � I)} (8)a 0

where I is the fluorescence intensity and I0 is the intensity
when the indicator is completely dissociated. A more op-
timal situation occurs when both forms of the indicator ab-
sorb or fluoresce. In this case, the ratio of the two indicator
forms is characteristic of pH (see earlier text).

Bioprocess pH Sensors. The first measurement of fer-
mentation pH using fiberoptics was achieved by dosing the
fermentation media with a pH indicator. The optical fiber
was placed in situ as a means of delivering and collecting
light in order to measure the pH (39). This approach is not
optimal because the introduction of a foreign species in a
chemically sensitive environment can be detrimental to
the outcome of the overall process.

The first example of a FOCS for fermentation pH was
described by Agayn and Walt (40), and, to date, it is the
only successful report of this type of sensor. The sensor
consists of a fluorescein-derivatized hydroxyethyl meth-
acrylate (HEMA) polymer covalently attached to the distal
end of an optical fiber. The polymer thickness is approxi-
mately 10 lm, and the response time for a step change in
pH is less than 5 s. The sensor operates in the ratiometric
mode to account for system instability. The sensor can be
steam sterilized in situ without any effect on the response
characteristics and can be used for at least 2 months with
no special storage requirements. The effects of tempera-
ture, stirring, and aeration had no significant effect on the
sensor response for application to typical fermentation pro-
cesses. Practical use of the device was demonstrated in the
continuous measurement of pH during an Escherichia coli
fermentation. The ability of this sensor to operate in fer-
mentation media is attributed to the use of the ratiometric
method and the use of an acrylate-based hydrogel polymer

for the indicator immobilization. Acrylate polymers have
been found to be compatible with fermentation and phys-
iological media (41).

CO2 Sensors

Measurement of CO2. Cell activity in bioprocesses usu-
ally involves the production or uptake of CO2. The contin-
uous monitoring of both dissolved and off-gas CO2 are good
indicators of fermentation efficiency. Off-gas CO2 analysis
can be achieved using FT-IR analyzers (42) or mass meters,
but direct measurement of dissolved CO2 is not well estab-
lished. The only chemical sensor developed for CO2 mea-
surements is the Severinghaus PCO2 electrode, as de-
scribed in “Application of Chemical Sensors to Bioprocess
Monitoring.” This sensor has not been widely accepted be-
cause of extensive drift.

Theory of Spectroscopic CO2 Measurement (43). The fi-
beroptic chemical sensor for CO2 is the optical equivalent
of the Severinghaus electrochemical sensor. In this case,
the pH electrode is simply replaced by a pH-sensitive op-
tical sensor. The CO2 sensor consists of a pH sensor covered
by a CO2-sensitive bicarbonate solution. The solution is
trapped within the fiber by a gas-permeable membrane,
normally PTFE or silicone rubber, which excludes H� ions
from the solution. The sensor measures the pH of the in-
ternal bicarbonate solution in equilibrium with the exter-
nal CO2 outside the membrane:

� �CO s CO s CO � H O s H HCO2(ext) 2(mem) 2(int) 2 3
� 2�s 2H � CO3

The relationship between the total CO2 and H� is given
by

� 3 � 2 �[H ] � N[H ] � (K [CO ] � K )[H ]1 2 w

� 2K K [CO ] � 0 (9)1 2 2

where N is the concentration of sodium bicarbonate in the
solution, and K1 and K2 are the first and second acid dis-
sociation constants for carbonic acid. CO2 sensors operate
in the pH and CO2 range where the first and third terms
are negligible. Kw is ignored because it is much greater
than K1[CO2]. With these consideration the above equation
reduces to

�[H ] � K [CO ]/N (10)1 2

making the CO2 concentration directly proportional to the
H� concentration. A direct consequence of this analysis
shows that as the bicarbonate concentration is reduced,
the sensor’s sensitivity is increased. Unfortunately, this in-
crease in sensitivity is at the expense of a reduced dynamic
range.

Bioprocess CO2 Sensors. The successful measurement of
dissolved CO2 in fermentation media using a FOCS was
first reported by Uttamlal and Walt (44). The sensor is
based on the Severinghaus PCO2 electrode as described ear-
lier. The pH indicator used in the sensor was a dual exci-
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Figure 13. Multianalyte fiberoptic imaging sensor for pH, O2,
and CO2. Sites A and B measure CO2; C, pH; and D and E, O2.

tation fluorescent dye, hydroxypyrenetrisulfonic acid
(HPTS), and allows the sensor to be operated in the ra-
tiometric mode. The sensor has a reversible dissolved CO2

dynamic range of 0 to 0.25 atm. The sensor can be auto-
claved without affecting calibration. The response time to
varying CO2 step changes is in the range 1 to 13 minutes,
in good agreement with studies carried out with the Sev-
eringhaus electrode. The temperature effect is negligible
in the range 5 to 35 �C. Calibrations performed in fermen-
tation media and clean solutions were alike, making it pos-
sible to carry out ex situ calibration. The practical suita-
bility was tested in the monitoring of CO2 production
during the early stages of a beer fermentation.

A second system, reported by Sipior et al. (45), has been
developed for off-gas CO2 analysis and again is based on
pH measurement. The sensor operates on changes in fluo-
rescence lifetime in the frequency domain of a pH fluo-
rophore sulforhodamine 101 (SR101) induced by an
absorbance-based pH indicator, m-cresol purple (MCP). As
the pH of the internal solution changes, the absorbance
spectrum of MCP changes and alters the degree of inter-
action with SR101. The change in spectral overlap causes
a change in the lifetime of SR101. The sensor calibration
is obtained by correlating the phase change as a function
of CO2 concentration. The dynamic working range is 0 to
0.1 atm, and the response time to step changes in CO2 is
a few seconds. The sensor was used to take off-gas CO2

measurements in an E. coli fermentation over a period of
10 h successfully. The lifetime of the sensor is on the order
of 2 weeks.

O2 Sensors

Measurement of O2. The measurement of dissolved ox-
ygen is important and, like pH and dissolved CO2, is also
an indicator of fermentation efficiency. For example, in
beer fermentation, oxygen is required in the early stages
for yeast to generate the lipids and sterols in the cell mem-
brane essential for growth. The rate of oxygen uptake has
also been shown to be an indicator of yeast vitality (46).
Therefore, the importance of dissolved oxygen measure-
ments in beer fermentation is twofold: as a tool to ensure
the initial oxygen content is sufficient and to obtain an
early indication of fermentation performance.

Theory for Spectroscopic O2 Measurement (47). The vast
majority of fiberoptic oxygen sensors are based on fluores-
cence quenching of the indicator. The best systems consist
of a fluorescent indicator immobilized in a hydrophobic en-
vironment (e.g., siloxane). The fluorescence quantum yield
is reduced by either static quenching (i.e., the indicator and
oxygen associate in the ground state to give a nonfluores-
cent molecule), or dynamic quenching (i.e., an indicator col-
lides with oxygen, leading to radiation-less deactivation of
the excited state). The relationship between the fluores-
cence intensity (I), the unquenched intensity (Io), and ox-
ygen concentration is given by

I /I � 1 � K [O ] (11)0 SV 2

The relationship in equation 11 is known as the Stern-

Volmer equation, and it is applicable for both quenching
models. If the sensor is operated using lifetime measure-
ments, then Io/I is replaced by so/s, where so and s are the
unquenched and quenched lifetimes, respectively.

Bioprocess O2 Sensors. The successful application of
FOCS for O2 to on-line or in situ bioprocess monitoring has
not been demonstrated. However, several systems have
been described where the sensors can be steam sterilized
and hence are suitable for in situ applications (48,49).

Multianalyte Sensors

The measurement of a single analyte is important, but it
reveals only limited information on the state of the fer-
mentation process. A more informed analysis requires the
simultaneous measurement of several analytes. Using im-
aging fiber bundles, Ferguson et al. (50) reported a sensor
capable of simultaneously measuring O2, CO2, and pH in
a beer fermentation.

Figure 13 shows a SEM of the individual sensors that
comprise the multianalyte sensor. The working dynamic
range of the individual sensors are 0 to 1 atm dissolved O2

and 0 to 0.1 atm for dissolved CO2; the pH range is 5.5
to 7.5.

Figure 14 shows the results obtained with the sensor
during a beer fermentation. Upon pitching the yeast, O2 in
the wort decreases, pH decreases, and CO2 increases.
These results are as one would predict for such a fermen-
tation and can be used to assess yeast vitality at very early
stages of the process.

Optical Biosensors

Carbon and nitrogen sources provide fuel for cell metabo-
lism in fermentation processes. Carbon sources generally
consist of glucose and other related sugars, and nitrogen
sources include a variety of amino acids. The monitoring
of key carbon and nitrogen compounds indicate the state
of the fermentation process. The measurement of individ-
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Figure 14. pH, O2, and CO2 profile in a beer fermentation using
an imaging fiber sensor.

ual sugars and amino acids can be achieved using optical
biosensors (51).

Theory of Optical Biosensors. The use of biological spe-
cies in general and enzymes in particular for analysis is
well established, and their incorporation into biosensors
was first achieved in the 1950s by Clark and Lyons (18).
In optical biosensors, the enzyme is immobilized onto the
optical fiber in a suitable matrix. In most biosensors, the
reaction of the biological component with the analyte is
designed to generate a change in pH, O2, or CO2 near the
sensor. The measurement of pH, O2, and CO2 has been
described earlier. To illustrate this principle, glucose anal-
ysis can be performed using the enzyme glucose oxidase
(GO/FAD):

glucose � GO/FAD r gluconic acid � GO/FADH2
�r gluconate � H

GO/FADH � O r GO/FAD � H O2 2 2 2

By either measuring the production of acid or the depletion
of O2 at the sensor, the glucose concentration can be in-
ferred. It is also possible to measure H2O2 production using
the indicator luminol; however, this is an irreversible mea-
surement.

Bioprocess Biosensors. Biosensors are very difficult to
use in on-line or in situ monitoring because the biological
component cannot withstand autoclaving. Therefore, the
use of optical biosensors is primarily for ex situ analysis.
If in situ measurements are required, alternative sterili-
zation protocols are possible, such as treating the sensor
with radiation, ethanol, or antibiotics. After such treat-
ment, the sensor can be inserted aseptically into the fer-
menter. There are only a few reports of optical biosensors
that have been used in fermentation analysis. Short de-
scriptions of three are given next.

Glucose. Glucose and fructose are the main carbon en-
ergy sources for cell activity in bioprocesses. Other carbo-
hydrates such as sucrose and maltose are also used as en-
ergy sources, but they are broken down first to glucose and
fructose by enzymes in the cell (52).

The development of FOCS glucose sensors using the en-
zyme GO/FAD has been achieved based on O2 (53), pH (54),
and H2O2 (55) measurements. These sensors have fast re-
sponse times and have the dynamic range suitable for fer-
mentation analysis (i.e., 0 to 50 mmol dm�3); however, use
in on-line bioprocess monitoring has not yet been achieved.

Amino Acids. Many bioprocesses require a nitrogen
source for cell growth (52). Free amino acids, ammonium
salts, urea, and gaseous nitrogen are typical of nitrogen-
containing compounds used. Pure nitrogen-containing
compounds are expensive, so alternatives such as corn
steep liquor, yeast extract, peptones, and soy meal are com-
monly used. These liquors and extracts also contain a car-
bon source.

The measurement of nitrogen-containing compounds is
therefore important in order to achieve a better under-
standing of the processes taking place and the state of the
fermentation, with the particular nitrogen compound de-
pending on the fermentation. An important nitrogen
source are amino acids. It is possible to make optical sen-
sors for L-amino acids using L-amino acid oxidase with
transduction via the ammonia, ammonium ion, or H2O2

produced during biocatalysis:

�R—CH—CO � H O � O2 2 2

|
�NH3

L-Amino acid oxidase
� �r R—CH—CO � NH � H O2 4 2 2

�
O

The sensor responds to many amino acids, and the output
corresponds to an aggregate amino acid concentration.
Electrochemical devices based on this enzyme have been
developed and used in bioprocess monitoring (56).

Another example that has been reported is the mea-
surement of urea using the enzyme urease (57):

Urease
� �Urea r 2NH � HCO4 3

The reaction generates a pH change that can be monitored
using a pH sensor.

Penicillins. The discovery of penicillin by Fleming was
a major breakthrough in the treatment of infectious dis-
eases. The full-scale production was developed after World
War II, and today penicillin and penicillin derivatives are
produced in huge quantities (58).

Penicillin production has been monitored using both
electrochemical and fiberoptic sensors. Most devices are
based on the measurement of pH changes brought about
by the hydrolysis of the b-lactam ring by the enzyme pen-
icillinase (59):
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The major drawback to this method is that an independent
measurement of pH must be made because the solution pH
varies during the course of the fermentation. This mea-
surement is not difficult, and pH is generally monitored
anyway. A multianalyte FOCS that measures both pH and
penicillin has been reported (60). The sensor was used off-
line to measure penicillin production during a Penicillium
chrysogenum fermentation (61), and results obtained from
the sensor were in close agreement using a standard kit
system.

DISCUSSION

The need to measure key analytes in bioprocesses is im-
portant for two reasons. First, monitoring will ensure that
the process is operating correctly, and second, the infor-
mation obtained will allow a better understanding of the
process that regulates production. To achieve this, new
methods of analysis have to be developed. FOCSs, because
of their advantages over other analytical systems, are ide-
ally suited for this type of monitoring; however, there are
a number of issues that need to be solved before sensors
can be implemented in bioprocess monitoring: fouling,
drift, in situ calibration, and sterilization are a few of the
more important ones.

Fouling

Biofouling occurs when surfaces come into contact with
cells and media. When surfaces such as glass, plastic, or
metal come into contact with a biological medium, protein
adsorption occurs. After protein adsorption, adherent cells
can attach to the protein layer. Cell and protein adhesion
often result in a relatively thick layer called a biofilm that
covers the end of the sensor. Such coverage compromises
the measurement capability of the sensor and, in the worst
cases, isolates the sensor from the medium. To avoid bio-
film formation, it may be necessary to include an antifou-
lent, such as an antibiotic, that can be placed on the end
of the sensor. This material must not interfere with the
sensing capabilities of the sensor. Alternatively, it may be
possible to place the sensor in a high-shear environment
so that cells cannot readily adhere to the sensor surface.

Drift

In cases where internal calibration cannot be used, it may
be necessary to account for sensor drift. Drift can be ac-
counted for in several ways. If the properties of the sensor
are measured for extended periods of time, it may be pos-
sible to observe a consistent change in sensor response as
a function of time. For example, if dye photobleaching is a
problem, one can measure the photobleaching rate as a
function of time and obtain a photobleaching rate constant.
This constant can then be used to correct for photobleach-
ing effects during the fermentation process. A second
method to account for sensor drift is to perform an in situ

calibration in which a sample is taken from the fermen-
tation vessel and the parameter of interest is measured
using a conventional chemical analysis. The sensor is then
reset to the measured value.

In situ calibration

In situ calibration for sensors being used in situ is difficult
to achieve. Doping the fermentation medium with a known
amount of analyte can be used, but the implications to the
process can be severe. This approach can be a source of
contamination, and in addition to other disadvantages, it
means that in situ calibration is very rarely undertaken in
nonexperimental fermentations.

For sensors that are being used ex situ, the problem is
more easily solved. A pumping mechanism with valves can
be used to switch between sample and a calibration solu-
tion. Sensor lifetime and reliability are increased using
this method, but it is not always possible to make mea-
surements in this way.

Sterilization

One of the most vexing issues with respect to sensor im-
plementation is that of sterilization. The most common
sterilization protocol in bioprocessing is steam steriliza-
tion. Unfortunately, many sensing chemistries are ex-
tremely sensitive to the high temperatures required dur-
ing autoclaving. This problem is of particular concern
when dealing with biosensors in which the active enzyme
or antibody is denatured during the sterilization process.
The only way to obviate this problem is to sterilize the
sensor outside the fermentation vessel using a chemical
approach, such as soaking the sensor in ethanol or a high
concentration of antibiotic and then inserting it aseptically
through the appropriate port on the fermentation vessel.

Sensor Lifetime

Another limitation of sensors, particularly biosensors, is
their limited lifetime. During the long fermentation runs
(e.g., months) of some mammalian cell cultures, sensors
and biosensors may lose their activity or sensitivity. In this
case, it may be necessary to replace a sensor during the
culture. For particularly sensitive cultures in which it
would be dangerous or inadvisable to replace a sensor, it
may be possible to prolong the lifetime of a sensor by sim-
ply decreasing the duty cycle. For example, if photobleach-
ing is a serious problem, one can simply calculate the sen-
sor’s total allowable light exposure and then determine
how often a reading can be obtained during the fermen-
tation run without compromising the photobleaching sen-
sitivity.

SENSING BIOPROCESSES IN THE FUTURE

The successful monitoring and eventual control of biopro-
cesses in the future using optical sensors will depend on
overcoming the problems discussed earlier and then on de-
veloping new molecules and chemical methodologies to un-
dertake the analyses. The following examples of work in
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the early stages of development will, we hope, mature to
produce ideal optical sensors for bioprocess monitoring.

Multianalyte Sensing

As sensors become more sophisticated, there will be an in-
creasing demand to measure an ever-increasing number of
analytes. In addition to the consensus analytes discussed
earlier, there are a number of other species that, if moni-
tored, would provide additional information as to the
status of a particular fermentation. These analytes include
trace minerals such as metal ions, complex or exotic carbon
and nitrogen sources, growth regulators, enzymes or other
proteins, and a wide variety of products and by-products.
As information is gleaned from the Human Genome Initia-
tive, there may be even more need to monitor additional
regulators, peptides, and small organic molecules. Fur-
thermore, there will be tremendous value placed on being
able to detect specific gene sequences or, more importantly,
the expression levels of messenger RNA. In principle, such
gene-expression monitoring combined with the conven-
tional and expanded set of analytes discussed above may
result in the need to monitor hundreds, if not thousands,
of distinct species simultaneously. Although this may seem
like a daunting task, tremendous advances are being made
presently in the areas of high detection sensitivity, mini-
aturization, and high-density arrays. Advances in all of
these areas may one day lead to the ability to continuously
monitor the multitude of analytes necessary to give a com-
plete picture of the conditions and state of a particular fer-
mentation process.

Electronic Noses

All the sensors discussed earlier are based on the conven-
tional one-sensor–one-analyte paradigm in which a selec-
tive sensor is designed to respond to a single analyte. As
the number of analytes increases, the size and complexity
of the sensing system increases proportionately. A recent
trend is to construct a sensing system that mimics the ol-
factory system. The olfactory system relies on a multitude
of cross-reactive receptor cells that respond broadly to a
wide variety of odorous substances (62). The complex pat-
tern generated by the cells when an odor is presented is
relayed to the olfactory bulb and then further transmitted
to the higher-order cortical regions of the brain where it is
recognized as a particular odor. In a similar vein, electronic
noses (63,64) are based on cross-reactive arrays of sensors
that differentially respond when exposed to a particular
vapor. The generated response pattern is used to train a
computational network that then recognizes the particular
pattern upon a subsequent vapor exposure. Such a system
presents a significant advantage in terms of sensor con-
struction because additional sensors are not required to
detect additional analytes; it is sufficient simply to train
the network on an additional pattern. Existing manifes-
tations of these systems are expensive and require signifi-
cant sample preconditioning before sample introduction
(65). A limited amount of work has been conducted on the
off gases from particular fermentation processes (66). All
such systems have only been demonstrated for vapor-
phase measurements. The application of such an approach

to liquid measurements has not been demonstrated to
date. These systems can be trained in a manner more so-
phisticated than simply detecting the presence or absence
of a particular analyte. Such a system can be trained to
look at the overall quality or character of the volatile ma-
terials in the head space. In principle, such a system may
allow the biochemical engineer to train for a desired out-
come without necessarily knowing the specific chemical
composition of the fermentation broth. For example, it may
be possible to train the system on such qualities as maxi-
mum product concentration, minimum by-product concen-
tration, off odors, and so on, without specifically training
on those particular characteristics. In other words, the sen-
sor may be able to key on surrogate components that are
indicative of the desired outcome. This approach has the
potential to be a very powerful tool for the biotechnologist
and challenges our conventional thinking with regard to
chemical monitoring.

Thermostable Enzymes

Thermostable enzymes are isolated from thermophilic mi-
croorganisms that exist at elevated temperatures in hot
springs and deep ocean vents. Thermostable versions of
useful enzymes are presently used in glucose sensors and
as reagents for the polymerase chain reaction used in mo-
lecular biology. The ability to incorporate thermostable en-
zymes into biosensors may ultimately enable such sensors
to be steam sterilized. Attempts to accomplish such heat
stability have met with failure because existing thermo-
stable enzymes still exhibit appreciable denaturation at
elevated temperatures.

By isolating and determining the structures of ther-
mostable proteins, researchers are beginning to under-
stand the structural features that lead to enhanced stabil-
ity. Eventually it may be possible for molecular biologists
to engineer enzymes, antibodies, and receptor proteins
with extremely high thermal stabilities.

Designed Receptors

An area of significant relevance to sensors is that of mo-
lecular recognition. Organic chemists are making great
strides in understanding the principles governing how
molecules and ions are recognized. For sensors, recognition
is only half the story; it is critical that recognition be cou-
pled to signal transaction. Rational molecular design is one
approach to developing such receptors. An alternative and
increasingly popular approach relies on combinatorial
chemistry. In this approach, libraries of large numbers of
distinct molecules are created and screened for function.
Although most of the focus of combinatorial chemistry has
been directed toward drug discovery (67), some recent
work has used the approach to search for structures that
combine binding with signal transduction (68).

SUMMARY

There are presently a limited number of analytes that can
be monitored continuously during a fermentation or cell
culture. The bioprocess monitoring scene is changing as
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new sensors become available. Optical sensors offer sig-
nificant advantages because of their small size, internal
calibration capability, freedom from electromagnetic inter-
ference, and multiplexing ability. As new sensing materi-
als and sensing paradigms become available from the
fields of molecular recognition and combinatorial chemis-
try, thermostable enzymes, microfabrication, electronic
noses, and advanced sensors with powerful analytical ca-
pabilities will become available. Ultimately, such sensing
systems will provide the biotechnologist and bioengineer
with timely information regarding the status and compo-
sition of a particular fermentation process.
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INTRODUCTION

Optically active 1,2-diols are a versatile group as chiral
starting materials for the syntheses of pharmaceuticals,
agrochemicals, pheromones, liquid crystals, and so on.
Several routes of preparation for optically active 1,2-diols
have been reported.

1. Microbial reduction of 1-hydroxy-2-ketones (1–5)

2. Chemical reduction of optically active 2-hydroxy ac-
ids prepared from 2-keto acids by enzymatic reduc-
tion of amino acids (6–11)

3. Optical resolution of racemic 1,2-diols by lipase-
catalyzed transesterification in organic media (12)

4. Chemical preparation from naturally occurring
products, such as (S)-malic acid (2), D-mannitol
(2,13,14) or (�)-pulegone (15).

We developed two efficient methods for producing vari-
ous optically active (S)-1,2-diols with high optical purities.
One is the organic synthetic method using the Grignard
reaction starting from (R)-3-chloro-1,2-propanediol as a
starting material can be produced easily from the race-
mate by microbial optical resolution using Serratia mar-
cescens (17). The other is the microbial stereoinversion
method using racemate as a substrate (18). In the course
of the studies on the microbial optical resolution of racemic
1,2-pentanediol, we found a unique microbial stereoinver-
sion consisting of two successive reactions. It is a known
fact that in all enzymatic or chemical optical resolution
processes, the theoretical yield of one part of enantiomer
is maximally 50%. However, (S)-enantiomer of 1,2-penta-
nediol was found higher than the theoretical yield when
the racemate was incubated in the culture broth of Lod-
deromyces elongisporus IFO 1676. This result indicated
that this microorganism could invert (R)-1,2-pentanediol
in the racemate to (S)-enantiomer. This finding led us to
rescreen the microorganisms that could invert (R)-1,2-
pentanediol to the (S)-enantiomer, and we found that a
number of microorganisms had this ability, similar to L.
elongisporus IFO 1676. We applied this microbial stereoin-
version to various 1,2-diols by use of Candida parapsilosis
IFO 0708, and we confirmed that nine kinds of (S)-1,2-diols
(1 to 9) and (R)-3-methylthio-1,2-pentanediol (10) with
high optical purities could be obtained in high yields
(Scheme 1).
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EXPERIMENTAL

Chemicals

Racemic 1,2-heptanediol (4), 4-methyl-1,2-pentanediol (6),
3-phenyl-1,2-propanediol (8), and 4-phenyl-1,2-butanediol
(9) were prepared from the corresponding 1-alkenes by a
method similar to that of Blau et al. (19). Other 1,2-diols
used were purchased from Aldrich Chemicals Company. 1-
Hydroxy-2-pentanone was prepared from 1,2-pentanediol
by microbial oxidation using Saccharomycopisis lipolytica
IFO 1551; (bp 62 �C, 6 to 7 mmHg), NMR d H(CDCl3): 0.95
(3H, t, J � 7.5 Hz, CH3), 1.68 (2H, m, J � 7.3 Hz, -CH2-
CH3), 2.44 (2H, t, J � 7.5 Hz, -CH2-(C�O)-), 3.43 (1H,
broad, OH), 4.29 (2H, s, -CH2-OH), MS m/z: 102 (M�), 71
(M� -CH3O).

Microorganisms and Cultivation

All microorganisms used were stock cultures kept in our
laboratory. The medium used contained 4% glucose, 0.3%
yeast extract, and 10% (v/v) mineral solution, pH 7.0. The
mineral solution consisted of 13% (NH4)2HPO4, 7%
KH2PO4, 0.8% MgSO4 7H2O, 0.1% NaCl, 600 ppm ZnSO4

7H2O, 900 ppm FeSO4 7H2O, 50 ppm CuSO4 5H2O, and
100 ppm MnSO4 4H2O. Microorganisms were cultured in
a 500-mL Sakaguchi flask containing 50 mL of the medium
at 30 �C for 1 to 2 days with shaking. When the cell grew
maximally, the cells were harvested by centrifugation and
were used for the reaction.

Screening of Microorganisms Producing (S)-1,2-Pentanediol
by Stereoinversion

Cells were suspended in 50 mL of 0.1 M potassium phos-
phate buffer (pH 6.5) containing 250 to 500 mg of racemic

1,2-pentanediol. The reaction was conducted in 500 mL-
Sakaguchi flasks that were incubated at 30 �C for 24 to 96
h with shaking. Two milliliters of the reaction mixture was
used for GLC analysis of 1,2-pentanediol. The remainder
was centrifuged to remove the cells, and the supernatant
was concentrated to 3 to 4 mL. 1,2-Pentanediol was recov-
ered by extraction with ethyl acetate (100 mL) and used
for measurement of enantiomeric excess by HPLC.

Preparation of Cell-Free Extract and Enzyme Assay

Cells of C. parapsilosis IFO 0708, which grew for 24 h un-
der the conditions described earlier, were collected and
washed with 10 mM tris-HCl buffer (pH 7.0). Thirty-three
grams of washed cells were suspended in 40 mL of the
same buffer containing 1 mM EDTA and 0.2 mM phenyl-
methylsulfonylfluoride, a serine-protease inhibitor, and
disrupted with a Braun homogenizer. Cell debris was re-
moved by centrifugation (15,000 rpm � 30 min), and the
supernatant was filtered through a millipore membrane
(0.22 lm) and dialyzed against 10 mM tris-HCl buffer over-
night. The cell-free extract was used for assay of the en-
zyme activities. The enzyme activities for (R) and (S)-1,2-
pentanediol oxidation were assayed by measuring the
increase of optical absorbances at 370 nm caused by the
reduction of NAD� or NADP�, respectively. The assay
mixture in a final volume of 3.0 mL contained 3.0 lmol of
NAD(P)�, 0.3 mmol of (S) or (R)-1,2-pentanediol, 0.3 mmol
of sodium carbonate buffer (pH 10), and a suitable amount
of the cell-free extract. Incubation was performed at 25 �C
in a cuvette of 1-cm light path length. The reduction of 1-
hydroxy-2-pentanone was monitored by measuring the de-
crease of optical absorbency at 340 nm caused by the oxi-
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Table 1. Conditions of HPLC for Measurement
of Enantiomeric Excess of 1,2-Diols

Flow rate

Retention
time (min)

1,2-Diola Columnb Solventc (mL/min) (R) (S)

1 OC 13:1 1.0 42 46
2 OC 13:1 1.0 36 41
3 OC 13:1 1.0 34 39
4 OC 13:1 1.0 30 36
5 OC 13:1 1.0 28 34

6d OC 13:1 0.8 31 36
7 OB 30:1 0.7 33 43
8 OD 13:1 0.8 37 49
9 OD 13:1 0.8 39 51

10 OCe 20:1 1.0 78 72

aThe numbers in this column were corresponding to the ones cited in
Scheme 1.
bDaicel Chiral Cel (Ø 0.45 � 25 cm).
cThe ratio of n-hexane/2-propanol.
dOnly this compound was directly analyzed without 1-tosylation.
eTwo columns were connected and used.

dation of NADH or NADPH. The assay mixture in a final
volume of 3.0 mL contained 1.0 lmol of NAD(P)H, 0.3
mmol of 1-hydroxy-2-pentanone, 0.3 mmol of tris-maleate
buffer (pH 6.0), and a suitable amount of the cell-free ex-
tract. The incubation was carried out under the same con-
ditions as the method for oxidation of 1,2-pentanediol.

Preparative-Scale Reaction and Isolation of Optically Active
1,2-Diols

C. parapsilosis IFO 0708 was cultured in a 5-L jar fermen-
ter containing 3 L of the medium at 30 �C for 23 h (aeration
0.5 vvm, agitation 450 rpm, inoculum size 1.6%). After the
cultivation, racemic 1,2-diol (9 to 30g) was added to the
culture broth. During the reaction, the pH of the reaction
mixture was controlled at 6.5 with 4 N NaOH, and 30 g of
glucose was added once a day. After the reaction, cells were
removed by centrifugation, and the supernatant was con-
centrated to about 150 mL under reduced pressure. 1,2-
Diols were extracted with 500 mL of ethyl acetate three
times. The solvent was removed by evaporation, and the
1,2-diols were purified by distillation or silica gel chroma-
tography (Wako gel G-200, solvent: n-hexane/ethyl ace-
tate).

Analytical Methods

1,2-Diols were assayed by GLC using a Hitachi 163 gas
chromatograph with a hydrogen flame ionization detector.
Two different types of liquid phases were used. The glass
column (0.3 � 100 cm) packed with Silicone OV-17 on
Chromosorb WAW DMCS (Gasukuro Kogyo, Japan) was
used to assay 7,8 and 9. Flow rate of nitrogen gas was 20
mL/min, and column temperature was 220 �C. The other
glass column (0.3 � 100 cm) packed with FAL-M 6%/
TENAX GC (Wako Pure Chemical, Japan) was used to as-
say the other 1,2-diols and 1-hydroxy-2-ketones. Flow rate
of nitrogen gas was 35 mL/min, and the column tempera-
ture was 175 �C. The samples for GLC analyses were pre-
pared as follows: 2 mL of the reaction mixture was satu-
rated with ammonium sulfate, 1,2-diol was extracted with
4 mL of ethyl acetate, and the organic layer was used for
GLC analysis.

The enantiomeric excess of 1,2-diol was measured by
HPLC analysis of the corresponding 1-tosylated deriva-
tives except for 1-phenyl-1,2-ethanediol. Preparation and
purification of 1-tosylated derivatives were done by the
procedures reported (5,20). The columns and the other con-
ditions used are shown in Table 1.

NMR and mass spectra were recorded on a Varian
EM-90 spectrometer and Shimadzu QP-1000 GC-Mass
spectrometer, respectively. Optical rotation was measured
with a Horiba polarimeter SEPA-200. Melting points were
measured using a Büchi melting point apparatus.

RESULTS

Screening of Microorganisms Producing (S)-1,2-Pentanediol
by Stereoinversion

At the start of this study, we had planned the production
of (S)-1,2-diols from racemates by stereoselective degra-

dation of (R)-1,2-diols using microorganisms. We screened
for suitable microorganisms for this purpose from the stock
culture collection in our laboratory and found that many
microorganisms degraded (R)-1,2-pentanediol more easily
than (S)-enantiomer. Lodderomyces elongisporus IFO 1676
was selected among them and used for large-scale prepa-
ration of (S)-1,2-pentanediol. In this experiment, we found
that the optical purity of residual 1,2-pentanediol reached
approximately 100% ee as (S)-enantiomer when only
22% of racemic 1,2-pentanediol added in the reaction mix-
ture was degraded. This result suggested that this micro-
organism could convert (R)-1,2-pentanediol to the (S)-
enantiomer. This observation led us to rescreen the
microorganisms that had the ability to produce (S)-1,2-
pentanediol having high optical purity from the racemate
by stereoinversion, and we found that various microorgan-
isms had the similar ability as L. elongisporus. They be-
longed to the genera Candida, Debaryomyces, Pichia,
Stephanoascus, Endomyces, Fusarium, Giberella, Gongro-
nella, and others. Among them, the microorganisms that
produced (S)-1,2-pentanediol excess of 70% molar yield
from the racemate are listed in Table 2. C. parapsilosis IFO
0708 was used for further experiments.

Production of (S)-1,2-Pentanediol by C. parapsilosis
IFO 0708

C. parapsilosis IFO 0708 was cultured in a 5-L jar fermen-
ter containing 3 L of medium for 23 h under the conditions
described earlier. After then, 75 g of racemic 1,2-pentane-
diol and 25 g of glucose were added to 2.5 L of the culture
broth in a 5-L jar fermenter, and the pH of the reaction
mixture was adjusted to 6.5 with 4 N NaOH. The reaction-
accompanied cultivation was conducted for 26 h under the
same conditions. Figure 1 shows the course of the reaction.
Racemic 1,2-pentanediol was converted to (S)-1,2-penta-
nediol with a molar yield of 93% after incubation for 24 h.
It was noteworthy that 1-hydroxy-2-pentanone was de-
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Table 2. (S)-1,2-Pentanediol Production from the Racemate by Microbial Stereoinversion

Microorganism
Incubation period

(h)
Residual 1,2-PDOa (A)

(%)
ee of 1,2-PDO (B)

(%)
(S)-Isomer yieldb (C)

(%)

Candida maltosa ATCC 20275 48 75 95 (S) 73
Candida parapsilosis IFO 0585 24 77 97 (S) 76
Candida parapsilosis IFO 0708 24 89 98 (S) 88
Candida parapsilosis IFO 1396 24 89 96 (S) 87
Candida tropicalis CBS 1926 24 92 91 (S) 88
Lodderomyces elongisporus IFO 1676 24 79 93 (S) 76
Pichia bovis IFO 0872 24 77 88 (S) 72
Gongronella butleri IFO 8080 96 84 71 (S) 72

aAt the start of reaction, 10 mg/mL of racemic 1,2-pentanediol (1,2-PDO) was added except for G. butleri (5 mg/mL).
b(S)-Isomer yield (C) � Net yield of (S)-isomer from the racemate � A � [1 � (100 � B)/200].
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Figure 1. Production of (S)-1,2-pentanediol by C. parapsilosis
IFO 0708. � � 1,2-pentanediol; � � 1-hydroxy-2-pentanone;
� � enantiomeric excess of (S)-1,2-pentanediol.

Table 3. Oxidoreduction between 1,2-Pentanediol
and 1-Hydroxy-2-Pentanone by the Cell-Free Extract
of C. parapsilosisa

Reaction and substrate OD at 340 nma

Reduction (pH 6.0) NADH NADPH
1-Hydroxy-2-pentanone �0.667 �0.232
Oxidation (pH 10.0) NAD� NADP�b

(R)-1,2-Pentanediol 0.722 0.014
(S)-1,2-Pentanediol 0.005 0.018

Note: The conditions of oxidation and reduction were described in the text.
aThe change of optical density at 340 nm during the first 1 min of the re-
action is listed.
bIn the case of oxidation using NADP�, the reactions were carried out at
pH 8.0 using 0.1 M tris-HCl buffer instead of 0.1M sodium carbonate buffer
(pH 10.0), because the reduction of NADP� was not observed at all under
these conditions.

tected in the reaction mixture. After the reaction, the cells
were removed by centrifugation, and the supernatant was
concentrated to 375 mL under reduced pressure. (S)-1,2-
Pentanediol was extracted with 750 mL of ethyl acetate.
The solvent was dried up by evaporation, and 66 g of yel-
lowish oil was obtained. (S)-1,2-Pentanediol was purified
by distillation (76 to 77 �C [3 mmHg]), and 60 g of (S)-1,2-
pentanediol was obtained (yield 80%). GLC purity 99.9%,

�17.3� (c � 1, MeOH), �23.2�(c � 1, EtOH), 100%20[�]D

ee, (lit.(14), �16.1�(c � 3, EtOH)), NMR d H(CDCl3):25[�]D

0.92 (3H, t, CH3), 1.13 to 1.83 (4H, m, -(CH2)2-), 3.27 to
3.92 (3H, m, -CH(OH)-CH2OH), 4.12 (2H, broad, OH), MS
m/z: 87 (M�-OH), 73 (M�-CH3O), 61 (C2H5 ).�O2

Mechanism of Stereoinversion of 1,2-Pentanediol
in C. parapsilosis IFO 0708

To obtain the information on the stereoinversion mecha-
nism, we used the cell-free extract of C. parapsilosis. Usu-
ally, alcohol dehydrogenase requires NAD� or NADP� as
a coenzyme to catalyze the oxidation of alcohols. As the

first experiment, we investigated the requirement of co-
enzyme for the oxidoreduction between (R)/(S)-1,2-penta-
nediol and 1-hydroxy-2-pentanone in this microorganism.
As shown in Table 3, both NADH and NADPH served as a
coenzyme to reduce 1-hydroxy-2-pentanone to 1,2-penta-
nediol in the cell-free extract. In the reverse reaction,
NAD� mainly played the coenzyme role in oxidation of (R)-
1,2-pentanediol, and the reaction rate of the oxidation of
(R) and (S)-1,2-pentanediol using NADP� as a coenzyme
was very slow. This NAD�-linked (R)-specific 1,2-penta-
nediol dehydrogenase resembles the glycerol dehydroge-
nase isolated from Cellulomonas sp. (5,21) in its stereo-
specificity and NAD� requirement. Sugiura et al. reported
that NAD�-linked glycerol dehydrogenase from Erwinia
aroideae (22) was inhibited by CuSO4 and ZnSO4. The ef-
fects of these metals and p-chloromercuribenzoate on both
NADH-linked and NADPH-linked 1-hydroxy-2-pentanone
reductase activities were tested. It was found that 1 mM
CuSO4 and 0.17 mM p-chloromercuribenzoate inhibited
NADH-linked 1-hydroxy-2-pentanone reductase very
strongly. In order to know the stereospecificity of NADPH-
linked 1-hydroxy-2-pentanone reductase, 3 mM of CuSO4

was added into the reaction mixture (10 mL) containing
0.50 mmol NADPH, 0.24 mmol of 1-hydroxy-2-pentanone,
and the cell-free extract (2 mL). The reduction was carried
out for 16 h at 25 �C. The steric configuration of 1,2-
pentanediol produced under the above conditions was the
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Figure 2. Effect of pH on 1,2-pentanediol oxidoreductase activi-
ties. The basic composition of the reaction mixtures was described
in the text, and the following buffers were used to maintain the
respective pHs: pH 4.0 to 5.5 acetate buffer, pH 5.5 to 6.5 tris-
maleate buffer, pH 6.5 to 7.5 phosphate buffer, pH 7.5 to 9.0 tris-
HCl buffer, pH 9.0 to 11.0 sodium carbonate buffer. � � NAD�,
(R)-1,2-pentanediol oxidation; � � NADH, 1-hydroxy-2-pentan-
one reduction; � � NADP�, (S)-1,2-pentanediol oxidation; � �

NADPH, 1-hydroxy-2-pentanone reduction; (1 unit � 1 lmol of
NAD(P)� reduction or NAD(P)H oxidation per min).

Table 4. Stereospecificity of NADPH-Linked 1-Hydroxy-
2-Pentanone Reductase

Formed 1,2-
pentanediol

Coenzyme Inhibitor CuSO4 (mM) Yield (%) ee (%)

NADH 0
3

89
0

84 (R)
—

NADPH 0
3

73
31

51 (S)
98 (S)

(S)-form, and its optical purity was very high (Table 4). The
activities of NAD�-linked and NADP�-linked 1,2-penta-
nediol dehydrogenases at various pHs are shown in Figure
2. Oxidoreduction between 1,2-pentanediol and 1-hydroxy-
2-pentanone by NAD�-linked dehydrogenase is reversible,
but reduction of 1-hydroxy-2-pentanone to (S)-1,2-penta-
nediol is practically less reversible. From these observa-
tions, the mechanism of the stereoinversion of 1,2-diol in
C. parapsilosis may be explained as follows. Only (R)-1,2-
pentanediol in the racemate is oxidized to 1-hydroxy-1,2-
pentanone by NAD�-linked (R)-specific dehydrogenase.
Then, 1-hydroxy-2-pentanone is reduced to (S)-1,2-penta-
nediol by NADPH-linked (S)-specific reductase (Scheme 2).

Production of Various Optically Active 1,2-Diols
by Stereoinversion Using C. parapsilosis IFO 0708

It was very beneficial for us to apply this unique microbial
reaction to production of various optically active 1,2-diols.
Fourteen kinds of racemic 1,2-diols were tested: 1,2-
propanediol, 1,2-butanediol (1), 1,2-pentanediol (2), 1,2-
hexanediol (3), 1,2-heptanediol (4), 1,2-octanediol (5), 4-
methyl-1,2-pentanediol (6), 1-phenyl-1,2-ethanediol (7),
3-phenyl-1,2-propanediol (8), 4-phenyl-1,2-butanediol (9),
3-methylthio-1,2-propanediol (10), 3-chloro-1,2-propane-
diol, 3-methoxy-1,2-propanediol, and 3-phenoxy-1,2-
propanediol. Among them, the microbial stereoinversion
was observed on 10 kinds of 1,2-diols listed in Table 5.
These 1,2-diols had the same absolute configuration on the
secondary alcohol. The yields and properties of optically
active 1,2-diols obtained were as follows.

(S)-1,2-Butanediol (1). (S)-Isomer yield 56%, bp 65 �C (3
mmHg), (lit.(6), bp 94 to 96 �C (9 mmHg)), GLC purity
99.9%, �8.57� (c � 1, MeOH), �31.9� (c � 1, EtOH),20[�]D

79% ee, (lit.(6), �15.35� (c � 2.6, EtOH)). NMR d25[�]D

H(CDCl3): 0.92 (3H, t, CH3), 1.45 (2H, m, -CH2-CH3), 3.23
� 3.83 (3H, m, -CH(OH)-CH2OH), 4.03 (2H, broad, OH),
MS m/z: 61 (C2H5 ), 59 (M�-CH3O).�O2

(S)-1,2-Hexanediol (3). (S)-Isomer yield 95%, bp 86 �C
(3 mmHg), (lit.(1), bp 110 to 113 �C (6 mmHg)), GLC purity
99.7%, �16.4� (c � 1, MeOH), �22.1� (c � 1, EtOH),20[�]D

100% ee, (lit.(1), (R)-isomer � 15.2� (c � 14, EtOH)),22[�]D

NMR d H(CDCl3): 0.92 (3H, t, CH3), 1.13 to 1.83 (6H, m,
-(CH2)3-), 3.23 to 4.23 (3H, m, -CH(OH)-CH2OH), 3.73 (2H,
broad, OH), MS m/z: 87 (M�-CH3O), 61 (C2H5 ).�O2

(S)-1,2-Heptanediol (4). (S)-Isomer yield 97%, bp 101 �C
(4 mmHg), (lit.(2), 67 to 70 �C (0.04 mmHg)), GLC purity
99.6%, � 15.4� (c � 1, MeOH), �20.6� (c � 1, EtOH),20[�]D

98% ee, (lit.(2), � 16.6� (c � 11.9, EtOH)), NMR d22[�]D

H(CDCl3): 0.87 (3H, t, CH3), 1.10 to 1.87 (8H, m, -(CH2)4-),
3.22 to 4.13 (3H, m, -CH(OH)-CH2OH), 3.75 (2H, broad,
OH), MS m/z: 101 (M�-CH3O), 61 (C2H5 ).�O2
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Table 5. Production of Optically Active 1,2-Diols by C. parapsilosis IFO 0708

1,2-Diola
Concentration of substrate

(g/L)
Reaction period

(h)
Residual 1,2-diol

(%)
e,e of 1,2-diol

(%)
(S) or (R) isomer yieldb

(%)

1 10 54 62 79 (S) 56
2 30 26 93 100 (S) 93
3 10 16 95 100 (S) 95
4 5.0 4 98 98 (S) 97
5 3.0 9 96 97 (S) 95
6 3.0 23 97 97 (S) 96
7 5.0 30 100 100 (S) 100
8 6.3 72 72 82 (S) 66
9 6.3 72 100 100 (S) 100

10 3.0 54 66 98 (R) 65

aThe numbers in this column correspond to the numbers in Scheme 1.
bSee Table 2.

(S)-1,2-Octanediol (5). (S)-Isomer yield 95%, bp 104 �C
(3 mmHg), (lit.(15), 100 to 110 �C (0.4 mmHg)), GLC purity
99.8%, � 13.6� (c � 1, MeOH), �19.0� (c � 1, EtOH),20[�]D

97% ee, (lit.(15), (R)-isomer � 17.5� (c � 1.164,20[�]D

EtOH)). NMR d H(CDCl3): 0.90 (3H, t, CH3), 1.10 to 1.93
(10H, m, -(CH2)5-), 3.23 to 3.93 (3H, m, -CH(OH)-CH2OH),
3.05 (2H, broad, OH), MS m/z): 115 (M�-CH3O), 61
(C2H5 ).�O2

(S)-4-Methyl-1,2-Pentanediol (6). (S)-Isomer yield 96%,
bp 82 to 83 �C (5 mmHg), (lit.(10), 89 to 91 �C (5 mmHg)),
GLC purity 99.4%, � 26.3� (c � 1, MeOH, �31.5� (c20[�]D

� 1, EtOH), (lit.(10) �24.7� (c � 1.84, EtOH), 97%23[�]D

ee, NMR d H(CDCl3): 0.93 (6H, d, J � 6.6Hz, (CH3)2-CH-),
1.27 (2H, m, CH-CH2-), 1.80 (1H, m, (CH3)2-CH-, 3.20 �
4.05 (3H, m, -CH(OH)-CH2OH), 3.68 (2H, broad, OH), MS
m/z: 117 (M� � 1), 87 (M�-CH3O), 61 (C2H5 ), 57�O2

((CH3)2 ).�C2

(S)-1-Phenyl-1,2-Ethanediol (7). (S)-Isomer yield 100%,
mp 66 to 67 �C (lit.(7), (S)-isomer 63 to 65 �C), GLC purity
99.9%, �45.0� (c � 1, MeOH), �38.6� (c � 1, EtOH),20[�]D

�49.9� (c � 1, acetone), 100% ee, (lit.(4), �51.2� (c25[�]D

� 0.25, acetone), lit(7) (R)-isomer �39.7� (c � 4.33,25[�]D

95% EtOH)), NMR d H(CDCl3): 2.97 to 3.30 (1H, m, OH),
3.40 to 3.60 (1H, m, OH), 3.63 (2H, d, -CH2-), 4.75 (1H, m,
-CH(OH)-), 7.30 (5H, m, C6H5-), MS m/z: 138 (M�), 120
(M�-H2O), 107 (M�-CH2O).

(S)-3-Phenyl-1,2-Propanediol (8). (S)-Isomer yield 66%,
mp 47 to 48 �C, bp 140 �C (6 mmHg), (lit.(11), 101 to 102
�C (0.001 mmHg)), GLC purity 99.6%, �28.2� (c � 1,20[�]D

MeOH), �29.5� (c � 1, EtOH), 82% ee, (lit.(11), �36�20[�]D

(c � 1, EtOH)), NMR d H(CDCl3): 2.68 (2H, d, J � 6.6Hz,
C6H5-CH2-), 3.03 (2H, broad, OH), 3.25 to 3.73 (2H, m,
-CH2OH), 3.73 � 4.10 (1H, m, -CH(OH)-), 7.22 (5H, m,
C6H5-), MS m/z: 152 (M�), 134 (M�-OH), 133 (M�-H2O),
91 (C6H5- ), 61 (C2H5 ).� �CH O2 2

(S)-4-Phenyl-1,2-Butanediol (9). (S)-Isomer yield 100%,
mp 36 to 37 �C, bp 142 �C (4 mmHg), (lit.(19), the racemate
162 to 165 �C (0.65 kPa)), GLC purity 98.8%, �29.0�20[�]D

(c � 1, MeOH), �34.1� (c � 1, EtOH), 100% ee, NMR d

H(CDCl3): 1.72 (2H, m, -CH2-CH(OH)-), 2.68 (2H, m, C6H5-
CH2-), 3.03 � 4.00 (3H, m, -CH(OH)-CH2OH), 3.47 (2H,
broad, OH), 7.23 (5H, m, C6H5-), MS m/z: 149 (M�-OH),
148 (M�-H2O), 135 (M�-CH3O), 105 (C6H5-CH2 ), 61�CH2

(C2H5 ).�O2

(R)-3-Methylthio-1,2-Propanediol (10). (R)-Isomer yield
65%, bp 101 �C (3 mmHg), GLC purity 99.7%, �12.9�20[�]D

(c � 1, MeOH), �11.9� (c � 1, EtOH), 98% ee, MNR
dH(CDCl3): 2.13 (3H, s, CH3-), 2.60 (2H, d, J � 6.0Hz,
-S-CH2-), 3.18 � 4.32 (3H, m, -CH(OH)-CH2OH), 3.83 (2H,
broad, OH), MS m/z: 122 (M�), 104 (M�-H20), 61 (CH3-S-

, C2H5 ).� �CH O2 2

We tried this microbial stereoinversion for production
of optically active 1,2-propanediol, 3-phenoxy-1,2-propa-
nediol, 3-methoxy-1,2-propanediol, and 3-chloro-1,2-pro-
panediol, but these 1,2-diols were not good substrates. In
cases of 1,2-propanediol and 3-phenoxy-1,2-propanediol,
their (S)-isomers were isolated from the reaction mixtures,
but the yields and the optical purities of both (S)-1,2-diols
were not over 50%. With the other 1,2-diols, their race-
mates were recovered from the reaction mixtures.

In this study, we presented a novel method for produc-
tion of optically active 1,2-diols using a microbial stereoin-
version. This unique bioinversion consisted of two succes-
sive reactions via 1-hydroxy-2-ketone, namely the
oxidation of (R)-1,2-diol to 1-hydroxy-2-ketone by NAD�-
linked (R)-specific alcohol dehydrogenase, followed by the
reduction of 1-hydroxy-2-ketone to (S)-1,2-diol by an
NADPH-linked (S)-specific reductase. To the best of our
knowledge, this is the most convenient procedure for pro-
ducing optically active 1,2-diols among the reported meth-
ods.
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INTRODUCTION

Cellulose is the most plentiful of all of the naturally occur-
ring organic compounds. It is a high molecular weight lin-
ear polysaccharide composed of two residues (b-1,4-linked
glucose, known as cellobiose) in repeated units. Complete
hydrolysis of cellulose using strong mineral acids yields
glucose. The basic building blocks of cellulose are chemi-
cally reactive, making it susceptible to chemical modifica-
tions. Cellulose has great economical importance; it is pro-
cessed to produce papers, fibers, and chemical derivatives
to yield substances used in the manufacturing of such
items as plastics, photographic films, rayon, and so on.
Other cellulose derivatives are used as adhesives, explo-
sives, and thickening agents for foods. Figure 1 shows
some common uses of cellulose.

Cellulose exists in nature in two principal types: the
pectocelluloses such as flax, hemp, and ramie that contain
more than 80% cellulose; the lignocelluloses composed
mostly of cellulose, hemicellulose, and lignin. As a basic
component of plant cell walls, cellulose comprises at least
30% of all plant matters (90% of cotton and up to 50% of
wood are cellulose). Table 1 shows the approximate com-
position of the selected lignocellulosic materials.

Because lignocellulosic materials are renewable and
abundant, extensive research in recent years has been un-
dertaken to convert cellulose, particularly agricultural res-
idues, forest by-products, and waste cellulose, into food,
chemicals, and fuels. In this article, the emphasis will be
on the production of ethanol from lignocellulosic materials.
Other products such as solvents (acetone and butanol) (7),
2,3-butanediol (8), and single-cell proteins (9) have been
reviewed.

Relationship between Structural Features of the Cell Wall
and Cellulolytic Enzymes

Native lignocellulosic materials are heterogeneous, con-
taining cellulose, hemicellulose, lignin, ash, protein, and a
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Chemical and/or mechanical

Cellulose

Dissolving pulp Felt Yarn Absorbent Fiber pulp

Cellulose
nitrate Viscose Cellulose

ester and ether
Cellulose
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Cellulose
powder Paper

YarnFilmPlasticRayonFood casing

Automotive upholstery
Comforter
Cushion
Furniture upholstery
Mattress
Pad

Candle wick
Lamp wick
Mop
Rug
Twine

Cotton ball
Cotton swab
Gauze pad
Paper

Dynamite
Lacquer
Plastic
Smokeless gunpowder
Solid rocket
   propellant

Cosmetic
Hair care product
Ice cream
Lacquer
Paint
Pharmaceutical emulsion
Salad dressing
Toothpaste

Carboxylmethyl cellulose
Microcrystalline cellulose

Battery separator
Currency
Document paper
Filter paper
Fine writing paper
Laminating paper
Sanitary product

Bologna
Frankfurter
Sausage

Air hose
Industrial fabric

Automotive part
Electric equipment
Novelty item
Outdoor signa
Pen and pencil barrel
Toiletware
Tool handles
Windshield

Clear sheet protector
Envelope window
Packaging
Photographic
Recording tape
Transparent tape
X-ray film

Clothing
Household fabric

Figure 1. Common uses of cellulose. Source: From Ref. 1.

wide array of minor extractives. The most important struc-
tural feature in a plant cell wall is the capillary area,
whose dimensions and shapes control the accessibility of
lignocelluloses by hydrolytic enzymes. The lumen (Fig. 2)
is the largest capillary in a plant cell, followed by pit ap-
ertures and pores in the pit-membrane, ranging from 200
Å to 10 or more lm in diameter. Most of these capillaries
are filled with hemicellulose, pectic materials, and lignin,
which form a protective sheath around the cellulose
(10,11). Therefore, any treatment of lignocellulosic mate-
rials that solubilizes and/or removes lignin and hemicel-
luloses from the cell wall can enlarge the capillaries. As a
result, the accessibility of cellulose to cellulase can be in-
creased.

Molecules of cellulolytic enzymes of various microorgan-
isms are water-soluble proteins of high molecular weight
that are 13 � 79 Å in width and 42 � 252 Å in length.
The relatively large enzyme molecules cannot be diffused
into plant cell walls unless pretreatment is conducted to
increase the size of the cell wall capillaries.

CELLULOSE PRETREATMENT

Many factors have been identified as influencing the reac-
tivity and digestibility of the cellulose fraction of lignocel-

lulose materials. These factors include lignin and hemicel-
lulose contents, crystallinity of the cellulose, and the
porosity of the biomass. Pretreatment of lignocellulosic
materials prior to utilization is a necessary element in the
biomass-to-ethanol conversion processes. The objective of
the pretreatment is to render biomass materials more ac-
cessible to either chemical or enzymatic hydrolysis for ef-
ficient product generation. There are several goals of the
pretreatment.

• Disrupt and remove the lignin sheath
• Remove and separate hemicellulose from cellulose
• Decrease the crystallinity of the cellulose
• Increase the accessible surface area
• Increase the pore size to facilitate the penetration of

hydrolysis agents

There have been many processes developed for the
treatment of various biomass. In general, agricultural res-
idues are more easily treated than hardwood materials.
The most difficult biomass to treat is that derived from
softwood because it has a relatively high lignin content.
Most processes exploit a variety of mechanisms to render
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Table 1. Approximate Composition of Selected Plant
Materials and Cellulose Waste

Materials
Cellulose

(%)
Hemicellulose

(%)
Lignin

(%) Ref.

Softwood
Spruce 43 26 29 2
Pine 44 26 29 2
Hardwood
Aspen 46 26 18 3
Black locust 49 21 22 4
Birch 38 27 23 3
Hybrid poplar 43 21 26
Red oak 38 27 23 3
Silver maple 46 23 21 4
Sycamore 44 22 23 4
Willow 37 23 21 2
Crop residues
Corn cobs 45 35 15 5
Corn stalks 35 25 35 5
Corn stover 41 21 17 4
Sugar cane bagasse 40 30 20 5
Wheat straw 36 28 29 2
Others
Alfalfa hay 38 9 14 6
Nut shells 25 25 30
Cotton 90 5 0
Cellulose Wastes
Paper 85 0 15
Newsprint 61 16 21 2
Sorted refuse 60 20 20
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����
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S3

S3

S2

S2S2

S1

S1
S1

Lumen

Lumen

M

M

P

P
P

Figure 2. Diagrammatic representation of various layers of the
cell wall. The intercellular materials: M, middle lamella; P, pri-
mary walls; S, secondary wall with outer (S1), middle (S2), and
inner (S3) layers. Source: From Ref. 10.

the carbohydrate components of lignocellulosic materials
more susceptible to enzymatic hydrolysis and microbial
conversion (for detail see refs. 10 and 12).

The majority of the pretreatment methods involve a
combination of mechanical size reduction, alkali swelling,
acid hydrolysis, steam and other fiber explosion tech-
niques, or exposure to supercritical fluids. The processes
involving irradiation, strong mineral acids, cellulose sol-

vents, and concentrated alkali chemicals are not suitable
methods for the pretreatment of lignocellulosic materials
because of their high cost. Biological methods, such as
those applying “white rot” fungi to remove lignin from
cellulose-hemicellulose, are also unsuitable due to the
length of time they take, unless the lignocellulosicmaterial
is intended for single-cell protein (e.g., mushrooms) pro-
duction (13). Therefore, the chosen pretreatment process
must be efficient, cost effective, and environmental
friendly.

Many different pretreatment approaches have been de-
signed and tested, and some processes have also been tried
in pilot scale. Ideally, the most desirable method of treat-
ment is the dissolution of the solid materials into aqueous
substrate. Many cellulose solvents at high enough concen-
trations can penetrate into the cellulose crystalline struc-
ture, causing the dissolution of solid cellulose. The result-
ing materials can be readily hydrolyzed to glucose by
cellulase either in situ, or after the dissolved cellulose has
been reprecipitated (14). Although cellulose solvents are
powerful-solubilization agents, they are toxic, corrosive,
and hazardous, and recovery costs are high. For these rea-
sons, cellulose solvents are generally considered inappro-
priate for large-scale pretreatment processes.

Alkaline Treatment

Alkaline treatment causes lignocellulosic materials to
swell; increased swelling leads to higher susceptibility of
cellulose to saccharification. In the presence of alkaline
chemicals (e.g., NaOH or NH3), cellulose, hemicellulose,
and lignin bonds can be disrupted, which permits cellulose
to swell beyond normal water-swollen stages. Conse-
quently, the pore size, intraparticle porosity, and capillary
size are increased. There is also a phase change in the cel-
lulose crystalline structure (15).

Sodium hydroxide is the most commonly used chemical
in the treatment of lignocellulose to enhance digestibility
for animals. It is a strong swelling agent for cellulose and
may also be responsible for changing cellulose crystalline
structure from cellulose I to cellulose III (decrystalliza-
tion). The amount of NaOH used for treatment ranges from
2 to 20%, and the temperature for the treatment ranges
from ambient to 120 �C. Under mild conditions (low con-
centration and low temperature) substrate components re-
main unchanged. Under harsher conditions, most of the
lignin and hemicellulose are solubilized. Consequently, the
cellulose fraction is exposed to hydrolysis agents.

Similar to NaOH, ammonia is useful in increasing the
in vitro digestibility of lignocellulosic materials. It is also
effective in the preparation of substrates for single-cell pro-
tein production. Ammonia is one of the most heavily used
industrial chemicals. On a weight basis, aqueous ammonia
is about one-third the cost of NaOH. In addition, ammonia
is easily recoverable from an aqueous mixture because of
its high volatility; it is also far less corrosive than mineral
acids at high temperature. Increasingly, ammonia has
been used in combination with other methods to treat lig-
nocellulosic materials.

Ammonia-Recycled Percolation Process. The ammonia-
recycled percolation (APR) process (16) uses ammonia as
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Figure 3. Schematic diagram of the
ammonia-recycled percolation process.
Source: From Ref. 16.
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the treatment agent. In one example, the reactor was a
packed-bed flow-through type (percolation reactor) and
was used in a recirculation mode (Fig. 3). The intended
biomass material was packed in a pressure vessel with pre-
heated liquid ammonia passing through the substrate. The
reaction temperature was 150 �C, and pressures were up
to 325 psi. As the name of the process indicates, ammonia
was recycled for further treatment of cellulosic materials.
The scanning electron microscope examination of treated
samples showed an increase in pore size and porosity. The
amount of lignin removed was in the range of 23–63%, and
hemicellulose removed was in the range of 20–36%.

Alkaline Peroxide Process. Chopped wheat straw was
steeped in an aqueous alkaline solution (pH � 11.5) of
H2O2 at a ratio of 0.25 g/g substrate at 25 �C. Lignin re-
moval was 50%, and hemicellulose solubilized was almost
100%. The results of Trichoderma cellulase hydrolysis of
cellulose indicated that glucose yield was approaching
100% with a substrate solid content of 5% (17).

Ammonia Freeze Explosion. The ammonia freeze explo-
sion (AFEX) process is the pretreatment method that util-
izes steam explosion techniques with ammonia as the
chemical reagent (6,18). The intended biomass material is
placed in a pressure vessel with liquid ammonia (1:1) and
treated similarly as in the steam explosion process but
with much lower temperatures (up to 80 �C) and pressures
(up to 15 psi). Using this process, ammonia was recovered.
Exposure to ammonia in the AFEX process causes swelling
and partial decrystallization of the cellulose. It also caused
the partial solubilization of lignin and hemicellulose re-
sulting in the exposure of cellulose. This pretreatment
method is more effective with agricultural residues (e.g.,
corn stover and straws) than with woody materials.

Steam Treatment with or without SO2

Steam explosion of biomass materials has been studied by
many investigators (see Ref. 19 for review). Biomass ma-

terial (woodchips or wheat straw) was placed in a high-
pressure stainless steel tube and was exposed to steam
under pressures ranging from 250 to 650 psi at 200–240 �C
for up to 20 min. The sudden pressure release caused an
explosion of biomass material, thereby disrupting the lig-
nin and hemicellulose bonding toward cellulose. The ad-
dition of SO2 enhanced the pretreatment effect and also
increased the recovery of cellulose (20–22).

Dilute Acid Pretreatment

The use of dilute acid hydrolysis pretreatment has been
studied extensively (4,23). The overall goal of dilute acid
pretreatment is to attain a high yield while minimizing the
breakdown of hemicellulose sugars into decomposition
products. The pretreatment usually involves mineral acids
(e.g., HCl and H2SO4) at a concentration from 0.3 to 2%
(w/w). The temperature for treatment ranged from 120 to
180 �C, and the length of treatment ranged from less than
1 min to 2 h or longer. The objective in dilute acid treat-
ment is to separate hemicellulose from lignin and cellulose.
It is effective in hydrolyzing hemicellulose, but a portion
of lignin was also solubilized, resulting in the complication
of utilization of hemicellulose carbohydrates. Depending
on hydrolysis conditions, carbohydrate degradation prod-
ucts also formed, which interfered with microbial activi-
ties.

Because the hemicellulose fraction of biomass materials
can be separated from lignin and cellulose by dilute acid
treatment, cellulose becomes more reactive toward cellu-
lase. Hemicellulose hydrolysis rates vary with acid concen-
tration, temperature, and solid-to-liquid ratio. With most
lignocellulosic materials, complete hemicellulose hydroly-
sis can be achieved in 5–10 min at 160 �C, or 30–60 min at
140 �C. Dilute acid hydrolysis forms the basis of many pre-
treatment processes; autohydrolysis and steam explosion
are two examples that are based on high-temperature-
dilute-acid-catalyzed hydrolysis of biomass.
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CELLULASE

Unlike chemical hydrolysis, enzymatic hydrolysis of cel-
lulose has the advantage of producing only sugar as prod-
uct and no sugar degradation byproducts. However, enzy-
matic hydrolysis of cellulose is a slow process with low
yield and a long reaction time. The slow reaction is further
complicated by the complex features of biomass materials.
Factors affecting the rate of enzymatic hydrolysis of lig-
nocelluloses are the following: the presence of a lignin-
hemicellulose shield surrounding cellulose fibers in plant
cell walls; the crystallinity of the cellulose; and the rela-
tively small pore sizes in biomass materials that impose
mass transfer limitations on the penetration of both mi-
croorganisms and the hydrolytic enzymes. Enzyme activity
is also subjected to hydrolysis product feedback inhibition.
Consequently, some form of pretreatment is needed to ex-
pose the cellulose matrix and increase the diffusion of cel-
lulases into the matrix of the substrate.

There are many different microorganisms, including
fungi, bacteria, and protozoa, that are capable of producing
cellulase enzymes. Trichoderma reesei (formerly T. viride)
is the best-known cellulase-producing microbe; it produces
a highly active cellulase complex toward insoluble cellu-
lose. A large number of fungi isolated from rotten cellulosic
materials were identified, and their ability to produce cel-
lulase was examined by Reese and Levinson (24).

The extensive research by Reese et al. resulted in the
development of the multiple enzymes (C1 and Cx) concept
that could involve in the degradation of crystalline cellu-
lose (25). It also resulted in the use of Trichoderma reesei
as a source of most investigated active cellulase for the
hydrolysis of insoluble cellulose. Trichoderma cellulase
preparations are available in several different forms from
various commercial entities.

Mode of Action of T. reesei Cellulase Components

It is widely recognized that true cellulolytic microorgan-
isms produce three basic cellulase components, namely, en-
docellulase, exocellulase, and cellobiase. The three enzyme
components act in concert to hydrolyze crystalline cellulose
to its end product, glucose. The components of cellulase
enzymes have been studied extensively, and the modes of
action of cellulase components have been elucidated (see
Refs. 26 and 27 for review). Table 2 summarizes the three
major Trichoderma cellulase components, the substrates
for measurement of enzyme activities, and the mode of ac-
tion of enzymes.

Crude cellulase activity can be approximated by ana-
lyzing the soluble color intensity released from commer-
cially available remazol brilliant blue acid-swollen cellu-
lose (cellulose-azure, Sigma). The standard method
(Procedure No. 009) for measurement of overall cellulase
activity in terms of filter paper units (FPU) has been pro-
vided by National Renewable Energy Laboratory (NREL)
(28).

Production of Cellulase

The basic medium for cellulase production from T. reesei
was developed by Mandels and Reese (29). The composi-

tion of the medium is given in the following section. There
have been variations in medium composition, especially in
the nitrogen source and in the addition of surfactants, such
as Tween 80, to reduce the cost of the medium as well as
to increase the yields of cellulases. The most common sub-
strates for cellulase production are commercially available
materials such as filter paper and Solka-Floc.

Medium. The basic medium has the following compo-
sition: (NH4)2SO4, 1.4 g/L; KH2PO4, 2.0 g/L; urea, 0.3 g/L;
CaCl2, 0.3 g/L; MgSO4, 0.3 g/L; trace elements, FeSO4 •
7H2O, 5.0 mg/L; MnSO4 • H2O, 1.6 g/L; ZnSO4 • 7H2O, 1.4
g/L; CoCl2, 2.0 g/L; cellulose, 0.75–1%; protease peptone,
0.075–0.1%; Triton X-100, 0.1–0.2%; initial pH � 5.0–6.0.
Rapidly metabolizable carbon sources, such as glycerol or
glucose, repress cellulase formation until these carbon
sources are depleted by the organism, that is, unless the
hypercellulase-producing mutant Rut-C30 is used (30).
The Rut-C30 produces cellulase even in the presence of
glucose. The addition of small amounts (0.1%) of a readily
metabolizable carbon source, such as glycerol, with pep-
tone and cellulose reduces the lag phase for the growth of
the organism, consequently increasing cellulase produc-
tion. The representative cellulase production profile is pre-
sented in Figure 4 (31,32).

Supplementation of Cellulases

Commercial cellulase preparations are derived mostly
from the Trichoderma species (T. reesei, and T. koningii).
Trichoderma enzyme preparations are deficient in cello-
biase. To enhance the saccharification of cellulose during
SSF process, cellobiase derived from Aspergillus species is
often added. The amounts of cellobiase supplementation
are often at 1 unit per FPU cellulase (33).

SIMULTANEOUS SACCHARIFICATION
AND FERMENTATION

In general, conversion of cellulosic materials to ethanol in-
volves two stages: (1) conversion of cellulose to glucose by
either chemical or enzymatic processes, and (2) microbial
conversion of the resulting glucose to ethanol. In nature,
the microbes that are rich in cellulolytic enzymes are usu-
ally those with relatively slow growth, such as wood-
rotting fungi. The natural selection process has resulted in
cellulolytic enzymes that are often highly regulated by the
reaction end products. Cellulase activity is subjected to
product feedback inhibition (34). When there is a signifi-
cant concentration of glucose, the enzymatic activity of cel-
lobiase will be affected, which results in the accumulation
of cellobiose. The accumulation of cellobiose in turn inhib-
its cellulase activities (for details see Ref. 27). To overcome
the problems caused by the glucose feedback inhibition, a
process known as simultaneous saccharification and fer-
mentation (SSF) was developed.

SSF is a process in which production of ethanol from
cellulosic materials is achieved by utilizing cellulose, cel-
lulase, ethanol producing microbes, and nutrients in the
same reactor. This process is attractive because the contin-
uous removal of sugars by fermentative organisms allevi-
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Table 2. Common Names and Mode of Action of Three Cellulase Components

General category Other Names Substrate Mode of action

b-1,4-Glucan glucanohydrolase (EC.3.2.1.4) Cx
Endoglucanase
Endo-b-glucanase
CMCase

Acid-swolen cellulose
Bacterial cellulose
Cellodextrins
CMC

Hydrolyze cellulose in random fashion
into smaller chains; create reactive
site for exocellulase

b-1,4-Glucan cellobiohydrolase (EC.3.2.1.91) C1
Exocellulase
Avicelase
Cellobiohydrolase

Filter paper
Cellodextrins
Bacterial cellulose
Acid-swollen cellulose

Cellobiose producer from nonreducing
end of the celulose chains

b-1,4-Glucosidase (EC.3.2.1.21) Cellobiase Cellobiose Hydrolyze cellobiose into two glucose
molecules

2Source: From Refs. 26 and 27.
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Figure 4. Typical Trichoderma cellulase production profile.
Source: From Ref. 32.

ates the end-product inhibition of saccharification. The
process is also simplified because only one reactor is used
for SSF. The SSF process for ethanol production from cel-
lulosic materials was reported by Blotkamp et al. (35) and
was later tested in the pilot scale (for details see Ref. 36).

The advantages of SSF over the separate saccharifica-
tion and fermentation of cellulose include the following:

• Reduction of contamination risk
• Lower enzyme loading requirements
• Faster hydrolysis reaction rate
• Higher product yield
• Lower operational expenses

For these reasons, SSF is the preferred process for the
bioconversion of the cellulose fraction of lignocellulosic ma-
terials to ethanol and other chemicals at the present time.
The SSF process involving lignocellulosic material has
been reviewed in Ref. 36. There are several factors that
are important for an efficient SSF process:

• The physical state of the substrate (particle size and
crystallinity of the cellulose)

• Characteristics of the cellulase and cellulase concen-
tration

• Effect of fermentation product on enzyme activity

• Compatibility of saccharification and fermentation
temperature

• Characteristics of the yeast strains and yeast concen-
tration

• Maintaining a low level of saccharification products

The nature of the cellulosic substrate is important because
the degree of saccharification in the SSF system is often
rate limiting with respect to ethanol production. Tempera-
ture also determines the economics of ethanol production
from cellulose. In most studies, cell densities and enzyme
concentration exerted little effect on the amounts of etha-
nol produced from cellulose under typical SSF conditions
(37). In designing an efficient SSF system for the conver-
sion of cellulose to ethanol, the fermentation temperatures
should be compatible with operation temperatures, which
are generally between 45 and 55 �C. The optimal tempera-
ture for the most commonly available cellulase is about 50
�C. Therefore, the use of high-temperature-tolerant mi-
crobes is desirable for the application of the SSF process
for ethanol production. For the industrial production of
ethanol from biomass materials, the use of yeast cultures
is preferred over bacteria because the bacterial phage
problem can be avoided. In addition, by-product credit can
be obtained by marketing spent yeast cells as single-cell
protein.

Typical industrial ethanol-producing yeast strains are
mesophilic, with an optimal fermentation temperature of
30–37 �C. No true thermophilic yeast species has been re-
ported, and only a few yeast strains that are thermotoler-
ant as well as good ethanol fermentors have been de-
scribed.

Supraoptimal Temperature Fermentation

In 1986, Anderson et al. (38) studied several thermotoler-
ant yeast strains isolated from sugarcane factories in Aus-
tralia. Most of the good ethanol-producing yeast strains
belong to Kluyeromyces marxianus var. maxianus. Some
are capable of producing over 6% ethanol (w/v) from glu-
cose at an incubation temperature up to 43 �C after 14 h
of fermentation. Over 80% of yeast cells remained viable
at the end of fermentation.
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Ballesteros et al. (39) studied the high-temperatureSSF
fermentation of pure cellulose at 42 and 45 �C at cellulase
loading of 15 FPU/g substrate. The best results were
achieved at 42 �C with a strain of K. maxianus and a strain
of K. fragilis. Both yeast strains produced close to 38 g/L
ethanol in 78 h. The results also confirmed the importance
of using thermotolerant yeast in SSF processes in order to
improve hydrolysis rates and achieve higher ethanol pro-
duction. There are several possible benefits of using ther-
motolerant yeast to carry out ethanol fermentation at a
supraoptimal temperature:

• Faster rate of saccharification
• Higher rates of sugar production and product (etha-

nol) formation
• Reduction of contamination by mesophilic yeast and

bacteria
• Facilitation of product recovery
• Simplification of cooling during industrial-scale fer-

mentation

However, yeast activities are more sensitive to inhibitory
effects of ethanol with increasing temperature.

Improvement of the SSF Process

Typically, the SSF process is carried out in a continuous
stirred-tank reactor (CSTR) in batch mode. Under this re-
action condition, the fermentation product, ethanol, ex-
erted its effect not only on microbes but also on cellulose
hydrolysis activity. To overcome this problem and to im-
prove the efficiency of ethanol production from cellulose,
the continuous removal of end product during ethanol pro-
duction should be beneficial. With this type of process ap-
plication, the SSF process can be operated in a fed-batch
mode. Fed-batch operation is similar to continuous opera-
tion except the fermentation broth is retained in the fer-
mentor at all times, whereas the solid substrate is contin-
uously fed into the fermentor.

Different methods of in situ removal of ethanol while it
was being formed have been investigated (for review see
Ref. 40). The processes include gas stripping, vacuum fer-
mentation, solvent extraction, and the use of membrane
bioreactors. Of these alternatives, gas stripping offers ad-
vantages in terms of its effectiveness and ease of operation.
Ethanol can be recovered from the carrier gas stream by
adsorbing onto activated carbon (41), or by condensation
from the gas carrier (42). The experiments involving the
gas (CO2) stripping of ethanol during fermentation have
been conducted in conventional stirred-tank bioreactors
(41,43). Due to poor gas distribution in the stirred tanks,
energy consumption for gas input into the fermentor is
high. With an airlift fermentor, this drawback can be over-
come. The airlift fermentor is the reactor that has a simple
structure and provides better gas distribution and uniform
air bubble size. The airlift fermentor is also about one-
third less energy intensive than stirred tanks (44) because
mechanical agitation is replaced by gas upflow to provide
the required mixing. Recently, Tsao et al. (45) developed a
novel airlift fermentor with a side arm (ALSA). This mod-

ified airlift fermentor improves liquid circulation velocities
and minimizes the need for antifoaming agents. An ALSA
fermentor coupled with gas stripping was used for the re-
moval of ethanol from the fermentation broth during the
fermentation of a substrate that contained a high glucose
concentration. The ethanol concentration in the broth was
maintained at under 4% (w/v) at all times due to the con-
tinuous removal of ethanol. The configuration of an ALSA
fermentor integrated with a CO2 stripping system is shown
in Figure 5.

The application of this type of integrated fermentation
system for high-solid SSF fermentation of biomass mate-
rials at an elevated temperature has the potential to over-
come ethanol inhibition and temperature incompatibility.

XYLOSE FERMENTATION

Upon the hydrolysis of hemicellulose, xylose becomes the
major monosaccharide component in the hemicellulose hy-
drolysate. Also, in the hydrolysates of lignocellulosic ma-
terials, mixtures of glucose and xylose will be expected.
Usually, glucose in the hydrolysate can be completely fer-
mented to ethanol within a few hours. However, the com-
plete conversion of xylose to ethanol will take 48–72 h or
longer. The nonmatching fermentation rates between
glucose and xylose cause difficult design problems. The de-
velopment of the SSF process has made it possible to con-
vert lignocellulosics to ethanol with cellulase and ferment-
ing microbes in the reactor at the same time. Again, the
conversion of cellulose to glucose and finally to ethanol can
be completed quickly. Nevertheless, the batch lasts a long
time, until the xylose fermentation is completed.

Xylose can be metabolized by bacteria, fungi, or yeast.
In bacteria, the initial step of xylose metabolism involves
inducible enzymes (xylose transport enzymes, xylose isom-
erase, and xylulokinase). The direct isomerization of xylose
to xylulose is the first step in xylose utilization by bacteria.
They produce a variety of end products, including ethanol,
from xylose (46). Recently, through advances in genetic en-
gineering, a few bacterial strains have been genetically
constructed to efficiently produce ethanol as the major
product from xylose (47,48).

In yeast and mycelial fungi, xylose is metabolized via
the coupled oxidation–reduction reactions. Xylose reduc-
tase is the enzyme involved in the reduction of xylose to
xylitol, the sequential enzymatic events through the oxi-
dation of xylitol to xylulose that lead to the utilization of
xylose. Many yeast species utilize xylose readily, but eth-
anol production capability is very limited. Only a few yeast
species such as Pachysolen tannophilus, Candidashihatae,
and Pichia stipitis are relatively good ethanol producers
when xylose is the substrate (49). The production of etha-
nol from xylose by those three yeast strains has been stud-
ied extensively in recent years. Recently, genetically engi-
neered yeast strains have been constructed for more
effective conversion of xylose to ethanol (50).

Xylose fermentation by yeast strains is subjected to
regulation by dissolved oxygen (51) and by the presence of
extraneous materials in the substrate (52). It is also af-
fected by the presence of the fermentation end product,
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Figure 5. Schematic configuration of ALSA integrated with gas stripping. Source: From Ref. 45.

Figure 6. Fermentation of glucose–
xylose mixture to ethanol by Saccha-
romyces 1400 (pLHN33) in an ALSA
with gas stripping. Source: From
Ref. 45.
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ethanol. Ethanol, at about 45 g/L, will become inhibitory
toward the ability of either naturally occurring or geneti-
cally modified xylose-fermenting microbes. To overcome
the end-product inhibition by ethanol, Tsao et al. (45) used
a modified airlift fermentor (ALSA) coupled with a gas-
stripping system to remove ethanol continuously from the
fermentation broth. Their results (Fig. 6) showed that xy-
lose can be converted into ethanol without the feedback
inhibition by ethanol that was encountered under typical
stirred-tank fermentation conditions.

Inhibitors

In addition to producing monomer sugar residues, ther-
mochemical processing of biomass is known to produce

substances that are inhibitory to microbial growth and eth-
anol production. For example, furfural derived from pen-
tose sugars, hydroxymethylfurfural, and levulinic acid
from hexose sugars are known inhibitors (53). In addition,
soluble phenolic compounds derived from lignin degrada-
tion and alkaline extractives are also inhibitory toward
yeast in low concentration (Table 3). Another potential in-
hibitor is acetic acid, which can be present in relatively
high concentrations (6–15 g/L); it exists as an integral part
of hemicellulose. Various procedures have been investi-
gated to minimize the inhibitory effect of the processing
by-products. The methods include careful control of the
pretreatment process to minimize sugar degradation, us-
ing ion exchange resins and activated charcoal to remove
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Table 3. The Effects of Potential Inhibitors on Growth
and Ethanol Production from Xylose

Compound
Concentration

(g/L)
Inhibition
(% growth)

Inhibition
(% EtOH)

Furfural 2 90 90
HMFb 5 92 96
Acetate 10 16 38
HBAc 0.75 77 83
SGAd 0.75 55 60
Vanillin 0.5 33 53

Source: From Ref. 53.
aPercent inhibition of ethanol production from xylose by Candida shehatae.
bHydroxymethylfurfural.
cHydroxybenzaldehyde.
dSiringaldehyde.

Lignocellulose

Soaking in aqueous ammonia (10%), at ambient temperature, 24 h

Filtration

Cellulose-hemicelluloseAmmonia Lignin and extractives

Prehydrolysis by HCl (1%), 100–108 °C, 1 h

Cellulose Hemicellulose hydrolysate

SSF Fermentation

EthanolButanediol Butanediol Ethanol Xylose Xylitol
Figure 7. Flow chart of biomass fractionation and po-
tential products. Source: From Ref. 55.

Table 4. Composition of Materials after Treatments

Wood Chips Corn Cobs
Material After ammonia After acid After ammonia After acid

Treatment Original soaking hydrolysis Original soaking hydrolysis

Composition (%) Cellulose 42.9 58.09 85.37 44.88 56.2 90.4
Xylose 22.5 30.37 4.48 32.68 38.5 5.29
Lignin 25.0 7.11 6.97 7.41 0.85 0.91

Source: From Ref. 55.

the inhibitors, or the soaking of materials in an alkaline
solution prior to hydrolysis.

BIOMASS FRACTIONATION

The rationale behind the fractionation of lignocellulose
into lignin, hemicellulose, and cellulose components prior
to utilization is as follows:

• Alkaline extractives, soluble lignin, and lignin-
derived soluble products are inhibitory to microbial
fermentation.

• Hemicellulose is much more susceptible to acid hy-
drolysis than cellulose.

• Cellulose carbohydrate can be fermented to ethanol
much faster than can hemicellulose-derived carbo-
hydrates (e.g., xylose).
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The biomass fractionation options and their economical
benefits were recently reviewed and discussed by Elander
and Hsu (54). The objective of the fractionation is to sepa-
rate different biomass components and subsequently con-
vert the cellulose and the hemicellulose into separate prod-
ucts. To achieve this objective, mild treatment conditions
such as low temperature, low concentration of reagents (or
easily recoverable reagents), and low pressures are nec-
essary. Under this biomass component fractionation
scheme, cellulose sugar (glucose) and hemicellulose car-
bohydrates (mostly xylose) can be converted in different
reactors to produce different products, if so desired.

Cao et al. (55,56) examined a fractionation option that
used corn cobs and aspen woodchips as the substrates. In
this biomass fractionation scheme (Fig. 7), the majority of
lignin, alkaline extractives, and acetate were solubilized
and separated from cellulose and hemicellulose fractions
by alkaline treatment. Hemicellulose was thereafter hy-
drolyzed to its sugar constituents by dilute acids. Hemi-
cellulose carbohydrates were then fermented to ethanol,
2,3-butanediol, or xylitol by xylose-fermenting microbes.
The cellulose fraction, after separation from lignin and
hemicellulose, was used as the substrate in the SSF pro-
cess for ethanol production with a thermotolerant yeast
strain as the biocatalyst, or it can be bioconverted into
other products. Table 4 shows the changes of biomass com-
ponents after ammonia and dilute acid treatments.
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INTRODUCTION

Silicon, which is the second most abundant element in the
Earth’s crust, belongs to the same group as carbon, which
is one of the most fundamental elements for organisms,
but is different from carbon in its characteristics (1). Sili-
con is less electronegative and has a bigger covalent radius
than carbon (Table 1). A bond between silicon and oxygen
is stronger than the corresponding bond between carbon
and oxygen, whereas its bonds with carbon and hydrogen
are weak.

Silicon plays an important role in the biosphere and is
present mainly in living organisms, especially at a lower
stage of evolutionary development. Silicate bacteria, the
simplest algae, and spore plants, in fact, contain very large
amounts of silicon (2,3). Recent research has indicated that
silicon is also important for higher plants, animals, and
humans (4), although its actual biochemical function is at
present not fully defined. It seems, however, that natural
biochemical processes mainly involve silicon bound to ox-
ygen, whereas organosilicon compounds containing Si–C
bonds have not been detected (1–3). Therefore, the effects
of organosilicon compounds on organisms and/or enzymes
are very interesting.

The explosive growth of organosilicon chemistry has
created a growing awareness of its considerable utility to
organic chemists and has shown that a wide spectrum of
organosilicon compounds often exhibit interesting biologi-
cal properties (2,3). Recently, pharmaceutical applications
of organosilicon chemistry have also been gaining atten-
tion (2,3,5–7). Therefore, the production of organosilicon
compounds with desired chemical and physical properties
by the use of effective biocatalysts is of great importance.
Several examples of bioconversion of organosilicon com-
pounds have been summarized by Ryabov (8) and Tanaka
and Kawamoto (9).

MICROBIAL REDUCTION OF ORGANOSILICON
COMPOUNDS

Stereoselective microbial reduction of organosilicon com-
pounds was first demonstrated by Tacke et al. (10). Anal-
ogous to the microbial reduction of alkyl acetoacetates to
optically active 3-(S)-hydroxybutyrates, the sila analogues
1a and 1b could be transformed stereoselectively into the
corresponding reduction products (S)-2a and (S)-2b by us-
ing growing cells of the yeast Kloeckera corticis (Fig. 1).
This stereoselective reduction could be performed on a pre-
parative scale with good yields. The optical purities ob-
tained were about 80% ee for (S)-2a and (S)-2b.

In this case, the carbonyl groups attacked by the micro-
organism are relatively far away from the silicon atom.
However, it was also shown that compounds containing a
carbonyl group bound directly to the silicon atom can also
be reduced stereoselectively by microorganisms. For ex-
ample, achiral acetyldimethylphenylsilane (3) was trans-
formed stereoselectively into the optically active reduction
product (R)-4 (86% ee) by growing and resting cells of the
yeast Trigonopsis variabilis DSM 70714 (Fig. 2) in a yield
of 70% (11). Furthermore, a wide range of microorganisms
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Table 1. Physical Properties of the Silicon Atom and the Carbon Atom

Atom Electronegativity Bond Bond length (nm) Bond dissociation energy (kJ mol�1)

C 2.55 C—C 0.153 334
Si 1.90 C—Si 0.189 318

O O O H OH

H3C–Si–(CH2)n–O–C–CH2–C–CH3 H3C–Si–(CH2)n–O–C–CH2–C–CH3

CH3

CH3
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CH3
1a,b (S)-2a,b
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Figure 1. Stereoselective microbial reduction of sila-analogues of alkyl acetoacetates.
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Figure 2. Microbial reduction of organosilicon compounds having
a carbonyl group bound directly to the silicon atom.

such as bacteria, yeasts, fungi, and green algae showed the
ability to accept 3 as a substrate for stereoselective reduc-
tion (12). Among 30 strains of microorganisms tested as
resting cells, T. variabilis DSM 70714 was found to exhibit
the highest specific activity (1.5 mg product g wet mass�1

min�1), whereas the highest stereoselectivity (95% ee) was
observed with the bacteria Acinetobacter calcoaceticus
ATCC 31012 and Corynebacterium dioxydans ATCC
21766. The same bioconversion could be performed by rest-
ing cells of Saccharomyces cerevisiae DHW S-3 at a rate of
44–45 lmol L�1 min�1 with a yield of 40% and optical pu-
rity of more than 99% after purification (13). Plant cell sus-
pension cultures of Synphytum officinale L. and Ruta grav-
eolens L. served as the biocatalysts for the conversion of 3
to (R)-4, although the yields and optical purities were not
satisfactory (S. officinale: 81% ee, yield 15%; R. graveolens:
60% ee, yield 9%) (14).

It is noteworthy that a carbonyl group bound to the sil-
icon atom can be transformed by various microorganisms,
as in the case of conventional ketones, although there are
big differences in physical and chemical properties be-
tween these compounds. Another example of microbial re-
duction of organosilicon compounds is the transformation
of racemic acetyl(tert-butyl)methylphenylsilane (rac-5)
with resting cells of T. variabilis DSM 70714 (15) and C.
dioxydans ATCC 21766 (16). In these cases, enantioselec-
tive reduction of both enantiomers of the racemic com-
pounds was observed, resulting in the formation of the
diastereomeric optically active silanes (SiR,CR)-6 (T. var-
iabilis: 97% ee, yield 74%; C. dioxydans: 99% ee, yield 20%)
and (SiS,CR)-7 (T. variabilis: 96% ee, yield 70%; C. dioxy-
dans: 99% ee, yield 20%). Growing cells of K. corticis
catalyzed the stereoselective reduction of 1,1-dimethyl-1-
silacyclohexan-2-one (8) to (R)-1,1-dimethyl-1-silacyclo-
hexan-2-ol ((R)-9) (92% ee, yield 60%) (Fig. 3) (17).
Reduction of (�)-(benzyloxymethyl)(tert-butyl)methyl-
silyl methyl ketone ((�)-10) to (SiR,1R)-(�)-1-[(benzyloxy-
methyl)(tert-butyl)methylsilyl]ethanol ((�)-11) and its
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Figure 4. Microbial reduction of a silicon-containing ketone.

(SiS,1R)-enantiomer ((�)-12) was performed by resting
free and immobilized cells of T. variabilis (�96% ee, yield
67–99%) (Fig. 4) to prepare (R)-(�)-10 and (S)-(�)-10, the
former being the intermediate in the synthesis of (R)-(�)-
1-phenylethanol (18).

These studies clearly demonstrate that organosilicon
compounds could be transformed by microorganisms and
that the microbial transformation is useful for the prepa-
ration of optically active organosilicon compounds.

OXIDOREDUCTION OF ORGANOSILICON COMPOUNDS
BY ALCOHOL DEHYDROGENASES

Bioconversion of organosilicon compounds by alcohol de-
hydrogenases (ADHs) is very attractive because of the im-
portance of asymmetric alcohol/carbonyl oxidoreduction in
organic chemistry. Although several papers are available
on the reduction of organosilicon compounds by microor-
ganisms as mentioned earlier, it is not clear whether ADH
can actually catalyze the oxidoreduction of organosilicon
compounds in these organisms, and it has not been possi-
ble to discuss the effect of the silicon atom on enzymatic
reactions with ADH.

It was shown for the first time by Zong et al. (19) that
ADH from horse liver (HLADH) could catalyze the dehy-
drogenation of organosilicon compounds and that the sili-
con atom in the substrates had unique effects on enzymatic
reactions due to specific characteristics of the silicon atom.
The bioconversion of three organosilicon compounds with
different chain lengths between the silicon atom and the
hydroxyl group (Me3Si(CH2)nOH, n � 1–3) by HLADH
was systematically studied in comparison with the corre-
sponding carbon compounds (Me3C(CH2)nOH, n � 1–2).
HLADH, but not yeast alcohol dehydrogenase, catalyzed

the dehydrogenation of 2-trimethylsilylethanol (n � 2)
(14a) and 3-trimethylsilylpropanol (n � 3) (15a). 14a was
a better substrate than both its carbon analogue, 3,3-
dimethylbutanol (14b) and ethanol. The improved activity
of HLADH on 14a could be accounted for by a lower acti-
vation energy of the reaction by HLADH than that with
the carbon analogue. In contrast, HLADH showed no ac-
tivity on trimethylsilylmethanol (n � 1) (13a), whereas it
catalyzed the dehydrogenation of the carbon analogue, 2,2-
dimethylpropanol (13b). This phenomenon was explained
by the b-effect of the silicon atom, that is, stabilization of
a negative charge at the �-position and a positive charge
at the b-position of the carbon atom from the silicon atom
(1). As the silicon atom stabilizes the positive charge of the
b-carbon atom, the H� anion could be removed more easily
from the b-carbon atom of 14a, which is the first step of
the dehydrogenation of alcohol catalyzed by ADH. As a re-
sult, the activation energy of the dehydrogenation of 14a
by HLADH probably became lower than that of 14b, and
thus 14a is a better substrate than the carbon counterpart
(Fig. 5). Conversely, it is more difficult for the H� anion to
be removed from the �-carbon atom of 13a because the
electron density around the �-carbon of 13a is higher than
that of 13b owing to a lower electronegativity of the silicon
atom (Fig. 5). Sonomoto et al. (20) also confirmed the same
phenomena.

It was also demonstrated that HLADH could catalyze
the enantioselective dehydrogenation of racemic trimeth-
ylsilylpropanols, 1-trimethylsilyl-2-propanol (16a) and 2-
trimethylsilyl-1-propanol (18a) (Fig. 6) in a water–organic
solvent two-layer system with coenzyme regeneration by a
glutamate dehydrogenase-2-oxoglutarate system (21). Es-
pecially, the enantiomeric excess of 16a remaining at 51%
conversion was as high as 99%. In this case, 1-trimethyl-
silyl-1-propanol (17a) did not serve as a substrate. A com-
parative study with their carbon counterparts (16b and
18b) showed results similar to those of the hydrolases to
be described later, that is, substitution of the silicon atom
for the carbon atom improved the enantioselectivity of
HLADH.

Tsuji et al. (22) found that enantioselective dehydro-
genation of primary alcohol b-hydroxyalkylsilane, 2-
trimethylsilyl-1-propanol (18a), could be carried out with
only a catalytic amount of NAD� and HLADH in an aque-
ous system containing 5% tetrahydrofuran. When 18a (5
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Figure 5. Electric effect of the silicon atom on removal of H�
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Figure 6. Structures of three isomers of trimethylsilylpropanols
and their carbon analogues.

Figure 7. Horse liver alcohol dehydroge-
nase–catalyzed enantioselective dehydroge-
nation of 2-trimethylsilyl-1-propanol with in
situ coenzyme regeneration. TMS, trimethyl-
silyl.
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� 10 lmol) was applied to the HLADH-catalyzed dehy-
drogenation with a small amount of NAD� (5 � 10�1

lmol) in the aqueous system, NAD� could be regenerated
in situ through reduction of 1-propanal (20) formed by
spontaneous degradation of the dehydrogenation product,
2-trimethylsilyl-1-propanal (19), in the presence of water
(Fig. 7). In this case, conversion ratio reached 75% after 14
h of reaction; the turnover number of NAD� was calculated
to be about 75, where the optical purity of remaining 18a
was 90% ee. If the amount of NAD� was reduced to 5 �
10�2 or 5 � 10�4 lmol (18a, 5 � 10 lmol), the turnover
number of NAD� reached 640 or 7,200, respectively. This
novel reaction system is simple and advantageous because
it does not require any other enzyme and substrate for re-
generation of NAD�, and there is no product inhibition due
to the spontaneous degradation of the dehydrogenation
product. On the other hand, dehydrogenation of the cor-
responding carbon analogue (18b) did not proceed under
this condition because the aldehyde formed by dehydro-
genation of 18b with HLADH did not undergo the degra-
dation to provide a substrate for NAD� regeneration.

These results indicate that application of organosilicon
compounds makes it possible to construct an efficient and
unique conversion system, which is impossible in the case
of conventional carbon compounds. Other primary b-
hydroxysilanes having different substituents on the silicon
atom or on the stereogenic carbon atom, 2-trimethylsilyl-
1-butanol, 2-trimethylsilyl-1-hexanol, and 2-dimethyl-
phenylsilyl-1-butanol, were also found to serve as sub-
strates in enantioselective dehydrogenation by HLADH
with this novel NAD� regeneration system. In contrast,
dehydrogenation of the secondary b-hydroxysilane, 1-
trimethylsilyl-2-propanol (16a), was negligible under the
same conditions, although HLADH could convert 16a with
conventional coenzyme regeneration (21). The dehydroge-
nated product of 16a, 1-trimethylsilyl-2-propanone, was
supposed to be degraded by the addition of water into tri-
methylsilanol and acetone also in this case, but regenera-
tion of NAD� did not occur because acetone was not rec-
ognized as the substrate by HLADH and so the
dehydrogenation reaction did not proceed over the cata-
lytic amount of NAD�.

Recently, Wong et al. (23) have reported that NADPH-
requiring Lactobacillus kefir ADH could catalyze the en-
antioselective carbonyl reduction of ketones having a large
variety of side chains, including trimethylsilyl-protected
terminal alkyne ketones, and NADPH regeneration in the
presence of 2-propanol.

BIOCONVERSION OF ORGANOSILICON COMPOUNDS
BY HYDROLASES

Hydrolases such as lipases, esterases, and proteases are
the easiest enzymes to handle because hydrolases do not
require coenzymes and are readily available in a large
quantities. Therefore, they have been extensively used as
catalysts in regio- or enantioselective conversion.

Therisod and Klibanov (24) mentioned additionally, in
the regioselective acylation of secondary hydroxyl groups
of C-6 protected glucose, that modification of the C-6 hy-
droxyl group of D-glucose with a more bulky tert-butyldi-
phenylsilyl group increased the regioselectivity of Candida
cylindracea lipase toward the C-2 position, compared with
6-O-butylylglucose. It was, however, not clear how reactive
the compound modified with the tert-butyldiphenylsilyl
group was in the lipase-catalyzed acylation. Luyten et al.
(25) reported in the study on enantioselective hydrolysis of
several functionalized dimethyl malonates (21a–f) by pig
liver esterase (PLE) (Fig. 8) that a tert-butyldimethylsilyl
derivative of dimethyl 2-(hydroxymethyl)-2-methylmalo-
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Figure 8. Enantioselective hydrolysis of functionalized
dimethyl malonates by pig liver esterase.
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Figure 10. Attempt to use trimethylsilyl ethers as novel nucle-
ophiles in hydrolase-catalyzed transesterification. R, hexyl or cy-
clohexyl.
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Figure 9. Enantioselective hydrolysis of a silicon-containing es-
ter. TBS, t-butyldimethylsilyl.

nate (21c) gave a high enantioselectivity (95 % ee) but a
sluggish reaction. As a result, the yield of the optically pure
product ((R)-22c) was very low (49%). In this study, a (tert-
butoxy)methyl derivative (21e) showed the best results,
namely, a high enantioselectivity (96% ee) and a high yield
(90%). Mori and Takeuchi (26) prepared enantiomerically
pure (1S, 4R)-4-tert-butyldimethylsilyloxy-3-chloro-2-
cyclopenten-1-ol (24) (ca. 100% ee), which is a key chiral
building block for synthesis of punaglandin 4, a chlori-
nated marine prostanoid, through the asymmetric hydro-
lysis of the mixture of 3-acetoxy-5-tert-butyldimethylsily-
loxy-1-chlorocyclopentenes (23) with pig pancreatic lipase
(PPL) (Fig. 9) in 25% yield.

In the case of the organosilicon compounds already
mentioned, functional groups attacked by hydrolases were
far away from the silicon atom. Therefore, the effect of the
silicon atom itself on enzymatic reactions seems very
weak. It is interesting to study the bioconversion of orga-
nosilicon compounds whose silicon atom more strongly af-
fects the functional groups to be attacked by biocatalysts.
Interesting attempts were made by Therisod (27). He tried
to use trimethylsilyl ethers instead of alcohols as novel nu-
cleophiles in hydrolase-catalyzed transesterification (Fig.
10), but failed.

Kawamoto et al. (28) attempted a comparative study by
using organosilicon compounds having a different chain
length between the hydroxyl group and the silicon atom
(Me3Si(CH2)nOH, n � 0, 1, 2, and 3) and the corresponding
carbon compounds (Me3C(CH2)nOH, n � 0, 1, and 2) as an
acyl acceptor in the enantioselective esterification of 2-(4-

chlorophenoxy)propanoic acid (25), whose R-enantiomer is
useful as an herbicide, with lipase OF 360 of C. cylindracea
(Fig. 11) and discussed the effects of the silicon atom on
the enzymatic reaction in connection with the distance be-
tween the hydroxyl group and the silicon atom. Trimethyl-
silylmethanol (n � 1) (13a) was found to be a particularly
superior substrate, that is, the reaction rate was much
higher than that with the corresponding carbon compound
(13b), and the enantiomeric excess of the acid remaining
was above 95% at about 50% conversion. In the case of
conventional substrates such as the carbon analogue and
linear-chain alcohols, a high reaction rate was not consis-
tent with a high enantioselectivity. These results indicate
that organosilicon compounds may solve the unavoidable
and probably inherent problems of enantioselective reac-
tions with conventional substrates. On the other hand, no
difference was observed between 2-trimethylsilylethanol
(n � 2) (14a) and its carbon analogue, 3,3-
dimethylbutanol (14b), with respect to enzymatic activity
and enantioselectivity. Thus, the silicon atom mimicked
the carbon atom for lipase in the case of 14a but was dif-
ferent from the carbon atom in enhancing the reactivity of
13a. The phenomena were explained on the basis of the
properties of the silicon atom, such as its low electroneg-
ativity and big atomic radius compared with those of the
carbon atom. A lower electronegativity of the silicon atom
results in a higher nucleophilicity of the oxygen atom of
13a compared with that of the corresponding carbon ana-
logue (13b), and the hydroxyl group of 13a is less sterically
hindered due to the longer bond between Si and C than
between C and C in 13b (Fig. 12). 13a is, therefore, more
easily accessible to the acyl-enzyme intermediate and re-
acts as an acyl acceptor much faster than the carbon an-
alogue. In the case of 14a, the favorable effect of the silicon
atom mentioned earlier was negligible owing to the pres-
ence of a long ethylene group between the silicon atom and
the hydroxyl group. 14a, and probably 3-trimethylsilylpro-
panol (n � 3) (15a), were consequently regarded as similar
substrates to the corresponding carbon compounds by li-
pase. In spite of the favorable characteristics of the silicon
atom, trimethylsilanol (n � 0) did not serve as a substrate
similarly to the corresponding tertiary alcohol.

To our knowledge, this work is the first study in which
the effects of the silicon atom in substrates on enzymatic
reaction were discussed systematically. Furthermore, this
study showed for the first time the ability of organosilicon
compounds to break the limit of conventional substrates,
owing to their unique characteristics. According to this ex-
planation, trimethylsilylmethylamine (Me3SiCH2NH2)can
also be expected to be a better acyl acceptor than the cor-
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Figure 13. Lipase-catalyzed enantiose-
lective hydrolysis and transesterification
of organosilicon compounds whose func-
tional group is attached to the carbon
atom at the �-position from the silicon
atom.
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responding carbon compound, 2,2-dimethylpropylamine
(Me3CCH2NH2), in hydrolase-catalyzed amide bond for-
mation. In fact, trimethylsilylmethylamine was a better
substrate for hydrolases such as lipase OF 360 (C. cylin-
dracea), lipase KLIP-100 (Pseudomonas sp.), lipoprotein li-
pase Type A (Pseudomonas sp.), and cholesterol esterase
Type A (Pseudomonas sp.) than the corresponding carbon
compound in amide bond formation with octanoic acid
(R.S. So, Y. Masuda, T. Kawamoto, and A. Tanaka, unpub-
lished results).

In contrast to our results, Tsai and Wei (29) reported
that both 13a and 14a were effectively applied to the en-
antioselective esterification of racemic naproxen (2-(6-
methoxy-2-naphthyl)propionic acid), a nonsteroidal anti-
inflammatory drug, by C. cylindracea lipase. However,
these alcohols were not good substrates for Mucor javani-
cus lipase. They have developed this esterification reaction
system with 13a (30,31).

Optical resolution of organosilicon compounds having a
functional group attached to the carbon atom at the �-
position from the silicon atom was also studied, and the
enantioselective hydrolysis of racemic 2-acetoxy-1,1-
dimethyl-1-silacyclohexane (rac-26) in an aqueous solution
and enantioselective esterification of racemic 1,1-
dimethyl-1-silacyclohexan-2-ol (rac-27) with triacetin in
isooctane were successfully carried out by the use of a
crude lipase preparation of C. cylindracea, leading to
(S)-27 (yield 71%, 95% ee) and (S)-26 (yield 92%, 95% ee),
respectively (Fig. 13) (32).

In general, it is difficult to perform the highly enantio-
selective conversion of primary alcohols. However, the
efficient optical resolution of a primary alcohol, 2-
trimethylsilyl-1-propanol (18a), was achieved with 95% ee
at 50% conversion by the enantioselective esterification
with lipase Saiken 100 from Rhizopus japonicus in
water-saturated isooctane (33). In the study on the enan-
tioselective esterification of three isomers of trimethyl-
silylpropanols, 1-trimethylsilyl-2-propanol (16a), 1-tri-
methylsilyl-1-propanol (17a), and 18a, and the
corresponding carbon analogues (16b, 17b, and 18b) (Fig.
6) with 5-phenylpentanoic acid by hydrolases in water-
saturated isooctane, it was indicated that the silicon atom
in the substrates generally enhanced the enzyme enantio-
selectivity. It is also worth noting that the b-hydroxyalkyl-
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atoms used in the enantioselective esterification with a crude pa-
pain.

silanes, 16a and 18a, were effectively esterified by hydro-
lases, but they were easily converted to alkenes via
b-elimination under both acidic and basic conditions (Pe-
terson olefination) (1), and consequently, it is not possible
to esterify them by chemical catalysts such as acids. Sev-
eral enzymes could convert such unstable compounds with
enantioselectivity. This fact is a good example showing the
effectiveness of introduction of biochemical methods into
organosilicon chemistry.

Optical resolution of organosilicon compounds, which
have a stereogenic silicon atom, is also an important target
for the application of enzymes. Furthermore, it is interest-
ing to find out whether enzymes can recognize the chirality
on the silicon atom, and such chiral silanes are expected
to be new materials, synthetic reagents (34), or biologically
active compounds (2). When PhSi(Me)(Et)CH2OH (28) was
esterified with 5-phenylpentanoic acid, various types of hy-
drolases exhibited a good esterification activity but low en-
antioselectivity. Of the enzymes examined, a commercial
preparation of crude papain gave the best results, that is,
a moderate reaction rate and a high enantioselectivity (35).
Consequently, the enantioselective esterification of several
primary alcohols, hydroxyakylsilanes, having a stereo-
genic silicon atom (28–36) was attempted (Fig. 14) with 5-
phenylpentanoic acid by crude papain in water-saturated
isooctane to study the effects of chain length between the
silicon atom and the hydroxyl group (28–30) and the sub-
stitution groups on the silicon atom (28,31–36) (35). A
short methylene chain between the silicon atom and the
hydroxyl group and a phenyl substitution on the silicon
atom were found to be essential for the high activity and
the high enantioselectivity in the crude papain-catalyzed
kinetic resolution of these organosilicon compounds. The
optical purities of (�)-PhSi(Me)(Et)CH2OH (28), (�)-
PhSi(Me)(Pr)CH2OH (31), (�)-p-Me-PhSi(Me)(Et)CH2OH
(33), and (�)-p-F-PhSi(Me)(Et)CH2OH (34), obtained
were 92 (yield 42% from the racemic substrate), 93 (yield
42%), 96 (yield 41%), and 99% ee (yield 41%), respectively.

Djerourou and Blanco (36) demonstrated the prepara-
tion of silyl-chiral optically active compounds by the asym-
metrization of prochiral organosilicon compounds with hy-
drolases. The prochiral 2-sila-1,3-propanediol derivatives
(37a,b) were asymmetrized through transesterification
with oxime ester or methylisobutyrate by lipase from C.
cylindracea (LCC) and lipase from Chromobacterium vis-
cosum (LCV) (Fig. 15), although the enantiomeric excess
of the resulting esters did not exceed 70–76%.

The enantioselective hydrolysis of amide was also
useful for the preparation of optically active organosilicon
compounds. Optically active (R)-(1-aminoethyl)dimethyl-
phenylsilane ((R)-39) was obtained in 40% yield with an
enantiomeric purity of 92% ee by enantioselective hydro-
lysis of racemic dimethylphenyl[1-(phenylacetamido)-
ethyl]silane (38) using immobilized penicillin G acylase
from Escherichia coli 5K pHM 12 (Fig. 16) (37).

PREPARATION OF SILICON-CONTAINING AMINO ACIDS

Optically active nonnatural amino acids are very interest-
ing and useful as the precursors of pharmaceuticals, agri-
cultural chemicals, food ingredients, and so forth. Fur-
thermore, they are also used as chiral auxiliaries for
organic synthesis. Therefore, it will be very important to
prepare novel nonnatural amino acids, such as silicon-
containing ones. These amino acids can be expected to ex-
hibit improved biological activities or new functions be-
cause of the characteristics of the silicon atom.

An efficient system has been developed to prepare op-
tically active 3-trimethylsilylalanine (TMS-Ala) (41) by ki-
netic resolution with acylase I from porcine kidney from
chemically synthesized N-acetyl-D,L-TMS-Ala (40) (Fig.
17) (38). Although both acylase I from porcine kidney and
that from Aspergillus melleus showed activity on this sub-
strate, the porcine enzyme was found to have much higher
activity. The optimum pH of the reaction was 7.5, and the
addition of 0.5 mM Co2� accelerated the reaction. Opti-
cally pure L-41 (�99% ee) was obtained in 72% yield. Fur-
thermore, highly optically pure D-41 (96% ee) could also be
obtained in 76% yield by chemically hydrolyzing the resid-
ual substrate. 41 may be used as an analogue of leucine in
the synthesis of bioactive peptides.
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As a homologue of phenylglycine and its analogues,
which can be applied as side chains of penicillins and ceph-
alosporins, optically active p-trimethylsilylphenylalanine
(44) was prepared enzymatically. First, an attempt was
made to obtain D-44 from chemically synthesized D,L-
5-(p-trimethylsilylphenylmethyl)hydantoin (42) via N-
carbamoyl-D-p-trimethylsilylphenylalanine (43) through
hydantoinase reaction, but none microbial strains tested
exhibited the satisfactory activity to hydrolyze 42 to 43.
However, several strains, especially Blastobacter sp.
A17p-4, showed good activity in the hydrolysis of 43 to
yield 44. Therefore, D,L-43 prepared chemically from
D,L-42 was subjected to enantioselective hydrolysis to ob-
tain optically active 44. When D,L-43 was hydrolyzed with
cells or cell-free extract of Blastobacter sp., optical purity
of D-44 obtained was low because the cells contained not
only N-carbamoyl-D-amino acid amidohydrolase (DCase)
but also N-carbamoyl-L-amino acid amidohydrolase
(LCase). DCase and LCase in the cell-free extract could be
separated by DEAE-Sephacel-column chromatography.
The optimum pH for the hydrolysis of D,L-43 by partially
purified DCase was 8.0, and addition of 2.5% N,N-dimeth-
ylformamide was effective to increase the substrate con-
centration without inactivation of the enzyme. Under the
optimized conditions, highly optically pure (98% ee) D-44
was obtained (39).

This process has been further improved by using the
cell-free extract of Blastobacter sp. as the source of both
DCase and LCase. As DCase of Blastobacter sp. had been

known to be thermostable, the cell-free extract of this bac-
terium was treated at 50 �C and pH 7.0 for 40 min to in-
activate LCase. After hydrolysis of D,L-43 with the heat-
treated cell-free extract, the product, D-44, and the
residual substrate, L-43, were separated by silica-gel-
column chromatography. L-43 was further subjected to hy-
drolysis with nontreated cell-free extract as the LCase
source after optimization of the reaction conditions (Fig.
18). Thus, optically pure D-44 (99% ee) and L-44 (99% ee)
were obtained in yields of 80% and 89%, respectively, after
purification (40).

CONCLUSION

This article outlines the bioconversion of various organo-
silicon compounds. In spite of the remarkable development
of biotechnology, there have so far been only limited stud-
ies on bioconversion of organosilicon compounds. It has,
however, been found that biocatalysts such as microorgan-
isms, various types of hydrolases, and alcohol dehydroge-
nases are able to accept organosilicon compounds as sub-
strates for transformation. Other types of enzymes will
also be active on organosilicon compounds, although no ex-
perimental results are available at present. Introduction
of biochemical methods into organosilicon chemistry has
great potential because of the superior properties of bio-
catalysts, such as reaction selectivity, regioselectivity, en-
antioselectivity, stereoselectivity, and mild reaction condi-
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Figure 18. Preparation of optically active p-trimethylsilylphenylalanine.

tions. Furthermore, the application of the differences
between organosilicon compounds and the corresponding
carbon compounds to biochemical processes might make it
possible to explore latent abilities of biocatalysts, giving
fundamental information about biochemical and biological
events. The field of organosilicon biochemistry, a fusion of
biochemistry and organosilicon chemistry, will provide
great possibilities to biotechnology in the future.
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INTRODUCTION

Osmolality is one of the most important physical proper-
ties of culture media. Osmolality is a measure of concen-
tration and is defined as the molality of particles in a so-
lution. Most cell culture media are designed to have an
osmolality of 280 to 320 mOsm/kg through balancing the
concentration of nutrients and osmolytes (1).

When cells are bathed in a solution of the same osmo-
lality as the cytoplasm, they neither shrink nor swell. Os-
motic pressure results when concentrations of dissolved
solutes on the inside and on the outside of a cell are dif-
ferent. The effects of osmotic pressure on cells in culture
are too complex to be discussed in detail in this article.
Here, we focus on the effect of osmotic pressure on hybrid-
oma cells in regard to cell growth and antibody secretion
rates. In an effort to improve antibody productivity of hy-
bridoma cells, the effect of osmotic pressure on hybridoma
cells has been extensively studied. As a result, the follow-
ing observations have been made.

1. The response of hybridoma cells to osmotic pressure
varies among cell lines (2,3).

2. For most hybridomas, hyperosmotic pressure in-
duced by either sugar or ionized salts suppresses cell
growth, but it increases the specific antibody secre-
tion rate (qAb)(2–8).
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3. The enhanced qAb resulting from hyperosmotic pres-
sure is not transient and is maintained in successive
passages (9).

4. Hypo-osmotic pressure also suppresses cell growth,
but it does not enhance qAb (10).

Hyperosmotic pressure, which can be induced by addi-
tion of cheap salts to media, has been suggested as being
an economical solution to increase qAb in hybridoma cell
cultures. Despite the potential of commercial strategies
based on hyperosmotic pressure, the use of hyperosmolar
medium has not been popular mainly because cell growth
is depressed at elevated osmolality. Hence, the enhanced
qAb in a batch culture does not result in a substantial in-
crease in the final antibody concentration (2,4–6). To over-
come this drawback, several strategies, such as adaptation
of cells to hyperosmotic pressure (5,8), use of osmoprotec-
tants in media (6,7,11), and two-stage culture (12), have
been applied for improved antibody production. This arti-
cle deals with the responses of hybridoma cells to osmotic
pressure and its application to hybridoma cell cultures for
improved antibody production.

OSMOLALITY

Osmolality is a measure of concentration and is often ex-
pressed in units of osmoles. The most commonly used ab-
breviation, based on milliosmoles per kilogram, is mOsm/
kg. One osmole of a substance is equal to 1 g mol divided
by the number of particles formed by the dissociation of
the molecules. If a solution is composed of a nondissociable
solute, the osmolality is simply equal to the molality. For
a solution of a dissociable salt, 1 mol solution is n osmole,
where n is the number of ions produced per molecule.

In the literature, the terms osmolarity and osmolality
are frequently used interchangeably. Osmolality is related
to osmolarity in the same manner as molality is related to
molarity. Thus, osmolality is a more accurate description
of concentration because it is a mass per unit mass mea-
surement and is independent of temperature.

Osmolality values of media cannot be easily calculated
because media contain a wide range of compounds as well
as degrees of ionization. The osmolality of the media is
determined more easily by using either vapor pressure el-
evation or freezing-point depression. The osmometers op-
erate based on the principle that changes in osmolalities
of a solution result in changes in certain properties such
as vapor pressure and freezing point. Osmolality values
measured by osmometers give reliable and reproducible
results with a standard deviation of less than 5%.

MEDIUM OSMOLALITY

Medium osmolality is one of the important factors that is
frequently overlooked in cultivating mammalian cells. Cell
culture medium is designed to have osmolality in the range
of 280 to 320 mOsm/kg, basically to mimic the osmolality
of serum at 290 mOsm/kg (1). The major component in
maintaining osmotic pressure in cell culture media is
NaCl. Other inorganic ions (K�, Mg2�, Ca2�) and glucose

also contribute significantly. On the other hand, larger
molecules like proteins play a lesser role, and changes in
their concentrations do not affect osmolality significantly.

The measurement of osmolality is a useful control step
if one makes up media. It is particularly important to check
osmolality if alterations are made in the constitution of the
medium. During batch culture, nutrients are consumed
and metabolites such as lactate and ammonia are accu-
mulated in the media. However, medium osmolality does
not change significantly (9). The osmolality of culture me-
dia can change drastically as a result of evaporation when
small-scale cultures such as Petri-dish or open-plate cul-
tures are incubated in nonhumidified incubators. In this
case, a slightly hypotonic medium may be better to com-
pensate for evaporation during incubation. Osmolality
should be also carefully monitored in fed-batch culture
where medium concentrates are repeatedly fed to the cul-
ture. Addition of medium concentrates results in a sub-
stantial increase in medium osmolality, although they do
not contain major salts. Thus, the culture longevity, which
is important for the design of high-yield processes, is often
limited by elevated osmolality caused by repeated nutrient
feedings (13,14).

EFFECT OF OSMOTIC PRESSURE ON HYBRIDOMA CELL
GROWTH AND ANTIBODY PRODUCTION

Medium osmolality in the range of 280 to 320 mOsm/kg is
known to be quite acceptable for most cells; therefore, most
commercially available media are designed to have an os-
molality of this range (1,15). As the osmolality goes far
from this standard range, some obvious changes in cell
size, cell shape, nutrient transport, cellular synthesis, spe-
cific growth rate (l), and qAb occur. Among these changes,
the most important changes for cell culturists are probably
those in l and qAb. The common osmolyte used for altering
the medium osmolality is NaCl. As summarized in Table
1, elevated osmolality suppresses cell growth and in-
creases qAb. The qAb increased up to 3.2-fold for cells grown
above 300 mOsm/kg and up to 435 mOsm/kg. However,
because of the depressed cell growth at higher osmolalities,
similar final antibody titers were obtained in most cases.

Regardless of serum concentrations, cultivation meth-
ods (static and suspension cultures), and basal media
(IMDM, DMEM, and RPMI 1640), hyperosmotic pressure
substantially enhanced qAb of S3H5/c2bA2 hybridoma in
batch culture by depressing cell growth, although the de-
gree of enhancement in qAb was influenced (2,9,10).

Ozturk and Palsson (4) altered the osmolality of the me-
dium by addition of both ionic (NaCl- and phosphate-
buffered saline) and nonionic substances (sucrose). Similar
data were obtained regardless of the osmolytes used. Thus,
the changes in cells in hyperosmolar media described ear-
lier appear to be caused only by medium osmolality.

If the enhanced qAb at elevated osmolality is not tran-
sient, it can be used to maximize antibody productivity in
perfusion culture systems where cell growth and produc-
tion are separated. As shown in Figure 1, the enhanced qAb

of hybridoma at elevated osmolality decreased while the
cells were adapting to hyperosmotic pressure in long-term,
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Table 1. Effect of Osmolality on Antibody Production in Batch Culture

Cell line
Osmolality
(mOsm/kg) Media

Relative
qAb

Relative
antibody titer References

Hybridoma (S3H5/c2bA2) 281
390

IMDM
IMDM

1.0
2.5

1.00
0.86

9,15

Hybridoma (DB9G8) 281
390
440

IMDM
IMDM
IMDM

1.0
1.1
3.2

1.0
0.9
0.4

2,9,15

Hybridoma (167.4G5.3) 290
435

IMDM
IMDM

1.0
�2.0

1.0
1.0

4

Hybridoma (2HG11) 300
350

eRDF
eRDF

—
—

1.0
1.1

5,8

Hybridoma (AB2-143.2) 352
488

DMEM-HamF12
DMEM-HamF12

1.0
1.5

—
—

3

Hybridoma (6H11) 330
510

DMEM
DMEM

1.0
1.7–1.9

1.0
0.5

6

Recombinant NSO myeloma 270
400

IMDM
IMDM

1.0
1.6

1.0
0.8
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Figure 1. Repeated-fed batch culture in a spinner flask. (a) Os-
molality, (b) viable cell concentration (�) and l (�); (c-) antibody
concentration (�) and qAb (�). The arrow indicates the time of
switching hyperosmolar medium to standard medium.

repeated-fed-batch culture (9). However, the cells even af-
ter adaptation could still maintained the significantly en-
hanced qAb when compared with the qAb of cells obtained
from standard medium in the batch culture, indicating the
potential of using hyperosmolar medium for improved an-
tibody production in a perfusion culture. In addition, when
the hyperosmolar medium switched back to a standard
medium, the physiological changes of the cells resulting
from hyperosmotic pressure rapidly disappeared. Accord-
ingly, the qAb and l in perfusion systems may be controlled
simply by changing the osmolality of medium. However, it
should be noted that all the hybridomas do not display en-
hanced qAb at elevated osmolality. Cell-line specificity will
be discussed in a later section.

Although much work has been performed on the re-
sponse of hybridomas to hyperosmotic pressure, there are,
to date, few reported studies on the response of hybrid-
omas to hypoosmotic pressure.

Ryu and Lee reported the response of hybridomas
(S3H5/c2bA2 and DB9G8) to hypo-osmotic pressure re-
sulting from NaCl subtraction (10). As shown in Figures 2
and 3, both hybridomas showed similar responses to hy-
perosmotic pressure in regard to cell growth and antibody
production. The cell growth and antibody production at
276 mOsm/kg were comparable to those at 329 mOsm/kg
(standard DMEM). Both cells grew well at 219 mOsm/kg,
although their growth and antibody production were
slightly decreased. When the osmolality was further de-
creased to 168 mOsm/kg, the cell growth did not occur.
When subjected to hyperosmotic stress, both cells dis-
played significantly enhanced qAb. However, the cells
subjected to hypoosmotic pressure did not display en-
hanced qAb.

Taken together, medium osmolality is one of the impor-
tant factors that can be easily manipulated by addition or
subtraction of inorganic salts or sugars. When subjected to
hyperosmotic pressure, most hybridomas display en-
hanced qAb by suppressing cell growth. Hypo-osmotic pres-
sure also suppresses cell growth but does not enhance qAb.
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Figure 2. Cell growth (a) and antibody production (b) during a
batch culture of S3H5/c2bA2 hybridoma cells in hyperosmolar me-
dia. Data points: �, 168; �, 219; �, 276; �, 329 mOsm/kg.

Table 2. Summary of Maximum Viable Cell Density, Maximum Antibody Titer, and qAb at Different Osmolytes

Osmolyte used Max. viable cell density (� 106 cells/mL) Max. antibody titer (lg/mL) qAb (pg/cell/h)

Control 2.92 � 0.12 156 � 9 0.75
NaCl 2.76 � 0.12 299 � 25 1.46
Sucrose 2.05 � 0.21 257 � 13 1.50
KCl 2.35 � 0.21 198 � 3 1.08

Source: Data from Oh et al. (8).

Table 3. Comparison of Maximum Viable Cell Density, Maximum Antibody Titer, and l between Unadapted and Adapted
Cells

Unadapted cells Adapted cells

Osmolality
(mOsm/
kg)

Maximum viable cell
density

(� 105/mL)

Maximum antibody
titer

(lg/mL)
l

(h�1)

Maximum viable cell
density

(� 105/mL)

Maximum antibody
titer

(lg/mL)
l

(h�1)

300 34.6 140 0.046 34.6 140 0.046
350 8.4 150 0.027 31.3 265 0.036
400 7.9 75 0.038 21.3 220 0.033

Source: Data from Oh et al. (5).
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Figure 3. Cell growth (a) and antibody production (b) during a
batch culture of DB9G8 hybridoma cells in hyperosmolar media.
Data points: �, 168; �, 219; �, 276; �, 329 mOsm/kg.
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Figure 4. Hybridoma growth and antibody production in NaCl-
stressed growth media in the presence and absence of glycine be-
taine (15 mM) (7). �, Control, 330 mOsm/kg; �, 60 mM NaCl
added, 450 mOsm/kg; �, 60 mM NaCl and 15 mM glycine betaine
added, 465 mOsm/kg; �, 100 mM NaCl added, 510 mOsm/kg; �,
100 mM NaCl and 15 mM glycine betaine added, 525 mOsm/kg;
	, 140 mM NaCl and 15 mM glycine betaine added, 610
mOsm/kg.

ENHANCED SPECIFIC ANTIBODY SECRETION RATE
OF HYBRIDOMAS RESULTING FROM HYPEROSMOTIC
PRESSURE IS CELL-LINE SPECIFIC

As mentioned earlier, some hybridomas do not display en-
hanced qAb at elevated osmolality.

Reddy and Miller reported the effects of osmotic pres-
sure on antibody production in hybridoma cells that dif-
fered in production kinetics (3). AB2-143.2 cells exhibit
non-growth-associated antibody production, whereas
IND1 cells exhibit growth-associated production. Both hy-
bridomas displayed enhanced qAb after abrupt batch os-
motic stress. AB2-143.2 cells also increased qAb in response
to gradual osmotic stress in continuous culture. In con-
trast, IND1 cells decreased qAb during gradual osmotic
stress. It was hypothesized that this difference between
cell lines in response to gradual osmotic stress in contin-
uous culture might be related to the fact that antibody pro-
duction is growth-associated in IND1, but not in AB2-143.2
cells.

Lee and Park (2) reported that two murine hybridomas
exhibiting non-growth-associated antibody production
(S3H5/c2bA2 and DB9G8) showed different responses to
hypersomotic pressure regarding qAb, although they
showed similar depression of cell growth in hyperosmolar
media. The qAb of S3H5/c2bA2 hybridoma in a hyperos-
molar medium (396 mOsm/kg) was enhanced by approxi-
mately 180% when compared with that in a standard me-
dium (283 mOsm/kg), whereas qAb of DB9G8 hybridoma
in the same hyperosmolar medium was enhanced by only
10%. Accordingly, regardless of antibody production kinet-
ics of the cell lines, enhanced qAb of hybridomas resulting
from hyperosmotic pressure appears to be cell-line specific.
Thus, the strategy of using hyperosmolar media for im-
proved antibody production cannot be applied for all cell
lines.

EXPLANATION FOR ENHANCED QAB AT ELEVATED
OSMOLALITY

Although the detailed mechanism of enhanced qAb is not
clearly understood at the basic cellular level, several ex-
planations based on noticeable changes induced by hyper-
osmotic pressure can be proposed for possible influences of
NaCl on cellular functions and antibody production.

1. The increase in osmotic pressure may enhance the
transport of nutrients, in particular, amino acids into the
cells (5,8,11). Amino acid transport regulations in animal
cells are controlled by both Na� ion-dependent and Na�

ion-independent transport systems (16). Excess Na� ions
on the outer membrane would increase the transmem-
brane electrochemical gradient, facilitating the simulta-
neous flow of ions and amino acids into the cells. Thus, the
feeding of excess nutrients into the cell could increase cy-
toplasmic protein production, especially antibody produc-
tivity in hybridomas. The release of additional energy and
precursors as a result of increased metabolism is not di-
verted to growth but to the synthesis and secretion of an-
tibody (5). For hypersomotically stressed hybridomas,
amino acid uptake by Na�-dependent system A increases,
whereas the activity of other Na�-independent systems re-
mains relatively unchanged (8). Proline, alanine, and glu-
tamine, which are transported by this Na�-dependent sys-
tem A under hyperosmotic condition, are known to act as
osmoprotective agents to compensate for osmotic imbal-
ance of the environment (7,17). This observation would
support a model for cell volume swelling and increased qAb

at elevated osmolality. However, this postulate will have
to be investigated further because it does not explain the
workings of other osmolytes like sucrose or KCl (4,6,8). Ta-
ble 2 shows that the enhancement of qAb of hybridomas
subjected to hyperosmotic stress is not influenced signifi-
cantly by the sources of osmotic stress.

2. The increase in osmotic pressure may induce tran-
scriptional activation because of the change of chromatin
structure, as is observed in the case of butyrate treatment
(8,18–22). Acetylation of histone residue is thought to act
as a transcription-stimulating event in many organisms.
Unbinding of the histones from DNA results in the disper-
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Figure 5. Immobilized cell culture with gradual hy-
perosmotic stress: (a) osmolality; (b) viable cell con-
centration of immobilized cells (�) and viability (�);
(c) glucose (�) and lactate concentrations (�), qglu (�),
and qlac (�); (d) antibody concentration (�) and qAb

(�). The vertical lines indicate the time of elevating
the osmolality of medium.

sal of the chromatin structure, which may expose segments
of the chromatin, making them more accessible to RNA
polymerase for mRNA transcription (21). In fact, elevated
mRNA expression of certain proteins has been reported
after treatment of butyrate (18,22–24).

3. The increase in osmotic pressure may stimulate the
expression of chaperone-like proteins in the endoplasmic
reticulum (ER) such as protein disulfide isomerase (PDI)
or glucose-regulating proteins (GRPs) that are involved in
protein processing and secretion (25,26).

All these postulates, however, should be confirmed by
concrete experimental data, and solid, detailed mecha-
nisms or sequential events that explain increased qAb will
have to be discovered.

APPLICATION OF HYPEROSMOTIC PRESSURE
TO ANTIBODY PRODUCTION PROCESSES

Hyperosmotic stress resulting from NaCl addition has
been suggested as being an economical solution to increase

the qAb in hybridoma cultures. However, the use of hyper-
osmolar medium has not been popular probably because of
the following reasons. Because the enhanced qAb of hybrid-
omas resulting from hyperosmotic stress is cell-line spe-
cific (2,3), the hyperosmolar medium cannot be used for all
cell lines. Furthermore, cell growth is depressed at ele-
vated osmolality. Hence, the enhanced qAb in batch culture
does not result in a substantial increase in the final anti-
body titer (2,4–6). To overcome these drawbacks, the fol-
lowing strategies have been applied for improved antibody
production.

1. Hybridoma cells are first adapted to higher osmolal-
ity media to elevate antibody levels (5,8). Before adapta-
tion, 2HG11 hybridoma cells placed in higher osmotic pres-
sures (350 and 400 mOsm/kg) were severely suppressed in
growth down to 25% of the control (300 mOsm/kg), al-
though total antibody titers achieved were similar to the
control. After 1 week of adaptation to 350 and 400 mOsm/
kg media, cell growth was not as drastically suppressed.
As a result, considerably higher antibody levels were ob-
tained at these elevated osmolalities (Table 3).
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Figure 6. Fed-batch culture using a hypo-osmolar medium as an
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2. Osmoprotective compounds, especially glycine beta-
ine, are included in hyperosmolar media (6,7,11). Osmo-
protective agents are known to exert osmoprotective ef-
fects by being accumulated inside cells to compensate for
osmotic imbalance between in and out of the cells. Glycine
betaine, sarcosine, proline, and glycine have all been
shown to be strong osmoprotective compounds for 6H11
hybridoma cells under various hyperosmotic stress, with
glycine betaine being the most effective of the four (6).
When glycine betaine was included in the hyperosmolar
media, qAb was increased up to 2.6-fold and maximum an-
tibody titer up to twofold over that obtained in the control

culture, as shown in Figure 4. A similar pattern of response
was observed when other osmoprotective compounds (sar-
cosine, proline, glycine) were included in the hyperosmolar
media. The improvement of cell growth by use of osmopro-
tective compounds did not cost increased qAb obtained un-
der hyperosmotic condition, suggesting that medium os-
molality, rather than growth rate, will determine the qAb

by 6H11 hybridoma cells growing in hyperosmolar media.
The use of osmoprotective compounds does not influence
hyperosmotically enhanced specific metabolic rates. Ac-
cordingly, the simultaneous use of hyperosmotic stress and
osmoprotective compounds can be a means to increase both
qAb and maximum antibody titer in hybridoma cell culture.

3. The enhanced qAb resulting from hyperosmotic
stress can be used for a higher volumetric antibody pro-
ductivity in perfusion systems where cell growth and an-
tibody production are separated. In perfusion systems such
as hydrogel beads or hollow fibers, the cells maintain min-
imal growth rates after the cell concentrations are satu-
rated. Thus, after achieving high cell concentration in per-
fusion systems, the switch of standard medium to
hyperosmolar medium may significantly improve the vol-
umetric productivity. A feasibility of using hyperosmolar
medium resulting from NaCl addition for improved anti-
body production in a perfusion system was demonstrated
by using calcium-alginate-immobilized S3H5/c2bA2 hy-
bridoma cells (12). First, immobilized cells were grown in
the medium supplemented with 10% serum to achieve high
cell concentration rapidly. Second, after the cell concentra-
tion reached more than 2 � 106 cells/mL, the medium was
switched to the hyperosmolar medium supplemented with
1% serum for economical antibody production. An abrupt
increase in osmolality, however, inhibited cell growth, re-
sulting in no increase in volumetric antibody productivity.
On the other hand, gradual increase in osmolality allowed
further cell growth while maintaining the enhanced qAb of
immobilized cells, as shown in Figure 5. Accordingly, the
volumetric antibody productivity was increased by about
40% when compared with that in the control immobilized
cell culture. This enhancement of volumetric antibody pro-
ductivity of immobilized hybridoma cells by applying hy-
perosmolar stress suggests the potential of using hyper-
osmolar medium in other perfusion systems for improved
antibody production.

APPLICATION OF HYPO-OSMOTIC PRESSURE
TO ANTIBODY PRODUCTION PROCESSES

Cell culture longevity in fed-batch culture of hybridomas
is often limited by elevated medium osmolality caused by
repeated nutrient feedings (13,14). Shotwise feeding of
10� DMEM concentrates elevated the osmolality of me-
dium up to 540 mOsm/kg at the end of fed-batch culture
of S3H5/c2bA2 hybridoma, which is known to be lethal to
most hybridomas. S3H5/c2bA2 hybridoma has been shown
to grow without significant growth depression at 219
mOsm/kg in DMEM supplemented with 10% fetal bovine
serum. In order to improve culture longevity in fed-batch
culture of S3H5/c2bA2 hybridoma, a hypo-osmolar me-
dium (223 mOsm/kg) was used as an initial basal medium
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(27). As shown in Figure 6, the use of hypo-osmolar me-
dium delayed the onset of severe cell death resulting from
elevated osmolality and allowed one more addition of 10�
DMEM concentrates to the culture. As a result, a final an-
tibody concentration obtained was 121.5 lg/mL, which is
approximately 1.5-fold higher compared to fed-batch cul-
ture using a standard medium (335 mOsm/kg). When com-
pared to batch culture, a 5.2-fold increase in the final an-
tibody titer was achieved. Taken together, the use of
hypo-osmolar medium as an initial medium in fed-batch
culture improved culture longevity of S3H5/c2bA2 hybrid-
oma, resulting in substantial increase in the final antibody
titer.

In conclusion, hyperosmotic pressure, which can be in-
duced by addition of cheap salts to media, has been sug-
gested as being an economical solution to increase qAb in
hybridoma cell cultures. The utilization of osmotic pres-
sure for improved antibody production in hybridoma cell
cultures will be substantiated in future.
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INTRODUCTION

Pantothenic acid (R- or D-(�)-N-(2,4-dihydroxy-3,3-
dimethyl-1-oxobutyl)-b-alanine; for chemical formula, see
Table 1) was first isolated in the 1930s from liver and found
to be an essential growth factor for yeasts (15). During this
period it was also identified independently with the chick
antidermatitis factor, the filtrate factor, the chick antipel-
lagra factor, and an essential growth factor for lactic acid
bacteria. Later these activities were shown to be identical
with those of pantothenic acid. Because the factor could be
obtained from a variety of plants and animal tissues, Wil-
liams named it pantothenic acid, meaning “from every-

where.” The compound is also referred to as vitamin B5. It
was independently synthesized by two groups in 1940.

Pantothenic acid occurs in living organisms of all types,
both in a free form and in conjugated forms such as coen-
zyme A, pantetheine (Lactobacillus bulgaricus factor), and
4�-phosphopantetheine (Acetobacter suboxydans factor)
(see Table 1). The coenzyme form of the vitamin, coenzyme
A, was discovered as an essential cofactor for the acetyla-
tion of sulfonamide in the liver and the acetylation of cho-
line in the brain by Lipmann and coworkers (16). It has
been since identified with “active acetate” and has been
found to be essential for a variety of biochemical trans-
acylation reactions. 4�-Phosphopantetheine is also a coen-
zyme form of pantothenic acid that functions as a pros-
thetic group of the acyl carrier protein of fatty acid
synthetase, citrate-cleaving enzyme, and enzymes in-
volved in the synthesis of peptide antibiotics. These early
studies have been reviewed by several authors (15–20).

CHEMISTRY

Pantothenic acid can be obtained as a colorless, viscous oil
by drying under high vacuum in P2O5. It is an acid and has
a marked tendency to absorb water from the air. Under
alkaline hydrolysis, it breaks down into b-alanine and pan-
toic acid. The latter readily forms a lactone, D-(�)-
pantolactone, in acid solution or on heating. Acid hydroly-
sis of pantothenic acid gives b-alanine and pantolactone.
Pantothenic acid is soluble in water, ethyl acetate, dioxane,
acetic acid, ether, and amyl alcohol but is insoluble in ben-
zene and chloroform.

The structure of pantothenic acid contains a single
asymmetric center, so that it is optically active; only the
natural D-(�)-isomer has vitamin activity. The absolute
configuration of the vitamin has been defined as R (21).
The conformation of the vitamin has also been reported
(22).

The calcium salt of pantothenic acid, which can be ob-
tained as needle crystals from methanol, is moderately hy-
groscopic and is rather more stable to heat, air, and light
than is the free acid. It is soluble in water and glycerol and
slightly soluble in alcohol and acetone. Reviews by Bad-
diley (23) and Wagner and Folkers (17) summarized early
studies on the chemistry of pantothenic acid.

The naturally occurring derivatives of pantothenic acid
(see Table 1) can be grouped into three types on the basis
of their chemical structures: simple pantothenate deriva-
tives, pantetheine derivatives in which cysteamine (or its
analogs) attaches by an amide linkage, and coenzyme A
derivatives in which the pantetheine is adenosylylated
(Fig. 1).

Pantothenyl alcohol, an alcohol analog of pantothenic
acid, is also a pharmaceutically important unnatural de-
rivative. Unnatural analogs of pantothenic acid and coen-
zyme A have been reviewed by Shimizu (10).
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Table 1. Panthothenic Acid and Its Naturally Occurring Derivatives

D-Pantothenic acid

CHCONH(CH2)2COOHHOCH2C

CH3

CH3OH

C9H17NO5     MW: 219•23

Unstable, viscous oil. Extremely hydroscopic, easily
decomposed by acids, bases, heat. Soluble in water, ethyl
acetate, dioxane, glacial acetic acid; moderately soluble
in ether, amyl alcohol; insoluble in benzene, chloroform.
Solutions are stable between pH 5 and 7. [ � 37.5�.2 5�]D

(From Stiller et al. [1].)

Calcium D-pantothenate

CHCONH(CH2)2COOHOCH2C Ca

CH3

CH3OH

C16H32CaN2O10     MW: 476•53

2

White needles. Moderately hygroscopic. Soluble in water,
glycerol; slightly soluble in alcohol, acetone; insoluble in
ether, benzene, chloroform. Decomposed by bases.
Solutions are stable between pH 5 and 7. mp 195–196�
(dec); [ � 28.2 �C (c � 5).2 5�]D

Sodium D-pantothenate

CHCONH(CH2)2COONaHOCH2C

CH3

CH3OH

C9H16NaNO5     MW: 241•21

White, hygroscopic crystals. Decomposed by acids and
bases. Solutions are stable between pH 5 and 7. mp 122–
124� � 27.1� (c � 2). For solubility, see calcium2 5[�]D

pantothenate.

4�-Phosphopantothenic acid (Ba salt)

CHCONH(CH2)2COOHOCH2CPHO

CH3

CH3

OH

O OH

C9H16NO8P     MW: 313•27

Soluble in water; insoluble in ethanol. Unstable to bases.
Free acid is unstable. � 9.0� (c � 3.3) (From King2 4[�]D

and Strong [2] and Okada et al. [3].)

Pantothenoyl-L-cysteine (Ba salt)

CHCONH(CH2)2CONHCHCH2SH

COOHOH

C12H22N2O6S     MW: 322•38

HOCH2C

CH3

CH3

Soluble in water, methanol; moderately soluble in ethanol;
insoluble in ether. Unstable to acids and bases. �14�[�]D

(c � 2). (From Ohta et al. [4].)

4�-Phosphopantothenoyl-L-cysteine (Ba salt)

CHCONH(CH2)2CONHCHCH2SH OCH2C

CH3

CH3OH COOH

C12H23N2O4PS     MW: 416•42

PHO

OH

O

Soluble in water; slightly soluble in alcohol. Unstable to
acids and bases. Easily oxidized in air. 0� (c � 2).2 0[�]D

(From Baddiley and Mathias [5] and Nagase [6].)

Pantetheine

CHCONH(CH2)2CONH(CH2)2SHHOCH2C

CH3

CH3OH

C11H22N2O4S     MW: 278•37

Syrup or glass. Soluble in water; slightly soluble in alcohol;
insoluble in ether, benzene, chloroform, ethyl acetate.
Unstable to acids and bases. Easily oxidized in air. 2 3[�]D

� 12.2� (c � 3.45). Lactobacillus bulgaricus factor. (From
Shimizu et al. [7].)
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Table 1. Panthothenic Acid and Its Naturally Occurring Derivatives (continued)

Pantetheine

CHCONH(CH2)2CONH(CH2)2SHOCH2C

CH3

CH3OH

C22H42N4O5S2     MW: 554•72

2

Disulfide form of pantetheine. Glassy, colorless to light
yellow substance. Unstable to acids. � 17.1� (c �2 3[�]D

3.2). For solubility and references, see pantetheine.

4�-Phosphopantetheine (Ba salt)

CHCONH(CH2)2CONH(CH2)2SHOCH2C

CH3

CH3 OH

C11H23N2O7PS     MW: 358•35

PHO

OH

O

Soluble in water; slightly soluble in ethanol; insoluble in
ether. Unstable to acids and bases. Easily oxidized in air.

� 13.3� (c � 2.25). Oxidized form, � 12.2�.2 3 2 3[�] [�]D D

Acetobacter suboxidans factor. (From Baddiley and Thain
[8], Moffatt and Khorana [9], and Nagase [6].)

Dephospho-coenzyme A (Li salt)

CHCONH(CH2)2CONH(CH2)2SHOCH2C

CH3

CH3 OH

OHOH

C21H35N7O12P2S     MW: 687•56

PHO

O

O

PHO O

O CH2

O

N N

N
N

NH2

Soluble in water, methanol; insoluble in acetone. Unstable
to acids and bases. For references, see coenzyme A.

Coenzyme A

CHCONH(CH2)2CONH(CH2)2SHOCH2C

CH3

CH3 OH

OHO

O

PHO

HO

C21H36N7O16P3S     MW: 767•55

PHO

O

O

PHO O

O CH2

O
N

N
N

NH2

Soluble in water; insoluble in ethanol, ether, acetone.
Decomposed to pantetheine-2�,4�-cyclic phosphate and
3�,5�-ADP in 1 N NaOH (100�, 2 min). Decomposed to
pantetheine-4�-phosphate and adenine in 1 N HCl (100�,
5 min). Easily oxidized in air. (From Moffatt and Khorana
[9], Shimizu [10], and Shimizu et al. [11].)
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Table 1. Panthothenic Acid and Its Naturally Occurring Derivatives (continued)

4�-Phosphopantetheine-S-sulfonate (Ca salt)

CHCONHCH2CH2CONHCH2CH2SSO3HHOPOCH2C

CH3

CH3

OH

O OH

C11H23O10N2S2P     MW: 438•41

Soluble in water. � 7.2� (c � 1.95). Bifidus factor.2 2[�]D

(From Yoshioka and Tamura [12].)

4�-O-(b-glucopyranosyl)-D-pantothenic acid

CHCONHCH2CH2COOHCOCH2

CH3

CH3OH

C44H25O14N     MW: 791•68

OH

OH
HO

CH2OH
O

Soluble in water. �18.2� (c � 1.0). Growth factor of2 3[�]D

Leuconostoc. (From Amachi et al. [13].)

OA-6129A (Na salt)

SCH2CH2NHCOCH2CH2NHCOCH C

CH3

CH3OH

C20H31N3O7S     MW: 457•54

CH2OH

COOHO
N

Unstable to acids and bases. � 11.6� (c � 1.0).2 4[�]D

Antibiotic produced by Streptomyces sp. OA-6129. (From
Yoshioka et al. [14].)

Figure 1. The structure of coenzyme A.
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BIOSYNTHESIS

Although pantothenic acid cannot be synthesized by ani-
mals, microorganisms and plants are generally able to pro-
duce it from the precursors pantoic acid and b-alanine
through catalysis of the enzyme pantothenate synthetase

(EC 6.3.2.1). Animals, plants, and microorganisms can con-
vert pantothenic acid to 4�-phosphopantetheine and coen-
zyme A, the metabolically active forms of the vitamin. The
pathway for the biosynthesis of pantothenic acid and co-
enzyme A has been elucidated by several workers since the
early 1950s and has been reviewed (24–27). The pathway
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leading to the vitamin and the coenzymes from common
precursors can be summarized as shown in Figures 2
and 3.

b-Alanine

Three routes to b-alanine have been reported. Several mi-
croorganisms have been reported to form b-alanine by �-
decarboxylation of L-aspartic acid (Fig. 2; reaction 1). Con-
firmatory evidence for this conversion was provided by
Williamson and Brown (28), who purified (to apparent ho-
mogeneity), from extracts of Escherichia coli, an enzyme
that catalyzes the �-decarboxylation of L-aspartic acid to
yield b-alanine and CO2. These investigators also reported
that the enzyme is missing in a mutant of E. coli that re-
quires either b-alanine or pantothenate as a nutritional
factor, but is present in the wild-type strain and in a rev-
ertant strain of the mutant. It has also been suggested, on
the basis of the observation that mutants of Salmonella
typhimurium lacking the ability to degrade uracil require
N-carbamoyl-b-alanine, b-alanine, or pantothenate, as a
nutritional factor, that b-alanine is produced by decarbox-
ylation of N-carbamoyl-b-alanine formed from uracil (Fig.
2; reactions 2–4) (29). b-Alanine may also be produced by
transamination of malonylsemialdehyde produced from
propionic acid (Fig. 2; reaction 5 or 6), because enzyme ac-
tivity catalyzing this conversion has been detected in sev-
eral microorganisms. However, there have been no further
studies concerning this reaction.

Pantoic Acid

The route to pantoic acid from pyruvate (as shown in Fig.
2) has been elucidated mainly in E. coli and Neurospora
crassa. Two enzymes catalyzing the conversion of pyruvate
to �-ketoisovalerate (Fig. 2; reactions 7 and 8) in this route
are shared by the route for the biosynthesis of the
branched chain amino acids. In E. coli, two enzyme activ-
ities have been detected for the conversion of �-
ketoisovalerate to ketopantoic acid (Fig. 2; reaction 9): one
is dependent on tetrahydrofolate and the other is not. The
physiological significance of tetrahydrofolate-independent
activity seemed to be questionable because of its high Km

values for formaldehyde (10 mM) and �-ketoisovalerate
(100 mM). Because a mutant lacking tetrahydrofolate-
dependent activity requires pantothenate for growth al-
though the same amount of tetrahydrofolate-independent
activity is found in the same mutant, concrete evidence is
provided to support the theory that the tetrahydrofolate-
dependent enzyme is responsible for the ketopantoate
needed for the biosynthesis of pantothenate. The tetrahy-
drofolate-dependent enzyme (i.e., ketopantoate hydroxy-
methyltransferase, EC 2.1.2.11) has been purified and
characterized in some detail. The observation that pan-
toate, pantothenate, and coenzyme A are all allosteric in-
hibitors of this enzyme also supports this conclusion
(30,31).

The reduction of ketopantoic acid to D-pantoic acid (Fig.
2; reaction 10) is catalyzed by an NADPH-dependent en-
zyme, ketopantoic acid reductase (EC 1.1.1.169). This en-
zyme activity has been detected in Saccharomyces cerevi-
siae and E. coli. The same reduction is also catalyzed by

�-acetohydroxy acid isomeroreductase (EC 1.1.1.1.86),
which is the enzyme responsible for the conversion of �-
acetolactate to �-ketoisovalerate (Fig. 2; reaction 8) (32).
Recently, Shimizu et al. (33) isolated ketopantoic acid re-
ductase in a crystalline form from Pseudomonas malto-
philia and characterized it in some detail. They also dem-
onstrated that this reductase is the enzyme for D-pantoic
acid formation, necessary for the biosynthesis of panto-
thenic acid, because mutants lacking this enzyme require
either D-pantoic acid or pantothenate for growth and the
revertants regain this activity.

Coenzyme A

The pathway for the biosynthesis of coenzyme A from pan-
tothenic acid, L-cysteine, and ATP (Fig. 3) was first dem-
onstrated by Brown (34,35) on the basis of his studies with
Proteus morganii and early observations in the 1950s with
pig liver and other organisms. Later, the validity of this
pathway was confirmed by Abiko and coworkers, who sepa-
rated and characterized the enzymes involved in this path-
way in rat liver (26).

The first step in this pathway is the phosphorylation of
pantothenic acid (Fig. 3; reaction 1) by pantothenate ki-
nase (EC 2.7.1.33). The enzyme has been purified and
characterized from rat liver (36) and Brevibacterium am-
moniagenes (37). Both enzymes undergo allosteric inhibi-
tion by coenzyme A, the end product of the pathway. Be-
cause such feedback inhibition by coenzyme A is observed
only at this step and no other regulation mechanism is
known, this inhibition seems to be the most important
mechanism for controlling the cellular level of coenzyme A.
Pantetheine is also phosphorylated by the same enzyme to
yield 4�-phosphopantetheine (Fig. 3; reaction 7), which can
be converted to coenzyme A.

The condensation of 4�-phosphopantothenic acid with L-
cysteine to yield 4�-phosphopantothenoyl-L-cysteine (Fig.
3; reaction 2) is catalyzed by 4�-phosphopantothenoyl-L-
cysteine synthetase (EC 6.3.2.5). The mammalian enzyme
requires ATP as energy for the condensation, whereas the
bacterial enzyme preferably utilizes CTP (34). 4�-Phospho-
pantothenoyl-L-cysteine is then decarboxylated to yield 4�-
phosphopantetheine (Fig. 3; reaction 3) by 4�-phosphopan-
tothenoyl-L-cysteine decarboxylase (EC 4.1.1.36). The
enzyme has been shown to be independent of pyridoxal 5�-
phosphate. This step is the only one that does not require
ATP among the five steps in the biosynthesis of this co-
enzyme.

The pyrophosphate linkage formation between 4�-
phosphopantetheine and ATP to yield 3�-dephosphocoen-
zyme A (Fig. 3; reaction 4), and its phosphorylation (Fig.
3; reaction 5) are catalyzed, by dephosphocoenzyme A py-
rophosphorylase (EC 2.7.7.3) and dephospho-coenzyme A
kinase (EC 2.7.1.24), respectively. In rat liver, both en-
zymes are present as a complex or a bifunctional enzyme
(38). The reversibility of the former reaction may be im-
portant for controlling cellular levels of coenzyme A and
4�-phosphopantetheine.

The presence of an alternate route to yield 4�-phospho-
pantetheine via pantetheine (Fig. 3; reactions 6 and 7) has
been suggested in Acetobacter suboxydans, Lactobacillus
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helveticus, and other microorganisms (35), but confirma-
tory evidence is not available.

Control Mechanisms for the Biosynthesis

The allosteric inhibition of ketopantoic acid hydroxymeth-
yltransferase of E. coli by D-pantoic acid, pantothenic acid,
or coenzyme A may be involved as a control mechanism in
pantothenate biosynthesis (30). On the other hand, such
inhibition was not observed in the case of ketopantoic acid
reductase of Pseudomonas maltophilia (33).

In the pathway to coenzyme A from pantothenic acid,
the involvement of the feedback inhibition of pantothenate
kinase by coenzyme A and 4�-phosphopantetheine as a con-
trol mechanism in the biosynthesis has been demonstrated
(36,37,39). Because this inhibition was generally observed
regardless of species and the other four steps following this
reaction are not significantly inhibited by coenzyme A or
4�-phosphopantetheine, this may be one of the most im-
portant mechanisms in the control of cellular levels of co-
enzyme A. No other mechanism, such as repression, has
been observed in either pantothenate or coenzyme A bio-
synthesis.

Pantetheinase, which specifically degrades pantetheine
to pantothenic acid and cysteamine, may also be an im-
portant enzyme because coenzyme A can be degraded to
pantetheine enzymatically and pantetheine can be reused
as a precursor of coenzyme A after phosphorylation by pan-
tothenate kinase. Cellular coenzyme A levels may be influ-
enced by competition between pantetheinase and panto-
thenate kinase toward their substrate, pantetheine (40).

CHEMICAL AND MICROBIAL PRODUCTION METHODS

Pantothenic Acid

At present, commercial production of pantothenate de-
pends exclusively on chemical synthesis. As outlined in

Figure 4, the conventional chemical process involves re-
actions yielding racemic pantolactone from isobutyralde-
hyde, formaldehyde, and cyanide, optical resolution of the
racemic pantolactone to D-(�)-pantolactone with quinine,
quinidine, cinchonidine, brucine, and so on, and conden-
sation of D-(�)-pantolactone with b-alanine. This is fol-
lowed by isolation as the calcium salt and drying to obtain
the final product. A problem associated with this chemical
process apart from the use of poisonous cyanide is the trou-
blesome resolution of the racemic pantolactone and the ra-
cemization of the remaining L-(�)-isomer. Therefore, most
of the recent studies in this area have concentrated on de-
velopment of an efficient method to obtain D-(�)-
pantolactone.

Enzymatic resolution of racemic pantolactone can be
carried out by specific fungal lactonohydrolases. Shimizu
et al. found that many mold strains belonging to the genera
Fusarium, Gibberella, and Cylindrocarpon stereospecifi-
cally hydrolyze D-(�)-pantolactone to D-(�)-pantoic acid
(41,42). If racemic pantolactone is used as a substrate for
the hydrolysis reaction by the microbial lactonohydrolase,
only the D-(�)-pantolactone might be converted to D-(�)-
pantoate and the L-(�)-enantiomer might remain intact.
Consequently, the racemic mixture could resolved into D-
(�)-pantoate and L-(�)-pantolactone as shown in Figure
5 (42,43). After the removal of L-(�)-pantolactone from the
reaction mixture by solvent extraction, etc., remaining D-
(�)-pantoate could be easily converted to D-(�)-pantolac-
tone by heating under acidic conditions. The reverse re-
action, that is, lactonization of D-(�)-pantoate, might also
be possible for the resolution. In this case, D-(�)-pantoate
in a racemic mixture of pantoate is specifically lactonized
into D-(�)-pantolactone (see Fig. 5) (44). When Fusarium
oxysporum mycelia were incubated in 700 g/L aqueous so-
lution of racemic pantolactone for 24 h at 30 �C with au-
tomatic pH control (pH 6.8–7.2), about 90% of the D-(�)-
isomer was hydrolyzed. The resultant D-(�)-pantoic acid
in the reaction mixture showed a high optical purity (96%
ee), and the coexisting L-(�)-isomer remained without any
modification.

Practical hydrolysis of the D-(�)-isomer in a racemic
mixture is carried out using immobilized mycelia of F. oxy-
sporum as the catalyst. Stable catalyst with high hydro-
lytic activity can be prepared by entrapping the fungal my-
celia in calcium alginate gels. When the immobilized
mycelia were incubated in a reaction mixture containing
350 g/L racemic pantolactone for 21 h at 30 �C under au-
tomatic pH control (pH 6.8–7.2), 90–95% of the D-(�)-
isomer was hydrolyzed (optical purity, 90–97% ee). After
reactions repeated 180 times (i.e., for 180 days), the im-
mobilized mycelia retained more than 90% of their initial
activity (Fig. 6).

The overall process for the present enzymatic resolution
is compared with the conventional chemical process in Fig-
ure 7. The enzymatic process allows skipping several te-
dious steps that are necessary in chemical resolution and
is highly advantageous for practical purposes.

Coenzyme A

The production methods for coenzyme A roughly fall into
chemical and microbial categories. The chemical methods,
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which have been reviewed by Shimizu (10) and Mautner
(45), are too complex to be practical. Therefore, commercial
production is carried out by microbiological methods. Ex-
traction of coenzyme A from yeast cells has been performed
since the early 1950s. Cells of baker’s or brewer’s yeasts,
which are relatively rich in coenzyme A, were usually used
as the source. Later, an efficient enzymatic method using
Brevibacterium ammoniagenes cells as the catalyst was de-
veloped. These microbial methods have been reviewed by
Shimizu and Yamada (46).

A successful enzymatic method using the biosynthetic
route of coenzyme A from pantothenic acid, L-cysteine, and
ATP was first reported by Ogata et al. (47), who found that
B. ammoniagenes has all five enzymes necessary for the
biosynthesis of coenzyme A in high activities. These three
substrates, when added to a reaction mixture containing
the bacterial cells, were converted to coenzyme A with a
satisfactory yield (2–3 g/L). Ogata et al. also found that the
same organism can accumulate coenzyme A directly in the
culture medium on addition of pantothenic acid, L-

cysteine, and AMP, adenosine, or adenine in the presence
of a surfactant, cetylpyridinium chloride, and high levels
of glucose (usually 10%), K2HPO4, and MgSO4 • 7H2O. Un-
der optimal conditions, the amount obtained was 5.5 g/L.
Most coenzyme A in the medium was present in the disul-
fide form because of the vigorous shaking during the re-
action. After treatment of the culture filtrate with Duolite
S-30, charcoal, and Dowex 1 (Cl�), and reduction of the
disulfide, the very pure thiol form was obtained in high
yield. The mechanism of this coenzyme A production has
been suggested to be that shown in Figure 8 (for details,
see Refs. 11 and 48).

To improve product yield further, the mechanism for
regulation of biosynthesis was investigated. As described
in the preceding section, the biosynthesis of coenzyme A in
B. ammoniagenes is controlled mainly by the feedback in-
hibition of pantothenate kinase by coenzyme A. This was
the main problem in the practical production, because the
overproduced coenzyme A itself stopped the biosynthesis.
Two methods to abolish this feedback inhibition have been
reported.

A synthetic scheme was investigated in which the re-
action is initiated by the condensation of 4�-phosphopan-
tothenic acid and L-cysteine or the transadenosylylation of
4�-phosphopantetheine, because these routes do not in-
volve phosphorylation of pantothenic acid or pantetheine
by pantothenate kinase. Replacement of the enzymatic
phosphorylation of pantothenate or pantetheine with
chemical phosphorylation followed by the enzymatic reac-
tion increased the yield of coenzyme A 10- to 20-fold. Yields
from 4�-phosphopantothenic acid and 4�-phosphopante-
theine were 33 g/L (molar yield based on ATP; 64.5%) and
115 g/L (100%), respectively (49). This method is applica-
ble to coenzyme A production under ATP-generating con-
ditions (see Fig. 8). 4�-Phosphopantothenic acid (25 g/L),
L-cysteine (15 g/L), and AMP (33 g/L), when added to the
culture broth of B. ammoniagenes, were converted to co-
enzyme A with a yield of 23 g/L (50).
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Figure 6. Stereospecific hydrolysis of pantolactone by Fusarium oxysporum mycelia entrapped in
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Another way to improve the yield is to use mutants
derepressed for the feedback inhibition or those show-
ing elevated pantothenate kinase activity. A mutant
of B. ammoniagenes that is resistant to oxypantetheine
(the corresponding oxygen analog of pantetheine) was
found to have an elevated activity of pantothenate
kinase. Under ATP-generating conditions, the yields

of coenzyme A from pantothenic acid (3.6 g/L), L-
cysteine (1.8 g/L), and AMP (6 g/L) or from pante-
theine (5 g/L) and AMP (6 g/L) were 9.3 or 11.5 g/L,
respectively. These values were about threefold higher
than those obtained with the parent strain, and 70–100%
of the added AMP was converted to coenzyme A (51)
(Fig. 9).
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Figure 9. Time course of coenzyme A production
by an oxypantetheine-resistant mutant of Brevi-
bacterium ammoniagenes under ATP-generating
conditions. (a) Production from pantothenic acid,
L-cysteine, and AMP. (b) Production from pante-
theine and AMP. �, coenzyme A (CoA); �, panto-
thenic acid (PaA); �, ATP; �, ADP; �, AMP; 	,
pH; 
, cell growth. For details, see Shimizu et al.
(51).
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Table 2. Production of the Intermediates in Coenzyme A Biosynthesis by Brevibacterium ammoniagenes

Productivity enzyme
source (mg/mL)

Product Substrates Nucleotides
Reactions
involveda

Dried
cells

Culture
brothb

Immobilized
cells

4�-Phosphopantothenic acid Pantothenic acid ATP 1 3–4 1.5–2.5
4�-Phosphopantothenic acid Pantothenic acid AMP 1 4–5
4�-Phosphopantetheine 4�-Phosphopantothenic acid and L-cysteine CTP 2,3 3–4 1.8
4�-Phosphopantetheine Pantothenic acid and L-cysteine ITP and CTP 1–3 2–3 0.3
4�-Phosphopantetheine Pantothenic acid and L-cysteine GMP and CMP 1–3 3–4
4�-Phosphopantetheine Pantetheine ITP 7 2–3 0.9
4�-Phosphopantetheine Pantetheine GMP 7 4–5
3�-Dephosphocoenzyme A Pantothenic acid and L-cysteine ATP 1–5 1–2

Note: For details, see Shimizu et al. (11,48).
aNumbers correspond to those given in Figure 3.
bIn this case, the nucleoside monophosphates added are presumed to be converted to the corresponding nucleoside triphosphates and used for the reactions
in a manner similar to that shown in Figure 8.

Continuous production of coenzyme A through five en-
zymatic steps using gel-entrapped cells of B. ammonia-
genes has also been reported (48,52).

4�-Phosphopantetheine and Other Intermediates
in Coenzyme A Biosynthesis

4�-Phosphopantetheine together with other intermediates
in coenzyme A biosynthesis can be effectively synthesized
by using B. ammoniagenes cells as the catalyst and by
modifying the reaction conditions (11) as follows: 4�-
phosphopantothenic acid on omission of L-cysteine from
the reaction mixture, 4�-phosphopantetheine on addition
of CTP or CTP and GTP in place of ATP (because panto-
thenic acid is phosphorylated in the presence of CTP or
GTP as well as ATP and the condensation of 4�-phospho-
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pantetheine with nucleoside triphosphate is specific for
ATP), and 3�-dephosphocoenzyme A on treatment of the
reaction mixture containing coenzyme A with 3�-nucleoti-
dase. The amounts of these intermediates obtained by this
method are summarized in Table 2.

ASSAY METHODS

Test microorganisms normally used for the microbiological
assay of pantothenic acid are Lactobacillus plantarum
(ATCC 8014; L. arabinosus 17-5), L. casei (ATCC 7469),
and Saccharomyces uvarum (ATCC 9080; S. carlsbergen-
sis). Lactobacillus plantarum is suitable for determining
unconjugated pantothenate in samples. It should be noted
that pantetheine, when simultaneously present in a molar
ratio to pantothenate of more than 0.5, gives positive er-
rors in the determination. Saccharomyces uvarum also
shows almost specific growth response to free pantothen-
ate, but b-alanine stimulates its growth. Hence, an assay
procedure employing this organism is also the one chosen
for determining the pantothenic acid that occurs in natural
products together with other pantothenate forms. Lacto-
bacillus casei responds not only to pantothenate but also
several conjugated forms of pantothenate. Lactobacillus
helveticus (ATCC 12046) and L. bulgaricus B1 are recom-
mended for determination of pantetheine (or pantethine)
because both these organisms require more than 100 times
as much pantothenic acid as pantethine to give the same
response. Treatment of samples and details of assay pro-
cedures have been described (53).

A sensitive enzymatic assay method using pantothen-
ase has been reported (54), but the enzyme is not commer-
cially available. Chemical and physical methods have also
been reported. These are often used in determining pan-
tothenic acid in pharmaceutical products but are not suit-
able for determination of natural samples because of their
low sensitivity.

USE AND ECONOMIC ASPECTS

The current world capacity of calcium pantothenate pro-
duction and its demand are presumed to be about 4,000
and 3,600–4,000 tons per year, respectively. It is mainly
used as an additive to animal feed (about 3,000 tons per
year) and as a pharmaceutical product (about 600 tons per
year). Pantothenyl alcohol is used as a source of panto-
thenate activity for pharmaceutical vitamin products. Pan-
tothenyl alcohol itself has no pantothenate activity; in fact,
it is a competitive growth inhibitor of several pantothe-
nate-requiring lactic acid bacteria. However, it has been
demonstrated to be quantitatively converted to panto-
thenic acid in the animal body and to be equivalent to pan-
tothenic acid in man.

Pantethine, the disulfide of pantetheine, and coenzyme
A are also used as pharmaceutical products in several
countries. They have been suggested to be effective in re-
ducing cholesterol level, curing fatty liver, and treating re-
lated diseases.

Some sulfonate derivatives of pantetheine or coenzyme
A (Bifidus factors), such as 4�-phosphopantetheine-S-

sulfonate, that were originally isolated from carrot roots
have been shown to be growth factors of Bifidobacterium
(12). Addition of the bifidus factors to dried milk for infants
has been suggested to be useful in improving the quality
of the milk. A carbapenem antibiotic, OA-6129A (see Table
1) produced by Streptomyces sp. OA-6129, may be an in-
teresting example suggesting a new use of the vitamin as
a building block for its synthesis (14).
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INTRODUCTION

Peptides may be structurally defined as amino acid–
derived compounds containing at least one amide (peptide)
bond. Conventionally, a size limit is imposed for poly-
peptides of defined sequence above the range of 50 to 100
amino acids, which are termed proteins. Peptide classifi-
cations so far use either structural features, biological
properties, or biosynthetic considerations (1,2). The major
group of peptide antibiotics comprises structurally diverse
types such as linear, cyclic and multicyclic peptides, pep-
tidolactones, depsipeptides, and peptides modified with di-
verse nonpeptides moieties including acyl and aryl groups,
polyketide or terpenoid-derived building blocks, or carbo-
hydrate decorations (3). In addition, the biological prop-
erties of many compounds termed antibiotics have been
shown to be diverse, thus extending the classical defini-
tion, which implies the inhibition or elimination of a cer-
tain type of organism (Table 1) (4).

From the point of view of peptide production, the bio-
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Table 1. Selected Peptides of Current Interest

Compound Structural type Source Properties/applications

Aspartame Dipeptide Synthetic Sweetener
Glutathione Tripeptide Various Detoxification and antioxidant

compound
TRH Modified tripeptide Homo sapiens (hypothalamus) Thyrotropin-releasing hormone,

also stimulates prolactin release
Penicillin Modified tripeptide Penicillium chrysogenum Antibacterial drug
Cephalosporin Modified tripeptide Acremonium chrysogenum Antibacterial drug
Ergotpeptides Modified tripeptide Claviceps sp. Uterine relaxant, treatment of

parkinsonism, acromegaly, breast
cancer

HC-toxin Cyclotetrapeptide Helmintosporium carbonum Plant pathogenic (corn)
Enkephalins Pentapeptides Homo sapiens (brain) Opioid activity
Actinomycin Chromophore-attached

pentapeptidolactone
Streptomyces antibioticus Anticancer drug

Destruxin Hexapeptidolactone Metarrhizium anisopliae Insecticidal peptide
Enniatin Cyclohexadepsipeptide Fusarium sp. Antibacterial, antiviral,

antihelminthic
Ferrichrome Cyclohexapeptide Various fungi Siderophore
L-365,209 Cyclohexapeptide Synthetic Oxytocin antagonist, uterine

relaxant
Vancomycins, ristocetins Modified heptapeptides Various Actinomycetes Antibacterial drugs, antiviral

compounds
Microcystins Cycloheptapeptide Microcystis sp. cyanobacteria Hepatotoxic water contaminant
Lophyrotomin Aryloctapeptide Lophyrotoma interrupta (sawfly

and other insects)
Hepatotoxin

Amanitins Modified cyclooctapeptides Amanita phalloides Toxin
Surfactin Octapeptidolactone Bacillus subtilis Surfactant, antifungal, antiviral,

and antimycoplasma drug
Sandostatin Modified octapeptide (disulfide) Synthetic Somatostatin agonist, treatment of

acromegaly and carcinoid
syndrome

PF-1022 Cyclooctadepsipeptide Mycelia sterilia Antihelminthic
Oxytocin Nonapeptide (disulfide) Homo sapiens Smooth muscle contraction,

principle birth hormone
Vasopressin Nonapeptide amide(3

disulfides)
Homo sapiens Control of diabetes insipidus

Desmopressin Nonapeptide amide (disulfide) Synthetic Vasopressin analog, treatment of
diabetes insipidus

Aureobasidin Nonapeptidolactone Aureobasidium pullulans Antifungal drug
Gonadotropin-releasing

hormone
Modified decapeptide
Amide

Homo sapiens (hypothalamus) Causes release of luteinizing
hormone and follicle-stimulating
hormone

Buserelin Modified decapeptide Synthetic GnRH analog, treatment of
prostate cancer

Tyrocidine Cyclodecapeptide Bacillus brevis Topical antibacterial
Gramicidin S Cyclodecapeptide Bacillus brevis Topical antibacterial,

antihelminthic
Polymyxins Heptacyclodecapeptide Bacillus polymyxa Antibacterial drug
Cyclosporin Cycloundecapeptide Tolypocladium niveum Immunosuppressant, antifungal
Bacitracin Modified

heptacyclododecapeptide
Bacillus licheniformis Antibacterial drug, proteinase

inhibitor
Somatostatin 14-peptide (2 disulfides) Homo sapiens (hypothalamus,

gastrointestinal, tract, etc.)
Various gastrointestinal functions

(antacid)
Gramicidin (linear) Pentadecapeptide Bacillus brevis Antibacterial, ion-channel-forming
Tachyplesins 17- to 18-peptide Tachypleus sp. (horseshoe crab)

and related species
Antimicrobial compounds

Alamethicins Modified nonadecapeptides Trichoderma viride Antibiotic, ion-channel-forming
Ranalexin Modified 20-peptide (1

disulfide)
Rana catesbeiana (bullfrog,

skin)
Antibacterial

Aborycin Modified 21-peptide (3
disulfides)

Streptomyces griseoflavus Antiviral (HIV-1)

Magainins 21- to 27-peptide Xenopus laevis (skin) Antimicrobial drugs
Melittin 26-peptide amide Bee (venom) Hemolytic compound
Ac-AMP 29-peptide (3 disulfides) Amaranthus canditus (seeds) Antimicrobial compound
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Table 1. Selected Peptides of Current Interest (continued)

Compound Structural type Source Properties/applications

Defensins 29- to 32-peptide Mammalian (various sources) Antimicrobial compounds
Human neutrophil

peptide (HNP-1)
30-peptide Homo sapiens (neutrophils) Antibacterial, antifungal, cytotoxic

Cecropins 31-peptide Sus scrofa (pig, small intestine) Antibacterial (Gram negative)
Calcitonin 33-peptide amide Homo sapiens Treatment of hypercalcemia,

osteoporosis
Subtilin Modified 32-peptide Bacillus subtilis Antibacterial food preservative
Subtilosin Modified 33-peptide Bacillus subtilis Antibacterial
Nisin Modified 34-peptide Streptococcus lactis Antimicrobial food preservative
Mj-AMP 36-peptide Mirabilis jalapa (seeds) Antimicrobial compound
Cecropins (insect) 37- to 41-peptide amides Various insects Antibacterial compounds
Corticotropin (ACTH) 39-peptide Homo sapiens (anterior

pituitary gland)
Antibacterial compounds
Control of glucocorticoid release

Thionins 34- to 47-peptide (3 or 4
disulfides)

Various plant sources Antibacterial, antifungal

Defensins (plant) 45- to 51-peptide (4 disulfides) Various plant sources Antimicrobial compounds
AgaIVC 48-peptide Agelopsis aperta (spider) Venom, contains a D-Ser in position

48
Insulin 51 amino acids (2 chains, 3

disulfides)
Mammalian Treatment of type I diabetes

Trefoil peptides 51–56 amino acids Mammalian Tissue repair and cell proliferation
Hirudin 65-peptide Leeches (buccal gland) Protease inhibitor, anticoagulant,

antithrombotic agent

Note: See Ref. 11 for more extensive coverage.

synthetic origin is of primary importance. Although the
ribosomal peptide biosynthetic system is an essential con-
stituent of all self-replicating organisms, nonribosomal
peptide forming systems, with few exceptions (bacterial
cell wall peptides, glutathione), are not essential and are
themselves gene products. So ribosomally derived peptides
are directly encoded by gene transcripts, whereas nonri-
bosmally derived compounds are the products of biocata-
lysts or multienzyme systems. To propagate each type of
peptide in a cellular environment requires exceedingly dif-
ferent approaches. A decapeptide gene may be defined by
a 30-bp reading frame and additional features permitting
efficient transcriptional and translational processing. A
biocatalyst forming a decapeptide requires approximately
40,000 bp of genetic information, and thus a considerably
more complex genetic background (5,6).

Genome sequencing efforts have revealed the absence
of such complex biosynthetic systems in most organisms
investigated so far. These systems are especially promi-
nent in microbial sources such as Actinomycetes, Bacilli,
cyanobacteria, and filamentous fungi and are already be-
ing exploited for useful metabolites. Peptides of human or-
igin, acting as hormones, neurotransmitters, growth fac-
tors, cytokines, and so forth are involved in the regulation
of a variety of functions, including the central nervous sys-
tem and cardiovascular, gastrointestinal, immunological,
reproductive, and growth activities (7–10). Peptide thera-
peutics have been and are being developed for various
treatments (Table 1).

STRUCTURAL FEATURES

The peptides compiled in Table 1 are products of different
biosynthetic systems. In most cases, the current state of

knowledge permits the prediction of each biosynthetic path
from the structural features involved. This information
permits the respective biotechnological (fermentation of
microbial producers or hosts, cell culture), in vitro enzy-
matic, or chemical production. The new emerging ap-
proaches of combinatorial biosynthesis or synthetic pep-
tide libraries are especially linked to biosynthetic
considerations.

Biosynthesis

Peptides of biological origin differ in various structural fea-
tures (Table 2) but also share the template-mediated as-
sembly from carboxyl-activated amino acid precursors into
linear precursor molecules, growing in the carboxy-
terminal direction. Depending on the biosynthetic origin,
the template is either nucleic acid (ribosomal) or protein
(nonribosomal) (5).

Ribosomal Peptide Formation. Ribosomally formed pep-
tides are directly gene encoded, and their mRNA template
utilizes the available codons for linear assembly guided by
the ribosomal architecture. Each amino acid is activated
as aminoacyl-tRNA by a specific aminoacyl-tRNA synthe-
tase; this process includes proofreading steps for structur-
ally related compounds and achieves an accuracy of about
10�4 (12). Genes and their respective mRNAs encode poly-
peptides and proteins up to about 27,000 amino acids (ti-
tin), but the average size of translation products is about
300 amino acids.

Amino Acids. The translation process is restricted to
the 20 protein amino acids and selenocysteine (13,14). Or-
ganisms may differ in their codon usage, and rare codons
are thought to function in the control of both the transla-
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Table 2. Structural Features of Peptides of Ribosomal and Nonribosomal Origin

Ribosomal path Nonribosomal path//multienzymes

Size (amino acids) No size limitation, 2–20 residues
Peptides, 20–50 residues
Polypeptides, more than 50 residues
Proteins, largest structures up to 30,000

residues

2 to about 50, 4 to 10 dominating; polymers up
to about 1,000 residues

Amino acid constituents 21 protein amino acids (including
selenocysteine) and modified amino acids

Various types of amino acids including 2-, 3- and
4-amino compounds (more than 300 known)

D-Amino acids Not more than one, epimerized
posttranslationally; in lantibiotics
epimerization of several residues by
dehydration and thioether formation

Often several, either incorporated directly, or
epimerized during synthesis

Non–amino acid constituents in
the peptide chain

Acyl residues, amines originating from
decarboxylation

Various acyl residues, including aromatic acids,
hydroxy acids

Cyclic structures Rare, frequent disulfide cycles, often with
several disulfide linkages; thioether cycles in
lantibiotics (lanthionine)

More frequent than linear structures, various
peptide bond cyclizations, but also lactones

Side-chain modifications Hydroxylation, dehydration (Ser, Thr), side-
chain cyclization (Cys to thiazoles, Thr to
oxazoles, Glu to pyroGlu), frequently
glycosylation

N-Methylation, hydroxylation, side-chain
cyclization (Cys to thiazole), glycosylation,
side-chain cross-linking (aromatic rings),
glycosylation

Unusual constituents Not known Urea type of peptide bond, phosphoamino acids,
amino-modified fatty acids–derived
components (lipopeptides), mixed polyketide
structures, terpenoid-derived groups

Biosynthesis Gene can be identified; consider splicing,
processing, and posttranslational
modification; often prepropeptides detected

Nonribosomal enzyme systems present; peptide
families are frequent in the same or related
organisms; biosynthesis of rare precursors
needed

Sources Various animals and plants, sometimes bacteria Mainly bacteria and lower fungi, occasionally
plants and insects

tion rates and the folding of the primary intermediates
(15,16). Heterologous expression sometimes needs codon
adjustment for the intended host. Exploitation of this pro-
cess to adapt synthetic nonprotein amino acids has been
achieved in vitro by making use of nonutilized codons and
their respective tRNAs (17). More than 100 mostly non-
natural amino acids have been introduced into peptides by
biocatalytic procedures (18,19). Such procedures permit,
for example, the direct incorporation of photofunctional
amino acids (20). Current work focuses on the introduction
of an engineered tRNA/aminoacyl-tRNA synthetase pair
into Escherichia coli, delivering unnatural amino acids
(21). D-Amino acids in ribosomally encoded peptides origi-
nate from the respective L-epimers, which are epimerized
in chain by specific racemases first isolated from the spider
Agelopsis aperta (22,23)

Peptide Processing. These primary translation products
may undergo a variety of modification reactions. Besides
hydrolytic removal of the initiating formyl-methionine res-
idue (24), regions of the pre- or protranslation products
may be involved in targeting and transport events, acting
as signals recognized by the various proteins or nucleic
acid species. Signal sequences may be removed by signal
peptidases, and proteolytic processing may even continue;
this is well known among hormones. Thus proopiomelano-
cortin gives rise to different peptides in different tissues,
including ACTH, �-MSH, different forms of LPH, and b-
endorphin. A rare event, now firmly established, is the

joining of peptide fragments, which in analogy to the exon–
intron structures of genes have been termed exteins and
inteins (25). Cyclization of peptides by peptide bonds is
likewise rare (26).

Side-Chain Alterations. Most common alterations be-
sides N-terminal acylation (24) include hydroxylations of
proline and lysine residues and the formation of regional
specific disulfide bonds. Such processes may involve not
only disulfide isomerases (27) but chaperones as well. Mul-
tiple disulfide bridges are found in peptides with up to four
positionally conserved links. Such conformationally stabi-
lized structures show antimicrobial (defensins, ranalexin,
cecropins), antiviral (aborycin), and cytotoxic properties
(human neutrophil peptides, HVP), or as the trefoil factor
rITF from rat intestine, act as a covalently linked dimer
in tissue repair and cell proliferation.

Side-chain modification of cysteine and serine residues
to thiazole and oxazole derivatives are found in the gyrase
inhibitor microcin and the rhizobial peptide trifolitoxin. A
respective transforming enzyme complex has been char-
acterized from the microcin B17 biosynthetic gene cluster
(28). Stable thioether links between cysteine and serine or
threonine side chains are prominent structural features of
the lantibiotics (29–31). The name points to the unusual
amino acids lanthionine and methyllanthionine formed
upon hydrolysis. The respective biosynthetic clusters con-
tain genes for enzymes catalyzing dehydration of serine or
threonine to dehydroalanine and dehydrobutyrate, respec-
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Table 3. Peptide-Forming Enzyme Systems

Single-step systems Multistep systems

Types of peptide made Linear peptides, branched peptides Linear and cyclic peptides, peptidolactones and
depsipeptides; polymers?

Length of peptide made 2 to 5, or polymers 2 to 48 (?)
Activation of carboxyl groups Phosphate or adenylate Adenylate
Intermediates Free intermediates (not clear for polymers) Intermediates remain enzyme bound

tively, which undergo addition with thiols from adjacent
cysteines, leading to inversion of the configuration.

In Vitro Applications of the Ribosomal System. Ribosomal
peptide synthesis as a complex process involving about 150
proteins and ribonucleic acids and is being studied in detail
(32). Functional in vitro systems are available from several
organisms including E. coli, yeast, wheat germ, and rabbit
reticulocytes (33). Such systems are especially useful for
the production of antibacterial and cytotoxic peptides,
which are not accessable by fermentation (34). Technology
for mRNA production or the use of coupled transcription–
translation systems introducing plasmids as informational
molecules have been worked out (35). So far, peptide syn-
thesis has been restricted to the laboratory scale, but
yields up to the milligram per milliliter range have been
reported. Efficiencies of such systems can be improved by
cofactor regeneration (e.g., ATP). Synthesis of reporter
molecules such as photoproteins permit the functional
monitoring and the direct detection of, for example, trans-
lational inhibitors (36).

Nonribosomal Peptide Formation. Two basic types of
peptide-forming systems account for most of the nonribo-
somal peptide formation structures known so far: single-
step and multistep systems (Table 3). Single-step systems
add amino acids to activated precursor amino acids or pep-
tides; thus the precursors are directly activated, generally
as phosphates by cleavage of ATP to ADP, and the amino
acid to be added is in the free soluble state. The limit of
performance appears to be the size of the substrates in
relation to the enzymes involved. Covalently acting mul-
tistep systems add activated precursors to an activated
amino acid, thus maintaining the activated state. In anal-
ogy to the ribosomal system, these multienzyme systems
have no free intermediates, and product release involves
catalysis as well (6).

Single-Step Systems. Prominent products of single-step
systems are glutathione, coenzyme A, and peptides of the
murein sacculus, including the uridin-diphosphomuramyl-
N-acetyl precursor and various interpeptide bridges. Some
steps involve aminoacyl-tRNA and are thus nucleic acid
dependent (37). Enzymes involved can be identified at the
gene level by characteristic motifs (38), but the class is
heterogenous.

Single-step enzyme systems are obviously suited for the
production of repeated sequences and polymers. Such ex-
amples include glutathion-related peptides involved in se-
quenstering metal ions. These have been termed phyto-
chelatins and are induced in yeast or plant cells upon
exposure to Cd2�, Cu2�, or Zn2� (39). The compositions
vary from (cGlu-Cys)nGly, (cGlu-Cys)nGlu, to (cGlu-Cys)n,

with n ranging from 2 to 11 (40,41), and imply dipeptide
condensations as a biosynthetic principle. Likewise, cy-
anophycin, a cyanobacterial storage polypeptide, is com-
posed of the dipeptide units L-Arg-L-Asp. Synthetase and
depolymerase have been identified in Synechocystis sp. and
Anabaena variabilis, and the export of the polymerizing
activity into E. coli has been demonstrated (42). Examples
of amino acid polymers include c-linked glutamate tails of
folate (ranging in length from 1 to 11), b-lysine tails of nu-
cleoside antibiotics such as nourseothricin, lysine polymers
up to 25 residues in Streptomycetes, and c-D-glutamyl cap-
sular polymers in Bacillus anthracis and other spore-
forming Bacilli. The molecular mechanisms of control of
peptide and polypeptide chain length are unknown.

Multistep Systems. The covalent catalysis principle
found in the multienzyme system closely resembles the ri-
bosomal elongation principle. Equivalents to aminoacyl-
tRNA and peptidyl-tRNA are aminoacyl and peptidyl car-
rier proteins. However, the protein system depends largely
on fusing functional domains, which leads to multifunc-
tional structures of impressive sizes. Grouping enzymes
according to size, peptide- and polyketide-formingenzymes
will occupy all top positions. On the other hand these syn-
thetases will be at the bottom of the list if overall rates are
compared. The largest known enzyme, cyclosporin synthe-
tase, contains 41 functional domains fused into a 1.7-MDa
protein. It integrates all 40 reactions, leading to a cycloun-
decapeptide with seven methylated peptide bonds (43).
Peptide-forming systems currently under study have been
compiled in Table 4.

Activation of Amino Acids and Other Carboxyls. Differing
from polyketide systems, activation of amino acid carboxyl
groups is an integrated function in peptide synthetases.
The activation function is a preselection step in the events
controlling fidelity of the peptide chain. Adenylate-forming
domains share extensive homologies with acyl-CoA syn-
thetases and the homologous insect luciferases, which like-
wise form acyl adenylates followed by transfer to the thiol
group of CoA. Amino acid selection is controlled with vary-
ing selectivity: sometimes there is discrimination of leu-
cine against valine or isoleucine, but occasionally all
branched-chain types are accepted. Likewise phenylala-
nine might be discriminated against in favor of tyrosine
and tryptophan, whereas some activation sites are known
to accept various aromatic amino acids. Stereoselective
discrimination of L- and D-residues is common, and both
epimers may be direct precursors. In some cases both epi-
mers are substrate, but the subsequent condensation re-
action is stereocontrolled. Adenylates are thought to be
stabilized by the interaction of the two subdomains of the
adenylate domain. With low efficiency they may be subject
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Table 4. Nonribosomal Peptide Synthetase Systems

Peptide Organism Structural type Gene(s) cloned Enzymology

Linear

Bacilysin Bacillus subtilis P-2-M (�) (�)
Anguibactin Vibrio anguillarum R-P-2-M � �
ACV Streptomyces clavuligerus P-3 � �

Nocardia lactamdurans � �
Lysobacter lactamgenus � �
Aspergillus nidulans � �
Penicillium chrysogenum � �
Acremonium chrysogenum

Bialaphos Streptomyces hygroscopicus P-3 � �
Yersiniabactin Yersinia enterocolitica R-P-3-M � �
Phaseolotoxin Pseudomonas syringae pv. ph. P-4-M (�) �
Ardacin Kibdelosporangium aridum P-7-M (�) �
Chloroeremomycin Amycolatopsis orientalis P-7-M � �
Pyoverdin Pseudomonas aeruginosa R-P-8-M � �
Bleomycin Streptomyces verticillius P-8-M � �
Alamethicin Trichoderma viride R-P-19-M � �

Cyclopeptides

Enterobactin Escherichia coli P-C-E-3 � �
HC-toxin Cochliobolus carbonum C-4 � �
Tentoxin Alternaria alternata C-4 � �
Echinocandin Aspergillus nidulans R-C-6 � (�)
Microcystin Microcystis aeruginosa C-7 (�) �
Iturin Bacillus subtilis C-8 (�) �
Gramicidin S Bacillus brevis C-(P-5)2 � �
Tyrocidin Bacillus brevis C-10 � �
Cyclosporin Tolypocladium niveum C-11-M � �
Mycobacillin Bacillus subtilis C-13 � �

Lactones

Actinomycin Streptomyces chrysomallus R-(L-5)2-M � �
Destruxin Metarhizium anisopliae L-6 � (�)
Etamycin Streptomyces griseus R-L-7 � (�)
Surfactin Bacillus subtilis L-8 � �
Quinomycin Streptomyces echinatus (R-P-4)2 � �
R106 Aureobasidium pullulans L-9 � (�)
Syringomycin Pseudomonas syringae R-L-9 (�) �

Syringostatin

SDZ90-215 Septoria sp. L-10 � �

Depsipeptides

Enniatin Fusarium sp. C-(P2)3-M � �
Beauvericin Beauveria bassiana C-(P2)3-M � �
PF1022 Mycelia sterilia C-(P2)4-M � (�)

Branched polypeptides

Fengycin Bacillus subtilis P-10-C-7 � �
Polymyxin Bacillus polymyxa P-10-C-7 � �
Bacitracin Bacillus licheniformis P-12-C-7 � �
Nosiheptide Streptomyces actuosus R-P-13-C-10-M � (�)
Thiostrepton Streptomyces laurentii R-P-17-C-10-M � (�)

Branched peptidolactones

Lysobactin Lysobacter sp. P-11-L-9 (�) �
A21798A Streptomyces roseosporus R-P-13-L-10 (�) �
A54145 Streptomyces fradiae R-P-13-L-10 � �
Tolaasin Pseudomonas tolaasii R-P-18-L-5 (�) �

Note: Abbreviations: P, peptide; C, cyclopeptide; L, lactone; E, ester; R, acyl; M, modified. The structural types are defined by the number of amino, imino, or
hydroxy acids in the precursor chain. The ring sizes of cyclic structures are indicated in the number following C, L, or E, defining the type of ring closure.
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to aminolysis, leading to dipeptide formation without ste-
reoselectivity (44).

Acyl and Peptidyl Carrier Domains. Adjacent to each
adenylate domain is the carrier domain, homologous to the
well-known acyl carrier protein of fatty acid biosynthesis.
Carrier domains are posttranslationally modified with 4�-
phosphopantetheine. This modification is catalyzed by
specific CoA-4�-phosphopantetheine-protein transferases
(45,46). The terminal cysteamine thiol of the cofactor is the
acceptor of the aminoacyl moiety of the adenylate, with
release of AMP. Thiol-bound intermediates can be isolated
and characterized. This system property has led to the
name thiotemplate mechanism.

Condensation Domains. The directed condensation of ei-
ther two aminoacyl intermediates (initiation) or a peptidyl
and an aminoacyl intermediate (elongation) is thought to
take place at a condensation domain, interacting with the
two adjacent carrier domains. This reaction is strictly ste-
reospecific. If both epimers are present as intermediates
because of the action of a reversible epimerase in the mul-
tienzyme, only the respective D-isomer is processed. The
condensation domains are highly similar in structure to
epimerization domains, catalyzing the conversion of
thioester-attached aminoacyl or peptidylcarboxyl groups.
Special types of condensation domains have been identified
in systems forming thiazolidine-containing peptides such
as bacitracin or yersiniabactin (47). These perform the cys-
teine side-chain modifications as well.

Termination Reactions. Termination of synthesis may
proceed by hydrolysis (thioesterase required) or various
modes of cyclization, leading to cyclic or branched cyclic
peptides, peptidolactones, or cyclodepsipeptides. Flexibil-
ity of the process permits the processing of hydroxy acids
as well, leading to depsipeptides, or the repeated use of
templates, leading to dimers, trimers, or tetramers.
Known processes are the dimerization of two pentapep-
tides in gramicidin S formation, the trimerization of
dihydroxybenzoylseryl- or hydroxyisovaleryl-N-methylva-
lyl intermediates in enterobactin or enniatin synthesis, re-
spectively, or the suspected tetramerization in the cases of
bassianolide and PF1022. As in polyketide biosynthesis,
repositioning of a terminating thioesterase domain may
promote the release of intermediates (48). Both integrated
and and associated thioesterase-like proteins are sus-
pected to function in termination reactions (49).

Side Reactions. Two types of side reactions have been
observed so far: the aminolysis of aminoacyladenylates as
reactive mixed anhydrides, leading to dipeptides (44), or
reactions of thioester intermediates. As in solid-phase pep-
tide synthesis, certain steric conditions favor abortive cy-
clization reactions, especially of proline-containing or N-
methylated dipeptides and ornithyl side chains. Less
expected have been out-of-sequence dipeptide formations
in ACV syntetase, actinomycin synthetase II (50), and cy-
closporin synthetase. Such side reactions are promoted
when lack of substrates prevents the completion of the en-
tire catalytic cycle.

Reprogramming of Peptide Synthetases. The modular ar-
rangement of most polycondensation pathways implies re-
programming by modular exchange. In the peptide field,
functional hybrid synthetases have been constructed by

module exchange between the gramicidin S synthetase
system, ACV synthetase, and the surfactin synthetase sys-
tem (51,52). At present the often low catalytic efficiencies
of the constructs present a problem difficult to approach
without the knowledge of the detailed spatial structures
involved.

In Vitro Applications of Peptide Synthetases (53). The in
vitro studies of peptide synthetases permitted an under-
standing of the catalytic principles involved. Small
amounts of peptides have been produced in a variety sys-
tems (Table 3). Applying cyclosporin synthetase for pre-
parative work, more than 100 cycosporin analogs have
been prepared (43). Generally no more than two structural
alterations have been found to be tolerated. Peptide syn-
thetases obviously do not match the performance of chem-
ical methods with regard to structural analog utilization
because additional constraints are involved, including sub-
strate selection and protein stability. However, peptide
synthetases combine a number of advantages, including
stereoselectivity and efficient cyclization. Another feature
of special significance is the target-oriented product pro-
file, which provides essential clues in structure–function
work.

PEPTIDE PRODUCTION

Sources and Screening

Healing experiences and later ecological considerations
have led to the concept of microbial warfare and eventually
to the isolation of the first peptide antibiotics penicillin,
tyrothricin (a mixture of linear gramicidin and tyrocidine),
and gramicidin S. Although investigations of this type are
continuing with the still-large reservoir of rare and
difficult-to-cultivate microorganisms, new fields have been
emerging that consider the defensive compounds from
higher organisms. Pioneered in the fields of amphibian and
insect defense strategies (54–57), antimicrobial peptides
keep being discovered in mammalian and plant sources
(58–61). In the field of secondary metabolites, microbial
sources are generally exploited by fermentational proce-
dures. Products of plants and animals have been investi-
gated largely from chemical synthesis, but production can
be achieved by recombinant DNA approaches (62,63).

Besides functional and chemical screening of extracts,
genetic screening is now emerging as a tool to identify
sources of presumably active natural products. The in-
creasing knowledge of biosynthetic enzyme systems per-
mits the probing of DNA isolates for the presence of pep-
tide synthetase genes (64) or related modifying enzymes.

Fermentation. Submersed fermentation accounts for
the majority of peptides produced from bacteria and fila-
mentous fungi. Research has shifted from engineering ap-
proaches to detailed studies of the molecular mechanisms
involved. Thus the productivity of cultures is increased by
empirical media optimization, tight parameter control of
the growth and production processes (O2, CO2, redox po-
tential, cell morphology), and random and defined muta-
genesis operations. The complexity of metabolite produc-
tion is far from being understood.
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The fermentation of b-lactam antibiotics represents the
best-studied system (65). Penicillin biosynthesis is cata-
lyzed by three enzymes: d-(L-�-aminoadipyl)-l-cysteinyl-D-
valine synthetase (ACVS), isopenicillin-N-synthase
(IPNS), and acyltransferase (AAT). The respective genes
are are combined in a biosynthetic cluster, which has been
found to be amplified in production strains (66). Thus the
gene copy number appears to be a major factor of produc-
tivity. However, production strains with a single copy of the
cluster have also been selected as efficient producers. The
regulation of expression is being currently studied, which
affords the detailed understanding of the complex promot-
ers involved (67). In this respect the utilization of autoreg-
ulators to induce the biosynthesis of specific metabolites is
a fascinating tool already applied in peptide fermentation
in Actinomycetes (68).

In addition, subcellular localization plays a significant
role. Although IPNS is soluble and located in the cytosol,
ACVS seems only partially soluble, and AAT is located in
a peroxisome-like compartment, termed the microbody.
The substrate transfer between ACVS and IPNS may in-
volve complex formation and channeling, but the transfer
of isopenicillin-N into the microbody, and the export of pen-
icillins out of the microbody and through the cellular en-
velope, have not been studied so far. The role of molecular
transport processes involved in biosynthetic processes is
largely unknown. Export processes of bioactive com-
pounds, especially peptides, seem also to be essential for
self-protection, and thus critical for an intended overpro-
duction. Peptide export proteins have been detected, and
compounds such as cyclosporin are known to affect export
systems including multi-drug-resistance proteins. Produc-
tion processes utilize both product excretion and retain-
ment in the microbial cells. Gramicidin S can accumulate
up to 20% peptide within the cellular dry mass of the pro-
ducer Bacillus brevis. Fermentation techniques to avoid
feedback problems utilize solid-state approaches (69), mi-
crofiltration (70), or aqueous two-phase systems (71).

Finally, efficient substrate concentrations play a signifi-
cant role in peptide fermentation. In special cases direct
feeding of amino acid precursors may shift the product pro-
file to a certain analog (72). Considering however, that the
price of the penicillin precursor amino acid cystein exceeds
that of the product, improvement focuses on the precursor
biosynthetic systems, including uptake of basic nutrients
such as glucose, ammonium, and sulfate.

Recombinant DNA Approaches in Peptide Production

The introduction of rDNA techniques permits the efficient
production of various peptides independent of organ or ani-
mal sources, and thus free of viral contaminants. Current
limits are related to certain posttranslational modification
events, if relevant, which still have to be evaluated. An
amidating enzyme system has been established (73),
whereas specific glycosylation systems are still unavail-
able. So current production routes employ, for example,
yeast or insect cell cultures that often contain similar mod-
ification systems. Prominent examples of peptides cur-
rently produced include insulin (74) and hirudin, but the
vast majority of products are proteins.

Enzymatic Procedures in Peptide Production

Introduced more than 50 years ago, the reversal of pro-
teinase reactions has been widely used in peptide synthe-
sis (75). Strategies exist for regio- and stereospecific syn-
thesis of peptide bonds (76,77), and new trends consider
heterogeneous media (78) or even frozen aqueous solutions
(79). Generally all procedures permit the construction of a
single, specified peptide bond, but fragment condensations
and protein modifications have been established in peptide
production as well. Substrates to be converted generally
need protection groups to avoid side reactions.
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Table 1. Commercial Processes for L-Phenylalanine
Synthesis

Manufacturer L-Phenylalanine processes developed

Ajinomoto Microbial fermentation
Biotechnica Microbial fermentation
Degussa/Rexim Enzymatic resolution (aminoacylase)
DSM Enzymatic resolution (amino acid amidase)
Genex Biotransformation (phenylalanine

ammonia lyase)
Kyowa Hakko Microbial fermentation
Miwon Microbial fermentation
Nutrasweet Co. Microbial fermentation, biotransformation

(aminotransferase)
PEI Biotransformation (aminotransferase)
Tanabe Seiyaku Enzymatic resolution, biotransformation

(aminoacylase, aminotransferase)
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INTRODUCTION

The amino acid phenylalanine is currently manufactured
worldwide at an annual scale exceeding 12,000 metric
tons. The vast majority of this material is L-phenylalanine,
synthesized specifically for incorporation into the dipep-
tide sweetener aspartame. Production of L-phenylalanine
grew rapidly during the 1980s in parallel with the demand
for aspartame and has grown steadily in recent years. L-
Phenylalanine is also used in additional food and medical
applications and is in increasing demand in pharmaceu-
tical development as a chiral intermediate or as a precur-

sor of chiral auxiliaries such as benzyloxazolidinone. In
contrast, only a few metric tons of D-phenylalanine are
used annually, also in pharmaceutical drug development,
although this application is increasing. During the past
two decades, a number of manufacturers have developed
chemoenzymatic and purely biological routes for L-
phenylalanine manufacture, as shown in Table 1. Chemo-
enzymatic syntheses have relied on resolution technology,
applied to chemically prepared racemic phenylalanine de-
rivatives or DL-5-monosubstituted hydantoins and bio-
transformation routes from chemically prepared achiral
precursors of L-phenylalanine. Purely biological routes
have concentrated on direct synthesis of L-phenylalanine
through microbial fermentative means. Today, the largest
and most commercially successful synthetic routes to L-
phenylalanine production use large-scale fermentation of
bacterial strains that overproduce L-phenylalanine. Such
microorganisms have been isolated through a combination
of classical mutagenesis selection procedures and molecu-
lar genetic manipulation, the latter deriving from a de-
tailed understanding of the molecular biology of the path-
ways involved in bacterial L-phenylalanine biosynthesis.
Conversely, the present commercial production of D-
phenylalanine relies solely on chemoenzymatic resolution.

L-PHENYLALANINE-OVERPRODUCING
MICROORGANISMS

Common Aromatic and L-Phenylalanine Biosynthetic
Pathways

Efforts to develop L-phenylalanine-overproducing organ-
isms have been vigorously pursued by Nutrasweet Com-
pany, Ajinomoto, Kyowa Hakko Kogyo, and others. The fo-
cus has centered on bacterial strains that have previously
demonstrated the ability to overproduce other amino acids.
Such organisms include principally the coryneform bacte-
ria, Brevibacterium flavum (1,2) and Corynebacterium glu-
tamicum (3,4) used in L-glutamic acid production. In ad-
dition, Escherichia coli (5) has been extensively studied in
L-phenylalanine manufacture because of the detailed char-
acterization of the molecular genetics and biochemistry of
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its aromatic amino acid pathways and its amenability to
recombinant DNA methodology. The biochemical pathway
that results in the synthesis of L-phenylalanine from chor-
ismate is identical in each of these organisms (Fig. 1b); the
common aromatic pathway to chorismate is shown in Fig-
ure 1a. In each case, the L-phenylalanine biosynthetic
pathway comprises three enzymatic steps from chorismic
acid, the product of the common aromatic pathway. The
precursors of the common aromatic pathway, phospho-
enolpyruvate (PEP) and erythrose-4-phosphate, derive
from the glycolytic and pentose phosphate pathways of
sugar metabolism, respectively. Although the intermediate
compounds in both pathways are identical in each of the
organisms, there are differences in the organization and
regulation of the genes and enzymes involved (2,6,7). Nev-
ertheless, the principal points of pathway regulation are
very similar in each of the three bacteria (4,6,8). Con-
versely, tyrosine biosynthesis, which is also carried out in
three biosynthetic steps from chorismate, proceeds
through different intermediates in E. coli than the coryne-
form organisms (6,8).

Regulation of phenylalanine biosynthesis occurs both in
the common aromatic pathway and in the terminal phe-
nylalanine pathway, and the vast majority of efforts to de-
regulate phenylalanine biosynthesis have focused on two
specific rate-limiting enzymatic steps. These are the steps
of the aromatic and the phenylalanine pathways carried
out, respectively, by the enzymes 3-deoxy-D-arabino-
heptulosonate-7-phosphate (DAHP) synthase and pre-
phenate dehydratase. Classical mutagenesis approaches
using toxic amino acid analogues and the molecular clon-
ing of the genes encoding these enzymes have led to very
significant increases in the capability of host strains to
overproduce L-phenylalanine. This has resulted from the
elimination of the regulatory mechanisms controlling en-
zyme synthesis and specific activity. The cellular mecha-
nisms that govern the activity of these particular enzymes
are complex and illustrate many of the sophisticated
means by which bacteria control gene expression and en-
zyme activity. Chorismate mutase, the first step in the
phenylalanine-specific pathway, and the shikimate kinase
activity of the common aromatic pathway are subject to a
lesser degree of regulation and have also been character-
ized in detail (9,10).

Classical Mutagenesis and Selection

Classical methods of strain improvement have been widely
applied in the development of phenylalanine overproduc-
ing organisms (5,11,12,13). Tyrosine auxotrophs have fre-
quently been used in efforts to increase phenylalanine pro-
duction through mutagenesis. These strains often already
overproduce phenylalanine because of the overlapping na-
ture of tyrosine and phenylalanine biosynthetic regulation
(3,14,15). Limiting tyrosine availability leads to partial ge-
netic and allosteric deregulation of common biosynthetic
steps (16). Such strains have been subjected to a variety of
mutagenesis procedures to further increase the overall ti-
ter and the efficiency of phenylalanine production. In gen-
eral, this has involved the identification of mutants that
display resistance to toxic analogues of phenylalanine or

tyrosine, such as b-2-thienyl-DL-alanine and p-fluoro-DL-
phenylalanine (3,5,17). Such mutants can be readily iden-
tified on selective plates in which the analogue is present
in the growth medium. The mutations responsible for the
phenylalanine overproduction have frequently been lo-
cated in the genes encoding the enzymatic activities of
DAHP synthase, chorismate mutase, and prephenate de-
hydratase. In turn, this has prompted molecular genetic
approaches to further increase phenylalanine production
through the isolation and in vitro manipulation of these
genes, as described next.

Deregulation of DAHP Synthase Activity

The activity of DAHP synthase commits carbon from in-
termediary metabolism to the common aromatic pathway
converting equimolar amounts of PEP and E4P to DAHP
(18). In E. coli there are three isoenzymes of DAHP syn-
thase of comparable catalytic activity encoded by the genes
aroF, aroG, and aroH (19). Enzyme activity is regulated by
the aromatic amino acids tyrosine, phenylalanine, and
tryptophan, respectively (16,20–23). In each case, regula-
tion is mediated both by repression of gene transcription
and by allosteric feedback inhibition of the enzyme, though
to different degrees.

The aroF gene lies in an operon with tyrA, which
encodes the bifunctional protein chorismate mutase–
prephenate dehydrogenase (CMPO). Both genes are regu-
lated by the TyrR repressor protein complexed with tyro-
sine. The aroF gene product accounts for 80% of the total
DAHP synthase activity in wild-type E. coli cells. The aroG
gene is repressed by the TyrR repressor protein complexed
with phenylalanine and tryptophan. Repression of aroH is
mediated by tryptophan and the TrpR repressor protein
(20). The gene products of aroF and aroG are almost com-
pletely feedback inhibited respectively by low concentra-
tions of tyrosine or phenylalanine (24), whereas the aroH
gene product is subject to maximally 40% feedback inhi-
bition by tryptophan (24). In B. flavum, DAHP synthase
forms a bifunctional enzyme complex with chorismate mu-
tase and is feedback inhibited by tyrosine and phenylala-
nine synergistically but not by tryptophan (25,26). Simi-
larly, in C. glutamicum, DAHP synthase is inhibited most
significantly by phenylalanine and tyrosine acting in con-
cert (27), but unlike B. flavum reportedly does not show
tyrosine-mediated repression of transcription (25,28).

Many examples of analogue-resistant mutants of these
organisms display reduced sensitivity of DAHP synthase
to feedback inhibition (3,5,7,25,29,30). In E. coli, the genes
encoding the DAHP synthase isoenzymes have been char-
acterized and sequenced (6,31,32). The mechanism of feed-
back inhibition of the aroF, aroG, and aroH isoenzymes has
been studied in considerable detail (32), and variants of
the aroF gene on plasmid vectors have been used to in-
crease phenylalanine overproduction. Simple replacement
of transcriptional control sequences with powerful consti-
tutive or inducible promoter regions and the use of high
copy number plasmids has readily enabled overproduction
of the enzyme (33,35), and reduction of tyrosine-mediated
feedback inhibition has been described using resistance to
the aromatic amino acid analogues b-2-thienyl-DL-alanine
and p-fluoro-DL-phenylalanine (33,35).
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Deregulation of CMPD

The three enzymatic steps by which chorismate is con-
verted to phenylalanine appear to be identical among C.
glutamicum, B. flavum, and E. coli, although only in E. coli
have detailed reports appeared upon the characterization
of the genes involved. In each case, the principal regulatory
step is that catalyzed by prephenate dehydratase. In E.
coli, chorismate is converted first to prephenate and then
to phenyl pyruvate by the action of a bifunctional enzyme,
CMPD, encoded by the pheA gene (6). The final step, in
which phenyl pyruvate is converted to L-phenylalanine, is
carried out predominantly by the aromatic amino-
transferase encoded by tyrB (36). However, both the as-
partate aminotransferae, encoded by aspC and the
branched-chain aminotransferase encoded by ilvE, can ef-
ficiently catalyse this reaction (37). Phenylalanine biosyn-
thesis is regulated by control of CMPD through phenylal-
anine-mediated attenuation of pheA transcription (6) and
by feedback inhibition of the prephenate dehydratase and
chorismate mutase activities of the enzyme. Inhibition is
most pronounced upon the prephenate dehydratase activ-
ity, with almost total inhibition observed at micromolar
phenylalanine concentrations (38,39). Chorismate mutase
activity in contrast is maximally inhibited by only 40%
(39). In B. flavum, prephenate dehydratase and chorismate
mutase are encoded by distinct genes. Prephenate dehy-
dratase is again the principal point of regulation, with the
enzyme subject to feedback inhibition, but not transcrip-
tional repression, by phenylalanine (40,41). Chorismate
mutase, which in this organism forms a bifunctional com-
plex with DAHP synthase, is maximally inhibited by phe-
nylalanine and tyrosine to 65%, but this is significantly
diminished by the presence of very low levels of tryptophan
(42). Expression of chorismate mutase is repressed by ty-
rosine (29,43). The final step is carried out by at least one
transaminase (44). Similarly, in C. glutamicum, the activ-
ities are encoded in distinct genes, with prephenate de-
hydratase again being more strongly feedback-inhibitedby
phenylalanine (45–47). The only transcriptional repres-
sion reported is that of chorismate mutase by phenylala-
nine. The C. glutamicum genes encoding prephenate de-
hydratase and chorismate mutase have been isolated and
cloned from analogue-resistant mutants of C. glutamicum
(8,48) and used along with the cloned DAHP synthase gene
to augment L-phenylalanine biosynthesis in overproducing
strains of C. glutamicum (48).

Many publications and patents have described success-
ful efforts to reduce and eliminate regulation of prephenate
dehydratase activity in phenylalanine overproducing or-
ganisms (5,9,34,35). As with DAHP synthase, the majority
of the reported efforts have focused on the E. coli enzyme
encoded by the pheA gene that is transcribed convergently
with the tyrosine operon on the E. coli chromosome (6). The
detailed characterization of the pheA regulatory region has
facilitated expression of the gene in a variety of transcrip-
tional configurations, leading to elevated expression of
CMPD, and a number of mutations in pheA that affect
phenylalanine-mediated feedback inhibition have been de-
scribed (9,33,49). Increased expression of the gene is read-
ily achieved by cloning pheA onto multicopy plasmid vec-

tors and deletion of the nucleotide sequences comprising
the transcription attenuator (Fig. 2a). Most mutations that
affect the allosteric regulation of the enzyme by phenylal-
anine have been identified through resistance to phenyl-
alanine analogues such as b-2-thienylalanine, but there
are examples of feedback-resistant mutations arising
through insertional mutagenesis and gene truncation
(33,49). Two regions of the enzyme in particular have been
shown to reduce feedback inhibition to different degrees.
Mutations at position Trp338 in the peptide sequence de-
sensitize the enzyme to levels of phenylalanine in the 2 to
5 mM range but are insufficient to confer resistance to
higher concentrations of L-phenylalanine (33,49). Muta-
tions in the region of residues 304 to 310 confer almost
total resistance to feedback inhibition at L-phenylalanine
concentrations of at least 200 mM (9). Feedback inhibition
profiles of four such variants (JN305–JN308) are shown in
Figure 2b, in comparison to the profile of wild-type enzyme
(JN302). It is not clear if the mechanism of resistance is
similar in either case, but the difference is significant to
commercial application because overproducing organisms
readily achieve extracellular concentrations of L-phenyl-
alanine over 200 mM.

Precursor Supply

Rate-limiting steps in the common aromatic and phenyl-
alanine biosynthetic pathways are obvious targets in the
development of phenylalanine overproducing organisms.
However, the detailed biochemical and genetic character-
ization of E. coli has enabled additional areas of its meta-
bolic function to be specifically manipulated to determine
their effect on aromatic pathway throughput. Besides ef-
forts to eliminate additional lesser points of aromatic path-
way regulation, attempts have been made to enhance phe-
nylalanine production by increasing the supply of aromatic
pathway precursors and by facilitating exodus of L-
phenylalanine from the cell. The precursors of the common
aromatic pathway D-erythrose 4-phosphate and PEP are
the respective products of the pentose phosphate and gly-
colytic pathways. Precursor supply in aromatic amino acid
biosynthesis has been reviewed very recently (50,51).
Theoretical analyses of the pathway and the cellular roles
of these metabolites suggest that the production of aro-
matic compounds is likely to be limited by PEP availability
(52,53) because PEP is involved in a number of cellular
processes, including the generation of metabolic energy
through the citric acid cycle (54) and the transport of glu-
cose into the cell by the phosphotransferase system (55).
Strategies to reduce the drain of PEP by these processes
have included mutation of sugar transport systems to re-
duce PEP-dependent glucose transport (56) and modula-
tion of the activities of pyruvate kinase, PEP synthase, and
PEP carboxylase, which regulate PEP flux to pyruvate, ox-
aloacetate, and the citric acid cycle (50,54,57). Similarly,
the availability of E4P has been increased by altering the
levels of transketolase, the enzyme responsible for E4P
biosynthesis (58). In general, these efforts have been suc-
cessful in directing additional flux of PEP of E4P into the
aromatic pathway, although their effect has not proved to
be as predictable as the deregulation of rate-limiting
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Figure 2. (a) The promoter region of the E. coli K12 pheA gene. The sequence of the wild-type
promoter region is shown in the top part of the figure. The �35 and �10 hexamers are indicated.
Bases retained in the deregulated promoter are in bold. The sequence involved in the attenuator
region is shown underlined. The sequence of the deregulated pheA promoter region used to produce
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type E. coli K12 prephenate dehydratase (JN302) and four inhibition resistant enzyme variants
(JN305-JN308). Activity is expressed as a percentage of wild-type enzyme activity.
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pathway steps, and their overall impact on L-phenylala-
nine overproduction has not been well characterized.

Secretion of Phenylalanine from the Cell

Exodus of phenylalanine is of manifest importance in the
large-scale production of phenylalanine because the amino
acid is typically recovered only from the extracellular me-
dium and washed cells. Lysis of cells to recover additional
phenylalanine is not generally practical, and so L-
phenylalanine remaining within the cells after washing is
usually lost. Because cell biomass is extremely high in
large-scale fermentations, this can represent up to 5% of
total phenylalanine produced. Additionally, because L-
phenylalanine is known to regulate its own biosynthesis
at multiple points through feedback inhibition, attenua-
tion, and TyrR-mediated repression, methods to reduce in-
tracellular concentrations of phenylalanine through re-
duced uptake or increased exodus throughout the
fermentation have been sought. Studies have addressed
the means by which L-phenylalanine is both taken up and
excreted by bacterial cells and whether this can be altered
to increase efflux. In overproducing strains, it is likely that
most phenylalanine leaves the cell by passive diffusion but
specific uptake and exodus pathways also exist. In E. coli,
L-phenylalanine is taken up by at least two permeases (59),
one specific for phenylalanine encoded by pheP and the
other encoded by aroP a general aromatic amino acid per-
mease responsible for the transport of tyrosine and tryp-
tophan in addition to phenylalanine. The genes encoding
the permeases have been cloned and sequenced, and E. coli
mutants deficient in either system have been character-
ized (60,61). The effect of an aroP mutation has been eval-
uated in L-phenylalanine overproduction (5). In addition,
specific export systems have been identified that although
not completely characterized have been successfully used
to increase exodus of L-phenylalanine from strains of E.
coli (62,63). In one such system, the Cin invertase of bac-
teriophage P1 has been shown to induce a metastable phe-
nylalanine hypersecreting phenotype upon a wild-type
strain of E. coli. The phenotype can be stabilized by tran-
sient introduction of the invertase on a temperature-
sensitive plasmid replicon and is sufficient to establish L-
phenylalanine overproduction in the absence of any
alterations to the normal biosynthetic regulation (63).

Summary

The incremental gains made from the various levels at
which phenylalanine biosynthesis has been addressed has
led to the high-efficiency production strains currently in
use today. Almost all large-scale L-phenylalanine manu-
facturing processes in present operation are fermentations
using bacterial strains such as those described in this ar-
ticle in which classical strain development or molecular
genetics have been extensively applied to bring about phe-
nylalanine overproduction. The low substrate costs and
the economics of scale associated with this approach have
resulted in significant economic advantages. However, a
number of alternate biotransformation and chemoenzy-
matic resolution strategies have been extensively devel-

oped that have also demonstrated commercially viable lev-
els of L-phenylalanine synthesis.

BIOTRANSFORMATION ROUTES TO L-PHENYLALANINE

L-Phenylalanine Ammonia Lyase Process

The use of L-phenylalanine ammonia lyase (PAL) in vari-
ous overproducing strains of the yeast Rhodoturula was
developed by Tanabe Seiyaku Co. and by Genex Corpora-
tion in the 1980s to produce phenylalanine in the reaction
shown in Figure 3. In this process, fermented cells of yeast
strains R. glutinis, R. rubra or R. graminis (64–67) were
recovered and washed before bioreaction under batch or
immobilized conditions with trans-cinnamic acid and am-
monia. The elevated pH and high concentration of ammo-
nia used under the process conditions enabled the nor-
mally catabolic PAL reaction (68,69) to favor formation of
L-phenylalanine. Significant development work was car-
ried out to determine the appropriate conditions for opti-
mal growth and maximal induction of the PAL enzyme (70)
and the appropriate process conditions for retention of PAL
activity (71). The principal drawbacks of the PAL process
lay in substrate inhibition of the enzyme, low enzyme-
specific activity, and enzyme instability. Screening regimes
carried out to address these limitations resulted in the
identification of an R. graminis strain that displayed
greater enzyme specific activity and stability than the R.
rubra and R. glutinis strains used previously (64). Subse-
quent mutagenesis and selection procedures carried out on
this strain using the cinnamic acid analogue phenylpro-
piolic acid led to a further increase in PAL activity through
a significant elevation in PAL gene expression (64). Such
strain and process development strategies enabled the Ge-
nex process to achieve yields of L-phenylalanine in excess
of 50 g/L, with close to 90% conversion of substrate to prod-
uct (67). Nevertheless, the biotransformation could not fa-
vorably compete with the economics of fermentative pro-
duction, and it is not presently used in L-phenylalanine
production.

Aspartate or Aromatic Aminotransferase Process

A number of reports from PEI, Nutrasweet, and Allelix,
among others, have described the use of aminotransferases
(transaminases) to produce L-phenylalanine in the reac-
tion shown in Figure 4. The reaction proceeds by a ping-
pong (72,73) mechanism whereby the amino group of a do-
nor amino acid, typically aspartic acid, is exchanged with
the keto group of phenylpyruvic acid, yielding L-phenylal-
anine and the by-product oxaloacetate. Aminotransferases
are ubiquitous in nature, and microorganisms typically
possess multiple aminotransferases that are involved in
the biosynthesis of a number of amino acids, often catalyz-
ing the terminal step from the keto acid precursor (73–75).
The enzymes use pyridoxal 5�-phosphate as cofactor and
typically possess high catalytic rates and stereoselectivity
with broad substrate specificities (76).

This is exemplified by the multiple transaminases in E.
coli that can each catalyze the synthesis of L-tyrosine, L-
aspartate, and L-valine and L-leucine in addition to L-
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phenylalanine (37). Many aminotransferase encoding
genes have been cloned and used to overproduce the en-
zymes (37,77,78). Significant sequence homology often ex-
ists among the aminotransferases of individual strains as
well as between the corresponding enzymes of microbial
and mammalian origin (37). In addition, the tertiary struc-
tures of a number of aminotransferases have been deter-
mined, furthering the mechanistic understanding of the
enzyme and prompting mutagenesis approaches to alter-
ing enzyme properties (79). Aminotransferases from many
microorganisms have been applied in L-phenylalanine bio-
synthesis (80–82). In the case of E. coli, the highly homol-
ogous aspartate and aromatic aminotransferases encoded
respectively by the aspC and tyrB genes have both been
developed and applied in this bioconversion (83–85). The
aspartate aminotransferase has been generally preferred,
having shown greater throughput and increased stability
over the tyrB gene product (85,86). A number of L-
phenylalanine biosynthetic processes involving amino-
transferases have been described using either isolated en-
zyme or whole cells in batched or immobilized systems
(82,85,87,88). In the mid 1980s, one such immobilized pro-
cess was commercialized by PEI using the E. coli aspartate
aminotransferase (85). In this case, the PPA substrate was
economically derived from chemically synthesized 5-
benzilidene hydantoin. The highest yields in the trans-
aminase synthesis are generally obtained from batch pro-
cesses at the expense of the greater catalyst stability of the
continuous systems. The cost of catalyst regeneration in
batch systems is a drawback of the aminotransferase ap-
proach, as is the need for two primary metabolites as sub-

strates. The principal drawback, however, lies in the re-
action equilibrium, which being close to 1 limits the yield
of the reaction to 50% unless the keto acid by-product can
be eliminated from further reaction. To overcome this lim-
itation, commercial transamination approaches have al-
most invariably used aspartate as the amino donor, which
upon transamination to the relatively unstable oxaloace-
tate will spontaneously decarboxylate to yield pyruvate.
Because pyruvate is frequently not a substrate for these
transaminases, this enables the reaction to proceed to a
yield often exceeding 90%. The decarboxylation of oxalo-
acetate is more rapid at elevated temperature and has
prompted the development of transaminase bioconver-
sions carried out in excess of 50 �C (86). Aminotransferases
from thermophiles have been explored in this respect as
well as chemical and enzymatic steps to accelerate oxalo-
acetate decarboxylation and thereby optimize product
yield and substrate conversion (89).

Phenylalanine Dehydrogenase Process

A similar process using the phenyl pyruvate precursor has
also been developed using the enzyme phenylalanine de-
hydrogenase. Unlike the aminotransferases, phenylala-
nine dehydrogenase uses ammonia as a substrate in the
reductive amination of phenyl pyruvate, thereby realizing
a cost advantage. In addition, the reaction equilibrium lies
heavily in favor of phenylalanine synthesis. These advan-
tages in the reaction mechanism are diminished by the de-
pendence of the dehydrogenase on an NADH cofactor that
in turn requires enzymatic regeneration. This has been ad-
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dressed through the use of a coupled enzyme system (90)
in which formate dehydrogenase is used along with phe-
nylalanine dehydrogenase in the reaction scheme shown
in Figure 5. The reaction proceeds quantitatively because
of the evolution of CO2 generated in the oxidation of for-
mate. Using partially purified enzymes in membrane re-
actors, this reaction has achieved phenylalanine titers and
substrate conversions comparable to the aminotransferase
based systems (90,91). Despite the high efficiencies (92)
obtained in this bioconversion, commercial production of L-
phenylalanine using this method has not been economi-
cally competitive with fermentative processes, mainly be-
cause of the costs of phenylpyruvic acid preparation.
Nevertheless, in a similar process operated by Degussa us-
ing leucine dehydrogenase, this approach has been suc-
cessfully applied to the synthesis of compounds of higher
intrinsic value such as the unnatural amino acid tertiary
leucine (93).

RESOLUTION-BASED L-PHENYLALANINE SYNTHESIS

Amino Acid Amide Resolution

In contrast to the various fermentation and bioconversion
approaches that have used enzyme stereoselectivity to syn-
thesize L-phenylalanine as a single isomer, additional
methods have been developed that rely on the same ste-
reoselectivity to resolve chemically synthesized amino acid
DL-racemic mixtures. One such general approach that has
been successfully commercialized in L-phenylalanine pro-
duction relies on cleavage of the L-isomer of a DL-�-amino
acid amide mixture by a highly enantiospecific amidase
enzyme. The general procedure operated by DSM and
shown in Figure 6 uses an amidase containing strain of
Pseudomonas putida to specifically hydrolyze the L-isomer
of the DL-amino acid amide mixture. The racemic amino
acid mixture is prepared inexpensively from an aldehyde
precursor (94,95) via the Strecker reaction, with alkaline
hydrolysis of the resulting aminonitrile. Treatment with
benzaldehyde after selective hydrolysis of the L-amino acid
amide yields an insoluble Schiff base that forms between
benzaldehyde and the residual D-amino acid amide. In this
way, the residual D-amino acid amide may be readily sepa-
rated (96) from the resulting L-amino acid and can then be

chemically hydrolyzed and purified or racemized and re-
cycled (97). The advantages of this process include general
applicability to the preparation of a range of amino acids
(95,98) and the opportunity to recover the D-amino acid if
desired from the reaction in addition to the L-amino acid.
Conversely, in the preparation of only the L-amino acid by
this approach, the need to recycle the unreacted substrate
is considered a drawback of the process, necessitating ad-
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ditional complexity and cost. This aspect has been consid-
ered in a further development of this process by DSM in
which P. putida strains possessing D- or L-amino acid ami-
dase as well as amino acid racemase activity have been
identified. The in situ coupling of either amidase with the
racemase activity avoids the recycling requirement of the
process and facilitates direct conversion of the DL-amino
acid amide mix into the desired isomer (99).

Acylase Process

An earlier strategy involving stereoselective enzyme hy-
drolysis of chemically prepared racemic precursors has
been operated successfully for many years by Tanabe Sei-
yaku. In this process, illustrated in Figure 7, a DEAE-
Sephadex immobilized L-specific aminoacylase selectively
hydrolyzes N-acetyl-L-amino acids from an N-acetyl-DL-
amino acid mixture (100,101). After hydrolysis, the L-
amino acid is isolated by selective crystallization and the
remaining N-acetyl-D-amino acid is racemized either
chemically or enzymatically (102) and recycled. The pre-
ferred aminoacylase for this reaction was obtained from
the mold Aspergillus oryzae and is readily isolated and im-
mobilized in the bioreactor (100). The enzyme has broad
substrate specificity and has been used by Tanabe in the
production of L-methionine and L-valine and addition to L-
phenylalanine. More recently, this process has been fur-
ther developed by Degussa/Rexim (103) to prepare bulk
quantities of L-phenylalanine and a large number of L-
amino acids. In addition, Tanabe has reported on the fur-
ther development of the aminoacylase process through the
coupling of acetamidocinnamate aminohydrolase and
aminotransferase activity. In this process, L-phenylalanine
is produced in two steps from acetamidocinnamic acid
through a phenylpyruvic acid intermediate using immo-
bilized cells of two independent bacterial strains (87).

DL-5-Monosubstituted Hydantoin-Based Strategies

The recycling aspect of resolution-based amino acid syn-
theses such as the amidase and aminoacylase processes is

again considered and largely overcome in an alternative
strategy using DL-5-monosubstituted hydantoins. Inex-
pensive chemical routes such as the Bucherer-Bergs syn-
thesis or the condensation of aldehydes with hydantoin
(104–107) are used to prepare the racemic hydantoin de-
rivatives that are then resolved using either L- or D-
enantiospecific hydantoinase and N-carbamoyl amino acid
amidohydrolase enzymes to yield the desired amino acid
isomer. The process is shown in Figure 8. In the case of
phenylalanine, both L- and D-phenylalanine can be pre-
pared from racemic DL-5-benzylhydantoin. The advantage
of the hydantoinase process is that in many cases a dy-
namic resolution can be established whereby the un-
reacted isomer can be racemized in situ either chemically
(108) or in the presence of a racemase (109) enzyme to en-
able the process to approach 100% yield. Enzymes with L-
and D-specific hydantoinase activity have been described
in a number of microbial species, with the D-specific activ-
ity having been identified much more frequently, often at-
tributable to dihydropyrimidinases involved in pyrimidine
catabolism (110–114). Substrate specificities vary signifi-
cantly between enzyme isolates and contribute to the
broad applicability of this approach (113–116). Molecular
cloning has been applied in at least one case to isolate a D-
hydantoinase encoding gene from a thermophilic bacillus
and to subsequently overproduce the enzyme (117). The D-
and L-specific N-carbamoyl amino acid amidohydrolases
have also been shown to be widely distributed in microor-
ganisms (113,114,116,118). The bioconversion steps are
typically carried out using whole cells in immobilized sys-
tems (110,118) with racemization of the unreacted hydan-
toin occurring under the normal alkaline conditions of the
reaction (108). In some cases, microbial racemases have
been used to optimize the racemization step (109,119). The
hydantoinase process offers the advantage of relatively in-
expensive precursors and high conversion rates through
the in situ racemization of the substrate. In addition,
through the broad substrate range of hydantoinase and
carbamoylase enzymes, the process is broadly applicable
in L- and D-amino acid biosynthesis. However, it is in D-
amino acid production that large-scale commercial appli-
cation of the hydantoinase process has been more signifi-
cantly applied, most notably by Recordati and Kanegafuchi
in the manufacture of D-phenyl glycine and D-p-
hydroxyphenyl glycine as components of semisynthetic
penicillins and cephalosporins (120–122) but also by De-
gussa and Ajinomoto in the production of additional D-
amino acids, including D-phenylalanine (122–124).

CONCLUSIONS AND FUTURE PROSPECTS

Numerous commercial processes have been developed for
the large-scale commercial production of L-phenylalanine
since the early 1980s, fueled by the enormous increase in
L-phenylalanine demand for the dipeptide sweetener as-
partame. The most successful processes use microbial en-
zymes at some stage, either in an enantioselective hydro-
lysis or biotransformation step using chemically derived
precursors or in whole cell fermentations using microor-
ganisms engineered through classical and recombinant
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Figure 8. Hydantoinase/carbamoylase-
based dynamic resolution of DL-5-monosub-
stituted hydantoins to either D- or L-amino
acids.
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strain improvement methodology. In general, the most eco-
nomically competitive processes have resulted from large-
scale fermentation approaches. This is mainly because of
the incremental savings achieved in such processes
through increased understanding of the physiology and
molecular genetic regulation of L-phenylalanine biosynthe-
sis in microbes and the low raw material costs attained
through media and process development. In these pro-
cesses, the concentration of L-phenylalanine can often ex-
ceed 50 g/L in crude fermentation broth with the overall
incorporation of carbon into phenylalanine from a source
such as glucose, equaling or exceeding the theoretical max-
imum calculated at around 25 to 30% (125). With this level
of efficiency, it is unlikely that most major manufacturers
of L-phenylalanine will continue to invest significantly in
the development of fermentation processes as the return
on investment is diminished.

Several elegant biotransformation approaches such as
the PAL and dehydrogenase processes have been opti-
mized through molecular genetic strategies but have been
impacted by the drawbacks of greater precursor cost and
in some cases limited biocatalyst stability. As a result,
none of these approaches are currently used to produce L-
phenylalanine. Nevertheless, a number of manufacturers,
including DSM, Degussa/Rexim, and Tanabe, successfully
produce L-phenylalanine through chemoenzymatic routes
that are generally more versatile and are often part of
more broadly applicable processes in natural and unnat-
ural amino acid manufacture. This is apparent in the man-
ufacture of D-phenylalanine where, in contrast to the pre-
ponderance of fermentative routes to L-phenylalanine, the
synthesis is currently carried out using the hydantoinase

and amidase resolution strategies mentioned earlier. Ul-
timately, through a greater understanding of microbial
pathway engineering and the increasing availability of
novel enzymatic activities, it is quite possible that the fa-
vorable economics of large-scale fermentation may also be-
come more applicable to D-phenylalanine biosynthesis
(126,127).

BIBLIOGRAPHY

1. Eur. Pat. 0264,914 (1987), R. Katsumata, and A. Ozaki.

2. I. Shiio, S. Sugimoto, and K. Kawamura, Agric. Biol. Chem.
52, 2247–2253 (1988).

3. H. Hagino and K. Nakayama, Agric. Biol. Chem. 38, 157–
161 (1974).

4. M. Ikeda, A. Ozaki, and R. Katsumata, Appl. Microbiol. Bio-
technol. 39, 318–323 (1993).

5. U.S. Pat. 4,681,852, D.E. Tribe.

6. G.S. Hudson and B.E. Davidson, J. Mol. Biol. 180, 1023–
1051 (1984).

7. A. Ozaki, R. Katsumata, T. Oka, and A. Furuya, Agric. Biol.
Chem. 49, 2925–2930 (1985).

8. I. Shiio and S. Sugimoto, Agric. Biol. Chem. 45, 2197–2207
(1981).

9. J. Nelms, R.M. Edwards, J. Warwick, and I. Fotheringham,
Appl. Environ. Microbiol. 58, 2592–2598 (1992).

10. G. Millar, A. Lewendon, M. Hunter, and J.R. Coggins,
Biochem. J. 237, 427–437 (1986).

11. I. Shiio, K. Ishii, K. Yokozeki, Agric. Biol. Chem. 37, 1991
(1973).



PHENYLALANINE 1953

12. T. Tsuchida, K. Kubota, Y. Morinaga, H. Matsui, H. Enei, and
F. Yoshinaga, Agric. Biol. Chem. 51, 2095–2101 (1987).

13. Y. Tokoro, K. Oshima, M. Okii, K. Yamaguchi, K. Tanaka,
and S. Kinoshita, Agric. Biol. Chem. 34, 1516 (1970).

14. S.O. Hwang, G.H. Gil, Y.J. Cho, K.R. Kang, J.H. Lee,
and J.C. Bae, Appl. Microbiol. Biotechnol. 22, 108–113
(1985).

15. U.S. Pat. 3,759,790 (1973), K. Nakayama, Sagamihara, and
H. Hagino.

16. B.J. Wallace and J. Pittard, J. Bacteriol. 97, 1234–1241
(1969).

17. Y.J. Choi and D.E. Tribe, Biotechnol. Lett. 4, 223–228
(1982).

18. E. Haslam, in The Shikimate Pathway, Wiley, New York,
1974.

19. F. Gibson and J. Pittard, Curr. Topics Cell Regul. 2, 29–63
(1970).

20. K.D. Brown, Genetics 60, 31–48 (1968).

21. K.D. Brown and R.L. Somerville, J. Bacteriol. 108, 386–399
(1971).

22. H. Camakaris and J. Pittard, J. Bacteriol. 115, 1135–1144
(1973).

23. S.W.K. Im, H. Davidson, and J. Pittard, J. Bacteriol. 108,
400–409 (1971).

24. K.M. Herrmann and R.L. Somerville, eds., Amino Acids: Bio-
synthesis and Genetic Regulation, Addison-Wesley, Reading,
Mass., 1983.

25. I. Shiio, S. Sugimoto, and J. Miyajima, J. Biochem. 75, 987
(1974).

26. S. Sugimoto and I. Shiio, J. Biochem. 87, 881–890 (1980).

27. H. Hagino and K. Nakayama, Agric. Biol. Chem. 39, 351
(1975).

28. H. Hagino and K. Nakayama, Agric. Biol. Chem. 38, 2125–
2134 (1974).

29. I. Shiio and S. Sugimoto, J. Biochem. 86, 17–25 (1979).

30. S. Sugimoto, M. Nakagawa, T. Tsuchida, and I. Shiio, Agric.
Biol. Chem. 37, 2327–2336 (1973).

31. W.D. Davies and B.E. Davidson, Nucleic Acids Res. 10, 4045–
4058 (1982).

32. J.M. Ray, C. Yanofsky, and R. Bauerle, J. Bacteriol. 170,
5500–5506 (1988).

33. Eur. Pat. 229,161 (1986), R.M. Edwards, P.P. Taylor, M.G.
Hunter, and I.G. Fotheringham.

34. C. Förberg, T. Eliaeson, and L. Häggström, J. Biotechnol. 7,
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INTRODUCTION

NAD�-dependent phenylalanine dehydrogenase (PheDH,
phenylalanine: NAD� oxidoreductase, deaminating (EC
1.4.1.20)) was found to occur in Brevibacterium sp. by
Hummel et al. in 1984 (1). Asano et al. first described the
enzymological properties of PheDHs with crystalline en-
zymes from Soprosarcina ureae and Bacillus sphaericus
(2,3). Similar enzymes that catalyze a reversible oxidation-
reduction of amino acids (acting on -CH-NH(2)) with NAD�

or NADP� as an electron acceptor are classified in EC
1.4.1., which includes glutamate dehydrogenase (GluDH,
EC 1.4.1.2-4) (4), alanine dehydrogenase (AlaDH, EC
1.4.1.1), leucine dehydrogenase (LeuDH, EC 1.4.1.9), and
other oxidoreductases acting on several amino acids (5).

Since its discovery (1,2,3), much attention has been paid
to PheDH because it appeared to be a useful catalyst in
the enantioselective synthesis of Phe and related L-amino

acids from their keto analogs (6). Some microbial PheDH
producers have been isolated from nature, and the en-
zymes have been characterized. Since 1992, PheDH has
been used as a reagent in the colorimetric microdetermi-
nation of Phe to detect phenylketonuria (PKU) in the blood
of neonates in Japan (7,8).

Here we deal with the occurrence, properties, and struc-
tures of bacterial PheDHs, and their applications to the
synthesis and determination of amino acids.

DISCOVERY, ENZYMATIC PROPERTIES, AND FUNCTIONS
OF PheDH

Hummel et al. screened for a PheDH-producing strain of
bacteria from soil and isolated a Brevibacterium sp. by an
enrichment culture technique (1). Culture conditions for
PheDH formation and some reaction conditions to synthe-
size Phe and Tyr with the crude enzyme were optimized.
Asano et al. noted PheDH production in the gram-positive
spore-forming bacteria S. ureae SCRC-R04 (2,3), B. sphaer-
icus SCRC-R79a (3), and B. badius IAM 11059 (7) and de-
scribed its purification, crystallization, and characteriza-
tion; no activity was found in yeasts. Following these
studies, PheDH was given a new entry number: EC
1.4.1.20 (5). Later, Rhodococcus maris (9), Nocardia sp.
(10), Thermoactinomyces intermedius (11), Rhodococcus
sp. (12), Bacillus cereus (13), and Microbacterium sp.
(14,15) were found to produce the enzyme. The occurrence
of PheDH appears to be limited in some groups of gram-
positive spore-forming bacteria and thermophilic Actino-
mycetes (11). The distribution of PheDH seems similar to
that of LeuDH (16), although the distribution of the former
is much more limited than that of the latter, which may be
implicated in microbial sporulation, which shuffles carbon
and nitrogen metabolism of amino acids by their reversible
nature. Because PheDH is specifically distributed in B.
sphaericus and B. badius, which are characterized to be
poor in sugar oxidation among the genus Bacillus (17),
PheDH seems involved in the catabolism of Phe and other
amino acids in the medium.

Hummel et al. suggested that PheDH is responsible for
the degradation of Phe, not its synthesis (1); however, in
S. ureae (3), L-phenylalanine aminotransferase activity
with oxaloacetic acid as an amino acceptor was detected
during growth on a medium containing Phe at a range be-
tween 0.001 and 0.006 units/mg, while PheDH was highly
induced (0.033 units/mg, measured in the oxidative de-
amination reaction). The formation of PheDH was growth
associated, indicating that the enzyme is responsible for
the catabolism of Phe. On the other hand, when the strain
was grown in M9 medium supplemented with 0.1% yeast
extract, the PheDH activity was detected only in the ex-
ponential phase at a level as high as 0.059 units/mg, which
is much higher than L-phenylalanine aminotransferase ac-
tivity (less than 0.001 units/mg). Because the equilibrium
of PheDH favors the synthesis of the amino acid, the en-
zyme probably also functions in the anabolism of Phe, de-
pending on the environment.
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Enzymatic Properties

The enzymatic properties of PheDH are summarized in Ta-
ble 1. The molecular weight of the PheDH subunits are in
the range of 36,000 to 42,000. The higher structures vary;
PheDHs from Sporosarcina (2,3), Bacillus (3), and Micro-
bacterium (15) are octameric enzymes, whereas PheDH
from Rhodococcus sp. (12) is tetrameric, that from Rho-
dococcus maris (9) is dimeric, and that from Nocardia (10)
is monomeric. The molecular weight of PheDH ranges from
42,000 (the monomeric Nocardia enzyme) to 331,480 (the
octameric B. sphaericus enzyme). The optimum pH for the
reversible oxidative deamination and reductive amination
varies by about 1 pH unit; the former reaction varies in
the range of pH 10.4 to 11.3, whereas the latter is in the
range of pH 9 to 10.3. The velocity toward the reductive
amination to synthesize Phe generally is several times fas-
ter than that for the reverse reaction at optimum pH; the
Vmax values for the oxidative deamination reaction of Phe
catalyzed by Sporosarcina and B. sphaericus PheDH are
both 114, whereas those for the reductive amination re-
action for phenylpyruvate are 598 and 416, respectively
(3). The Km values toward the preferred substrates of L-
amino acids and keto acids are in the range of 0.1 to 1 mM,
though much higher Km values of around 100 mM were
observed toward ammonia.

Substrate Specificity and Kinetic Properties

In the oxidative deamination reaction, Phe and L-
norleucine were active as substrates for the Sporosarcina
enzyme. The from enzymes B. badius and S. ureae show
narrower substrate specificity than that from B. sphaeri-
cus, which has almost equal affinity toward Tyr and its
keto analog (Table 2), thus B. sphaericus PheDH may be
called tyrosine dehydrogenase. On the other hand, the
enzymes showed wider substrate specificities in the reduc-
tive amination reaction than observed in the oxidative
deamination reaction. The substrate specificity of PheDH
has been extensively characterized with the B. sphaericus
enzyme by using chemically synthesized substrates and
substrate analogs (3,6). The relative rates of the reductive
amination of �-keto acids and their analogs catalyzed by
PheDH from S. ureae and B. sphaericus are shown in Table
3. The substrate specificity of B. sphaericus was examined
in detail with various synthetic compounds as shown in
Table 4. The enzyme was found to accommodate �-keto
acids with large substituents, including compounds sub-
stituted at the b-position of pyruvic acid with a longer or
bulkier group, although the relative velocity of the reduc-
tive amination reaction was low. Phenylpyruvate analogs
substituted at the phenyl ring were relatively good sub-
strates, whereas the substitution at the b-position of phen-
ylpyruvate with a bulkier group, such as a hexyl group,
greatly lowered the reaction velocity. On the other hand,
pyruvate, �-ketoglutarate, �-hydroxypyruvate, benzoylfor-
mate, �-keto esters such as ethyl phenylpyruvate and ethyl
�-keto-c-phenylbutyrate, b-keto esters such as ethyl b-
keto-c-phenylbutyrate, b-keto acids such as b-keto-c-
phenylbutyrate, and �-ketoalcohols such as �-keto-b-
phenylpropanol were inactive as substrates. Thus, it was
shown that the enzyme acts solely on �-keto acids, and a

free carboxylic acid moiety is required for a compound to
be recognized as a substrate. It was also revealed that the
enzyme does not differentiate the configuration of the sub-
stituent at the b-position of pyruvic acid; for example, a
diastereomeric mixture of L-�-amino-b-DL-methyl-b-
phenylpropionate was synthesized from �-keto-b-DL-
methyl-b-phenylpropionate. Gln, Asp, methylamine, di-
methylamine, trimethylamine and ethylamine (each at
200 mM) did not replace the ammonium ion in the reduc-
tive amination reaction. Thus, PheDH from B. sphaericus
showed wide substrate specificity toward substituted py-
ruvic acids. The finding that the enzyme utilized �-keto-c-
phenylbutyrate and �-keto-e-phenylvalerate, but not b-
keto-c-phenylbutyrate, shows it has a definite requirement
for a distance between the carbonyl carbon and the car-
boxyl group of the substrates. For the Sporosarcina en-
zyme, phenylpyruvate, �-ketocaproate, �-keto-c-
methylthiobutyrate, p-hydroxyphenylpyruvate, and
�-ketoisocaproate were active as substrates. NAD� was
active as a cofactor for both enzymes, whereas NADP� was
not. The mean value of the apparent equilibrium con-
stant (Keq � [phenylpyruvate][NADH][ ][H�]/[Phe]-�NH4

[NAD�][H2O]) was determined using the Sporosarcina en-
zyme to be 1.4 � 10�15 at the pH range of 7.0 to 11.5 and
25 �C, assuming the conventional concentration of water
([H2O] � 1 M) (3). For the B. sphaericus enzyme, it was
calculated to be 2.0 � 10�15 at pH 8.40 to 10.38 (6). The
substrate specificities of PheDH from B. badius (7) and R.
maris (9) are similar to that of S. ureae (3), which shows
more limited activities than the B. sphaericus enzyme, al-
though R. maris PheDH has a slightly higher affinity to-
ward Tyr than S. ureae PheDH. It is notable that the
PheDH of Nocardia sp. is 0.54 and 2.4 times more active
toward indolepyruvate and �-ketoisocaproate, respec-
tively, than toward phenylpyruvate (10), and T. interme-
dius PheDH is inactive toward Tyr and its keto analog (11).

STRUCTURE OF PheDH

The pdh genes have been cloned and sequenced, and over-
production of the Bacillus enzymes has been achieved
(7,18,19). Escherichia coli JM 109/pBPDH1-DBL ex-
presses about 120-fold higher activity of PheDH (7,200
units/L) than the wild type B. sphaericus. The nucleotide
sequences for the pdh genes from B. sphaericus (19), B.
badius (20), S. ureae (21), T. intermedius (22), and Rho-
dococcus sp. (12) have been reported.

Computer assessment of the data showed that the de-
duced primary structure of B. badius PheDH (20) is similar
to PheDH of B. sphaericus (67.9% identical over 377 amino
acids) (19) and T. intermedius (56.6% identical over 346
amino acids) (22), LeuDH from B. stearothermophilus (23)
(49.9% identical over 353 amino acids), NADP�-dependent
valine dehydrogenase from Streptomyces coelicolor (24)
(46.6% identical over 352 amino acids), PheDH from Rho-
dococcus sp. (34.7% identical over 334 amino acids) (12),
and GluDH from Clostridium symbiosum (25.9% identical
over 185 amino acids) (25). Similarities between these pro-
teins are seen in the catalytic domains of amino acid de-
hydrogenases, G-G-(G or A)-K (26), and the glycine-rich
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Table 1. Comparison of Properties of PheDHs

Microorganism

Property B. sphaericus S. ureae B. badius R. maris Nocardia sp. T. intermedius Microbacterium sp.

Specific activity of final preparation (U/mg) 111 84 68 65 30 86 37
Mr by gene sequencing 331,480 330,608 330,800 –a – 242,928 –
Mr gel filtration 340,000 310,000 335,000 70,000 42,000 270,000 330,000
Mr of subunit(s) by gene sequencing 41,435 41,326 41,350 36,000 42,000 40,488 41,000
Number of subunits 8 8 8 2 1 6 8
pI 4.3 5.3 3.5 – – – 5.8
pH optimum

Oxidative deamination 11.3 10.5 10.4 10.8 10 11.0 12.0
Reductive amination 10.3 9.0 9.4 9.8 – 9.2 12.0

Apparent Km (mM) value for
L-Phenylalanine 0.22 0.096 0.088 3.80 0.75 0.22 0.10
L-Tyrosine 0.50 – – – – – –
Phenylpyruvate 0.40 0.16 0.106 0.50 0.06 0.045 0.03
p-Hydroxyphenylpyruvate 0.34 – – 1.30 – – –
NAD� 0.17 0.14 0.15 0.25 0.23 0.07 0.20
NADH 0.025 0.072 0.21 0.043 – 0.025 0.07
Ammonia 78 85 127 70 96 106 85

Remaining activity after incubation for 10 min 100%
55 �C

75%
40 �C

50%
55 �C

100%
35 �C

50%
53 �C, 2 h

100%
70 �C, 1 h

100%
60 �C

pH9.0 pH9.0 pH8.0 pH7.4 pH9.5–10 pH7.2
Reference (3,9) (3,21) (7,20) (9) (10) (11,12) (15)

a–, data not available.
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Table 2. Substrate Specificity of PheDH from S. ureae SCRC-R04 and B. sphaericus SCRC-R79a

S. ureae SCRC-R04 B. sphaericus SCRC-R79a

Amino acid Relative activity Km Vmax Relative activity Km Vmax

(%) (mM) (units/mg) (%) (mM) (units/mg)

Phe 100 0.096a 114a 100 0.22a 114a

Tyr 5.4b 72c 0.50a 112a

Trp 5.0 1.2
His 0.1 NDd

Met 4.1 3.0
Ethionine 7.0 3.1
Val 3.1 1.4
Leu 2.3 1.3
Ile 0.7 0.45
L-allo-Isoleucine 4.3 0.3
L-�-Amino-n-butyric acid 1.6 NTe

L-Norvaline 6.3 1.3
L-Norleucine 15 0.25f 20.0f 3.9

Note: The oxidative deamination reaction was carried out under the standard reaction conditions. The concentration of amino acid was 10 mM unless indicated
otherwise (3). Amino acids that were inactive as substrates for the Sporosarcina enzyme included Gly, Ala, His, Arg, Lys, Orn, Asp, Glu, Gln, Pro, Ser, Thr,
Cys, L-tyrosinamide, L-tyrosine hydroxamate, D-Phe, D-Tyr, D-phenylglycine, tert-L-leucine, and DL-threo-phenylserine.
aValue determined from the secondary plots of intercepts against reciprocal concentration of the substrate.
bMeasured at 1.4 mM.
cMeasured at 0.3 mM.
dND, not detected.
eNT, not tested.
fApparent value determined from double reciprocal plot a fixed concentration of NAD� (2.5 mM).

Table 3. Substrate Specificity of PheDH from S. ureae SCRC-R04 and B. sphaericus SCR-R79a in the Reductive Amination
Reaction

S. ureae SCRC-R04 B. sphaericus SCRC-R79a

Keto acid Relative Activity Km Vmax Relative activity Km Vmax

(%) (mM) (units/mg) (%) (mM) (units/mg)

Phenylpyruvate 100 0.16a 598a 100 0.40a 416a

p-Hydroxyphenylpyruvate (5 mM) 24 136 0.34a 1240a

Indole-3-pyruvate (2 mM) 0.73 0.39
Imidazole pyruvate 0.04 NDb

�-Keto-c-methylthiobutyrate 27 11
�-Ketoisovalerate 2.1 5.5
�-Ketoisocaproate 13 7.8
DL-�-Keto-b-methylvalerate 3.2 2.9
�-Ketovalerate 8.8 6.2
�-Ketocaproate 32 2.44c 379c NDb

Source: From Ref. 3.
aApparent value obtained from the secondary plot of intercepts against reciprocal concentration of the substrate at a fixed concentration of NH4Cl (400 mM).
bND, not detectable.
cApparent value obtained from a double reciprocal plot at a fixed concentration of NADH (0.4 mM) and NH4Cl (400 mM).

nucleotide-binding domain G-X-G-X-X-(G or A), connecting
b-strand with �-helix in the region of adenine dinucleotide
phosphate (ADP)-binding b�b folds, which is strongly con-
served among NAD(P)�-dependent dehydrogenases and
FAD-containing oxidoreductases (27).

Reaction Mechanism

Speculation concerning the reaction mechanism of PheDH
is based on the findings with respect to the substrate spec-
ificity already described, and on other experiments with
GluDH and LeuDH. The formation of 2-iminoglutarate,
catalyzed by GluDH, has been proved (28). The pro-S hy-

drogen at position 4 of the reduced pyridine ring of NADH
is incorporated into the product Phe in the reductive ami-
nation reaction of PheDH (B-stereospecific) (3). Studies on
the steady-state kinetics of the PheDH reaction revealed
that the reaction proceeds sequentially (3); that is, after
all three substrates (phenylpyruvate, ammonia, and
NADH) bind to the enzyme, the product Phe is released.
In a homology search of the deduced primary structure of
PheDH, a sequence similar to the active site of GluDH,
which also resembles LeuDH, has been found (29). The re-
action catalyzed by PheDH would be analogous to that of
GluDH from Clostridium symbiosum discussed on the ba-
sis of X-ray crystallographic studies by Rice et al.
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Table 4. Substrate Specificity of PheDH from B.
sphaericus SCRC-R79a (3,6)

Substrate (10 mM) Relative activity (%)

4-Hydroxyphenylpyruvate 136
Phenylpyruvate 100
4-Vinylphenylpyruvate 52
4-Fluorophenylpyruvate 39
�-Keto-c-methylthiobutyrate 11
�-Keto-b-DL-phenylvalerate 8.8
�-Ketoisocaproate 7.8
�-Ketobutyrate 6.3
�-Ketovalerate 6.2
�-Ketoisovalerate 5.5
�-Keto-b-DL-(4-fluorophenyl)butyrate 5.0
�-Keto-b-DL-phenylbutyrate 4.8
�-Keto-4-phenylbutyrate 3.4
�-Keto-b-DL-methylvalerate 2.9
�-Keto-e-phenylvalerate 2.0
�-Keto-b-DL-(3-methylphenyl)butyrate 1.0
�-Ketononanoate 0.73
�-Keto-b-(2-naphthalene)propionate 0.46
Indolepyruvate (2 mM) 0.39
�-Keto-b-DL-phenyl-c-methylvalerate 0.10

(25,26,29–32) and to that of B. stearothermophilus LeuDH
estimated by the kinetic studies done with wild-type and
mutant enzymes by Tanizawa et al. (33). The first step
would be initiated by the deprotonation of the �-amino
group of Phe by an acidic residue (126Asp in B. sphaericus
PheDH, which corresponds to 165Asp in GluDH) acting as
a general base. Subsequently, a hydride transfer from the
hydrogen attached to the �-carbon to the Si face of NAD�

(a hydride transfer between the pro-S hydrogen of NADH
and the Re face of the imino acid) occurs (3). Next, the
iminophenylpyruvate produced is hydrated by the action
of a general base (90Lys in PheDH, which corresponds to
125Lys in GluDH and 80Lys in LeuDH) in the consensus
sequence (G-G-X-K, X � G or A or S). The iminophenyl-
pyruvate breaks into phenylpyruvate, ammonia, and a
proton. The orientation of phenylpyruvate is fixed, with
the phenyl group accommodated in the hydrophobic pocket
and the carboxyl group as an anchor, as evidenced by the
finding that the enzyme does not catalyze the reductive
amination of neutral �-keto-b-phenylpropanol and the �-
keto esters (6). Tanizawa et al. (33) generated LeuDH mu-
tants of B. stearothermophilus in which 80Lys was changed
to Ala, Arg, or Gln and found that the mutants showed
reduced activities, but their Km values for substrate and
coenzyme did not change significantly. They analyzed the
pH dependence of the reaction and observed a solvent iso-
tope effect, suggesting that 80Lys participates in catalysis
as a general base and assists a nucleophilic attack of water
to the substrate �-carbon atom in the oxidative deamina-
tion reaction.

PheDH of T. intermedius acts preferentially on Phe and
Tyr (11), whereas LeuDH of B. stearothermophilus acts al-
most exclusively on Leu and some other branched-chain L-
amino acids (34). The two enzymes share a similar se-
quence (47%). The inherent hexapeptide segment
(124FVHAAR) in the substrate-binding domain of a mutant

PheDH of T. intermedius was replaced by the correspond-
ing part of LeuDH (MDIIYQ) (35). The catalytic efficiencies
(Kcat/Km) of the mutant enzyme with aliphatic amino acids
and aliphatic keto acids as substrates were 0.5 to 2% of
those of the wild-type enzyme. However, the efficiencies for
Phe and phenylpyruvate were greatly reduced to 0.008 and
0.035% of those of the wild-type enzyme, respectively. Soda
et al. (36) constructed a chimeric enzyme consisting of an
N-terminal domain of PheDH containing the substrate-
binding region and a C-terminal domain of LeuDH con-
taining the NAD�-binding region. The chimeric enzyme
showed 6% of that of the parental PheDH activity on Phe
and had broader substrate specificity in the oxidative de-
amination. The substrate specificity of the chimeric en-
zyme in the reductive amination was an admixture of
PheDH and LeuDH. The chimeric enzyme has a Gly cor-
responding to position 124 of PheDH and a Val correspond-
ing to position 307.

Engel et al. showed the same effect by changing only
two sites. 124Gly and 307Leu of PheDH from B. sphaericus
were altered by site-specific mutagenesis to the corre-
sponding residues in LeuDH, Ala and Val, respectively
(19,37). These two residues have previously been impli-
cated (by molecular modeling based on the X-ray crystal-
lographic analysis of C. symbiosum GluDH [25,26,28–32]),
as important residues in determining the degree of sub-
strate discrimination. Of the single mutants L307V and
G124A, and the double mutant G124, L307V displayed
lower activities toward Phe and enhanced activity toward
almost all aliphatic amino acid substrates tested compared
to the wild-type; thus an amino acid dehydrogenase that
shows closer resemblance to LeuDH was made from
PheDH by changing only two residues.

APPLICATION OF THE ENZYME

Application of thermostable AlaDH and LeuDH is re-
viewed by Ohsima and Soda (34). A review on regeneration
of NADH for organic synthesis was published by Chenault
and Whitesides (38). By carefully choosing the differences
in the substrate specificities of PheDHs, B. sphaericus
enzyme was applied to the synthesis of various L-amino
acids (6). PheDH from B. badius was shown be narrower
in substrate specificity (7) and, therefore, was applicable
to the microdetermination of Phe and phenylpyruvate in
blood (8).

Synthesis of L-Amino Acids from Their �-Keto Analogs

The production of Phe as a starting material for the arti-
ficial sweetener aspartame has been a target of industrial
development (39). Several enzymatic processes of Phe syn-
thesis have been reported: L-specific hydrolysis of benzyl-
hydantoin (40), amination of trans-cinnamic acid (41),
transamination from an amino donor to phenylpyruvate
(42), and two-step conversion starting from acetamidocin-
namic acid via phenylpyruvate (43,44). Because the �-keto
acids are generally more expensive than the L-amino acids,
it has been impractical to use the �-keto acids as starting
materials for the synthesis of L-amino acids. With the de-
velopment of an efficient method of phenylpyruvic acid
synthesis by double carbonylation of benzylchloride in the
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Table 5. Synthesis of L-Amino Acids from �-Keto Acids by Using B. sphaericus PheDH and FDH (6)

Substrate Product Yield (%)

Phenylpyruvate L-Phe �99
4-Hydroxyphenylpyruvate L-Tyr �99
4-Fluorophenylpyruvate L-4-Fluorophenylalanine �99
�-Keto-c-phenylbutyrate L-�-Amino-c-phenylbutyric acid 99
�-Keto-e-phenylvalerate L-�-Amino-e-phenylvaleric acid 98
�-Keto-b-methyl-b-phenylpropionate L-�-Amino-b-DL-methyl-b-phenylpropionate 98
�-Ketononanoate L-�-Aminononanoic acid 99

Note: To prevent substrate inhibition, �-keto acids have been divided into portions and added to the reaction mixture, not to exceed 50 mM.

Figure 1. Synthesis of L-amino acids from their b-keto analogs
by PheDH with a regeneration of NADH by formate dehydroge-
nase.
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presence of a cobalt catalyst, a new enzymatic method for
the synthesis of Phe from phenylpyruvate was sought (45).
Previously, the enzymatic synthesis of Phe from phenyl-
pyruvate was accomplished with the transamination re-
action. However, this process requires an L-amino acid,
such as Asp, as an amino donor, and after the reaction, a
by-product such as oxaloacatate or its degradation prod-
uct, pyruvic acid, are formed. With PheDH, ammonia can
be used as a ammonium source.

The discovery of PheDH made it possible to devise a
reaction scheme for the synthesis of Phe from phenylpy-
ruvate with NADH as a reducing agent. The enzyme from
B. sphaericus was chosen to study the application of the
enzyme to the synthesis of various L-amino acids because
it is very stable and shows broader substrate specificity
than other PheDHs, acting on Tyr as well as Phe. Using
PheDH from B. sphaericus and formate dehydrogenase
(FDH) from Candida (Fig. 1), with a catalytic amount of
NAD�, Phe was synthesized in a good yield (120 g/L)
(6,46).

In the study on substrate specificity of the enzyme in
the reductive amination of �-keto acids, various optically
pure L-amino acids were quantitatively synthesized using
PheDH and FDH. Table 5 shows the yield of L-amino acids
thus synthesized (6). The products from �-keto-b-DL-
methylbutyrate and �-keto-b-DL-methyl-b-phenylpyruvate
were identified as diastereomeric mixtures of Ile and L-
allo-isoleucine, and L-�-amino-b-DL-methyl-b-phenylpro-
pionic acid, respectively. L-�-Amino-c-phenylbutyric acid
(L-homophenylalanine) and other unnatural L-amino acids
could be efficiently synthesized. L-Homophenylalanine is a
building block of some of the angiotensin-converting-
enzyme inhibitors (47). The solubility of these Phe homo-
logs, such as Tyr, L-�-amino-c-phenylbutyric acid, L-�-

amino-�-phenylvaleric acid, and so on, is so low that they
are easily separated in crystalline forms from the reaction
mixture by filtration. The filtered enzyme solution can be
used for further repeated synthesis.

L-b-Chloroalanine is a useful intermediate for the syn-
thesis of several L-amino acids. Conditions for the synthe-
sis of optically pure L-b-chloroalanine from b-chloropyru-
vate using AlaDH, LeuDH, and PheDHs from B. badius,
S. ureae, and T. intermedius with a regeneration of NADH
by FDH were investigated (48). The enzymatic reaction
was carried out at neutral pH because of the chemical in-
stability of b-chloropyruvate under alkaline conditions.
AlaDH from B. stearothermophilus IFO 12550 showed the
highest activity for the production of L-b-chloroalanine at
pH 7.5. L-b-Chloroalanine was produced with high chemi-
cal (�90%) and optical yields (100% enantiomeric excess)
and at a high concentration (43 g/L).

Immobilized Nocardia opaca cells were used to synthe-
size Phe from phenylpyruvate and ammonia under hydro-
gen pressure, although no enzymological study was done
(49). Thermostable L-amino acid dehydrogenases such as
PheDH and formate dehydrogenase were simultaneously
expressed in E. coli, which was utilized for the synthesis
of L-amino acids from their keto analogs (50).

Continuous Synthesis of Phe

Membranes are efficiently used in the enzyme-catalyzed
syntheses of optically active compounds on laboratory and
industrial scales (51–53). This technique can be applied for
the repeated use of the enzyme in the synthesis, especially
if smaller amounts of enzyme are available. Small
amounts of PheDH from B. sphaericus and FDH were
placed in a dialysis tube to check their durability and ef-
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Scheme 3. Enzymatic cycling assay for phenylpyruvate.
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Scheme 2. Enzymatic cycling assay for Phe.
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Scheme 1. Enzymatic synthesis of L-[13N]-dopa by an exchange
reaction.

ficiency in the continuous synthesis of Phe. The B. sphaer-
icus PheDH proved to be very stable in the synthesis, with
high efficiency. PheDH maintained its activity for up to 28
changes. During the 34-day operation, 10.74 g (6.51 �
10�2 mol) of Phe was synthesized, using 45 lg (5 units,
1.35 � 10�10 mol) of PheDH, ca. 7.5 mg (15 units) of FDH,
and ca. 35 mg of NAD� • Na (5 � 10�5 mol). Thus, 1 mol
of PheDH catalyzed the synthesis of 4.8 � 108 mol of Phe,
which is 2.4 � 105 times the weight of the enzyme (6).
Continuous synthesis of Phe by the use of membrane re-
actors has been demonstrated with PheDHs from Brevi-
bacterium sp. (54) and Rhodococcus sp. (55,56).

To avoid the multistep purification procedure, the use
of enzymes in whole cells is preferable. Acetone-dried cells
of B. sphaericus and C. boidinii were also effective for Phe
synthesis, providing a simple microbial method of synthe-
sis. In a typical course of the reductive amination reaction
of phenylpyruvate using the mixture of acetone-dried cells
as catalysts, the concentration of Phe reached 61.5 mg/mL
with a yield of more than 99% (6).

Tyr and Phe labeled with a positron-emitting radionu-
clide would be useful for positron emission tomography
(PET) studies of tissues and neoplasms, such as measuring
protein synthesis in tumor and brain tissue. 13N-Labeled
Phe, Tyr, and L-dopa were synthesized for PET (57).
PheDH catalyzes the reductive 13N amination of either
phenylpyruvate or p-hydroxyphenylpyruvate to form
[13N]Phe or [13N]Tyr, respectively, with NADH as a reduc-
ing agent. After short incubation of 13N ammonia and ei-
ther phenylpyruvate or p-hydroxyphenylpyruvate with the
enzyme immobilized on the CNBr-activated Sepharose col-
umn, 83% of the 13N ammonia was converted to [13N]Phe,
and 38% of the 13N was converted to [13N]Tyr, respectively.
The labeled amino acids were purified by passage of the
solution through an ion exchange column. Yields of each
labeled amino acid were �30 mCi. L-Dopa was labeled by
the exchange reaction between L-dopa and 13N ammonia
in the presence of NAD� and PheDH; 9% of the label was
transferred to L-dopa. In a separate experiment involving
the exchange reaction between Phe and 13N ammonia,
transfer of label from 13N ammonia to Phe was 50%
(Scheme 1). Thus, utilizing B. sphaericus PheDH is useful
for preparing [13N]Tyr and [13N]Phe.

Microdetermination by Cycling Assay

Quantitative determination of Phe in the plasma is impor-
tant in diagnosing PKU. Several groups have been inves-
tigating the use of PheDH for the microdetermination of
Phe and phenylpyruvate in blood samples (58–70). B. bad-
ius PheDH was found to be structurally closely related to

that from B. sphaericus, although the former has a nar-
rower substrate specificity suitable for the microdetermi-
nation, whereas the latter is more stable and shows a
wider specificity suitable for the synthesis of various L-
amino acids.

Utilizing B. sphaericus PheDH, enzymatic cycling assay
for the determination of Phe and phenylpyruvate in depro-
teinized tissue extracts was devised by Cooper et al. (61).
Assay 1 couples glutamine transaminase K with PheDH
(Scheme 2). Assay 2 combines PheDH, L-amino acid oxi-
dase, and catalase (Scheme 3). In both assays, Tyr and
some other amino acids (or their �-keto acid analogs) can
replace Phe (or phenylpyruvate) to a small extent. Thus,
when measuring Phe, a correction must be made for the
nonspecificity of the reaction. By removing Phe on a cation
exchange column, it was possible to measure phenylpyru-
vate in tissue extracts. Concentrations of phenylpyruvate
(lmol/kg) in normal rat liver, kidney, and brain were 2.1
� 1.1 (n � 8), 1.8 � 0.4 (n � 4), and 3.3 � 0.6 (n � 4),
respectively.

A spectrophotometric recycling assay for the quantita-
tion of Phe (and phenylpyruvate) involves the coupling of
PheDH with rat kidney cytosolic glutamine transaminase
K (68). The latter enzyme possesses high affinity for phen-
ylpyruvate. Recycling results in a 50-fold increase in sen-
sitivity over that of a conventional spectrophotometric
end-point analysis procedure. The spectrophotometric re-
cycling procedure has now been adapted to the measure-
ment of Phe in microliter quantities of human blood. The
procedure is 10 times more sensitive than the end-point
assay for the spectrophotometric measurement of Phe in
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Scheme 4. Colorimetric determination of Phe in blood samples.

human blood. The findings suggest that the recycling pro-
cedure adapted for fluorometry will be even more sensitive.

Microdetermination by End-Point Assay

Naruse et al. have introduced a sensitive enzymatic mi-
croplate method using PheDH from B. badius for the mass
screening of PKU among neonates (7,8) as an alternative
method for the Guthrie test (71). The principle of this sys-
tem involves two steps. First, Phe is oxidized by PheDH to
phenylpyruvate, reducing NAD� to NADH, which then
serves as the electron donor in a colorimetric reaction as
follows. In the presence of NADH and the electron carrier
l-methoxy-5-methylphenazium methylsulfate (l-MPMS),
Co3� is reduced to Co2�, which produces a colored chelate
with the metal indicator 2-(5-bromo-2-pyridyazo)-5-(N-
propyl-n-sulfopropyl-amino)phenol (5-BrPAPS) (Scheme
4). This assay system detected Phe in filter paper blood in
the concentration range of 0.02–1.50 mM. This method
uses a simple TCA extraction method and a PheDH reac-
tion with high substrate specificity that produces very sen-
sitive colorimetric quantitation. The absorbance at 585 nm
of this chelate can be measured by a colorimetric micro-
plate reader. This highly specific and sensitive method has
been used to screen neonates for PKU in Japan since 1992.

CONCLUSION

Since the recent discovery of PheDH in 1984, several mi-
crobial producers of the enzyme have been isolated and
their enzymological properties and primary structures
have been studied. Indeed, PheDH has been used to detect
PKU in the blood of neonates in Japan since 1992. How-
ever, PheDH has many further applications to be studied.
If the structure and function of the amino acid dehydro-
genases are thoroughly understood, it might be possible to
create a new amino acid dehydrogenase with a wider scope
of application.
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Table 2. D-HPG Using Semisynthetic Penicillins (SSP)
and Semisynthetic Cephalosporins (SSC)

Type General name

SSP Amoxicillin Aspocillin Fumoxicillin
Piridicillin

SSC Cefadroxil Cefapadole Cefatrizine
Cefoperazone Cefpiramide Cefprozil

Table 1. D-PG Using Semisynthetic Penicillins (SSP)
and Semisynthetic Cephalosporins (SSC)

Type General name

SSP Ampicillin Apalcillin Azlocillin
Bacampicillin Helacillin Lenampicillin
Mezlocillin Piperacillin Pirbenicillin
Pivampicillin Sarpicillin Sultamicillin
Suncillin Talampicillin

SSC Cefaclor Cefpimizole Cephalexin
Cephaloglycin Loracarbef Pivcefalexin

Xn

D-PGs

H2N COOH

C
H

Xn

L-PGs

HOOC NH2

C
H

Figure 1. Stereo configurations of D-phenylglycines.

INTRODUCTION

D-Phenylglycines is a general name of a representative
group of industrially useful D-�-amino acids. They consist
of 2-phenyl and substituted phenylglycine, which have D-
form stereo configuration, that is, the opposite stereo con-
figuration of L-amino acids.

D-Amino acids are often called “unnatural” amino acids,
and they are not as commonly used as L-amino acids. How-
ever, they are widely distributed in various living metab-
olites and play important roles as physiologically active
components.

In recent years, D-amino acids have become increas-
ingly important in the pharmaceutical field as intermedi-
ates or chiral synthons for the preparation of b-lactam an-
tibiotics, peptide hormone mimics, pyrethroids, and other
compounds. Some D-phenylglycines (D-PGs) are important
intermediates for well-known semisynthetic penicillins
and cephalosporins, such as ampicillin or amoxicillin, as
their side chains.

Among the various D-PGs, D-phenylglycine (D-PG) and
D-P-hydroxyphenylglycine (D-HPG) are the most impor-
tant intermediates and are produced and used in large
amounts (several thousand metric tons per year) through-
out the world. Although they had been produced by clas-
sical optical resolution methods until the 1980s, economi-
cal and efficient unique synthetic methods have been
established that employ asymmetric inversions accom-
plished chemically (dynamic optical resolution) or enzy-
matically (hydantoinase process).

STRUCTURE AND NOMENCLATURE

D-PGs are substituted at the second-position proton in gly-
cine (2-amino acetic acid) by phenyl or substituted phenyl
radicals to form the D-stereo configuration, as shown in
Figure 1. The absolute stereo configuration of the structure
is (R)-form. D-PGs are enantiomers of L-phenylglycines
(L-PGs), which have the reverse stereo configuration.

Representatives of D-PGs include D-phenylglycine (all
X � H) and D-p-hydroxyphenylglycine (X � p-OH), which
are also called D-2-amino-2-phenylacetic acid and D-2-
amino-2-(4-hydroxyphenyl)acetic acid, respectively.

DERIVATIVES AND USAGE

The practical usage of D-PG and D-HPG is essentially lim-
ited to the creation of side chains for various semisynthetic

penicillins (SSPs) and semisynthetic cephalosporins
(SSCs), as shown Tables 1–3. Among of them, D-PG is used
mainly for the side chain of ampicillin and cephalexin, and
D-HPG is used mainly for the side chain of amoxicillin and
cefatrizine, as shown in Figure 2.

When D-PGs are used for the production of these peni-
cillins and cephalosporins, it is usually as active deriva-
tives such as DANE-salt or acid chloride, which are reacted
with 6-aminopenicillanic acid (6-APA, etc.) or 7-amino
cephalospollins (7-ACA, 7-ADCA, etc.), as schematically
shown in Figure 3.

The DANE-salts of D-PGs are prepared by the reaction
of alkali metal salts (Na, K) of D-PGs with methyl aceto-
acetate (MAA). The acid chlorides of D-PG and D-HPG are
prepared by the reaction of D-PGs with chlorinating re-
agents such as phosphorous pentachloride (PCl5) or phos-
gene (COCl2), followed by hydrogen chloride treatment, re-
spectively.

PRODUCTION METHODS

Industrially, D-PGs have been produced by resolving the
racemic DL-PGs obtained by chemical syntheses. Typical
optical resolution methods are resolution by fractional
crystallization of the corresponding diastereomer salt, and
by predominant crystallization of the corresponding aro-
matic sulfuric acid salt. However, these conventional meth-
ods are disadvantageous. The former method requires
many reaction steps as well as an expensive resolving
agent, and the optical purity of the product is not high. The
yield obtained in one cycle of the latter method is very low.
Furthermore, each method requires a complicated step for
racemizing the residual useless L-PGs, and a step for re-
cyclization of the optical resolution in order to increase the
overall yield of D-PGs.

To overcome these difficulties, efficient synthetic meth-
ods have recently been established by employing unique
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Table 3. Substrate Specificity of Hydantoinase from
Pseudomonas striata

Substrate Rerative rate

5- H- Hydantoin 13
5- CH3- Hydantoin 45
5- (CH3)2CH- Hydantoin 15
5- (CH3)2CHCH2- Hydantoin 48
5- CH3SCH2CH2- Hydantoin 48

5- H Hydantoin 25

5- HO Hydantoin 16

5-

OH

Hydantoin 5

5- Cl Hydantoin 19

5-

Cl

Hydantoin 10

5-
Cl

Cl

Hydantoin 7

5- CH3O Hydantoin 4

5,5-
2

Hydantoin 0

5,5-(CH3)2 Hydantoin 0
Dihydrouracil 100

asymmetric transformations that are based on in situ race-
mization, also called deracemization, of the substrate.
These new processes have none of the disadvantages of the
optical resolution (conventional) method and are techni-
cally and economically advantageous. The overall result of
these methods is an asymmetric transformation in which,
in principle, 100% yield and 100% ee can be obtained.

One typical method is based on the dynamic resolution
process; the other is the hydantoinase process. These
methods are used for the economical production of D-PGs,
including D-PG and D-HPG, with good efficiency.

Dynamic Resolution Process

In the conventional optical resolution process, the maxi-
mum yield of one cycle is not higher than 50%. However,
in the dynamic resolution process, the theoretical resolu-
tion yield of D-PGs from DL-PGs can be 100% because in
situ racemization of L-PGs occurs through Schiff base tau-
tomerism with the precipitation of the diastereomer salt of
the D-PGs plus the resolving agent concomitantly. The
mechanism of racemization through Schiff base tautom-
erism is shown in Figure 4. Some aldehydes or ketones are
required as a racemization catalyst to form the Schiff base
of the amino acid or its derivatives in an acidic solvent such
as acetic acid.

D-PG Production. The dynamic resolution process for
D-PG uses DL-phenylglycin amide as the substrare, man-
delic acid (MA) as the resolving agent, and benzaldehyde
as the racimezation calalyst, followed by acid hydrolysis
(1,2). This process is shown schematically in Figure 5.

D-HPG Production. The starting material, DL-HPG, is
basically produced from glyoxylic acid, phenol, and am-
monia. In DL-HPG preparation, there are two processes:
the “one-pot” process and the via-HMA process. In the one-
pot process, glyoxylic acid, phenol, and ammonia are re-
acted at the same time. But the yield is not high (not more
than 40%) because of the complex formation of DL-HPG
produced with glyoxylic acid under the reaction conditions.
So usually, DL-HPG is produced via the reaction of 4-
hydroxymandelic acid (HMA), which is produced from
glyoxylic acid and phenol, with ammonia or its salts, in
good yield (60 to 70%).

CHO–COOH

HMA

DL–HPG
(Phenol + ammonia)

(Ammonia)(Phenol)

DL-HPG can be efficiently resolved into D-HPG by two
dynamic resolution processes: (1) a dynamic preferential
resolution process using arylsulfonic acid (Ar • SO3H) to
precipitate D-HPG • arylsulfonate salt preferentially by
the salt seeding (3,4), and (2) a dynamic diastereomer res-
olution process using D-bromocamphorsulfonic acid
(BCSA) as the resolving agent (5), as shown in Figure 6.
Because of the high reproducibility and high yield, the
later process is generally used for commercial D-HPG pro-
duction. The yield of D-HPG is approximately 90%, and
there is almost 100% ee.

Hydantoinase Process

The hydantoinase process, which is an attractive chemi-
coenzymatic process from both the economical and tech-
nical standpoints, was initially developed for the produc-
tion of various D-amino acids by employing microbial
hydantoinase (6). In the process, racemic DL-hydantoins,
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Figure 2. The representative semisyn-
thetic penicillins and semisynthetic
cephalosporins.
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prepared by a Bucherer-Berg reaction from aldehyde, can
be completely transformed into the corresponding optically
active N-carbamoyl-D-amino acids, because in situ race-
mization of L-hydantoins occur mainly through keto–enole
tautomerism of the hydantoins under the enzymatic re-
action conditions. The N-carbamoyl-D-amino acids thus ob-
tained can be readily transformed into D-amino acids in
good yield by two methods: the chemical method using ni-
trous acid, or the enzymatic method using N-carbamoyl-D-
amino acid amidehydrolase.

D-PG can be efficiently produced by the hydantoinase
process from benzaldehyde, but the chemical resolution
method is usually used for this purpose owing to its easy
racemization of the unuseful L-PG.

After the establishment of a new synthetic method for
DL-5-(4-hydroxyphenyl)hydantoin (p-HPH), the substrate
for D-HPG production, the hydantoinase process was de-
veloped mainly for D-HPG production; a practical hydan-
toinase process was established and began to be used com-
mercially. At present, most commercial D-HPG is produced
by this process.

Hydantoinase and D-amino Acid Production. Despite
many attempts at L-amino acid production from DL-

hydantoins, D-amino acid production from hydantoins was
not achieved until the end of the 1970s.

Dudley et al., in the course of studies on the metabolic
fate of the anticonvulsants ethotoin and dilantin, found
that only the D-form of 5-phenylhydantoin was hydrolyzed
into N-carbamoyl-D-phenylglycine under the catalysis of
animal dihydropyrimidinase (E.C.3,5,2,2), which cata-
lyzed the hydrolysis of dihydropyrimidines to N-
carbamoyl-b-amino acids (7). On the basis of these find-
ings, Cecere et al., studied the specificities of the enzyme
and showed that the D-form of several 5-substituted hy-
dantoins were hydrolyzed to provide the corresponding N-
carbamoyl-D-amino acids (8).

The distribution of hydantoin-hydrolyzing activity in
microorganisms was investigated by Yamada and Taka-
hashi (9), and high activity was found in various bacteria
belonging to the genera Pseudomonas, Aerobacter, Agro-
bacterium, Bacillus, Corynebacterium, and Actinomycetes.
A hydantoin-hydrolyzing enzyme (hydantoinase) was pu-
rified and crystallized from the cell extract of Pseudomonas
striata, and its properties were established in some detail
(10). The bacterial enzyme showed its highest activity and
affinity toward dihydrouracil, suggesting its identity with
dihydropyrimidinase. The enzyme also catalyzed the
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1)W�OH�

2)MAA

(Chlorinating agent)

PCl5 or COCl2/HCl

Xn

D-PGs

H2N CO2H

H

Xn

DANE-salt

7-ACA, etc.
HN CO2�W�

CO2Me

H

SSC

6-APA
SSP

Xn

•

Acid chloride

7-ACA, etc.H2N

HCl

COCl

H

SSC

6-APA
SSP

Figure 3. Derivatization of D-PGs
and the synthesis of semisynthetic
penicillins (SSP) and semisynthetic
cephalosporins (SSC).
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Figure 4. Racemization mechanism.
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1) C6H5CHO (catalyst)

2) MA (resolving agent)
DL-PG • NH2

D-PG

�

CONH2

NH2

CONH2

NH2 • MA

COOH

NH2

CONH2

NH2

CONH2

NH2

(Precipitate)

Yields 90–95%
ee 96–99%

H
ydrolysis

H
In situ 

racemization

CHO

Figure 5. D-PG production.
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Figure 6. Resolution of DL-HPG into D-HPG.
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Figure 7. Hydantoinase process of HPG production.

hydrolysis of a variety of 5-substituted-D-hydantoins, as
shown in Table 3. The D-form of 5-aliphatic and aromatic
hydantoin such as 6-phenyl, 5-(4-hydroxyphenyl), and 5-
thienylhydantoin were hydrolyzed easily to the corre-
sponding N-carbamoyl-D-amino acids. However, other hy-
dantoins having a charged group in the amino acid
moieties were generally resistant to hydrolysis.

The N-carbamoyl-D-amino acids thus obtained were
quantitatively transformed to D-amino acids by treating
them with nitrous acid under acidic conditions. These re-
sults suggested that the combination of the D-stereoselec-
tive hydantoinase reaction and the decarbamoylation by
nitrous acid was useful as a simple method of D-amino acid
production (6).

This chemicoenzymatic process consists of two chemical
steps (steps 1 and 3) and one enzymatic step (step 2), as
follows:

1. Hydantoin synthesis (generally according to
Bucherer–Berg synthesis)

2. Transformation of hydantoin to N-carbamoyl-D-
amino acid (microbial hydantoinase)

3. Decarbamoylation of N-carbamoyl-D-amino acid (ni-
trous acid treatment)

D-HPG Production. The hydantoinase process for
D-HPG production consists of three steps (11), as follows:

1. Hydantoin (5-(4-hydroxyphenyl)hydantoin:p-HPH)
synthesis from glyoxylic acid (GOA)

2. Transformation of the hydantoin into carbamoyl-D-
HPG using hydantoinase

3. Decarbamoylation of carbamoyl-D-HPG into D-HPG

However, three sub-types are differentiated in the step
3 decarbamoylation:

1. Chemical decarbamoylation using sodium nitrite
2. Enzymatic decarbamoylation using immobilized N-

carbamoyl-D-amino acid amidehydrolase
3. Enzymatic decarbamoylation using bacterial cells

that contain hydantoinase and N-carbamoyl-D-
amino acid amidohydrolase

A summary is shown in Figure 7.
Synthesis of p-HPH. p-HPH is an important intermedi-

ate in the hydantoinase process for D-HPG production. It
is known that p-HPH can be synthesized by the reaction
of 4-hydroxybenzaldehyde, ammonium carbonate, and so-
dium cyanide, according to Bucherer–Berg’s method. How-
ever, this method requires the use of dangerous sodium
cyanide and expensive aldehyde. Furthermore the crude
hydantoin obtained is contaminated by impurities caused
by the oxidative side reaction of the phenol nucleus in an
alkaline condition, or it may take on a brownish color.

A novel and unique method for preparing p-HPH in-
volving amidoalkylation of phenol with glyoxylic acid de-
rivatives was established (12). According to this method,
p-HPH can be readily prepared in high purity and good

yield from relatively inexpensive raw materials such as
phenol, glyoxylic acid, and urea.

OH

CHO-COOH � NH2CONH2 �
H�

NH    CO
NH

CH    CO

NH    CO
NH

CH    CO
OH

HO

The main product of this reaction is p-HPH, but its iso-
mer, 5-(2-hydroxyphenyl)hydantoin (o-HPH), is produced
concomitantly. For the efficient synthesis of p-HPH, the
ratio of p-HPH to o-HPH and total HPH yield should be
increased concurrently. However, practically speaking, be-
cause o-HPH is hard to crystallize and more soluble,
p-HPH can be easily obtained in a high state of purity by
merely precipitating and separating it from the reaction
mixture.

More recently, various methods for p-HPH synthesis
have been investigated using glyoxilic acid derivatives.
Among them, the method via p-hydroxymandelic acid,
which is prepared from glyoxylic acid and phenol, seems
promising because by-product o-HPH preparation can be
minimized.

Transformation of p-HPH into N-Carbamoyl-D-HPG. En-
zyme (hydantoinase) preparation.Hydantoinase-producing
microorganisms can be found in a wide range of genera;
high activity is found particularly in bacteria. The stable
hydantoinase from thermophilic microorganisms is useful
for high productivity.

Cells with high hydantoinase activity can be obtained
by culturing the microorganism in a medium supple-
mented by pyrimidine base or a metabolite such as uracil,
thymine, or b-alanine as the inducer. The accumulation of
hydantoinase in the cells is further increased when a metal
ion such as manganese is added to the medium together
with the inducer.

Recently, to drastically increase hydantoinase levels,
genetic engineering methods were attempted and resulted
in reports of 4- to 40-fold higher enzyme activity with an
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Figure 8. The mechanism of asym-
metric hydrolysis of DL-p-HPH.
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overexpression plasmid vector. Hydantoinase from ther-
mophilic microorganisms such as thermophilic Bacillus
seem to be very useful because their stability is rather
higher than that of mesophilic microorganisms.

Asymmetric hydrosis of p-HPH. In the asymmetric hy-
drosis of p-HPH, racemic p-HPH can be completely trans-
formed into N-carbamoyl-D-HPH by the action of hydan-
toinase. Technically and economically, this is a great
advantage for the industrial production of D-HPG. The
mechanism of this interesting reaction seems to be as fol-
lows.

It is well known that hydantoins are readily racemized
in dilute alkaline solution through base-catalyzed tautom-
erism. In practice, p-HPH undergoes spontaneous race-
mization very easily under mild conditions such as those
of the enzymatic reaction. In the reaction system for the
asymmetric hydrolysis of p-HPH, only the D-form of p-HPH
is susceptible to enzymatic hydrolysis. Unreactive
L-p-HPH undergoes rapid spontaneous racemization in
the same system. However, the N-carbamoyl-D-HPG
formed is never racemized under these conditions. Conse-
quently, in this system the enzymatic hydrosis of the hy-
dantoin ring and chemical racemization of the substrate
proceed simultaneously, so that DL-p-HPH can be com-
pletely transformed into the D-form of N-carbamoyl-HPG
(Figure 8).

Hydantoinase is employed via intact whole cells or im-
mobilized enzyme resin. In the immobilized form, the sta-
ble hydantoinase from a thermophilic microorganism such
as thermophilic Bacillus is very useful for good perfor-
mance even after repetitive use.

The concentration of the substrate DL-p-HPH that is
available to the reaction depends on the enzyme activity

used. A large portion of p-HPH is present in suspended
form because the solubility of p-HPH in water is very low
(ca. 50 mM). However, this is not an obstacle to the reac-
tion, because the substrate is successively dissolved during
the progress of the reaction in alkaline pH (ca. pH9). It is
preferable to maintain the pH by adding alkaline solution
successively, because the pH lowers in the course of hydro-
lysis; a drop in pH will result in a lowered reaction rate. It
is also effective to cover the reaction mixture with an inert
gas such as nitrogen to avoid the oxidative side reaction of
the phenol nucleus. Under these optimum conditions, the
yield of N-carbamoyl-D-HPG formed is almost quantita-
tive.

Decarbamoylation of N-Carbamoyl-D-HPG N-Carba-
moyl-D-HPG produced by enzymatic hydrolysis can be
readily converted into D-HPG by decarbamoylation with
nitrous acid under acidic conditions. The principle of this
oxidative reaction is based on the Van Slyke determina-
tion, and the reaction seems to be a consecutive reaction.
With respect to the stereochemistry of the reaction, the
retention of the configuration is achieved completely.
Therefore, optically pure D-HPG can be readily obtained
in good yield. The decarbamoylation is preferably carried
out by reacting N-carbamoyl-D-HPG with approximately
equimolar nitrous acid in an aqueous medium in the pres-
ence of a strong mineral acid such as sulfuric or hydro-
chloric acid. It is convenient to employ a water-soluble salt
of nitrous acid such as sodium nitrite or potassium nitrite.
Because this decarbamoylation is an exothermic reaction
and generates large quantities of gas (N2 and CO2), an
aqueous solution of nitrous acid is added gradually to the
reaction medium with agitation to facilitate a smooth re-
action. The reaction temperature is usually kept below 20
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�C to avoid a side reaction such as the further degradation
of D-HPG into 4-hydroxymandelic acid and other com-
pounds. Under these optimum conditions, the yield of
D-HPG from N-carbamoyl-D-HPG is almost quantitative.

D-HPG

N2

NH2

HO

C    COOH

H

4-Hydroxybenzaldehyde

OH

HO

C    COOH

H

N-Carbamoyl-D-HPG

N2, CO2

NHCONH2
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Figure 1. Methanol utilization pathway in
methylotrophic yeasts.

Dihydroxyacetone
synthetase

Dihydroxyacetone
�

Glyceraldehyde 3-PO4

Assimilation into
cellular metabolism

Yeast utilization of methanol

Methanol Peroxisome

Xyulose
5-phosphate

Formaldehyde Formate

Formate
dehydrogenase

Carbon
dioxide

Dehydrogenase

Formaldehyde

Alcohol
oxidase Catalase

O2 H2O

H2O2

INTRODUCTION

Since the advent of the recombinant DNA technology, a
wide variety of expression systems for protein production
have become available. These include systems based on
bacteria, lower eukaryotes (yeast and fungi), invertebrates
(cells or larvae), vertebrates (cells or whole animal), and
plants (cells or whole plant). Of these, only the yeast and
fungal expression systems have many of the attributes of
both the bacterial and higher eucaryotic expression sys-
tems. Yeasts have the robust growth characteristics and
ease of manipulation of a bacterial system and at the same
time perform many posttranslational modifications found
in higher eukaryotes. The purpose of this article is to high-
light the strategies one can apply to optimize protein ex-
pression in the Pichia yeast expression system.

BACKGROUND

Pichia pastoris is a methylotrophic yeast. It is able to use
methanol for energy as well as for growth. It possesses a
highly regulated pathway for the utilization of methanol
(Fig. 1). Synthesis of the enzymes of methanol metabolism
increase rapidly once the cells are placed in the methanol
medium. The most dramatic effect is seen for methanol
oxidase, which accounts for 35% of the cellular protein in
cells adapted to grow on methanol. An extensive prolifer-
ation of the peroxisomes, known to sequester methanol ox-
idase and dihydroxy acetone synthase, is also observed in
methanol grown cells (1).

Pichia was initially investigated at Phillips Petroleum
Company as a potential source of single cell protein. Thus,
a very efficient fermentation process (cell density � 130 g
dry cell weight per L and biomass productivity � 10

g/L-h) was developed (2). Though impressive, this process
could not compete with the economics of production of soy
protein. After this setback, Phillips Petroleum Company
directed its efforts in developing Pichia as an expression
system for the production of recombinant proteins. This
has turned out to be a worthwhile endeavor.

STRATEGIES FOR OPTIMIZATION OF PROTEIN
EXPRESSION

Typical Pichia expression vectors (Fig. 2), for example,
pHIL-A1 (3), pHIL-D2 (4), pHIL-D7 (5) and pPIC9 (6) are
based on the strong methanol oxidase gene (AOX1) pro-
moter (7). A wide variety of proteins have been produced
in this system (Table 1). The final yield of a protein ex-
pressed in Pichia is largely influenced by its inherent prop-
erties. Nevertheless, the production yield of a protein can
be significantly enhanced by using a strategy that takes
into account the multiple factors that influence protein ex-
pression.

Cellular State of the Expression Cassette

The expression cassette can be introduced into Pichia cells
by way of chromosomal integration or autonomous repli-
cation. However, the integrative approach is preferable be-
cause it has the following advantages: (1) expression cas-
sette stability; (2) ability to generate clones that contain
multiple copies of the expression cassette (see section on
gene dosage); (3) control over the sites of integration (HIS4
or AOX1 loci); and (4) ability to engineer different modes
of integration (with or without the eviction of the AOX1
coding sequences) (see section on methanol utilization phe-
notype).



PICHIA, OPTIMIZATION OF PROTEIN EXPRESSION 1973

Plasmids based on autonomous vectors such as
pHIL-A1 (Fig. 2) are maintained in Pichia cells at low cop-
ies and are rapidly lost from the population of dividing
cells. In a small number of cells, autonomous plasmids do
eventually integrate. Thus, to arrive at a stable clone, a
secondary selection screen should be implemented. This
makes autonomous plasmids less attractive for protein ex-
pression. However, owing to their ability to transform P.
pastoris spheroplasts at a very high frequency, the auton-
omous plasmids are useful for cloning genes in Pichia by
functional complementation.

Site of Integration of the Expression Cassette

Both AOX1 and HIS4 sites have been used successfully for
expression. Occasional loss of the expression cassette at
the HIS4 locus because of intrachromosomal crossover be-
tween mutant his4 and the good HIS4 has been observed.
Thus, the AOX1 locus is the preferred site for stable ex-
pression.

Methanol Utilization Phenotype, Mut� or Mut� of the Host

Transformation of a P. pastoris his4 strain using linear
DNA with the ends bearing homology to the 5� and 3�
regions of the AOX1 chromosomal locus (e.g., BglII di-
gested pHIL-D7, or pPIC9 or NotI-digested pHIL-D2 [Fig.
2]) results in the site-specific eviction of the AOX1 struc-
tural gene, as illustrated in Figure 3. The eviction of the
AOX1 occurs at a frequency of 1 to 5 per 20 His� transfor-
mants. AOX1-deleted clones show a slower growth phe-
notype (Mut�) on minimal methanol medium, as compared
to AOX1 intact clones, which have phenotypically normal
growth characteristics (Mut�) on minimal methanol me-
dium. The Mut� transformants arise presumably because
of circularization of the linear DNA inside the yeast cell
and subsequent integration into one or more of the AOX1
or HIS4 chromosomal loci. Thus, in a single transforma-
tion experiment, both Mut� and Mut� transformants can
be obtained.

For intracellular expression, it is preferable to use
Mut� cells because they will have a lower level of alcohol
oxidase protein and the expressed protein can be more
readily purified. For secretion, either one of Mut� or Mut�

constructs can be used. There is no significant difference
between these two types of host cells in the secretion of
human serum albumin (74,75).

Gene Dosage: Exploiting the Clonal Variation of Expression

In many instances of Pichia expression of heterologous
proteins, namely, expression of LACZ (8), hepatitis B sur-
face antigen (9), invertase (33), and human serum albumin
(HSA) (4), a single copy of the expression cassette was suf-
ficient for optimal production. Deliberately increasing the
copy number had no significant effect on production in
these instances. Yet, in other cases, multiple copies of the
expression cassette (� 10) are a must for high-level ex-
pression. A dramatic effect of copy number on protein pro-
duction in P. pastoris is seen in the production of human
tumor necrosis factor (TNF), tetanus toxin fragment C,
Bordetella pertussus pertactin P69, and mouse epidermal

growth factor (EGF) (6,13,14,74,76). In some rare in-
stances, an increase in copy number has a negative effect
on the production level (16).

Because the effect of gene copy number on expression
is unpredictable, it is necessary to examine the production
level as a function of gene dosage. The spheroplast method
of transformation of P. pastoris results in transformants
with a wide range of copy numbers (14,74,76). Analysis of
as few as 100 individual clones for protein production is
generally adequate to arrive at a good producer. If other
methods of transformation (e.g., LiCl method or electro-
poration) that do not give rise to multicopy transformants
at a high frequency are used, then more efficient screens
can be used, such as colony hybridization (or dot blot anal-
ysis) with DNA probes or selection for multicopy inte-
grants based on increased level of resistance to antibiotic
G418 (77) or Zeocin (Invitrogen, San Diego, Calif.).

Alternatively, multicopy constructs of the expression
cassette can be obtained by transformation with DNA con-
catamers or by using multicopy construction vectors such
as pAO815 (3,16). This is not a method of choice because
it permits production analysis over only a narrow range of
gene dosage.

Translational Optimization: 5� Untranslated Region

The nucleotide (nt) sequence and the length of the 5� un-
translated region (5� UTR) can be detrimental to optimal
protein translation. The leader length of the highly ex-
pressed AOX1 mRNA is 114 nt long, and the sequence is
A � U rich (7). For optimal synthesis of heterologous pro-
teins, it is essential that the 5� UTR of the expression cas-
sette should closely resemble that of the AOX1 mRNA. Ide-
ally, it is preferable to make it identical to that of the AOX1
mRNA. The expression level of HSA is increased more than
50-fold by adjusting the 5� UTR to be closer to that of the
AOX1 mRNA. Expression plasmid such as pHIL-D7 can be
used to readily make 5� exact constructs.

Translational Optimization: Initiation Codon AUG Context

The translation initiation codon AUG should be avoided in
the 5� UTR to ensure efficient translation of mRNA from
the actual translation start site. The mRNA secondary
structure around the initiator AUG may be adjusted, so
that AUG is relatively free of secondary structure (74).
This can be accomplished by redesigning the initial portion
of the coding sequences with alternate codons (3,74).

Transcriptional Optimization

Genes with high A � T nucleotide clusters are inefficiently
transcribed because of premature termination. One such
sequence, ATTATTTTATAAA, present in HIV-gp120 has
been identified to block transcription in P. pastoris, and
when this stretch is altered to TTTCTTCTACAAG, the
premature termination is abolished (17). Because there
are many yet unidentified AT-rich stretches that act as
transcriptional terminators, a general strategy would be
to redesign the genes using P. pastoris preferred codons
(3,74) so as to have an A � T content in the range of 30 to
55%. By using this approach, it has been possible to con-



1974 PICHIA, OPTIMIZATION OF PROTEIN EXPRESSION

ApR

ColE1 ori

3' AOX1 HIS4

AO-t

5' AOX1

SalI
(2875)

ClaI
(1286)

AsuII
(934)

EcoRI
(944)

SacI
(209)

BglII
(2)ClaI

(7676)

NdeI
(5555)

BglII
(5319)

AsuII
(4822)

NaeI
(4318)

pHlL-D1
7,749 bp

ApR

ColE1 ori

HIS4

AO-t

PARS1

5' AOX1

SalI
(2855)

BglII
(1180)

AsuII
(349)

EcoRI
(337)ClaI

(6397)

NaeI
(4295)

BamHI
(3910)

pHlL-A1
6,400 bp

ApR

ColE1
ori

f1 ori

3' AOX1
HIS4

AO-t

5' AOX1

SalI
(2887)

ClaI
(1298)

AsuII
(946)

EcoRI
(956)

SacI
(221)

NotI
(8)NdeI

(7978)

ClaI
(5420)

NotI
(5337)

NaeI
(6916)

AsuII
(4834) NaeI

(4330)

pHlL-D2
8,210 bp

SalI
(2875)

ClaI
(1286)

AsuII
(934)

EcoRI
(944)

SacI
(209)

BglII
(2)ClaI

(9369)

NaeI
(7875)

BglII
(6573)

XhoI
(5406)

ClaI
(5315)

SmaI
(5134)

ApR

KmR

ColE1
ori

f1 ori

3' AOX1
HIS4

AO-t
5' AOX1

pHlL-D7
9,442 bp

Amp

ColE1
ori

3' AOX1
HIS4

AO-t

5' AOX1

SalI
(3178)

XhoI (1193)
SnaBI (1219)
EcoRI (1223)
AvrII (1229)

ClaI
(1589)

NotI (1236)

AsuII
(934)

BamHI
(939)SacI

(209)

BglII
(2)ClaI

(7951)

NdeI
(5858)

BglII
(5622)

AsuII
(5125)

NaeI
(4621)

pPIC9
8,024 bp

α mating
factor signal

sequence

(a)

(c)

(b)

(d)

(e)



PICHIA, OPTIMIZATION OF PROTEIN EXPRESSION 1975

�

Figure 2. Typical Pichia expression vectors. (a) pHIL-D1(3) is an E. coli–P. pastoris shuttle vector, with sequences required for selection
in each host. The left half of the plasmid is a portion of pBR322, from ClaI (at position 7676 in the map) to PvuII site (modified to BglII
[at nt 5319 in the map]). This segment of pBR322 contains the ampicillin-resistance encoding gene (ApR) and the origin of replication
(ColE1 ori). The EcoRI site in this segment has been eliminated. The DNA elements comprising the rest of the plasmid are derived from
the genome of P. pastoris, except for short regions of pBR322 used to link the Pichia sequences. The P. pastoris elements in the plasmid
are as follows: (1) 5� AOX1, approximately a 1,000 bp of the alcohol oxidase promoter. The AOX1 sequences following the nt A of the ATG
start codon have been removed by BAL 31 treatment and the synthetic linker 5�-GGAATTC added to generate a unique EcoRI cloning
site. (2) AO-t, approximately a 300 bp of the AOX1 terminating sequence. (3) P. pastoris histidinol dehydrogenase gene, HIS4, contained
on a 2,800-bp fragment to complement the defective his4 gene in the P. pastoris strains such as GS115, SMD1168, etc. (4) Region of 3�AOX1
DNA approximately 650 bp, which together with the 5�AOX1 region is necessary for the site-directed displacement of AOX1 coding
sequences (see Fig. 3). The unique SacI (at nt 209 in the map) and SalI (at nt 2875 in the map) sites present in the plasmid can be used
for site-directed integration of the entire plasmid into the AOX1 and HIS4 loci of P. pastoris, respectively. (b) Plasmid pHIL-A1 is an E.
coli–P. pastoris shuttle vector, with sequences required for selection and autonomous replication in each host. The left half of the plasmid
is a modified portion of pBR322 containing the ApR gene and the ColE1 ori. The DNA elements comprising the rest of the plasmid are
derived from the genome of P. pastoris, except for short segments of pBR322 used to link the yeast sequences. The various P. pastoris
sequences are as follows: (1) 5�AOX1, approximately 750-bp portion of the AOX1 promoter with the EcoRI (at position 337 in the map)
engineered as previously described (Fig. 1). (2) AO-t and HIS4 are same as in Figure 1. (3) PARS1, approximately 190-bp segment of a P.
pastoris autonomous replication sequence. The unique SalI (at nt 2885 in the map) site can be used to direct the integration of pHIL-A1
into the HIS4 loci of P. pastoris. (c) pHIL-D2 (4) has a 458-bp DNA containing the f1-ori inserted between the original DraI sites of pBR322.
The NotI sites at nt 8 and 5337 are used for site-directed displacement of AOX1 coding sequences. The other details are the same as
described for pHIL-D1 (a). (d) pHIL-D7 is a shuttle plasmid containing the kanamycin-resistance-encoding gene (KmR) and is useful for
selection of multicopy transformants based on increased level of resistance to G418. Unlike the commonly used vectors such as pHIL-D1
and pHIL-D2, we have designed pHIL-D7 so that it has a unique AsuII site at nt position 934 (the second AsuII site present in the 3�AOX1
has been eliminated). Therefore, the sequence TTCGAAACG can be added immediately upstream of the start codon (ATG) of the gene of
interest, and an EcoRI site can be added downstream of the stop codon. The modified gene can then be inserted between the AsuII (at nt
934 in the map) and EcoRI (at nt 944 in the map) region TTCGAAACGAGGAATTC of pHIL-D7. Thus, the modified gene will have identical
5� UTR to that present in AOX1. The other details are same as described for pHIL-D1 (a). (e) pPIC9 (6), a secretion vector with �MF
secretion signal and multicloning sites. The other details are same as for pHIL-D1 (a).

struct strains for efficient production of tetanus toxin frag-
ment C (13) and Bacillus sphaericus mosquitocidal toxins
(BSP1 and BSP2) (3,15).

Product Secretion

If a protein can be secreted, it is the desired mode of protein
production because of the ease of product recovery. Fur-
thermore, certain normally secreted proteins, such as HSA
and growth hormones, remain insoluble when expressed
intracellularly. For a protein that is not normally secreted,
it may be difficult to cause secretion. However, there are
some encouraging results with respect to yeast secretion
of cytochrome P-450 (78) and rat liver elongation factor
(55) that suggest that at least in some instances it may be
possible to secrete a normally intracellular protein.

The choice of secretion signal is rather arbitrary (Table
1). In several cases, (HSA, invertase, bovine lysozyme,
etc.), the native signal sequence is adequate. We have
found that the native secretion signals present in matrix
metalloproteinases 1,2,3,9 (MMP-1,2,3,9) and tissue inhib-
itor of matrix metalloproteinases 1 (TIMP-1) are functional
in the P. pastoris system. If a native secretion signal se-
quence is not available, then a signal sequence based on
the S. cerevisiae invertase (Suc2p), the S. cerevisisae �-
mating factor (�MF), or the P. pastoris acid phosphatase
(Pho1p) can be used.

The pre-pro �MF signal works very efficiently, espe-
cially for the secretion of a large variety of proteins, in-
cluding the smaller-sized products such as aprotinin, EGF,
thrombomodulin fragment, blood factor XII, a fragment of
amyloid b-protein, antibody single-chain Fv fragment, and
ghilanten (Table 1). In making protein fusions to the �MF

signal, it is prudent to retain the Glu-Ala spacers adjacent
to the Kex2-like protease cleavage site: ( . . . V-S-S-L-
E-Lys-Arg-vKex2pGlu-Ala-vDappGlu-Ala-vDappfused protein).
The presence of the Glu-Ala spacers help to alleviate the
steric interference by the fused protein, resulting in an ef-
ficient cleavage of the pro sequence by the P. pastoris Kex2-
like protease (16). The Glu-Ala spacer sequence is subse-
quently cleared by a diamino peptidase (Dapp) to yield the
protein of interest free of additional N-terminal amino acid
residues. In spite of taking this precaution, we have no-
ticed that the pro sequence is not cleaved when the �MF
signal is fused with human brain-derived neurotrophic fac-
tor (BDNF) (mol. wt. � 14 kDa). In this situation, BDNF
is secreted into medium as a 26 to 30 kDa product, which
is the expected result if the pro portion of the �MF signal
is not cleaved and is heterogeneously glycosylated at the
multiple glycosylation sites present in the �MF pro pep-
tide (5).

Acid phosphatase (Pho1p) secretion signal sequence, in-
vertase secretion signal, and a hybrid sequence consisting
of Pho1p secretion signal containing a Kex2 protease rec-
ognition sequence has also been used successfully for high
level (�g/L) secretion of certain proteins (Table 1).

Choice of the Secretion Signal

In most of the examples listed in Table 1, the relative ef-
ficacies of the different secretion signals for a given product
have not been examined. Only in a limited number of cases
has a rough comparison been made between native signal
versus pre-pro �MF. For example, in the case of invertase
secretion, both the extent of glycosylation and secretion
kinetics are enhanced when the invertase signal sequence
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Table 1. Partial List of Heterologous Proteins Expressed
in P. pastoris

Intracellular expression

E. coli b-galactosidase (LACZ) (8)
Hepatitis B surface antigen (HBsAg) (9)
Human tumor necrosis factor-� (TNF-�) (10)
Human TNF-� analogues (11)
Salmon growth hormone (SGH) (K. Sreekrishna and K. A.

Parker, unpublished observations, 1987)
Streptokinase (12)
Tetanus toxin fragment C (13)
Bordetella pertussus pertactin P69 (14)
Human inteleukin 2 (W. R. McCombie, personal communication,

1988)
B. sphaericus mosquitocidal components, BSP1, BSP2, and

BSP1 � BSP2 (15)
Superoxide dismutase (SOD) (16)
Human serum albumin (HSA) (4)
HIV gp120 (17)
Porcine leukocyte lipoxygenase (18)
p110RB retinoblastoma tumor suppressor protein 919
Hamster prion protein (20)
Spinach phosphoribulokinase (21)
Spinach cytochrome C oxidase (22)
Spinach glycolate oxidase (23)
Dogfish shark cytochrome P450c17 (hydroxylase and lyase

activities) (24)
Algal phytochrome (25)
Green fluorescent protein (GFP) (26)
Arabidopsis chaperone protein ATJ2 (27)
Corn cytochrome b and cytochrome c reductases (28)
Mouse thioether methyltransferase (29)
Polyomavirus large T antigen (30)
Rat liver mitochondrial carnitine palmitoyltransferase I and II

(31)
Mouse 5HT5A serotonin receptor (32)

Secretion using native secretion signal sequence

S. cerevisiae invertase (SUC2) (33)
Human serum albumin (HSA) (4)
Bovine lysozyme (34)
Matrix metalloproteinases MMP-1,2,3, and 9 (5)
Tissue inhibitor of matrix metalloproteinases-1 (TIMP-1) (5)
MMP-1,2,3, or 9 coexpressed with TIMP-1 (5)
Barley �-amylases 1 and 2 (35)
Cathepsin E (36)
D-alanine carboxypeptidase (dacA) of Bacillus

stearothermophilus (37)
Pectate lyase pel B from Fusarium solani f. sp. pisi (38)
IgE receptor (� subunit) (39)

Secretion using pre–pro � mating factor (�MF)
secretion signal sequence

Aprotinin (16)
S. cerevisiae invertase (SUC2) (16)
Human epidermal growth factor (EGF) (16)
Mouse epidermal growth factor (EGF) (6)
Insulin-like growth factor-1 (IGF-1) (40)
Kunitz protease inhibitor (nexin-2) (41)
Human vascular endothelial factor (VEGEF) (42)
j-Bungaratoxin (43)
Cathepsin L pro-peptide (44)
Human fibroblast collagenase, matrix metalloproteinase-1

(MMP-1) (45)
N-Lobe of human serum transferin (46)

Table 1. Partial List of Heterologous Proteins Expressed
in P. pastoris (continued)

C. albican hyphal surface protein HWP1 (47)
Coffee bean �-galactosidase (48)
Major histocompatibility (MHC) class II human leukocyte

antigens DR�-Fos and DRb-Jun (49)
Human immunodeficiency virus envelope glycoprotein gp120

(17)
Ghilanten (50)
Human factor XII (51)
Cellulose binding domain (CBD)–factor X variant fusion protein

(52)
Cellulose binding domain (CBD)–steel factor fusion protein

(1996 Invitrogen) (52)
Human gelatinase B (matrix metalloporiteinase-9, MMP-9)

fragment (53)
Measles viral glycoprotein (54)
Rat liver elongation factor-2 (eEF-2) (55)
Human growth hormone (56)
Drosophila notch protein EGF-like domains (57)
Type II fish antifreeze protein (58)
Follicle stimulating hormone, FSH � and b chains (59)

Secretion using acid phosphate secretion signal sequence

Human vascular endothelial factor (VEGEF) (60)
Pectate lyase pelC from Fusarium solani f. sp. pisi (61)
Catalytic domain of 92-kDa gelatinase (matrix

metalloproteinase-9, MMP-9) (62)
Angiotensin-converting enzyme (ACE) and its mutants (63)
Rabbit plasma cholesteryl ester transfer protein (CETP) (64)
b-Cryptogein elicitor protein secreted by Phytophthora cryptogea

(65)
Candida albicans aspartic proteinases (66)
Angiostatin (an integral fragment of plasminogen) (67)
Rabbit reticulocyte 15-lipoxygenase (68)
A single chain antibody (69)
Human monocyte chemotactic protein-3 (MCP-3) (70)

Secretion using a hybrid of acid phosphatase signal sequence
with a synthetic pro sequence and a KEX2 protease

cleavage site

Tick anticoagulant peptide (TAP) (71)

Secretion using invertase (SUC2) secretion signal sequence

A single-chain antibody (P. Mezes, personal communication,
1992)

Porcine tumor necrosis factor-� (TNF-�) (72)
Boophilus microplus Bm 86 antigen (73)

Note: As of November 1998, the number of proteins expressed in the Pichia
system is 172.

is substituted with the pre-pro �MF sequence (secretion
t1/2 of 10 min for pre-pro �MF signal, compared to 90 min
for the native invertase signal) (16). Thus, in this case, one
would avoid using �MF signal if hyperglycosylation is not
desired. However, if higher productivity (product yield per
liter per hour) is desired, then it is preferable to use the
pre-pro �MF signal. The secretion kinetics can also impact
on the recovery of the intact protein, if the expressed pro-
tein is susceptible to proteolysis in the Pichia broth. For
example, the yield of full length MMP-1 from the culture
medium is significantly improved by using the �MF signal
instead of the native signal (5,45,47).
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Figure 3. Site-specific eviction of AOX1 by
gene replacement. (a) BglII-digested DNA de-
rived from pHIL-D1 expression plasmid used
for transformation. Gene X is the gene of in-
terest cloned at the EcoRI site of pHIL-D1.
(b) P. pastoris chromosomal AOX1 locus. (c)
Chromosomal structure resulting from the re-
placement of the entire AOX1 locus by the
transforming DNA (shown in a).

Product Stabilization by Media Manipulations

In some instances, a secreted protein is rapidly degraded
in the Pichia broth. The stability of a protein in the Pichia
broth can be improved by manipulating the pH of the in-
duction medium. The recommended pH range for experi-
mentation is between 2.8 to 8.0. The pH control is best
maintained in a fermenter, although it is possible to have
a reasonable pH control even in shake flask cultures with
the use of appropriate buffers (phosphate buffer for pH 5.7
to 8.0; alanine-HCl buffer for pH 2.5 to 3.6; citrate buffer
for pH 3.0 to 6.0). The product stability is further enhanced
by addition of casamino acids (1 to 4%) or yeast extract
(1%) plus peptone (2%) to the medium (6,16,40,74,75). For
example, secretion of HSA was significantly improved by
raising the pH of the medium from 5.2 to 6.0, and the yield
was further enhanced by the addition of yeast extract and
peptone (4,74). Production of mouse EGF was favored at
pH 3.0 in the presence of casamino acids (6). Casamino
acids are preferable to yeast extract plus peptone, because
the peptide components of peptone (such as bovine collagen
fragments) can interfere in product analysis and recovery
(5). Addition of 5 mM EDTA to the medium also improves
product stability. It should be noted that media manipu-
lation can significantly alter the profile of protein compo-
nents, so that previously unnoticed proteins can become
evident (5). The susceptibility of a protein to proteolysis in
the Pichia culture medium can be determined beforehand
if sufficient quantity of protein is available and proper ad-
justments can be made to the culture medium.

Protease-Deficient Strains

In addition to the media optimizations described in the
previous section, the product yield can be further improved
by using a protease-deficient Pichia strain. Two generally
applicable techniques have been used to generate protease
deficient strains. In one approach, a specific Pichia prote-
ase is knocked out by site-specific gene disruption, and in

the other approach, a Pichia strain is engineered to ex-
press a specific protease inhibitor. Both types of protease-
deficient strains have been found to be superior for ex-
pression of certain products. Even while using the protease
deficient strains, it is essential to optimize the culture me-
dium as discussed in the previous section.

By using the gene disruption approach, three protease-
deficient strains, SMD1168 (his4, pep4), SMD1165 (his4,
prb1), and SMD1163 (his4, pep4, prb1), that are defective
in one or more of protease A (PEP4) or protease B (PRB1)
have been constructed. Because a functional PEP4p is nec-
essary for the maturation of PRB1p, the use of the single
knockout strain SMD1168 alone should be adequate. The
production yield of insulin-like growth factor-1 (40) and
ghilanten (50) are improved twofold to threefold by using
SMD1168 as compared to the strain GS115, which has in-
tact PEP4p.

Co-expression of MMP-9 along with its inhibitor,
TIMP-1, significantly improves the expression level of
MMP-9 (5). Furthermore, TIMP-1 expression results in
overall stabilization of several Pichia secreted proteins.
Thus, strains engineered to express protease inhibitors
such as aprotinin (16) and TIMP-1 (5) should be useful for
high-level expression of proteins that are susceptible to
rapid degradation.

Strategies for Coexpression of Proteins

In many instances it is required or desirable to express two
or more heterologous proteins at the same time. The fact
that Pichia can stably integrate multiple copies of an ex-
pression cassette implies that it should be possible, at least
in principle, to express numerous heterologous proteins at
the same time in Pichia. The first example of simultaneous
expression of two proteins is that of the construction of
Pichia strains expressing high levels of BSP1 (43 kDa) and
BSP2 (52 kDa) components of Bacillus sphaericus mosqui-
tocidal toxin (15). Since then, there have been few other
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reports in literature for coexpression of two proteins in Pi-
chia (5,49,51).

Two generally applicable approaches have been used for
coexpression. In one approach, Pichia is cotransformed
with two expression cassettes, the resulting His� trans-
formants are screened for the presence of both the expres-
sion cassettes by PCR and subsequently examined for ex-
pression (49). In another approach, a Pichia expression
plasmid is engineered with two expression cassettes (Fig.
4) so that the DNA used for transformation has both the
expression cassettes present on the same fragment. In this
situation, every His� transformant is expected to contain
both the expression cassettes. Plasmids such as pAO815
or pAO856 (3,16) can also be used to readily construct ex-
pression plasmids for simultaneous expression of two or
more products.

One can also use sequential transformation to construct
Pichia strains that coexpress two or more different pro-
teins, because numerous transformation markers, namely
His�, Arg�, Suc�, G418R, and ZeocinR markers are avail-
able for Pichia.

Leucine Zipper Dimerization Motif Mediated Protein
Assembly

Several membrane receptors, such as major histocompat-
ibility complex (MHC) class I molecules, MHC class II mol-
ecules, T-cell receptors, are multiprotein complexes. These
receptors are comprised of �- and b-chains, each of which
have a large NH2-terminal extracellular portion, a trans-
membrane region, and a short C-terminal cytoplasmic tail.
Efforts to express soluble �b-heterodimers of MHC class II
molecules by coexpressing just the extracellular portions
of � and b chains have proved impossible. The reason for
this is that the transmembrane region of MHC class II �-
and b-chains facilitate the proper assembly of �b hetero-
dimer, and in their absence, assembly is hampered. Inter-
estingly, this problem has been overcome (49) by substi-
tuting the transmembrane regions of �- and b-chains with
the leucine zipper dimerization motifs from the transcrip-
tion factors Fos and Jun, which are known to assemble as
stable, soluble heterodimers. The leucine zippers are char-
acterized by five leucines that are spaced periodically at
every seventh residue (heptad repeat); each heptad repeat
contributes two turns of the �-helix (3.5 residues/turn).
The leucine residues play a special role in dimerization,
and they form the interface between the two �-helices in
the coiled coil. The Fos-Jun dimer is soluble because of the
charged amino acid residues on the outer surface of the
coiled coil. The Fos/Jun leucine zipper dimerization do-
mains (Table 2) may have general applicability in the ex-
pression of extracellular domains of multiprotein mem-
brane receptors.

Product Toxicity

In some instances, the product being expressed may be
toxic to Pichia. In such cases, a stepwise induction is sug-
gested. First, the cell mass is built up using glucose as sole
carbon source, taking care to see that glucose is not lim-
iting. Under these conditions, very little product is made
because of strong repression of the AOX1 promoter by glu-

cose. Subsequent to this, the product production phase is
initiated with methanol feed. Whether a particular product
is toxic to P. pastoris can be evaluated by comparing the
growth of transformants in 1% sorbitol (or 100 mM ala-
nine) media to that on sorbitol plus methanol or alanine
plus methanol media. If the expressed protein is toxic, then
the growth in the presence of methanol will be drastically
impaired.

Strategies for Induction of Protein Expression

Expression vectors for heterologous expression in P. pas-
toris are typically derived from AOX1 regulatory sequences
(7). One or more of the following induction strategies can
be used for optimal protein expression. Refer to the “Fer-
mentation Process” section for induction of expression in
the fermenter. Refer to the “Media Composition” section
for details of media composition.

Continuous Induction for Intracellular Expression. The
AOX1 promoter can be maximally activated (derepression
or induction) by growing cells on methanol as the sole
source of carbon and energy in shake flasks, shake tubes,
or plates at 30 �C. The doubling time on methanol is �6 h
as compared to �2 h on glucose or glycerol medium. Even
the cells in which the AOX1 gene has been evicted (Mut�)
can grow on methanol. However, the growth rate is slow
(doubling time, 18 to 24 h) because it is solely dependent
on a secondary alcohol oxidase, AOX2, which is expressed
only at low levels (79). In such cases the growth rate can
be enhanced by supplementing the minimal methanol me-
dium with 1% sorbitol or 100 mM alanine. The advantage
of using sorbitol or alanine lies in the fact that these com-
pounds do not interfere with the induction of AOX1 pro-
moter. Induction of expression on plates is carried out by
streaking or plating cells on a methanol medium (MM)
plate.

Stepwise Induction for Intracellular Expression. For liq-
uid cultures, cells are initially grown to an OD600nm of 2 to
10 on a nonactivating carbon source such as glycerol or
glucose (minimal glycerol yeast extract medium [MGY] or
minimal dextrose medium [MD]) in shake flasks or tubes
at 30 �C. The cells are then harvested by centrifugation
and shifted to MM and incubated with shaking at 30 �C for
1 to 4 days. Induction of expression on plates is carried out
by streaking or plating cells on a nitrocellulose or cellulose
acetate membrane placed on an MD or MGY plate. Once
colonies appear, the filter is lifted and placed on an MM
plate.

Efficient Secretion of Proteins. The conditions described
thus far work well for the intracellular accumulation of
heterologous proteins, but are rather inadequate for se-
creted proteins. The following protocols work well for se-
creted proteins for both Mut� and Mut� cells (3,75).

Shake Tube Cultures. First cells are grown to saturation
in 10 mL buffered minimal glycerol yeast extract medium
(BMGY) placed in a 50 mL tube (2 to 3 days). The OD600nm

of culture will be in the range of 10 to 20. The cells
are harvested by centrifugation, and the cell pellet is
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Figure 4. Expression plasmid for
Coexpression of MMP-9 and TIMP-
1 (5). This plasmid is derived from
pHL-D7 (Fig. 2d) Source: Courtesy
of Keith E. Kropp.
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Table 2. Linker (7 Amino Acid) and Fos/Jun Leucine
Zipper Dimerization Domains (40 Amino Acid)

VD GGGGG LTDTLQAETDQLEDEKSA LQTEIAN LLKEKEK L EFILAAH

VD GGGGG RIARLEEKVKTLKAQNSELASTANM LREQVAQ LKQKVMNH

Source: Data from Kalandadze et al. (49).

resuspended with 2 mL of buffered minimal methanol–
yeast extract medium (BMMY). The tube is covered with
a sterile gauze (four layers of cheesecloth; USP type VII
gauze, 20 � 12 mesh from Ultimed International Inc.,
Glendale Heights, Ill.) and incubated in the shaker for
4 days. Aliquots of supernatant can be analyzed for prod-
uct secretion at desired time intervals. Fresh media should
be added to account for loss of media caused by evapora-
tion.

Shake Flask Cultures. Cells are grown in 1 L of BMGY
in a 2-L flask. Cells are harvested and resuspended in 50
mL of BMMY in a 300- to 400-mL low baffle flask, covered
with four layers of cheesecloth as described in the previous
section, and incubated in a 30 �C shaker for 2 to 4 days.
The media supernatant is analyzed for product at different
time intervals. Fresh BMMY media is added as necessary
to prevent loss of liquid caused by evaporation.

Plates. Cells are patched or plated on nitrocellulose fil-
ter (sterile), placed on a square or circular BMGY plate,
and incubated at 30 �C for 2 to 3 days. Once colonies have
grown to �2 mm in size, the filter is removed and placed
over a BMMY plate. The filter containing colonies is cov-
ered with a sterile nitrocellulose filter. If desired, a cellu-
lose acetate filter can be interfaced between the two nitro-

cellulose filters and incubated at 30 �C for 2 to 3 days. The
secreted protein on the nitrocellulose filter can be analyzed
by ELISA or another suitable procedure.

FERMENTATION PROCESS

The general methods for production of biomass as well as
for the production of heterologous proteins using Mut� and
Mut� cells in both continuous and batch modes of fermen-
tation are described here. The process can be scaled up
(�1,000 L) or scaled down (0.2 L) as desired. Fermentation
can be conducted over a wide pH range (3.0 to 6.5) at 30
�C. (see “Media Composition” section for details of media.)
For example, HSA secretion yield is improved more than
threefold by using pH 5.85 compared to the generally used
pH of 5.0 (4). In the case of secretion of the V1 domain of
CD4 (amino acid residues number 1 to number 106 of ma-
ture CD4), intact product was seen only at acidic pH (2.5
to 3.5) (R.G. Buckholz, personal communication, 1990). As
high as a twofold to fourfold increase in secreted yields of
human EGF and human insulin-like growth factor-1 are
observed at pH 3.0 (40).

Fermentation Equipment

A typical benchtop fermenter has a 2- to 20-L capacity, a
1- to 10-L operation volume, and monitors and controls for
pH, dissolved oxygen (DO), agitator speed, temperature,
air flow, pressure, foam, and weight.

Fermenters can be custom built or purchased from one
of the numerous commercial sources such as B. Braun Bio-
tech Inc., Allentown, Penn.; Biolaffitte, SA, France; New
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Table 3. Parameters Determined for a High Cell-Density
Process in a 1,500-L Fermenter

Substrate Methanol

Substrate concentration (g/L) 263
Dilution rate (h�1) 0.11
pH 3.5
Temperature (�C) 30
Cell mass (g of cells/L) 105
Productivity (g/L h) 11.6
Yield (g of cells/g of methanol) 0.4
OTR (mmol O2/L h) 880
Oxygen consumption (g O2/g cells) 2.42
Heat release

kcal/L h 109
kcal/mol O2 123.9

Source: Adapted from Shay et al. (80).

Brunswick Scientific, Edison, N.J.; Porton Instruments
Inc., Hayward, Calif.; Infors, UK Ltd., Crewe, Cheshire,
Great Britain; Caltec Scientific Ltd., Edmonton, Alberta,
Canada; Hotpack Corp., Philadelphia, Penn.; J & H Berge
Inc., S. Plainfield, N.J.; Setec Inc., Livermore, Calif.;
Techne, Inc., Princeton, N.J.; and VWR Scientific Products,
W. Chester, Penn.

Sixfors, offered by Infors, UK Ltd., can bridge the gap
between shake flasks and fermenters. They can be used for
small-scale (typically 0.3 L) continuous, batch, or cascade
processes where the growth from one vessel is passed into
another.

Methods for Monitoring the Fermentation Process

Bio-Rad’s portable fermentation monitoring analyzer can
be used on the spot to provide fast HPLC analysis of the
concentration of methanol, glycerol, ethanol, glucose, ace-
tic acid, lactic acid, fructose, maltotriose, and maltose. The
equipment is compatible with automatic sampling and
computerized data analysis. Analysis takes only 10 min.
The conditions used are as follows:

1. Instrument: Bio-Rad’s fermentation monitoring an-
alyzer

2. Column: Fermentation monitoring column (150 �
7.8 mm)

3. Sample: Extracellular broth, prefiltered through a
0.22-lm syringe filter; sample volume: 10 to 20 lL

4. Injector: Rheodyne injector valve with a 10-lL injec-
tion loop

5. Solvent: 0.002 N H2SO4 in water at a flow rate of 0.8
mL/min (isocratic, so only one pump is required)

6. Temperature: 65 �C
7. Detector: Refractive index detector

To determine the wet cell weight of the culture, 1 mL of
the fermenter broth is centrifuged in a microfuge, and the
cell pellet is weighed after carefully decanting the cell-free
supernantant. To determine the washed dry cell weight of
the culture, cells are harvested by centrifugation (3000 �
g for 10 min at room temperature) from a known volume
of the fermenter culture (typically 10 to 50 mL). The cell
pellet is washed twice with water (10 to 50 mL), dried over-
night at 100 �C, and weighed. Alternatively, the dry cell
weight can be readily determined in less than 10 min with
the use of a moisture balance such as the Mettler LP16
Infrared Dryer (Mettler Instrument Corporation, Hights-
town, N.J.).

Mass transfer is determined by measuring the air flow
to the fermenter and the composition of both the inlet and
outlet air with a Perkin-Elmer gas analyzer. The O2 trans-
fer rate (OTR) is calculated as follows:

OTR � f(C � C )/Vin out

where f is flow rate L/h, Cin and Cout are the concentration
in mmol of O2 in the inlet and outlet gases, and V is the
ungassed broth volume. OTR can also be established from
yields using the equation

OTR � lX/Y � O2

where l is the specific growth rate or dilution rate (h�1),
X is the cell density (g/L), and Y � O2 is the yield on O2 (g
cells/mmol O2).

Heat transfer rate and heat load can be determined by
measuring the temperature of the circulating water in and
out of the fermenter heat exchanger.

Productivity (P) for the continuous culture is deter-
mined using P � DX, where D is the dilution rate (h�1),
and X is the cell density. An increase in D and/or X will
result in higher productivity. Because D also equals the
specific growth rate l, the dilution rate is limited by the
microorganism’s intrinsic characteristics. Once lmax or
Dmax is reached, P can only be increased by increasing the
cell density. A set of parameters determined for the high-
productivity process for P. pastoris on methanol in a 1,500-
L fermenter are given in Table 3.

Extracellular protein concentration (for secreted pro-
teins) can be estimated by using a Lowry-type protein
analysis on TCA-precipitated material and analyzed for
specific product by SDS-PAGE and immunological meth-
ods. Aliquots of cells are lysed to prepare cell extracts for
protein analysis.

Continuous Culture of Mut� and Mut� Pichia on Methanol

Fermentation is carried out in two steps, first in the batch
mode on glycerol as the carbon source, followed by contin-
uous mode on methanol-containing medium.

Inoculum for the fermenter is prepared by growing cells
in 1 L of MMD, YMPD, YMPGy, MGyB, MMGY, or YPD
grown to an OD600nm of 2 to 10 in a 2-L shake flask. This
volume of inoculum is used for inoculating a 20-L fermen-
ter containing 9 L of basal salt FM21 medium containing
5% glycerol (higher levels may be toxic to the cells) or 5 to
10% glucose and pH adjusted to 5.0 (by using 50% NH4OH
solution or NH3 gas). Biotin stock (4 mL) and PTM1 trace
mineral mix (11 mL) are also added. Fermentation is con-
ducted until the glycerol or glucose (carbon source) is ex-
hausted. During the run, dissolved O2 is maintained at
�20%, with the agitator speed set between 500 to 1,500
rpm and a vessel pressure of 2 to 3 psi. Foaming is con-
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trolled through the addition of a 5% Struktol J673 (Struck-
tol Company of America, Stow, Ohio) or Mazu DF 37C (Ma-
zer Chemicals, Inc., Gurnee, Ill.). The cell yield expected
for the batch phase on 5% glycerol under these conditions
is 20 to 25 g of washed dry cell weight per liter.

Continuous fermentation is established by feeding
FM21-methanol (15% v/v) for Mut� cells or FM21-
methanol (1% v/v) plus 15% glycerol, sorbitol, or alanine
for Mut� cells. The feed for continuous culture is also sup-
plemented with PTM1 (1.1 mL of stock solution per liter)
and biotin (0.4 mL of the stock solution per liter). Feed
sterilization is carried out by filtration (Pall Ultipor dis-
posable filter assembly DFA 4001 AR, 0.2 lm). Feed ad-
dition is achieved with a Milton-Roy positive-displacement
metering pump (Model 2396 Duplex). Continuous culture
is performed as a chemostat under steady-state conditions
where the dilution rate (D) is equal to the growth rate of
the population. The growth rate of cells can be controlled
by adjusting the flow rate of fresh medium into the fer-
menter. Typical D values range from 0.056 h to 0.11 h.
Dissolved oxygen is held in the 45 to 75% air saturation
range by varying air flow, vessel pressure, or agitator
speed. The maximum cell mass achievable under these
conditions is around 80 g of washed dry cell weight per liter
with a cell productivity of approximately 10 g/L h. If a
higher cell mass is desired, the amount of carbon source in
the feed can be raised (e.g., 25% methanol for Mut� and
1% methanol plus 25% glycerol, sorbitol, or alanine for
Mut). This would also necessitate a proportional increase
in the amount of minerals, trace elements, and biotin. As
high as 110 g/L washed dry cell weight with 11.6 g/L h.
productivity are achievable in this process. Highest induc-
tion of the AOX1 promoter occurs using methanol (Mut�

cells) or methanol plus sorbitol or alanine (Mut�) as the
carbon source in the feed. Intermediate levels of induction
are seen with methanol plus glycerol feed.

Fed-Batch Fermentation of Mut� and Mut� Pichia
on Methanol

Fermentation is carried out in three steps: glycerol batch
phase, glycerol fed-batch phase, and methanol-fed batch
phase.

One liter of inoculum (prepared as previously described
for the continuous fermentation protocol) is used for inoc-
ulating a 20-L fermenter containing 5 L of basal salt BSM
medium with 5% v/v glycerol (higher levels may be toxic
to the cells) or 5 to 10% glucose as carbon source; the pH
of which is adjusted to 5.0 by using 50% NH4OH solution
or NH3 gas. Biotin stock (40 mL) and PTM1 trace mineral
mix (40 mL) are also added. Fermentation is conducted as
previously described until all the carbon source (glucose or
glycerol) is completely consumed. This phase should take
18 to 24 h. After this, a fed-batch phase on glycerol is ini-
tiated with a 50% w/v glycerol feed (500 mL of 100% glyc-
erol � 480 mL water � 10 mL each of PTM1 and biotin
stock solution) at a feed rate of 18 mL/h/L initial fermen-
tation volume with the aid of a peristalic pump. Glycerol
feeding is carried out for 4 h. The cell yield at this point
will be in the range of 180 to 220 g/L of wet cells (equiva-
lent to approximately 30 to 55 g washed dry cell weight
per liter). This phase can be manipulated by varying the

concentration of glycerol or the duration of fermentation
to achieve optimal heterologous protein production in the
methanol-fed batch phase. Some suggested cell yield
ranges that should be tested for are listed in Table 4.

The fed-batch phase on methanol is initiated with a
methanol feed (980 mL of 100% methanol � 10 mL of
PTM1 � 10 mL of biotin stock solution) at a rate of 1 to 4
mL/L/h of the initial culture volume. The methanol-feed
flow rate is adjusted such that with Mut� strains, the
methanol concentration in the fermenter is maintained in
the 0.2 to 0.5% v/v level, whereas with the Mut� strains,
methanol levels in the fermenter approach zero and the
fermenter is run in a methanol-limited fashion. Dissolved
oxygen in both cases is maintained at the 20 to 70% range.
If dissolved oxygen falls below 20%, the methanol feed is
stopped, and nothing should be done to increase oxygen
rates until an upward spike in the dissolved oxygen level
is seen. At this point, adjustments (rpm, aeration, vessel
pressure, oxygen feed) can be made. Maintaining the dis-
solved oxygen above 20% may be difficult depending on the
OTR of the fermenter. With stainless steel vessels, the sys-
tem can be pressurized up to 15 to 30 psi to increase OTR.
Also, the oxygen feed (air plus oxygen mixture) at 0.1 to
0.3 vvm can be used to maintain adequate levels of dis-
solved oxygen. The methanol fed-batch phase generally
lasts for 70 h. However, it may prolong to more than 200
h if the feed rate is slowed down because of the fall in dis-
solved oxygen levels. Another factor that may also influ-
ence the fermentation time is the secretion rate of the het-
erologous protein. Longer times may be necessary to allow
for accumulation of high levels of a slowly secreted protein
in the broth. Depending on the product being produced,
adjustments in the media (addition of casamino acids) and
pH will have to be made to increase product yield. One
technique that can be used to lower the pH is by setting
the pH to the desired lower value (e.g., pH 3.0) and then
letting the culture pH to decrease to the new set point of
pH 3.0 as a result of cellular metabolism (40).

Strategies for Multicycle Fermentation

Considerable time is expounded on setting up a fermen-
tation run. It would make sense to reap as many cycles of
product production as possible for each start-up. Contin-
uous fermentation on methanol, which works well for bio-
mass production (1,2,80), is largely not applicable for re-
combinant protein production, especially with Mut�

strains, because they grow poorly on methanol. Use of
methanol plus glycerol mixed feed restores the cell pro-
ductivity, with considerable level of protein expression; op-
timal level is not achievable because of partial repression
of the AOX1 promoter by glycerol (11). This problem can
be overcome by using a sorbitol plus methanol mixed feed,
because sorbitol is a nonrepressing carbon source. How-
ever, sorbitol is a poorer carbon source than glycerol and
also needs supplementation with 1% each of malt extract,
peptone, and yeast extract for improved growth. Neverthe-
less, this strategy has been used successfully to accomplish
several cycles of MMP-2 production in a Biostat-B (Braun)
benchtop fermenter (5). In this approach, after recovery of
90% of the fermenter sample from the first fermentation
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Table 4. Cell Yield Ranges

Mut� intracellular expression 50–100 g/L dry cell weight or 200–400 g/L wet cell weight
Mut� intracellular expression 30–80 g/L dry cell weight or 140–320 g/L wet cell weight
Mut� secretion 20–40 g/L dry cell weigth or 80–160 g/L wet cell weight
Mut� secretion 12–80 g/L dry cell weight or 50–300 g/L wet cell weight

Note: It is obvious from the suggested ranges for cell density that in several instances the glycerol fed-batch phase is not even
necessary.

cycle, the fermenter is rebooted with an appropriate vol-
ume of fermenter growth media containing sorbitol as car-
bon source and supplemented with 0.1% yeast extract and
0.2% peptone. After growth for 16 to 20 h, a fed-batch fer-
mentation with sorbitol plus methanol nutrient feed is con-
tinued for another 72 h for MMP-2 production. The whole
process of product recovery and rebooting the fermenter
can be repeated as many times as one desires. By this ap-
proach, using a 4-L fermenter with one start-up, we were
able to generate 25 L of MMP-2 broth in less than 4 weeks.
This approach is also useful for Mut� cells; it reduces over-
all methanol consumption because most of the growth is
supported by sorbitol. Methanol can be added to the sor-
bitol feed at any desired point, to initiate induction of ex-
pression.

CONCLUSIONS AND FUTURE PERSPECTIVES

Problems generally encountered in protein expression may
be overcome in most instances by taking due consideration
of the factors that influence protein expression. Nearly
every expression project has given new insight into the in-
tricacies of the Pichia system. In spite of due consideration
and careful planning, certain proteins are difficult to ex-
press in this system. Now that the expression system is
readily available from Invitrogen (San Diego, Calif.), hun-
dreds of investigators around the world are currently ex-
ploring the system, and their results will undoubtedly pro-
vide new insights as well as expand our knowledge base
about the utility and limitations of the system.

Within the near future, it is anticipated that Pichia-
produced HSA will reach the market. It will make one
think of what to do with the tens of thousands of tons of
Pichia yeast that would become available as a by-product
of HSA production plants. It is tempting to speculate that
the Pichia HSA strain would also be engineered to produce
an intracellular insecticidal toxin, and thus the Pichia cells
resulting from the HSA production can be used as a bio-
pesticide.

Several modifications have recently been made to the P.
pastoris expression vectors by Invitrogen (San Diego,
Calif.). These newer vectors (pPICZ A,B,C series, and p-
PICZ� A,B,C series) are smaller in size and have ZeocinR

marker. Furthermore, they allow in-frame fusion to myc
epitope and His6 tags. It has been previously noticed that
the addition of eight amino acid carboxy terminal tags to
TNF rendered the tagged proteins completely insoluble
under nondenaturing conditions, whereas the untagged
TNF was completely soluble (11). Thus, a tag enthusiast
should bear in mind that in some instances, a tag can bring
about an undesirable change in the property of a protein.

Overexpression of ubiquitin (Ubi) seems to enhance the

secretion of a human leukocyte protease inhibitor in S. cer-
evisiae (81). Ubi is recognized to be a normal secreted com-
ponent of P. pastoris (5). Thus, it is presumable that the
overexpression of Ubi in P. pastoris may also enhance het-
erologous protein secretion. A P. pastoris host strain that
overexpresses Ubi can be engineered using one of the avail-
able Ubi cDNAs. Also, a Ubi expression plasmid can be
introduced into any P. pastoris strain by using one of the
dominant selection markers for transformation, such as in-
vertase, SUC2 (82), G418R (77,83) or ZeocinR (available
from Invitrogen, San Diego, Calif.). Thus, the effect of Ubi
overexpression on product secretion can be tested in any
of the existing production strains. A note of concern may
be warranted while using zeocinR for selecting P. pastoris
transformants. ZeocinR is a strong mutagen, and thus cells
challenged with ZeocinR on a complex medium may ac-
quire some undesirable change that may interfere with
growth and thus reduce the overall productivity under the
growth conditions in a fermenter.

A major concern for large-scale use of Pichia in the pro-
duction of biologicals has been the substrate methanol,
which is toxic, inflammable, and volatile. With the existing
technology in a typical production plant, one will have to
use several tons of methanol for the production phase of
the operation. It will certainly be an added advantage if
the amount of methanol required can be reduced or even
eliminated. Two recent developments in this direction have
been made. In one case, a mutant strain of Pichia that is
able to turn on the AOX1 promoter in the absence of meth-
anol has been generated (A.A. Sibirny, personal commu-
nication, 1992). This mutant still responds to repression
by glucose and ethanol. In another instance, a Pichia
strain in which both the alcohol oxidase structural genes
AOX1 and AOX2 have been deleted has been constructed
and shown to express heterologous protein LACZ in re-
sponse to methanol induction (V. Chiruvolu, personal com-
munication, 1995). This novel alcohol oxidase null strain
(aox1, aox2) uses considerably lower amounts of methanol
for production of hetrologous protein.

Another development that one can speculate is that Pi-
chia will be engineered to express human post-transla-
tional modification enzymes (e.g., glycosyl transferases,
amidating enzyme, vitamin K-c carboxylase, etc.), so as to
obtain Pichia strains that can be used to produce more
authentic human proteins.

MEDIA COMPOSITIONS

Stock Solutions

Note: For filter sterilization of various solutions and liq-
uids, filter wares (disposable or reusable types) equipped
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with cellulose acetate or cellulose nitrate membranes (pore
size 0.2 to 0.22 lm) from one of the several manufacturers
(Nalgene Company, Rochester, N.Y.; Costar Corporation,
Cambridge, Mass.; Corning Glass Works, Corning, N.Y.)
can be used. For filter sterilization of methanol and
methanol-containing media, only cellulose acetate mem-
branes (0.2 to 0.22 lm) are suitable, because methanol
does not filter through cellulose nitrate membranes of pore
size 0.2 lm.

10� YNB. Dissolve 13.4 g of yeast nitrogen base with-
out amino acids (YNB, Difco Labs., Detroit, Mich.) in
100 mL of water (heat if necessary) and filter sterilize.
This solution can be stored for over a year at 4 �C.
500� B. Dissolve 20 mg of D-biotin (Sigma Chemicals,
St. Louis, Mo.) in 100 mL of water and filter sterilize.
100� H. Dissolve 400 mg L-histidine in 100 mL of water
(heat if necessary) and filter sterilize.
10� D. Dissolve 20 g of D-glucose in 100 mL water. Au-
toclave for 15 min or filter sterilize. Stores well for years
at room temperature.
10� GY. Mix 100 mL of glycerol with 90 mL of water.
Filter sterilize. Stores well for years at room tempera-
ture.
10� M. Mix 5 mL of methanol (100%) with 95 mL of
water. Filter sterilize and store at 4 �C.
100% methanol. Filter sterilize pure methanol (100%).
Store at room temperature in a fireproof cabinet.

Minimal Media Compositions

MD. Mix 100 mL of 10� YNB, 2 mL of 500� B, and
100 mL of 10� D with 800 mL of autoclaved water (in-
clude 15 g bacto agar for plates).
MM. Mix 100 mL of 10� YNB, 2 mL of 500� B, and
100 mL of 10� M with 800 mL of autoclaved water
(include 15 g bacto agar for plates).
MGY. Mix 100 mL of 10� YNB, 2 mL of 500� B, and
100 mL of 10� GY with 800 mL autoclaved water (in-
clude 15 g bacto agar for plates).

All these liquid media and plates store well for several
weeks at 4 �C.

Minimal media with other carbon sources (such as D-
sorbitol, D,L-alanine) are prepared by using the desired
carbon source at 10 g/L in place of glucose in MD. Minimal
media containing a mixture of carbon sources can also be
prepared by combining two or more desired substrates in
the growth medium.

Supplemental Minimal Media Compositions

Minimal media are supplemented with necessary supple-
mental nutrients such as amino acids depending on the
specific requirement of a given strain. For example, P. pas-
toris strains GS115 and KM71, commonly used in molec-
ular genetic manipulations, are auxotrophic for histidine.
Such strains will grow in minimal media only in the pres-
ence of supplemental histidine. However, once trans-
formed with HIS4 (histidinol dehydrogenase gene) they
readily grow in the absence of histidine.

The composition of supplemental minimal histidine me-
dia (suitable for histidine auxotrophic strains such as
GS115) is as follows. Other supplemental media can be
prepared depending on the need of a particular strain in
use.

MDH. Mix 100 mL of 10� YNB, 2 mL of 500� B, 100
mL of 10� D, and 10 mL of 100� H with 790 mL of
autoclaved water (include 15 g agar for plates).
MMH. Mix 100 mL of 10� YNB, 2 mL of 500� B, 100
mL of 10� M, and 10 mL of 100� H with 790 mL of
autoclaved water (include 15 g agar for plates).
MGyH. Mix 100 mL of 10� YNB, 2 mL of 500� B, 100
mL of 10� GY, 10 mL of 100� H with 790 mL of au-
toclaved water (include 15 g agar for plates).
MGyB. Dissolve 11.5 g KH2PO4, 2.66 g K2HPO4, 6.7 g
YNB, pH 6.0, and 20 mL glycerol in 1 L water and au-
toclave.

All these liquid media and plates will store well for several
weeks at 4 �C.

Supplemental minimal histidine media with other car-
bon sources is prepared by adding a similar amount of his-
tidine as above to the minimal media with the desired car-
bon source.

Complex Media Composition

YPD. Dissolve 10 g of bacto yeast extract, 20 g of pep-
tone, and 20 g of glucose in 1,000 mL of water (also
include 15 g bacto agar for slants and plates) and au-
toclave for 20 min.
YMPD. Dissolve 3 g of yeast extract, 3 g of malt extract,
5 g of peptone, and 10 g of glucose in 1 L of water and
autoclave.
YMPGy. Same as YMPD with the exception that 10 mL
of 100% glycerol is used instead of 10 g of glucose.

Secretion Media Composition

BMGY. Mix 100 mL of 1 M potassium phosphate buffer,
pH 6.0, 100 mL of 10x YNB, 2 mL of 500x biotin (refer
to growth and storage section for composition of stock
solutions), and 10 mL of glycerol. Filter sterilize and
add to an autoclaved solution of 10 g yeast extract and
20 g peptone in 788 mL water (15 g bacto agar is in-
cluded for plates).
BMMY. Same as BMGY, with the exception that 5 mL
of methanol is added in the place of 10 mL glycerol.

Note: Yeast extract and peptone in the above media can be
replaced by 1% casamino acids. The pH 6 suggested here
may not be optimal for every secreted product. Experimen-
tation with pH values in the range 2.5 to 8 (by using ap-
propriate buffers) is suggested to determine the optimal
pH for a particular product. Some suggested buffers are as
follows:

Phosphate buffer for pH range 5.7 to 8.0
Alanine-HCl buffer for pH range 2.5 to 3.6
Aconitic acid-NaOH buffer for pH range 2.5 to 5.7
Citrate buffer for pH range 3.0 to 6.2
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Avoid buffers such as succinate buffer, because succi-
nate can serve as a carbon source and will repress activa-
tion of the AOX1 promoter.

Fermentation Media Composition

FM21 basal salt media
Composition is for 1 L final volume in water:

Phosphoric acid, H3PO4 (85%) 3.5 mL
Calcium sulfate, CaSO4•2H2O 0.15 g
Potassium sulfate, K2SO4 2.4 g
Magnesium sulfate, MgSO4•7H2O 1.95 g
Potassium hydroxide, KOH 0.65 g

Biotin stock solution
Biotin 0.2 g/L

PTM1 trace salts
Composition is for 1 L final volume in water:

Cupric sulfate (CuSO4•5H2O) 6.0 g
Manganese sulfate (MnSO4•H2O) 3.0 g
Ferrous sulfate (FeSO4•7H2O) 65.0 g
Zinc sulfate (ZnSO4•7H2O) 20.0 g
Silfuric acid (H2SO4) 5.0 mL
Cobalt chloride (CoCl2•6H2O) 0.5 g
Boric acid (H3BO3) 0.02 g
Sodium molybdate (NaMoO4•2H2O) 0.2 g
Potassium iodide (KI) 0.1 g

BSM medium composition
Composition is for 1 L final volume in water:

Phosphoric acid, H3PO4 (85%) 26.0 mL
Calcium sulfate, CaSO4•2H2O 0.9 g
Potassium sulfate, K2SO4 18.0 g
Magnesium sulfate, MgSO4•7H2O 14.0 g
Potassium hydroxide, KOH 4.0 g

GLOSSARY OF P. pastoris VECTORS

pHIL-A1 Autonomously replicating vector (3)
pHIL-D1 Integration vector with or without

deletion of AOX1 structural gene (3)
pPIC3 pHILD1 type vector with multiple

cloning sites (3)
pAO815 pHILD1 type vectors for making

multicopy expression units (3)
pAO856 pAO815 with a unique Bg1II site (3)
pHIL-D2 Modified pHILD1 with NotI site and fl

ori (3)
PHIL-D3 Derived from pHIL-D2 for making

constructs with exact 5�-UTR (3)
pHIL-D4 pHILD1 with kanamycin-resistance

marker (3)
pPIC3K pPIC3 with kanamycin-resistance

gene (3)
pHIL-D5 pHILD2 with kanamycin-resistance

gene (3)
pHIL-D7 pHILD4 with a unique Csp45I (AsuII)

site for making exact 5�-UTR constructs
(75)

pHIL-S1 Secretion vector with P. pastoris acid
phosphatase secretion signal (3)

pPIC9 Secretion vector with S. cerevisiae �MF
pre-pro signal (6)

pPIC9K pPIC9 with kanamycin-resistance gene
(77)

pPICZ A, B and C ZeocinR marker and myc epitope–His6 tag
(Invitrogen Inc.)

pPICZ� A, B, and C ZeocinR marker, myc epitope–His6 tag,
and �MF secretion sequence (Invitrogen
Inc.)

GLOSSARY OF P. pastoris STRAINS

NRRL Y-11430-SC5 (wild type) (3)

GS115 (his4)—this strain is also known as GTS115 (3)

KM71 (his4, aox1::ARG4) (3)

PPF1 (his4, arg4) (3)

Mc100-3 (aox1::ARG4, aox2::his4, his4, arg4) (79)

Protease deficient strains (derived by protease A (PEP4)
and/or protease B (PRB) gene disruption (3):

• SMD1163 (his4, pep4, prB1)
• SMD1165 (his4, prB1)
• SMD1168 (his4, pep4)
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INTRODUCTION

Several diverse roles, objectives, and purposes are associ-
ated with a bioprocessing, biochemical, or biopharmaceut-
ical pilot plant. These include, but are not limited to, man-
ufacture of clinical supplies, process development for new
products in the company pipeline, process improvement in-
cluding technical support for existing products on the mar-
ket, and production of biologically produced materials
(which are not intended for the clinic) to support basic re-
search efforts such as screening, assays, and disease mech-
anism elucidation. Unlike chemical pilot plants, pharma-
ceutical pilot plants are used not only to scale up
laboratory processes but also to produce developmental
quantities of chemicals (and biological substances) for
safety, toxicological, and clinical studies (1). Thus, balanc-
ing the demands for scale-up and development research
with those for clinical production is a key dilemma for pilot
plant operation (2). The timing of clinical production is
critical because expensive and time-consuming clinical
programs can be delayed, thus postponing product appli-
cation filings, approvals, and launches (2). Although tra-
ditionally pilot plants have not manufactured material for
sale, accelerated launch dates, deferred manufacturing fa-
cility capital commitments, and other areas of project un-
certainty have prompted consideration and use of pilot
plants for manufacturing in recent years.
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The types of products manufactured using biologically
based methodologies include primary metabolites, second-
ary metabolites (ranging from pharmaceuticals to biopoly-
mers), constitutive proteins, recombinant proteins, intra-
cellular or extracellular enzymes and biocatalysts,
antigens, viruses, polysaccharides, and DNA itself. These
products are made using a wide range of cell cultivation
and isolation techniques suitable for bacteria, yeast, fungi,
actinomycetes, suspension animal cells, anchorage-
dependent animal cells, insect cells, and plant cells. Pro-
cessing equipment varies considerably among these di-
verse systems.

Designing for extensive processing flexibility can be ex-
pensive, potentially in excess of $100 million dollars, de-
pending on the specific process requirements, size, and in-
tended use of the pilot plant. Processing requirements can
change dramatically as products are deemphasized and
reemphasized in development. These decisions on priori-
ties are likely not to result from the robustness of the pro-
cess but rather from the state of the clinical data or poten-
tial market share. The ability to process multiple products
in an acceptable manner typically is desirable to maximize
facility use. Although designers may need to predict future
types of processes and products, they should be cautious
about overdesigning the facility in terms of containment
and flexibility (3).

The general areas required in a pilot plant might in-
clude support labs for bench-scale development and qual-
ity control, production suites for scale-up, utility areas, and
personnel offices, as well as ample storage areas for raw
materials, supplies, product, samples, and documentation
(2). There should be a clear division between controlled and
noncontrolled areas, by utilizing signs at a minimum and
perhaps by physically restricting access. General design
criteria might focus on modularity, simplicity, future
growth provisions, redundancy, construction costs, oper-
ating costs, and air and water waste containment (4). Fu-
ture operating costs are an important consideration for pi-
lot plants because ample funds are necessary for raw
materials, staffing, maintenance, and additional capital
modifications to permit improvements.

OPERATIONAL CONCEPTS AND DESIGN REQUIREMENTS

Several operational concepts influencing design require-
ments need to be resolved before initiation of design ac-
tivities. Agreement should be sought among end users,
operations staff, compliance auditors, environmental con-
sultants, and safety officers as well as from appropriate
levels of management directly or indirectly influencingand
controlling capital expenditures. A written document sum-
marizing consensus on these issues may then become the
basis for conceptual design activities.

Major decisions influencing pilot plant capabilities in-
clude whether the facility will produce bulk drugs (thus
falling under the regulation of Center for Drug Evaluation
and Research (CDER) and following guidelines from
21CFR 210/211) or biologics (thus falling under the regu-
lation of Center for Biologics Evaluation and Research
(CBER) and following guidelines from 21 CFR 210/211 and

600) (5). The level of validation and the validation philos-
ophy are directly related to the end use of the resulting
pilot plant products, specifically whether they are used for
process development, clinical supplies (presafety/basic re-
search, safety, phase I, phase IIa, IIB, phase III), or ma-
terial for sale. Validation strategies, as well as other op-
erational and design issues, are also influenced by whether
the pilot plant is administratively located within the
manufacturing or research division. Individual company
preferences and guidelines for similarity between manu-
facturing and pilot plant areas need to be identified and
evaluated for their impact on the proposed pilot plant fa-
cility. Typical areas targeted for standardization within a
company are vessel designs, computer systems and inter-
faces, equipment vendors, and construction specifications.

Design requirements center around the desired initial
and end product stages of processing, specifically the forms
of the pilot plant inputs and outputs. Example stages in-
clude master/working seed preparation, fermentation
broth, initial captured product (e.g., microfiltration reten-
tate, ultrafiltration concentrate, cell paste), crude product
(e.g., rich ion exchange fraction), finished isolated or sterile
bulk, and filled vials. Ambient, refrigerated, and frozen
storage requirements based on these inputs and outputs
then need to be addressed in the areas of seed, raw mate-
rials, intermediates, clinical supplies, and process sam-
ples.

The scale of the pilot plant relative to current or pro-
posed manufacturing scale and relative to laboratory scale
needs to be established. Generally, a 1:5 or 1:10 scale-up
is common, but smaller ratios can be advantageous in
terms of minimizing risk during factory start-up. The ap-
propriate level of biosafety also must be considered, with
good large scale practice (GLSP) being sufficient for most
recombinant work. Some pilot plant areas may require
biosafety level 1–large scale (BL1-LS) and/or biosafety
level 2-large scale (BL2-LS), and careful consideration of
multiple-use/decontamination issues for BL1- and BL2-
containing facilities is necessary. Solvent use areas need
to be identified and minimized if possible because cost im-
plications for explosion-proof design can be substantial.

Primary motivations to design a multiuse pilot plant
are the conservation of capital and improved response time
for clinical manufacturing needs for new development
products. The strategy for multiuse should be identified
and considered throughout the design process. Common
strategies (6) include using totally dedicated equipment
and limiting production to one product at one particular
production stage, using campaigned equipment in which
multiple products are sequentially processed in the same
equipment “campaign style,” with documented product
changeover procedures completed to minimize cross-
contamination potential, and conducting concurrent
manufacturing in dedicated equipment in which several
products are simultaneously produced in segregated areas
with segregation achieved via physical separation or closed
systems. These strategies result in minimization of cross-
contamination potential through engineering controls,
standard operating procedures (SOPs), or temporal seg-
regation (7). Typical pilot plants combine the second and
third strategies by providing segregated and dedicated ar-
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eas for certain types of processing (e.g., virus and nonvirus
areas, GLSP versus BL1/BL2 areas, beta-lactam antibiotic
processing, heat-resistant spore-former cultivation) (8).
Example layouts for product-specific and common areas
depending on the strategy selected have been described (9).

Guidelines for the use of open versus closed systems for
various processing stages need to be devised and justified
based on available and cost-effective technologies as well
as quality requirements. In a closed system, the product is
not exposed to the immediate environment. The quality of
materials entering a closed system (such as water, steam,
or air entering a bioreactor) is controlled by its quality as
well as the manner in which these materials are entering
the closed system (such as filter sterilization, autoclaving,
or steam sterilization of system connections) (6). In an
open system, the product is exposed directly to the sur-
rounding environment, thus necessitating the creation of
a controlled or sometimes even a closed system around the
open system. One example of this strategy is the transfer
of seed vial contents in a biosafety cabinet. Other examples
might include the supply of higher-quality filtered air to
areas for the cooldown of autoclaved materials and assem-
bly of clean equipment. Thus, levels of containment can be
constructed until all open systems are contained within
controlled or closed systems to meet quality requirements
for the specific processing stage.

The specific issue of potential exposure of product to
spore-forming organisms has been debated extensively.
The closed system concept appears to minimize the con-
cern for airborne spores typically found in the environ-
ment. Cultivation guidelines for spore-forming organisms
within a multiuse facility appear to have been redefined to
evaluate the robustness of the spore type formed. Careful
consideration of segregation has been given when culti-
vating organisms such as Bacillus that form difficult-to-
kill spores. A separate, self-contained area with no shared
equipment, air systems, or entrances minimizes exposure
concerns for other products. The relatively heat-sensitive,
substantially larger, fungal spores have not been high-
lighted as a substantial cross-contamination concern.
Thus, segregation for these types of processes is not as
critical, although it still might be implemented due to com-
pany preferences for separate bulk drug and biologics pro-
cessing areas.

DESIGN

The initial generation of flow charts for a bioprocessing,
fermentation, or isolation pilot plant is best conducted
based on model processes that are developed and critiqued
by several end users of the equipment and facility. These
model processes should be carefully selected as to give ad-
equate and appropriate representation to current and rea-
sonable future needs of the pilot plant. As they form a pre-
liminary but sound basis for equipment and utility sizing,
they should include unit operations as well as expected
cycle times. In some cases, simulation (10–12) or actual
laboratory- or pilot-scale testing (13) of critical equipment
under typical processing conditions or with expected pro-
cess streams may be warranted to further define design

specifications. Example model processes have been pub-
lished for vaccines (14) and intracellular and extracellular
products (15–18). Resulting flow charts can focus on raw
materials for fermentation or isolation, seed development,
fermentation, recovery, crude product isolation, final prod-
uct isolation, product finishing, buffers, utilities, and waste
(including chemical waste, biological waste, and any nec-
essary offgas treatment) (15).

The requirements for these model processes, coupled
with an estimate of the required facility output, can be
used to construct a preliminary architectural layout that
divides the facility into sections (termed modules, cubes,
or suites). These sections are surrounded by controlled cor-
ridors and accessed via airlocks (3). Based on this initial
layout, flow patterns are developed to permit the logical,
usually unidirectional, flow of personnel, raw materials,
product, waste, and clean or used equipment throughout
the facility. Flows are designed primarily to minimize
cross-contamination from multiple products and from
clean and used equipment while maintaining access and
flexibility (3). This separation often is accomplished by us-
ing clean and return corridors located on either side of the
processing area as well as by temporal segregation using
appropriate SOPs. Evaluation of these flow patterns
should be conducted carefully and should incorporate end
users as well as quality auditors. In some cases, companies
may solicit outside good manufacturing practice (GMP) re-
views of the project at this time from external consultants,
a second design firm, or even FDA representatives. Gath-
ering and organizing up-to-date accurate information and
comments about the impact on model process needs are
critical factors in forming a successful basis of design (19).

Example layouts for process flows for biotech facilities
have been published (6,20,21). An extensive reference (in-
cluding (piping and instrument diagrams (P&IDs), lay-
outs, and flow diagrams) for the design of biopharmaceu-
tical plant equipment, utilities, heating, ventilation, and
air-conditioning (HVAC), and waste treatment also has
been published (22). Although it was based on acceptable
practices in 1991, the strategies and concepts for design
presented are still quite relevant. Adequate space around
the equipment needs to be reserved for operations and
maintenance access as well as for related portable equip-
ment. The movement, segregation, storage, and cleaning
of portable equipment such as vessels, skids, hoses, and
carts should be fully examined.

Various reports of successful and problematic aspects of
project design, construction, start-up, and validation have
been published. Cost control issues and the benefits of for-
mulating a master schedule (23) need to be reviewed in
terms of their potential validation impact. Construction
concerns and “lessons learned” from multiple biotech in-
stallations also have been summarized (24). One case
study of a laboratory facility highlights the need for team-
work among client, design firm, and construction manager
(25). This trio can be extended to include the validation
contractor in an effort to minimize “finger pointing” and
“blame storming” when unforeseen problems are uncov-
ered. Regardless of who may actually be perceived as being
“at fault,” the company owning the facility ultimately is
adversely affected by substantial start-up and validation
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delays. A comprehensive overview of biochemical pilot
plant design and operational guidelines appeared in the
mid-1980s (26).

Process Equipment

The major decision regarding process equipment is that of
similarity versus diversity as it applies to specific process
steps as well as multiple products. The extent of common-
ality required in equipment specifications is an important
operational factor to be considered because equipment
specifications are based on inputs from model processes.
For a pilot plant to accept a manufacturing interface role,
at least a portion of the equipment design and selection
should match that of the factory which the pilot plant is
intended to support. For example, if the factory intends to
use continuously sterilized medium for large-scale fermen-
tation, then there should be provisions in the pilot plant
to perform continuous sterilization as products get closer
to the transfer to production. Alternatively, depending on
individual company preferences for the pilot plant role,
later clinical batches (phase II and beyond) might be man-
ufactured in the factory to facilitate eventual process
transfer and ensure consistency of equipment.

Skid-mounted equipment has been often selected in re-
cent installations because it puts the design burden en-
tirely on one vendor, who specifies the appropriate quality,
supply rate, and pressure of the required utilities. Skid-
mounted equipment can be fixed or portable, which per-
mits different types of processing in the same space as
necessary. Consistency in skid designs with respect to com-
ponents and spare parts may be a drawback as vendors
might not be willing to build skids to individual company
specifications without added costs. This situation can be
particularly problematic if the skid manufacturer has ar-
ranged a low-cost deal with a vendor (e.g., diaphragm
valves) or programmed software on a programmable logic
controller (PLC) that may not be the vendor of choice for
the rest of the plant. There also may be incompatibilities
in piping, utility requirements, or software when the skid
is connected (27) if miscommunications occurred between
the skid vendor and the facility designer.

The traditional alternative to skid-mounted designs is
to purchase the equipment components separately and re-
quest the facility designer to develop the system. One ad-
vantage to this approach is that total flexibility in equip-
ment selection now rests with the pilot plant designers,
who may be quite confident in their ability to design the
equipment based on their extensive prior experience.
Drawbacks of this approach include placement of the de-
sign burden on the facility as well as added design costs
for one-of-a-kind systems. Specific references are available
for flow charts and detailed designs for fermentation and
harvest equipment (28–31) as well as for filtration units
(32), chromatographic equipment (20,33,34), and centri-
fuges (35,36). A list of typical process, utility, and support
equipment that might be required in a bioprocessing pilot
plant has been compiled (Table 1).

For a bioprocessing facility, certain aspects of equip-
ment and piping specifications should be uniform through-
out the installation where possible. These specifications

might include requirements for orbital welding of lines,
documented weld inspections, passivation, pressure test-
ing, self-draining (sloped) piping, minimal lengths for dead
legs and pockets, restricted use of flanged connections,
level of polish on product contact surfaces, stainless steel
quality (typically 316L for product contact surfaces), and
use of FDA-approved polymers in specific applications
(gasket, o-rings, valve seats, distribution piping). Proper
storage of fabricated piping awaiting installation as well
as prominent identification of valves and lines also must
be considered. Valve specifications can be important to de-
termine early in the design estimation phase. Valve capital
cost contribution is high because large numbers are re-
quired and any installed valves (either diaphragm or ball)
need subsequent maintenance. Consideration should be
given as to whether live steam, set up as a steam block,
should be used to continually purge the back side of prod-
uct contact valves and whether live steam should be used
for tracing in between double o-rings on a port or manway
(28). While such designs traditionally have increased ste-
rility assurance for lengthy secondary metabolite fermen-
tations, they may create detrimental localized hot spots
during animal cell cultivation. Neither the equipment it-
self nor its disposable or replaceable parts should release
any extractable substances (after the initial postinstalla-
tion rinsing and cleaning steps) into the product (28). An
overview of sanitary piping design, installation, and vali-
dation concerns is available (37).

Transfer piping strategy is another major design deci-
sion. One common strategy is for several transfer lines to
meet at a transfer panel or process manifold, typically lo-
cated at a high point between two or more areas, and be
connected using spool or “jumper” pieces to move material
in the desired fashion (3). Steam entry is at the high point
and condensate drainage at the low point for steam-in-
place (SIP) during sterile transfers. Clean-in-place (CIP)
solutions are passed along the direction of the transfer.
Advantages to this approach include reduced piping dis-
tribution costs and space requirements, which can multi-
ply rapidly when multiple tanks and multiple types of pro-
cess transfers are required. Disadvantages center on
operational restrictions concerning the elapsed time be-
tween successive transfers through a common manifold
system as well as cross-contamination associated with
transfers of nonsterile media/buffer, sterile media/buffer,
inoculum, harvested broth, CIP solutions, and water
through common lines. A listing of product and nonproduct
transfer line/utility piping that might be required in a bio-
processing facility has been compiled in Table 2.

Both sterilization and cleaning sequences need to be de-
fined and documented during the equipment and transfer
piping specifications because retrofits after installation
can be time consuming and expensive. P&IDs should be
traced through these sequences before approval by both
operational and validation personnel. Requirements for
validation testing and in-use monitoring of equipment
operation also need to be identified during the equipment
specification phase. Examples include sizing condensate
lines to permit adequate drainage of condensate when
spore strips are present, specification of additional vali-
dation ports for thermocouples on vessels and condensate
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Table 1. Types of Processing Equipment and Utilities Possibly Required for a Bioprocessing Pilot Plant

Fermentation and harvest Isolation Utilities Support

Culture storage freezer Low-pressure chromatography
columns

Clean steam generator Sterilizing autoclave

Incubator/shaker High-pressure chromatography
columns

USP purified water system Decontamination autoclave

Biosafety cabinet Solvent blending and delivery
system

WFI system Depyrogenation ovens

Laminar flow hood Sterile filtration assembly Deionized water Laminar flow hoods for
cooldown and equipment
assembly

Seed fermentor(s) Laminar flow hood Process (city) water Glasswasher(s) (glassware,
vials, stoppers)

Production fermentor(s) Liquid transfer pumps Compressed clean air Buffer preparation tanks
Nutrient feed tank(s) Dispensing machines Compressed instrument air Media preparation tanks
Harvest tank(s) Chemical fume hood Compressed plant air In-line mixer
Microfiltration skid Portable tanks Compressed gases (O2, N2, CO2,

NH3)
In-process sample refrigerator/

freezer
Ultrafiltration skid Laboratory-scale centrifuge Electricity Raw material, cold/frozen

storage
Pilot-scale centrifuge Ultracentrifuge Chilled water Floor and bench scales
Homogenizer In-process refrigerator/cold

room/freezer
Cooling tower water Process and equipment

monitoring/alarm systems
Continuous sterilizer Product refrigerator/freezer Plant steam Uninterrupted power source

(UPS)
Filter integrity tester Syringe/vial filling equipment Glycol Offgas analyzer (mass

spectrometer)
Sterile tubing welder Lyophilizer HVAC and building automation

system
Bar-code system

CIP skid(s)
Biowaste inactivation system
Environmentally potent

chemical destruction system
Dust collection system

Table 2. Transfer Lines and Utility Piping Possibly
Required in a Bioprocessing Pilot Plant

Product contact Nonproduct contact

Utilities
Clean water
Clean air
Clean steam
CIP solutions
Other compressed gasses (CO2,

O2, N2, NH3)
Process

Sterilized medium or buffer
Sterilized nutrient/acid/base/

antifoam feeding
Nonsterilized medium or buffer
Inoculum
Harvest

Utilities
Chilled/cooling water

and/or glycol
Instrument/plant air
Plant steam
Contained sewer
Chemical

(noncontained
sewer)

Sanitary water
Vacuum system
Natural gas

lines, installation of product contact utility sampling sta-
tions (especially at worst-case locations), and installation
of temperature sensors on critical lines to monitor sterili-
zation and proper trap operation.

Utilities

Product contact utilities might include water, clean steam,
compressed air and other gases, and CIP systems. Non-

product contact utilities generally include chilled water,
instrument air, plant steam, and plant air, although in
some cases plant steam may be appropriate for product
contact (Table 3). A listing of product and nonproduct con-
tact utilities is compiled in Table 2. Multiple utility use
points are located within and among suites for both prod-
uct and nonproduct utilities; these are organized into util-
ity stations for each equipment skid. To minimize piping,
it might seem convenient to use product contact utilities
in nonproduct contact applications such as compressed
clean air on a vessel jacket, relying on a check valve for
backflow prevention. This approach can risk disaster be-
cause the operation and quality of utilities can affect pro-
cessing throughout the entire facility. Cross-contamination
for product contact utilities among suites is rare because
of positive pressures of utilities piping into each module.

Peak utility loads should be based on carefully investi-
gated assumptions that are transferred from design di-
rectly to validation testing. Although it may be possible to
run several large fermentors simultaneously, each at max-
imum airflow rate, it may be less likely that several large
fermentors are cooled simultaneously after completion of
sterilization. Thus, air compressors might be sized assum-
ing maximum load while process chillers might be sized on
the basis of an operationally realistic fractional load. As-
sumptions about processing cycle times and tank volumes
are important particularly when sizing CIP systems and
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Table 3. Example Plant Steam and Clean Steam
Achievable Quality Comparisons

Quality attribute Clean steam Plant steam

Bioburden �0.1 cfu/mL �0.1 cfu/mL
Total organic carbon �0.5 ppm �2.0 ppm
Endotoxin �0.25 EU/mL �0.5 EU/mL
pH 5–7 5–8
Conductivity Meets USP 23 Suppl.

5 standards
N/A

liquid waste decon systems. Shorter (20-h) Escherichia coli
fermentations might require a smaller tank volume [1,000
L] but are run more frequently, compared with longer
(400-h) fungal fermentations, which might require a larger
tank volume (20,000 L) but are run less often.

Product Contact. The most critical product contact util-
ity is often water because of the sheer volume needed dur-
ing typical processing steps. It is well known that the qual-
ity of water needs to be appropriate for the intended
application, but water system design decisions often are
conservative. In many installations, purified water is used
for upstream processes while WFI is reserved for down-
stream isolation and for cultures sensitive to endotoxin
such as animal cells (38). A brief overview of various meth-
ods to produce pure water is available (39).

Water-for-injection (WFI) is often favored for the entire
facility for uniformity. Specifications are set for parameters
such as bioburden (typically 0.1 cfu/mL) and endotoxin
(typically 0.25 enzyme units, EU/mL) as well as USP
chemical tests that include conductivity, pH, and total or-
ganic carbon (TOC). WFI systems containing stills gener-
ally are designed as a hot 80 �C loop with point-of-use cool-
ers that can provide water at a user-selected temperature.
These coolers can form deadlegs and thus require substan-
tial flushing before use. It is also possible to design a cold
or ambient WFI loop with periodic (typically daily) heating
to 80 �C or ozonization for sanitization purposes. In some
applications, reverse osmosis (RO) systems are used, but
care of the membranes is critical to consistent operation.

USP purified water is an attractive alternative to WFI
for various upstream applications. Specifications include
bioburden (typically 100 cfu/mL) and USP chemical tests.
Although such systems can be operated hot or cold, recent
success with ambient systems sanitized with ozone and
ambient systems sanitized chemically (40) has been re-
ported. Other noncompendial grades of water may be re-
quired. In these cases, quality attributes typically are es-
tablished by the facility to address the needs of specific
processing steps (Table 4). Examples might be deionized
water with bioburden (typically �500 cfu/mL) and resis-
tivity (�1 Mohm) specifications or process water (munici-
pal water passing through a break tank).

General design elements for water systems include the
desired flow rate at each use point and the desired number
of simultaneous use points in operation. Use-point posi-
tioning should consider the height of the take-off valve,
automation of take-off valves, and sink or sewer location
for flushing, as well as cleaning, sanitization, and accept-

able noncoiled storage for associated use-point hoses.
These values are combined to obtain the total “take-off”
flow rate; the system and piping are then sized such that
velocity of the remaining flow rate is sufficient to minimize
bioburden and biofilm growth. Suggested methods for ob-
taining this residual velocity have been outlined (41). In
addition, water systems should be designed with specific
sanitization procedures identified at the outset. Steam,
ozone, or chemical sanitization methods are most common,
although steam sanitization generally has not been rec-
ommended for plastic loop systems because of concerns
about distribution pipe sagging. Plastic systems utilizing
polyvinylidene fluoride (PVDF) instead of stainless steel
are becoming more common and effective at achieving even
WFI conditions. A direct comparison of plastic piping with
stainless steel with respect to ion leaching, smoothness,
and cfu counts has been made (42).

Clean steam can be generated from a purified water
feed using plant steam for supplying heat of vaporization.
Increased heat exchanger fouling may occur if a controlled
feed water supply is not used. Clean steam distribution
piping is designed with regulators to reduce the pressure
from 5 atm down to about 2–2.5 atm as needed for typical
SIP operations. Sanitary pressure gauges, placed near or
on equipment skids, can assist in determining dynamic
pressures during SIP cycles. Steam sampling stations gen-
erally take the form of a removable sanitary trap to which
a sample cooling device (typically a heat exchanger) is at-
tached. Consequently, a source of cooling water is neces-
sary, either piped from local lines or transported by gravity
via a portable holding tank about 20 L in volume. Traps
should be placed in header branches and equipment supply
lines such that condensate buildup does not occur when
skid equipment is isolated for repair. Periodic cleaning of
the clean steam system assists in cleaning fouled heat ex-
change surfaces and in minimization of rouging.

Compressed air in product contact generally is used for
fermentation sparger air supply and pressurized transfers.
Oil-free compressors are favored, with intakes positioned
away from other building effluents. Heating up to and
holding at 200 �F (93 �C), typically accomplished by design
of the compression ratio and residence time in a receiver,
is desirable to minimize airborne biological contaminants
such as bacteriophage, although there is some evidence
that submicrometer (0.1 lm) filtration also can be effective.
Humidity can then be reduced from the compressed air
using refrigeration and desiccant dryers. Moisture removal
is desirable to a dew point of �40 �C. Air is then microfil-
tered (0.2 lm) at the point of use to remove microbes and
particulates. Compressed air may be sampled for any or
all of the following depending on the application: identity,
hydrocarbon level, microbial content, and particulates.
Other gases may be required for the facility such as oxygen
enrichment for microbial cells, carbon dioxide for pH con-
trol of bicarbonate-buffered media, nitrogen and oxygen
supplementation for animal or insect cells, and appropri-
ate gas blending and control systems. Planning should con-
sider storage of bottled gas cylinders outside the facility or
in segregated maintenance areas to minimize the trans-
port of unclean cylinders in controlled locations.
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Table 4. Comparison of Example USP Purified Water, Deionized Water, and Process Water Achievable Quality Attributes

Quality attribute USP purified water Deionized water Process (city) water

Bioburden �100 cfu/mL �500 cfu/mL �500 cfu/mL
Coliforms Absent Absent Absent
Total organic carbon �0.5 ppm �2.5 ppm �5 ppm
Endotoxin �0.25 EU/mL (for information only) N/A N/A
pH 5–7 5–8 5–8
Conductivity/resistivity Meets USP 23 Suppl. 5 standards �1 Mohm N/A

CIP skids can be portable and moved into place in the
suite at a designated utility location or one or more fixed
main skids can be located permanently in the utility area.
CIP systems are composed of supply and return pumps,
one or more cleaning agent dilution tanks, provisions for
heating cleaning agents, and a PLC for sequence control
and associated data acquisition. Because multiple tankage
and pumps are required (20), these skids often are located
in utility areas where acid- or caustic-based cleaning
agents arriving in drums can be suitably diluted. More
than one CIP skid may be necessary to provide product
segregation and minimize cross-contamination. Multiple
skid requirements depend on design decisions concerning
the level of containment and product segregation (3) as
well as capacity.

Nonproduct Contact. The type of cooling/heating sys-
tem desired, while not in product contact, has widespread
design implications. Recirculating temperature control
loops containing high surface area/unit volume heating
and cooling heat exchangers, an expansion tank, and a cir-
culation pump are common. These systems rely on indi-
rectly heating or cooling of jacket fluid so their response
can be slow, particularly if heat exchangers were not sized
according to user expectations. The involvement of heat
exchangers means that practical application may be lim-
ited to vessels a few thousand liters in size. Jacket fluids
can be water, glycol, or novel fluids with wide temperature
ranges. Operation of the circulation pump and internal (as
well as external) integrity of the heat exchangers are also
critical. Cooling heat exchangers can use either chilled wa-
ter or glycol, whereas heating heat exchangers generally
use plant steam. Dual parallel filter housings, containing
10 to 50-lm elements, are advantageous to reduce heat
exchanger fouling. Sediment buildup on filters can be
monitored using measured pressure differentials across
the filters, and the assembly can be designed so that one
filter may be replaced while maintaining flow to the second
filter.

Direct application of heating or cooling fluids to process
jackets is the traditional alternative. Consecutive appli-
cation of chilled water and steam on the jacket is accept-
able if the design evacuates the jacket using higher-
pressure compressed air such that banging is minimized.
Use of glycol and steam on the same jacket can have en-
vironmental implications from glycol losses. Regardless of
the indirect or direct mode of application, jacket design can
greatly affect heat transfer effectiveness. Dimpled or
straight jackets are preferred for smaller vessels, with ex-
ternal half-pipe cooling coils used in larger vessels. The

largest manufacturing scale vessels utilize internal cooling
coils but these present additional internals for cleaning
and increased sterility risks, particularly at welds, because
cooling water can be at a higher pressure than the fermen-
tor contents.

Filtered dried instrument air, typically at a pressure
near 100 psi, is required for solenoids. Pressure specifica-
tions for control valve operation vary considerably among
vendors. Plastic hosing, although convenient and cost ef-
fective, should be evaluated carefully for instrument air
lines, especially on hot equipment where heat-induced
leaks can develop and in solenoid cabinets where crimping
can slice the tubing. A backup instrument air compressor
can minimize operational consequences from supply pres-
sure dips. A separate compressed air source, at a higher
pressure than chilled/cooling water and jacket steam, is
desirable for evacuation of vessel jackets to minimize risk
of backflow into the instrument air system.

Natural gas usage, if required, might best be addressed
using bottled gas for safety reasons, which discourage dis-
tribution piping throughout the facility. Favored for flam-
ing of openings in many microbiological procedures, the
use of Bunsen burners in a biosafety cabinet or laminar
flow hood should be examined carefully with company
safety department representatives. Care should be taken
to minimize the potential for reaching the lower explosive
limit near the motor of the cabinet or hood. Compatibility
of plastic laboratory ware with flames also should be en-
sured.

HVAC. HVAC is a key and costly component of the fa-
cility. Its design and operation needs to be understood by
operating, maintenance, and quality assurance personnel.
Requirements for air cleanliness, as well as the ability to
achieve them, are determined by HEPA filtration, airflow
volume, and pressurization room design as well as the type
of operation being conducted (Table 5) (3). HEPA filters are
often used for inlet air but are only used for exit air when
required by biosafety containment. The specific classifica-
tion of processing areas depends on processing step quality
concerns. Classification level, representing the maximum
number of particles permitted per cubic foot of air sampled,
of an area increases from fermentation (class 10,000–
100,000; 20–40 room changes per hour) to purification
(class 1,000–10,000; up to 100 room changes per hour) (3).
Within a room there are cleaner areas surrounding open
transfers (e.g., biosafety cabinets or laminar flow hoods)
that are class 100 (540 changes per hour) (43). For viable
particles, the range is from class 100,000, which permits
2.5 cfu/ft3, down to class 100, which permits 0.1 cfu/ft3 with
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Table 5. Example Controlled and Noncontrolled Area Achievable Quality Comparisons Based on Room Design

Type of area Pressurization Airflow changes (#/h) Inlet filtration Nonviable (#/ft) Viable (cfu/ft3)

Bulk fermentation processing None 60 Coarse �250,000 �25
Laboratory Positive 60 Coarse �100,000 �2.5
Laboratory Positive 10 HEPA �100,000 �2.5
Laboratory, clean construction Positive 25 HEPA �100,000 �2.5
Laboratory, clean construction Positive 20 HEPA �10,000 �0.5
Laboratory, contains autoclave Positive 100 HEPA �100,000 �2.5
Laboratory, contains glasswasher Negative 50 HEPA �100,000 �2.5

intervening levels generally determined by individual ap-
plication (43). Sufficient air velocities also are necessary to
dilute particulate contaminants. In some cases, separate
air handlers are considered for critical sterile areas, inoc-
ulum preparation areas, high particle or dust areas, and
segregated product areas. In other instances, airflow is de-
signed in a once-through pathway, which may increase
heating and cooling utility costs substantially.

Inlet air enters from the top of the room, flows down-
ward, and exits from ducts near the floor. Any recircula-
tion, which may be desirable to minimize capital costs for
heating and cooling equipment as well as operational costs,
should be only from the room where the air originated,
limited to areas that do not generate substantial amounts
of particles, and pass through inlet HEPA filters again.
This strategy is beneficial to the life span of the HEPA
filters and the ease of maintaining constant temperature
and humidity (3). Exit ducts should be placed near equip-
ment within a processing area that generates the most par-
ticulates or aerosols so as not to spread them throughout
the area. Specific examples include autoclaves, glass wash-
ers, and cell-disrupting homogenizers.

Room pressurizations should be higher for cleaner areas
and lower for areas that generate particles (3). Higher
pressurization levels should be assigned to airlocks be-
tween adjacent areas for which it is desired to minimize
cross-contamination. Relative pressurizations between
rooms sharing a common wall should be considered to sup-
plement or minimize reliance on completely sealing rooms
during their construction. The use of door sweeps and gas-
ketted ceiling tiles to achieve and maintain pressurization
should be evaluated relative to floor cleanability and ceil-
ing maintenance access, respectively. Pressure differen-
tials might be as high as 0.03 in of water between classified
areas and as high as 0.05 in between classified and non-
classified areas. Lower pressure differentials might be ac-
ceptable depending on the specific product so long as the
direction of airflow remains consistent. Interlocks, control,
monitoring, and alarm building automation systems may
be designed to reduce pressure losses when doors are
opened and to alert users to unsatisfactory conditions.

Facility temperature is generally maintained on the
cool side because gowning tends to make workers warm.
Inaccurate assumptions concerning the impact of radiant
heating may cause temperatures to be higher than desired
on certain days of operation. Humidity should be comfort-
able to avoid drying of workers’ respiratory membranes
during extended hours. Care should be taken to specify
tolerance limits that have quality implications relevant to

the processing steps expected to be conducted in that area
to avoid unnecessary facility costs. While specific example
guidelines are 23 � 3 �C for temperature and 40–60% rela-
tive humidity (44), substantially larger ranges may be ac-
ceptable for many processing applications. An extensive
P&ID design of HVAC for clean spaces is available as a
published reference (43). In addition, consideration should
be given to Federal Standard 209E, Airborne Particulate
Cleanliness Classes in Clean Rooms and Clean Zones, as
well as European Economic Community (EEC) regulations
that establish parallel categories of Grade D (100,000),
Grade C (10,000), and Grades A � B (different designs of
class 100) (43).

Containment

Similar issues exist for product, environmental, and per-
sonnel protection. Often the resulting design specifications
overlap with those items necessary for sterile or sanitary
operation. This concept is addressed in the literature (45)
in which solutions to prevent microbial transport for the
purposes of containment were compared with those to
maintain sterility for fermentors. A unified approach is
recommended with the goal of minimizing unnecessarily
stringent specifications that can substantially augment
capital and operating costs. Environmental and personnel
protection issues should be evaluated for each new process
undertaken by the facility, along with product protection
quality concerns. Samples of broth, and other product, in-
termediate, and waste streams, should be submitted for
aquatic and human toxicity testing in advance of process-
ing in the pilot plant when appropriate. Preliminary lab-
oratory data then might be available to evaluate potential
hazards in conjunction with published documentation con-
cerning the relationships of the questionable compounds,
raw materials, or organism with known hazards.

Product Protection. The major concept for product pro-
tection is the closed system in which all material entering
or leaving the process must be controlled in a specified and
documented manner. This requirement extends to product
contact utilities such as purified water, clean steam, com-
pressed air, and controlled/monitored room air so that
when equipment is opened for cleaning the quality of the
surrounding environment is consistently at a known and
documented level. The equipment is cleaned to an accept-
able quality level. After sterilization, material enters the
closed system via a sterilizing filter, steamed connection to
an autoclaved bottle assembly, or sterilized transfer line.
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Offgas passes through a 0.2 lm steam-sterilized vent filter,
often contained in a low-pressure steam-jacketed housing
preceded by a coalescing filter, condenser, or vent heater
to avoid pluggage from moisture. Double mechanical seals
are utilized with a barrier fluid of a controlled quality (typ-
ically condensed clean steam) at a higher pressure than
the vessel. A closed system also can be used to surround
an open operation such as the use of isolator technology
(i.e., glove box) as an alternative to clean rooms or bio-
safety cabinets (46,47).

Environmental Protection. Environmental protection
concerns focus on emissions in air, liquid, and solid waste.
State air permits typically are required for new vessels and
need to be altered if additional air treatment devices such
as vent filters, incinerators, or scrubbers are added. Hy-
drophobic vent filters can provide emergency foam control
and prevent external product release. These filters can be
monitored for pluggage over cultivation time using pres-
sure differentials with plugged filters able to be replaced
during a run only if a bypass line has been installed. Liquid
emissions include accidental spills/sewerings, which can
be minimized by locking vessel bottom valves, blocking
open sewer connections, collecting sample line flush waste,
and providing clear written instructions to personnel re-
garding batch disposition using batch sheets and appro-
priate signs. Dikes, troughs, and vaults can be used to con-
tain large spills or divert inadvertently sewered material.
Sample waste can be minimized using low-volume sam-
pling devices. Thermal or chemical (less common) batch or
continuous kill tanks need to be considered for biological
hazards. For chemical hazards, other appropriate waste
destruction and minimization systems may include hot
caustic hydrolysis, reverse osmosis, and evaporative con-
densers. Batch leakage into cooling water utility systems
can be minimized by pressurizing utility systems higher
than the batch, but this might introduce contamination if
jacket cooling coils develop leaks. Alternatively, the utility
system return headers can be isolated from general use
until their contents are treated and/or tested. This solution
might be attractive for cooling water as well as condensate,
especially when it is returned to river sources. Care must
be taken to avoid sequestering large quantities of potential
waste for long periods of time. Solid waste can be con-
trolled procedurally using clearly labeled containers.

Personnel Protection. Personnel protection is not as
great a concern now that most recombinant organisms can
be grown under typical operating conditions of GLSP. For
other pilot plant processes requiring personnel protection,
either the culture is rated at or above BL1-LS or a com-
pound produced by the culture adversely affects human
heath (e.g., a genotoxin, mutagen, teratogen, or carcino-
gen). Environmental monitoring of the operating area is
necessary for the compound or culture of interest using air
or swab sampling techniques. For optimal recovery, swabs
should be soaked in a solvent known to dissolve the com-
pound of interest. Screening and monitoring of personnel
potentially in contact with the process (operator, mechan-
ics, janitors, engineers, visitors) must be arranged and no-
tification given to those personnel at unacceptable levels

of risk relative to their individual health histories. A key
element of personnel protection is personnel protective
equipment (PPE). This equipment can include gowns, uni-
forms, safety glasses, lab coats, and gloves at a minimum
but can be extended to include face shields and respirators
as required. Spill response equipment, procedures, and
training are also necessary.

Reduction to practice techniques are presented in the
literature for general biocontainment issues (48) and bio-
containment regulations and requirements (49). Specific
examples are available for the design of waste inactivation
systems (50,51), contained facility design and operation
(52,53), design details for cleanliness and containment for
floors, walls, ceilings, and penetrations (54), and contained
sampling systems (55).

Instrumentation

The main purpose of a pilot plant is to collect data in as
many ways as possible. Thus, a large fraction of the pilot
plant capital allocation might be devoted to instrumenta-
tion. Traditional instruments for on-line monitoring, par-
ticularly for fermentation, include pH (56), dissolved oxy-
gen (DO) (57–59), temperature, agitator speed, agitator
power draw, backpressure, foam detection, batch level or
weight, airflow rate, and vent gas analysis via mass spec-
trometry (60). Redundant instrumentation is desired for
critical parameters such as pH and DO. Instrumentation
for isolation monitoring includes monitoring of conductiv-
ity, pH, ultraviolet wavelength intensity, and refractive
index detection. Useful utility instrumentation includes
on-line total organic carbon (TOC) and resistivity/conduc-
tivity meters. Local readouts of transmitter values can be
useful, particularly for pressure and possibly temperature,
although the potential for differences between field and
control room values may have to be addressed.

Many novel sensors have been developed including dis-
solved carbon dioxide probes (56,61), redox sensors (56),
glucose sensors (62), near-infrared detectors (63,64), fiber
optic biosensors (65), fluorometry of intracellular NADPH
(66), and cell density probes (67–69). Another novel mea-
surement device example incorporates fermentor side
streams to measure viscosity on-line (70). A description of
useful sensors may be found in the literature (71). Char-
acteristics of on-line and in situ devices include cleanabil-
ity, minimal drift, minimal interferences, versatility, ster-
ilizability, ease of calibration, and several other factors.
Utilization of any sensor should be evaluated for its effect
on bioreactor sterility as well as product quality.

Automation and Control

The need for flexibility and change within the pilot plant
(as compared with production) needs to be apparent in con-
trol schemes, event sequencing, data collection and pre-
sentation, and alarming (72). Increased amounts of auto-
mation restrict abilities of the end user to implement
changes, but do reduce the number of manual operations
and thus possibly headcount. Specifically the control sys-
tem needs to readily permit set-point and alarm changes.
Control systems can be distributed or centralized, with dis-
tributed control systems (DCS) favored because there are
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individual controllers/computers for each unit, often con-
nected to a central computer via a high-speed network.
Thus, the loss of one centralized computer is not cata-
strophic (72).

While there can be “islands of automation” within a fa-
cility, connectivity in a centralized location for data moni-
toring, set-point/alarm changes, and data archiving might
be desirable. Substantial advantages exist for localized
controls on skids when many field-based inputs are re-
quired based on an operator’s evaluation of field condi-
tions. A local readout of monitoring data versus a central-
ized “control room” monitoring area (or even both) is
dependent on the degree of operator supervision versus in-
tervention required for the processing. This decision is re-
lated directly to the flexibility of operators to go in and out
of the field in terms of gowning procedures and ease of
access. The ability to remotely input set-point or alarm
changes can be useful when containment or product pro-
tection levels are high. Multiple areas for setting param-
eter values need to be considered carefully from the aspect
of operational control to avoid duplication of desired
changes and to minimize batch record log omissions. Ver-
bal communications between the field and the control room
using radios or intercoms also need to be considered.

Distributed control systems are favored for process
management. System architecture requirements vary de-
pending on the processing requirements but examples for
a non-PC based system have been published (73). Distrib-
uted control systems also can be PC-based using commer-
cial PC control/data acquisition software (74). In either
case, some type of process-level controller is required such
as a PLC, loop controller (LC), personal computer–based
controller) (PCBC) (32). The ability for those without com-
puter expertise to easily modify and understand control
sequences using newly developed commercial control soft-
ware is attractive but requires effective change control and
documentation procedures. The ability to readily configure
the data acquisition system to download and archive data
is a consideration important for later operation and pro-
cess development.

There are several types of computer inputs and outputs
(72), which include (1) digital inputs in the form of an on–
off signal used for foam probe, pressure, flow, or tempera-
ture switches; (2) digital outputs in the form of an on–off
signal used for the flow of antifoam, open–close valves, or
pump/motor start/stops; (3) analog inputs in the form of
an amplified output in the range of 4–20 mA used for tem-
perature, pressure, pH, dissolved oxygen, flow, and power
draw; and (4) analog outputs in the form of a proportional
signal that controls the valve opening via an I/P conver-
sion, typically used for back pressure, cooling, and airflow
valves or for signals such as motor speed.

The type of control most frequently utilized is the pro-
portional integral differential (PID) control loop. It is tuned
using three parameters to minimize oscillations, which can
change depending on the specific process (e.g., for dissolved
oxygen cascade control of a fermentor cultivating faster-
growing E. coli versus slower-growing yeast cells) or over
the course of the same process (e.g., for glucose and ethanol
consumption phases of a baker’s yeast fermentation) (75).
These three parameters are the size of the error relative

to the proportional band with smaller bands resulting in
more sensitive systems, integral of the error over time with
longer error durations resulting in greater corrections, and
rate of error change with time with larger increases in cor-
rection with time calculated the faster the error is growing
with time (71). Typically the third parameter is at a min-
imal value near zero for the optimally tuned loop.

A conscious decision needs to be made concerning the
desired level of automation for CIP, SIP, and vessel-to-
vessel transfers. Higher levels of automation may ensure
reproducibility of operation, reduce reliance on operational
staff, and simplify SOPs. Raising the level of automation
increases capital, validation, and maintenance costs while
reducing flexibility. Operating personnel who routinely ob-
serve automated processing steps may be less familiar
with the details of automated versus manual equipment
operational sequences. A domino effect may exist in that
automation of one valve may lead to automation of several
related valves, severely increasing design complexity and
cost. Limit switches often are installed that confirm to the
control system that the desired automatic valve has
opened or shut as requested. Automatic pulsed diaphragm
valves have been successful for nutrient feeding as well as
for sterilization of transfer lines in automatic plants (76).
One prominent example of a highly automated but appar-
ently reliable fermentation facility is operated for the man-
ufacture of cephamycins as well as for pilot use (77). Typ-
ical diagrams for monitoring and control of a fermentor
(20,72) and for monitoring and control of an ultrafiltration
unit (32) have been published.

Data Acquisition and Archiving

The collection and management of data during pilot plant
operations are critical, with the collection interval depen-
dent on the nature of the processing step. For fermenta-
tions, intervals might be every 15–20 min during second-
ary metabolite or animal cell cultivations but might shrink
to 5–10 min for faster-growing bacterial or yeast cultures,
especially when a key process addition or change is
planned to be made on the basis of offgas or dissolved ox-
ygen data. Typically, 5- to 10-min intervals are appropriate
for microfiltration or centrifugation operations. Smaller
data collection intervals may create substantial data ar-
chiving demands that may be alleviated by only saving
those data substantially different from previous values,
based on some user-defined value. Continuous data collec-
tion in the form of chromatograms is typically required for
chromatographic operations.

In-process trending of data is attractive to permit
timely evaluation of process status and troubleshooting of
processing problems. Automatic recording of alarms and
changes to the control system, preferably sorted according
to the equipment and/or batch on which they occurred, also
can help trace back processing problems and actions taken.
On-line data might be archived on a common server by
some unique batch delimiter, according to the established
facility SOP for archiving data. One formidable challenge
is to incorporate off-line data in the same or a closely re-
lated reference database; this off-line data can get frag-
mented among the notebooks and files of individual re-
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searchers. Novel customized systems for bar-coding
samples taken from the field and creating a database for
results can be helpful and can also create possibilities for
the use of robotic systems for sample analysis. Remote ac-
cess is an attractive option for monitoring processes from
off-site locations. Remote alarming can be triggered to a
satellite pager, thus removing the necessity for round-the-
clock coverage. Remote control of operations can be admin-
istratively challenging to regulate and document as well
as a potential safety issue. Security issues must always be
considered for any established remote capability.

Warehousing

Warehousing needs for the facility need to be determined
based on expected production capacity. Common items that
might be stored include ambient, cold, or frozen solid or
liquid hazardous and nonhazardous raw materials (con-
trolled temperature and/or relative humidity storage), dis-
posables, equipment, and spare parts as well as sample
and product storage. Computerized inventory systems, or-
ganized by process or equipment, can be useful for most of
these items with reminders to reorder when supplies de-
cline to a critical level. Marker equipment also might be
purchased for long-lead replacement parts for which re-
dundancy was not desired during the original facility de-
sign. Sizing of these storage areas should consider typical
lot volumes of prepared culture media and solids to mini-
mize repetitive release testing for multiple lots. For a pilot
plant, in which several diverse processes may be run, ad-
ditional process-specific storage often is required. The rela-
tive amount of storage necessary in the building should be
compared with other on-site and off-site options. Vendor
manufacturing schedules often require purchasing larger
quantities of rare raw materials to avoid future shortages.
In this instance, if on-site storage is not available, vendor
storage or a third-party warehouse alternative may be re-
quired. Warehouse access may need to be restricted de-
pending upon the nature of its contents. There should be
segregation for released, unreleased, and quarantined ma-
terials either by physical separation or by designated la-
bels.

While the entire facility should have a comprehensive
pest monitoring program, as well as an SOP, there may be
a need to directly address pest control, particularly for
flours and meals used in certain secondary metabolite fer-
mentations. These food ingredients when purchased for
pilot-scale fermentation purposes may not pass through
fumigation unless specifically requested on the purchase
order. Typically, larger customers in the food industry have
invested capital for on-site fumigators, but commercial nu-
trient vendors may not have this type of equipment be-
cause of their high rate of inventory turnover.

Staging areas should be available for collecting raw ma-
terials and supplies for a specific batch. Some method of
inventory assessment and control should be available; one
convenient method is to use computerized bar-coding to
check inventory as well as to confirm use of specified ma-
terials when charging occurs. In addition, controlled sam-
pling areas (to provide raw material protection, environ-
mental, and/or personnel protection) for sampling raw
materials may be necessary.

Backup Systems and Redundancy

A critical design decision centers on the level of backup or
redundancy required in the pilot plant. While typically
none of the material created in the pilot plant is “for sale,”
mechanical problems can delay processing and clinical ma-
terial production, which may interrupt clinical supplies
and compromise the success of ongoing studies. Even if no
clinical material is at risk, process development efforts are
hampered when experiments are frequently interrupted
for mechanical support-type equipment failures (4). Sce-
narios that might be protected against include loss of clean
steam lubrication to agitator seals, loss of positive air pres-
sure on a sterile tank, and loss of electrical power to a con-
troller. Corresponding equipment needs might include re-
dundant clean air compressors, clean steam generators,
and purified or WFI water generation systems, with the
peak plant capacity needs split between two systems
rather than relying on a single system sized for peak us-
age. Such redundancy usually is achievable because utility
costs are low compared to equipment costs (4). An unin-
terrupted power source (UPS) system sized to include the
most critical equipment (typically controllers and data ac-
quisition devices) might also be installed. Backup power
for large electrical loads such as motors might not be eco-
nomical; however, consideration might be given to install-
ing connections for a gas-powered generator if future eval-
uations altered the economics.

Future Expansion and Modification

Because future processing needs may change, the pilot
plant must adapt to maintain its usefulness to the com-
pany. Large initially underutilized spaces might be outfit-
ted with utility headers to minimize processing disruption
during future installation. Oversizing of utilities for antic-
ipated future loads (4) as well as unforeseen procedural
modifications warranted on the basis of validation testing
results such as additional rinsing cycles assures subse-
quent flexibility. Selection of portable equipment permits
exchanges for new processes, provided there are proce-
dures developed for storage and start-up of this equipment.

One aggressive approach to increase versatility is the
availability of a modular mobile validated pilot plant (78),
composed of a system of interconnected and integrated
modules. Modules are selected according to processing
needs and can be assembled rapidly to form a processing
plant capable of undergoing validation. Production mod-
ules include fermentation, recovery, and purification; the
utility module includes clean water and clean steam; the
personnel support module includes lockers and changing
areas; and the HVAC module houses the air handling and
filtration equipment. Additional modules can then be
added or deleted as required.

OPERATION

Each pilot plant facility must decide for itself whether it is
required to operate in a continuous mode of GMP compli-
ance or whether it can selectively apply GMP practices to
certain batches [but not to other concurrently run batches]
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or during certain specific processing periods. A conserva-
tive solution might be to operate continually in GMP com-
pliance, thus insuring facility readiness and preventing
omission of a required procedure for an actual batch des-
tined for the clinic. Dual GMP and non-GMP operation
serves to create two standards and may cause confusion
among operating and maintenance staff. If dual operating
modes are considered, then a clear distinction between
GMP and non-GMP operation must be established, docu-
mented, and maintained.

Maintenance

Preventative. Preventive maintenance (PM), performed
during an annual facility shutdown, is probably the most
important factor influencing smooth operation throughout
the upcoming year. The scheduling of an annual facility
shutdown is desirable for several reasons including the
ease of lockout and tagging of hazardous energy sources,
the time economies of concentrating several maintenance
workers in a single area, and the ability to collect and doc-
ument completion of a large fraction of maintenance work
at one time. This yearly PM binder can then serve as the
model for maintenance personnel for the following year’s
shutdown. Individual PM work orders, spread over the
course of a year, result in substantial time and effort ex-
pended in scheduling, preparing, and documenting the
work done. Interspersing of annual PM work among batch
processing inevitably results in PM delays due to equip-
ment and/or manpower unavailability. Guidelines for plan-
ning and executing an annual plant shutdown are avail-
able (79).

All PM work orders should be listed on a single spread-
sheet to be reviewed before the facility shutdown and aug-
mented with any modifications or one-time replacement
work orders that are requested. As PM work is completed,
documentation might be signed by the tradesperson as ap-
plicable and reviewed by mechanical and operational staff
for completeness. Problems identified with equipment or
instrumentation should be highlighted as they occur and
then entered into change control work order systems so
that they can be tracked for their potential effect on vali-
dation.

Before the annual shutdown, transfer line manifolds
and utility supply lines, which typically cannot be shut
down entirely for maintenance throughout the year, might
be leak tested to identify faulty valves in need of replace-
ment. After the annual shutdown, equipment start-up pro-
cedures should be documented, preferably through the use
of equipment start-up batch sheets. These procedures
might include equipment cleaning, testing of instrument
calibrations such as level, temperature, and pressure (80),
and vessel integrity testing for leaky valves. Instrument
calibration accuracy should be evaluated for random or
systematic errors, with random error within accepted tol-
erances being the expected outcome.

Some general PM procedures have been outlined that
can apply to several areas in a pilot plant, both product
and nonproduct contact. Sanitary fittings, which tend to
loosen during repeated heating and cooling cycles, should
be checked, with gaskets replaced and clamps tightened as

required. Any flanges in product contact should be tight-
ened to a specified torque. PM inspections of vessel inter-
nals should be conducted with lock washers on nuts that
may loosen due from repeated heating and cooling. A PM
should be developed for inspection of vessel cooling coil
leaks that can result in inadvertent cooling water contact
with product (81). For agitated systems, there should be a
regular examination of foot bearings, motor/drive vibra-
tion, oil analysis, and shaft runout. Double mechanical
seals, the failure of which can lead to condensate buildup
or batch contamination, should be tested regularly and re-
placed preventatively based on a minimum life expectancy
(82). An outline of specific PM procedures for laboratory
fermentors can be applied to larger-scale fermentors (83).
An example of documentation for the maintenance of hor-
izontal laminar flow hoods also is available (84) that can
be readily adapted to other HEPA filter units. PMs should
be conducted on all utility systems, which may include re-
build of air compressor heads, descaling of heat exchange
surfaces, and replacing of air dryer desiccant, among other
items recommended by the equipment manufacturer. Fi-
nally, novel predictive maintenance evaluation techniques
should be explored and implemented as appropriate to
identify imminent equipment failures (85).

It is most appropriate to perform any annual validation
work (e.g., fermenter SIP, autoclave load pattern, con-
trolled temperature unit) at the conclusion of the annual
PM shutdown. In this manner, proper equipment opera-
tion can be documented and the effectiveness of PM pro-
cedures can be evaluated. Often inadvertent mistakes or
omissions during maintenance can be identified before
they have an adverse, and possibly widespread, quality im-
pact.

Ongoing. A system of tracking outstanding mainte-
nance by equipment or by process should be designed.
Each piece of equipment should have a clearly distin-
guished tag name. Work orders need to be initiated, eval-
uated for their effect on validation, marked as complete
when mechanical work is done, and finalized when process
personnel have checked the job. A computerized database
can readily track maintenance and identify repetitive
maintenance problems. Such a system permits easy review
of outstanding work orders for each piece of equipment by
the operation group before it is readied for service. All
maintenance work orders need to be tracked within one
system; care should be taken not to bypass the operations
area when maintenance needs are identified by those di-
rectly controlling the mechanical staff.

Interim maintenance work, such as calibrations and
subannual PM work, should be documented and filed in a
manner equivalent to the yearly PM results. PM schedules
should be reviewed based on the frequency and results of
interim maintenance work. Unusually common equipment
failures can be identified through maintenance database
searches so that appropriate longer-term repair efforts or
replacement can be justified and undertaken.

Calibrations. Additional concerns are associated with
calibrations because important processing decisions may
be based on the accuracy of the instrument readings. In
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some cases, specific instruments are designated as “criti-
cal” for a processing step; in other cases, desired specifi-
cation ranges for the processing step are targeted based on
certain identified instruments. These two methods provide
assurance that product quality is not compromised if any
of the other instruments fail in the equipment being used.

Although some facilities distinguish between calibra-
tion procedures for critical and noncritical instrumenta-
tion, it may be prudent for a pilot plant to calibrate all
instruments in a reliable and documented manner because
their accuracy may be important for useful process devel-
opment data. Calibrations should be performed using Na-
tional Institute of Standards and Technology (NIST) trace-
able instruments and should include full loop calibration
to the process monitor as appropriate. A specific calibra-
tion and maintenance SOP for the instrument is most de-
sirable, but a general SOP referencing vendor manual
might also be acceptable, particularly in the interim period
while instrument calibration SOPs are being developed.
The as-found and as-left conditions should be documented
along with the serial number of the standard used. Estab-
lishment of an acceptable tolerance for each instrument
ensures consistency. When an instrument is found to be
outside the tolerance specified, the impact of this calibra-
tion error on previously executed batches may need to be
evaluated. Thus, a confirmation of the error might be war-
ranted before correcting the calibration. Records should be
evaluated for the amount of instrument drift, which may
indicate the need to either recalibrate on a more frequent
basis or else replace or upgrade aging equipment. An ex-
ample calibration sheet is available (86).

Modifications and Change Control. Any validated facil-
ity needs to devise procedures for tracking changes on
equipment as well as on processes and computers. Incom-
plete documentation of changes can obviate extensive time
and money spent on validation testing. Although the exact
contents may change, such a procedure starts during the
initial design phase as equipment specifications are al-
tered, continues through the facility start-up and qualifi-
cation phases, then moves directly into the facility opera-
tional phase. Adherence to change control procedures may
be difficult during facility start-up as many unexpected
items are discovered to be incorrect and management pres-
sure to have the facility operational may mount. Depend-
ing on the philosophy of the individual facility, the scope
of this change control procedure may include product and
nonproduct contact equipment to varying degrees. The
procedure identifies the individual or individuals that need
to approve changes and determine before or in concert with
the change implementation what additional validation
testing is required. Often, processing personnel, being
most familiar with the equipment being modified and the
reason for its modification, can provide valuable leadership
in this area and initiate contact with quality and valida-
tion personnel as required for input.

Generally replacements in kind are accepted without
additional testing unless the item being replaced was spe-
cifically tested or calibrated during the initial validation
effort. Example items and associated testing might include
a replacement or rebuilt motor or associated drive (mea-

sure motor amperage draw at various agitator speed set-
tings) or replacement instrumentation (calibrate trans-
mitter). Replacement items in this category need to be
tagged appropriately in the field with the same tag number
as the original item and serial numbers updated in any
centralized maintenance data bank as well as recorded on
installation documentation.

Modifications or obvious changes in equipment or in-
strumentation need to be evaluated for their potential im-
pact on the validated state of the equipment. This impact
is particularly important for SIP and CIP cycles. Such
modifications may be minor, such as a change in gasket or
o-ring material of construction, or major, such as a change
in piping. An example procedure is available that can en-
sure proposed changes are reviewed by operations, main-
tenance, and quality for their potential impact (87). Spe-
cific attention should be given to alterations needed in
P&IDs, SOPs, PMs, batch sheets, or training programs.
Equipment modifications, necessary to accommodate a
new process, need to be identified early and their impact
evaluated (2). It is critical to recognize the need to balance
the request for change with an evaluation of its validation
impact; changes cannot be discouraged in a multipurpose
pilot plant but need to be controlled and managed in a
logical manner.

Staffing

Personnel needs are best defined based on the production
process (88), but in a pilot plant setting production pro-
cesses change rapidly. A decision needs to be made early
in the design process concerning the level of off-shift activ-
ity reasonably expected in the facility because this can se-
verely impact items such as utility capacity and operation.
Round-the-clock coverage, while demanding for personnel
involved, may be necessary a large fraction of the days to
ensure success and timeliness of production. The use of
unionized personnel, technicians, or process development
staff should be incorporated into the educational and man-
ual workload expectations for the operating staff. A core
operations group, responsible for the facility, can ensure
continuity in areas such as SOP updates, maintenance
work order tracking, batch sheet content, and equipment
operation. Such a group might be supervised by an area
manager responsible for coordination and scheduling who
might interface with those involved directly in process de-
velopment. Processing groups might then rotate through
the pilot plant as their projects demanded, accompanied
by a member of the operations group. Alternatively, a ded-
icated pilot production process development staff might be
instituted, responsible for translation of laboratory pro-
cesses into GMP batches. A shift report or log should be
established and continually updated as to the mechanical
and operational status of individual pieces of equipment
and utilities.

Laboratory Support

To provide adequate and accurate sample analyses, labo-
ratory support needs should be identified and addressed
through either on-site or contract laboratories. Targets for
testing might include final product, in-process samples,
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Table 6. Types of Testing (Sampling and Analysis) Possibly Required by On-Site or Off-Site Support Laboratories for a
Bioprocessing Pilot Plant

Facility and Utility
monitoring

Sterilization cycle validation Cleaning cycle validation Process monitoring

Total organic carbon Indicator spore strip incubation Total organic carbon (swab and
rinse water)

Spectrophotometer

pH Indicator water spore
suspension incubation

pH pH meter

Conductivity Indicator media spore
suspension incubation

Conductivity HPLC for organic acids, amino
acids, sugars

Endotoxin (LAL) Sterility Endotoxin (LAL) HPLC for product/impurity
analysis

Bioburden and coliforms Culture purity (bacterial and
fungal)

Bioburden (swab and rinse
water)

LC-mass spectrometry

Airborne viable particles Filter integrity testing Ultraviolet light absorbance Protein gel analysis
Airborne total particles Microbial identification Visible light absorbance Osmometer
Surface, viable particles Gram stains Filtered solids Microscope
Compressed gas, viable

particles
Dissolved solids Coulter counter

Compressed gas, nonviable
particles

Conductivity

Compressed gas, identity Metabolite analyzer
Noncondensable gases in

steam condensate
Plate readers

Blood gas analyzer
Laboratory-scale control/

troubleshooting experiments

raw materials, sterility, culture purity, environmental
quality of controlled environments, and utility quality (Ta-
ble 6). While the goal of these laboratories might be to work
toward using validated methods and approved SOPs for
all assays, this goal might not be attainable for project-
specific assays until the later stages of a successful devel-
opment project. Initially, in the early project stages, only
notebook procedures might be available to guide labora-
tory testing. Information directly impacting quality should
be communicated directly to operating personnel and ap-
propriate investigations conducted both in the field and in
the laboratory for failing results.

A microbiological laboratory is critical for fermentation-
based operations to prepare seed cultures and to test new
culture seed vials for culture purity and productivity in
lab-scale processes. An examination of up-to-date sterility/
culture purity results before vessel-to-vessel transfers
should be undertaken as close to possible to the time of
transfer to minimize adverse impacts of contaminated cul-
tures. In a pilot plant setting, tension may exist between
the time required to adequately test new cultures and the
development pressure to use the latest mutant or trans-
formant in a pilot-scale cultivation to evaluate its capabil-
ities. Reasonable procedures need to be established in ad-
vance for the introduction of new processes or new cultures
into the pilot plant. Laboratory-prepared nutrients, trace
ingredients, and sterilized additions need to be evaluated
for their quality impact, and the procedures used for their
preparation should be documented where possible.

Standard Operating Procedures

SOPs are essential for the planning and standardization
of various procedures conducted by operational staff and

maintenance personnel that need to be completed before,
during, and after pilot plant batches (2). Typical categories
include SOPs for equipment operation, facility and equip-
ment cleaning, sampling, sterilization/sanitization, main-
tenance, and documentation procedures for tasks such as
product changeover, change control, and batch sheets (Ta-
ble 7). When referencing SOPs as part of the batch record,
working versions of SOPs can be helpful to track progress
in the field. An SOP on the requirements for writing, is-
suing, and inactivating an SOP is also useful. SOPs focus
operation, guide operations staff, document the order and
scope of activities, standardize approaches, define regula-
tory needs and constraints, and increase the speed of new
personnel training (2). They should be written by a person
familiar with the facility or equipment operation that is
the subject of the SOP, reviewed by another person who
might be asked to follow the SOP, and approved by a qual-
ity group. Each SOP should have an effective date of issue,
be available to those who need it, and be archived when a
future revision is created.

The need for structure and consistency within an SOP
must be balanced by the need for flexibility in a pilot plant
when unexpected process requirements arise. Procedures
must be defined for what to do when an SOP is altered
intentionally to accommodate a new process or a surprise
development in an existing process. Consideration to SOPs
should be given during the equipment design phase so that
tasks can be performed in a logical clockwise or counter-
clockwise fashion (88). SOPs should be clear so that the
expected outcome is assured. Specific examples of details
often omitted include statements regarding settings for
pressure switches and acceptable calibration error toler-
ances, insertion diagrams, part numbers, and manual ref-



2000 PILOT PLANTS, DESIGN AND OPERATION

Table 7. Example Types of Procedures Possibly Required in a Bioprocessing Pilot Plant

Administrative Process equipment Laboratory equipment Maintenance Operations

Processing abnormality Sterilization-in-place Autoclave operation:
sterilization and
decontamination

Instrument calibration Gowning

Investigation of
contamination

Cleaning-in-place Autoclave load patterns Equipment preventative
maintenance

Water system flushing/
sampling

Product changeover Sanitization Glasswasher, operation Utility preventative
maintenance

Steam system sampling

Writing of an SOP Vessel setup and
operation

Glasswasher, load
patterns

HVAC preventative
maintenance

Spill containment

Personnel training on
equipment/operations

Transfer line/panel
operations

Working in biosafety
cabinet

Equipment change
control

Facility housekeeping
and cleaning

Personnel training on
assays

Batch harvest
(noncontained)

Working in laminar flow
hood

Equipment start-up after
processing hiatus

Facility start-up after
processing hiatus

Personnel training on
computers

Batch harvest (contained) Incubator/shaker
operation

Equipment start-up after
major mechanical work

Daily utility checkout

Issuing and review of
batch sheets

Equipment integrity test Freezer Equipment storage
during processing
hiatus

In-process sampling and
analysis

Raw material release and
storage

Utility systems operation Refrigerator/cold room Computer system change
control

Data archiving

Investigation of
monitoring excursions

HVAC systems operation Tubing welder use and
cleaning

Computer system failure
recovery

Computer system
operation

Forklift certification Media/buffer preparation Manual washing Shutdown/interim
maintenance
documentation

Monitoring-controlled
environments

Pest control Specific equipment SOPs Usage of scales and
checkweights

Equipment isolation for
maintenance

Tracking of process/
equipment status

Ongoing validation
testing

Calibration of pH meter Issuing and tracking of
work orders

Ongoing facility
monitoring

Facility monitoring
assays

Introduction of new
products/processes

In-process monitoring
assays

Fume hood use
Seed preparation

erences to aid in following the procedure, and reliance
solely on valve numbers, not valve purposes, to describe
the procedure. While SOPs should be reviewed periodically
every few years to determine if they need clarification, care
should be taken to minimize the number of similar ver-
sions of the same SOP issued to the field. Operational clar-
ification memos, issued to all operational staff and signed
off when read, might be used to provide additional SOP
clarification without reissuing the SOP during the interim
period between SOP reviews. All major SOP changes
should be documented, evaluated for their effect on vali-
dation, and communicated to staff in a documented man-
ner.

Safety

Because concerns regarding product exposure to personnel
are similar to concerns for personnel exposure to product,
GMP guidelines overlap with safety regulations in many
respects such as training, SOPs, preventative mainte-
nance including calibrations, and validation/change con-
trol (2). Safety captions can be required for certain raw
materials based on review of material safety data sheet
(MSDS) documentation. Broths, as well as isolated com-
pounds, might be submitted for toxicity testing as soon as

they are cultivated at a larger scale. Safety is a component
of installation qualification as pressure vessel documen-
tation and utility connections are reviewed. Hazard oper-
ability (HAZOP) reviews for pressure vessels (e.g., fermen-
tors, autoclaves) and utilities (e.g., clean steam generators)
often are required by company policy and summaries in-
cluded within equipment qualification reports. HAZOP ac-
tion items need to be addressed promptly and modifica-
tions to equipment or procedure made to minimize risk.
Equipment design needs to be reviewed for the ease of lock-
out and removal of hazardous energy sources (e.g., bleed
valves for the evacuation of process and utility lines, field-
mounted pressure gauges to confirm depressurization) as
well as the individual isolation of skids/units for mainte-
nance. In addition, specific SOPs for preparing equipment
for maintenance might be required.

Regular safety inspections with documented action item
lists communicated to all affected personnel (i.e., operating
staff, technicians, engineers, management) can identify
and correct nonoptimal working conditions and cluttered
processing areas. Exposure of personnel to excessive
sound, heat, or dust should also be considered during fa-
cility design as well as monitored during facility operation.
Although personal protective equipment such as ear plugs,
heat-resistant gloves, and respirators is available, when
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possible engineering controls such as sound dampeners,
insulation, and dust collectors may be better solutions.
Safety during validation testing should always be consid-
ered, particularly when groups outside of operations are
involved in setting up or operating equipment and when
sources of hazardous energy are involved. Whether during
validation testing or operational use, fittings of any sort
should be tightly secured and should not be tightened
when equipment is under pressure or hot, specifically dur-
ing SIP and CIP procedures. Summaries of generally ac-
cepted laboratory and pilot plant safety procedures to con-
sider are available (89).

According to ASME code, overpressurization protection
using relief devices is required for vessels more than 6 in
in diameter. The background for this regulation as well as
details of pressure relief valves and rupture disks is avail-
able (90). Sanitary rupture disks are most desirable for
product contact; once blown, processing must stop until
they are replaced. Sometimes a rupture disk is installed,
followed by a pop safety valve rated at a slightly higher
pressure with a pressure gauge between to indicate rup-
ture of the disk (48). If this arrangement is used, then the
cleanliness of the area between the rupture disk and pop
safety valve must be demonstrated for the batch to not be
adversely impacted if the disk ruptures but the pop safety
valve does not release. Removal of the entire rupture disk
assembly (not the removal of the disk from the assembly)
for cleaning should be checked with company policy but
may be acceptable in most cases.

Another often-overlooked matter is that the outlets of
safety relief devices (which might be unexpectedly spewing
steam, hot water, or broth after relief) should be oriented
such that personnel safety is considered for those who may
be standing near them. One method is to pipe outlets to
outside containment troughs, but it may not be desirable
to have a potential connection to the outside. A second al-
ternative is to create a designated area within the pilot
plant processing area. While outlets to the floor beside the
equipment should be minimized, if they are found to be
necessary they should be carefully situated outside the
normal path of personnel.

Training

Initial and ongoing training programs need to be developed
and documented for each individual associated with the
facility, based on the facility needs. A training SOP should
be developed, which might include a training manual con-
taining useful items such as key SOPs, facility layouts,
equipment diagrams, and policies. Initial training might
include items from vendor-supplied training sessions to
validated load pattern arrangements. Often this training
falls at a peak workload period during the facility start-up
and validation when attention can be diverted into seem-
ingly more urgent areas. In other cases, more individuals
require training than can reasonably be accommodated in
the area surrounding the equipment. When permitted,
such training might be recorded for later review by the
staff when they have fully assumed responsibility for
operation. Another alternative is for those just trained to
provide training to others, which may be suitable for cer-
tain operations. For best results, training should occur

with written documentation available to those being
trained for reference.

Ongoing training should be done on a regular basis;
once every 1 or 2 months seems most appropriate for an
active pilot plant facility. Training should include super-
visors, operators, engineers, and maintenance personnel
as well as validation and GMP staff. Training might in-
clude a process review that highlights critical steps and
equipment, SOP reviews, identification of personnel safety
and environmental containment issues, and review of PM
and ongoing maintenance needs, as well as what opera-
tional personnel should look for with respect to proper
equipment function (88). Training sessions are one method
to communicate recent SOP changes as well as to explain
why certain procedures are necessary. These might also be
used for periodic SOP reviews to obtain feedback from
those using the SOP frequently. Attendance should be re-
quired and sessions recorded when possible; those new to
the facility should review prior training sessions for the
past few years as applicable.

Validation

The recent guideline issued by the FDA (91) makes pilot
plants eligible for product licensure should company needs
require a product launch from a pilot plant facility. When
manufacturing clinical materials, pilot plants are evalu-
ated under the guidelines for investigational new drug
products, among other regulations which clearly state that
GMPs apply for drug products approved for clinical trials
in humans and animals (92). Individual company philos-
ophies vary on the suitability or desirability of their pilot
plants for this task because using a pilot facility for manu-
facturing reduces its availability for the production of clini-
cal material. The level of validation effort required is best
considered during the initial facility design. Validation can
be done retrospectively, although the collection of the re-
quired documentation may be more challenging and mod-
ifications necessary for testing may be costly.

The major steps for validation ensure that installed
equipment and utilities operate in a manner acceptable for
the process to be run in that equipment. Because multiple
processes, many of which are not necessarily identified at
the time of validation, may be conducted in a pilot plant,
operational ranges need to be set to accommodate a wide
range of reasonably expected processes. For example, an
incubator might be validated for temperatures between 25
and 37 �C to accommodate common bacterial, yeast, and
fungal cultures, but not necessarily at 45 �C to accommo-
date thermophiles. The selection of worst-case scenarios
can be difficult for a pilot plant if the associated worst-case
conditions are unduly burdensome for normal operation.
Specifically, the cleaning procedures required after a 3-
week fungal production cultivation are significantly more
complex than those required after a 2-day fungal seed cul-
tivation of the same culture. Similarly, the sterilization cy-
cle hold time for a concentrated sugar solution is substan-
tially longer than that required for a heat-sensitive
waterlike growth medium. Approaches to resolving these
multiproduct validation issues can be complicated by de-
sires to follow manufacturing validation guidelines, which
most likely were established based on a single product.
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Often validation, qualification, verification, commis-
sioning, and start-up are used with specific definitions in
mind for individual facilities and organizations. Generally,
validation implies the highest rigor of direct reproducible
testing of a specific procedure. Qualification encompasses
a wider range of documentation collection and testing of
capabilities. Verification might imply a single test against
an identified standard. Commissioning can refer to docu-
mented troubleshooting of newly installed equipment,
whereas start-up might refer to initial equipment check-
outs directly after installation. The major validation
phases are divided to focus on qualification followed by val-
idation. Installation qualification (IQ) focuses of the veri-
fication of proper installation, appropriate utility connec-
tions, and adherence to manufacturer and purchase order
specifications (93). Operational qualification (OQ) includes
testing of equipment function and an acceptance criteria
for performance (93). Performance qualification (PQ) cen-
ters on process-specific testing for SIP, CIP, and autoclave
sterilizing and decontamination load patterns. For com-
puters, a system life cycle methodology incorporating spec-
ifications, program design, coding, testing, start-up, opera-
tion, and maintenance has been adopted (93).

Process validation centers on the reproducibility of the
process in the manufacturing area. Parameters influenc-
ing this reproducibility might be best studied in the pilot
plant to obtain acceptable operating ranges for those pro-
cessing parameters, such as cultivation temperature, pH,
and dissolved oxygen, found to influence product quality.
The set of criteria for proceeding to the next processing
step, specifically volumetric or specific productivity, yield,
and purity, must be validated in a documented fashion.
The critical processing steps important to process quality
should be identified and validated (93). Other noncritical
process steps may be studied for their impact on manufac-
turing productivity. Process validation may require mul-
tiple identical pieces of equipment, such as fermentors, at
the laboratory and process scale to define acceptable pro-
cessing ranges in a parallel rather than sequential man-
ner.

Batch and Facility Records

Documentation associated with a new facility can be ex-
tensive initially and can increase substantially during the
time that the facility operates. While centralizing all docu-
mentation in a single area can be attractive, duplicate cop-
ies of some items often are needed in other locations as
well as for archival backup purposes. For example, equip-
ment manuals and facility drawings may be needed near
the actual location of the equipment, in the maintenance
area, and in the centralized documentation area. Valida-
tion documentation, consisting of IQ, OQ, PQ, and load
pattern and SIP/CIP reports, is generated both during the
initial validation as well as during annual retesting and
ongoing environmental monitoring programs. Storage of
change control documentation might be accomplished
through notebooks and file folders for individual pieces of
equipment or by individual suites. SOPs might be archived
in a centralized location but also posted near equipment
for ready reference. Access and sign-out procedures for the
control of documentation need to be developed.

A robust system for batch records needs to be created,
based on individual batch sheets for processing steps or for
individual pieces of equipment or some appropriate com-
bination of the two approaches. Issued batch sheets should
be tracked by a unique sequential number with the prod-
uct, processing step, and/or equipment number clearly
identified. There is a need to track the use of equipment
by product and batch, particularly for multipurpose facili-
ties. While this might be done through individual equip-
ment use logs, it is also necessary to include such tracking
within the batch record itself.

Newly authored or completed batch sheets should be
reviewed by the operations area and may be required to be
approved by a quality group before execution. Batch sheets
should have clear written instructions as well as a signa-
ture, date, and time, as required, for each step. Handwrit-
ten instructions, likely to be added during the processing
of pilot-scale batches, may need to be reviewed by repre-
sentatives from operation or quality groups. Brief justifi-
cations for alterations in batch sheet instructions also
should be considered. An written explanation documenting
that the material from the current step is acceptable for
continued processing in a subsequent step is recom-
mended. Care should be taken to use common templates
wherever possible to simplify successive batch sheet dif-
ferences and minimize the review effort. Executed batch
sheets should be reviewed for completeness by the opera-
tions area, by those in charge of the batch, and by a quality
group as required. A tracking system should be instituted
to monitor the review of completed batch sheets as well as
to ensure that all issued batch numbers are accounted for
in the batch record filing cabinets. Photocopying, micro-
filming, or scanning of completed batch sheets serves to
provide a backup in case of loss or damage. Paperless batch
records, as well as electronic signatures, have also been
considered to minimize documentation volume, and guide-
lines for implementation and validation have been pub-
lished (94).
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INTRODUCTION

Plasmids are extrachromosomal replicons found in Gram-
negative and Gram-positive bacteria as well as in some
lower eukaryote organisms. They are present in bacterial
cells replicating at a specific number of copies per cell.
Their size varies from a few to several hundred kilobase
pairs, and bacterial cells can harbor more than one plas-
mid species (1).

The term plasmid originally was used by Lederberg to
describe all extrachromosomal hereditary determinants.
Currently, the term is restricted to the autonomously rep-
licating extrachromosomal DNA of bacteria. Although
plasmids replicate autonomously, they generally rely on
some host-encoded factors for their replication. Although
not essential for the survival of bacteria, plasmids may en-
code a wide variety of genetic determinants that permit
their bacterial hosts to survive better in an adverse envi-
ronment or to compete better with other microorganisms
occupying the same ecological niche. Plasmids are found
in a wide variety of microorganisms, and it is as difficult
to generalize about plasmids as it is to generalize about
the microorganisms that harbor them. Plasmid DNA is
mostly isolated as covalently closed, circular double-
stranded DNA molecules, although recently linear plas-
mids have been described in certain bacterial species (2).
Furthermore, single-stranded DNA plasmids were identi-
fied as intermediates during the process of replication in
certain Gram-positive bacteria (3). Plasmids also include
the replicative forms of filamentous coliphages and the
prophage state of phages such as P1 (4).

The medical importance of plasmids that encode for an-
tibiotic resistance (R plasmids) and those that contribute
directly to microbial pathogenicity, such as for instance
iron transport in several pathogens or the presence of ad-
hesions, invasins, or antiphagocytic proteins, is well doc-
umented, as is the role played by plasmids in bacteria of
importance in agriculture and industry (5–8). Some plas-
mid genes encoding antibiotic resistances and other traits
are frequently located in transposable elements or inte-
grons (9–11). This produces great variation and flexibility
in the constitution of plasmids. These extrachromosomal
elements are of equal importance, however, for the study
of the structure and function of DNA. Plasmids have taken
on paramount importance in recombinant DNA technology
(12). In this section we describe the mechanisms of the con-
trol of plasmid DNA replication and examine the replica-
tion of plasmids ColE1 and R6K, found in Gram-negative
organisms, and pT181, found in Gram-positive bacteria. In
addition, we also discuss linear plasmids. For the replica-
tion mechanisms of other plasmids we refer the reader to
other reviews (13–23).
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Figure 1. Mechanism of initiation of ColE1 repli-
cation in wild-type E. coli. The horizontal black ar-
row in (a) indicates the transcription start site (555
nucleotides upstream of ori) of RNA II. The origin of
replication is indicated by a vertical arrow. , indi-
cates sites of action of RNase H; ||||||, DNA; �, RNA;

, RNA polymerase I. See the text for details.

ColE1-TYPE PLASMIDS

The ColE1-type family encompasses both a large number
of naturally occurring plasmids and many of the most com-
monly used cloning vehicles (16,18,24–30). The mechanism
controlling initiation of replication of these plasmids is
among the best understood, perhaps reflecting the impor-
tance of this family of plasmids in recombinant DNA ap-
plications (11,16–18,31–36).

Replication of plasmids containing the ColE1 origin is
initiated at a unique startsite (ori) (37,38) (Fig. 1). Unlike
in other plasmid families, initiation of replication of ColE1
is not mediated by a plasmid-encoded protein; instead
ColE1 requires the host DNA polymerase I (Pol I) (39). In
addition, initiation of replication of ColE1 requires the
presence of a host-encoded RNA polymerase and ribonu-
clease H (RNase H) (39–41). Replication of the plasmid is
initiated by the synthesis of an RNA molecule by the host
RNA polymerase 555 bases upstream of ori (Fig. 1, panel
a). This RNA species, called RNA II, extends about 700
nucleotides from its initiation (Fig. 1, panels b and c)
(40,42). The 3� of this RNA molecule subsequently forms a
duplex with the DNA of the plasmid at a region close to
the origin of replication, which is located at nucleotide 555

of RNA II (Fig. 1, panel c) (40). The formation of the duplex
structure (known as coupling) begins following the synthe-
sis of a portion of the RNA II molecule. The coupling event
is strongly dependent on the formation of a specific sec-
ondary structure at the 5� end of the RNA II molecule that
results in an interaction between the RNA portion on the
ori and an upstream region of this molecule with the tem-
plate DNA (Fig. 1, panel c) (43–46). The appropriate con-
formation of RNA II necessary to form the hybrid with
DNA is shown in Figure 2 (46,47). The duplex RNA II–
DNA structure acts as a substrate for the subsequent ac-
tion of RNase H, which cuts the RNA at the replication
origin, leaving a 3�-hydroxyl group that serves as the pri-
mer for DNA synthesis catalyzed by Pol I (Fig. 1, panels c
and d) (40). It has been shown that certain point mutations
in RNA II prevent RNA II from adopting the right confor-
mation, which affects hybridization with the template
DNA (44,45,47). Once Pol I begins the addition of deoxynu-
cleotides, the remaining RNA hybridized to the DNA
strand is digested by RNase H at other sites on the mole-
cule and by the 5�-3� exonuclease activity of Pol I. RNase
H also functions to remove the RNA primer from the grow-
ing DNA strand (Fig. 1, panel d) (48). Replication of ColE1
then proceeds unidirectionally with the initiation of the
lagging strand synthesis at specific ColE1 sites.
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Figure 2. Proposed mechanism of the succession of events in-
volved in the regulation of the initiation of replication of ColE1 by
RNA I and Rom. The upper portion shows a genetic map of the
origin of replication of ColE1. ||||||represents ColE1 DNA, with
the promoters indicated by arrows inside circles. The open arrow
indicates the rom gene. In the left panel, a schematic of the mech-
anism of RNA I and RNA II interaction that leads to the inhibition
of DNA synthesis is shown. The first interaction between RNA I
and RNA II (kissing) is reversible and stabilized by the Rom pro-
tein. The dimeric form of Rom is shown both below its gene and
in the interaction with RNA I and RNA II. The right panel of the
figure indicates the secondary structure that leads to DNA repli-
cation. For this to occur, an RNA II molecule that is not coupled
with RNA I binds to DNA and acts as a primer after RNase H
digestion. The structures reported by Fitzwater et al. as well as
Masukata and Tomizawa are almost identical (46,47). A more de-
tailed scheme of the possible interactions between the RNA and
Rom species has been reported elsewhere (18). Source: Adapted
from Ref. 18.

It has been further shown that replication of plasmids
containing the ColE1 origin of replication can proceed us-
ing two alternative modes of replication that allow for
replication in the absence of either RNase H alone or RN-
ase H and Pol I (49–51) (Fig. 3). These two mechanisms
appear to not be utilized in wild-type cells, however, and

probably represent adaptations to specific host mutations
(49,51–53). One of these mechanisms is independent of the
presence of Pol I and involves the elongation of RNA II
coupled to the template DNA. The lack of RNase H allows
the formation of a single-stranded DNA region that can
extend to a length that is adequate for assembly of a re-
plisome and initiation of synthesis on the opposite DNA
strand (lagging strand) (Fig. 3, panel a) (18,50).

Another initiation mechanism has been demonstrated
in RNase H–deficient mutants that is dependent of Pol I.
In this case, the extended RNA II species can be recognized
by Pol I and used as a primer (Fig. 3, panel b) (49). How-
ever, this mechanism of initiation has proved to be ineffi-
cient in in vitro experiments (40). Regardless of the repli-
cation mode, however, RNA II must be produced in the
correct structural configuration to act as the primer for
DNA replication (49,51,54).

Control of initiation of replication of ColE1 is mediated
by the interaction of RNA II with a 108-nucleotide anti-
sense RNA transcript, called RNA I, that is encoded in a
region that overlaps the coding region for RNA II (Fig. 2)
(40,55). RNA I binds to nascent RNA II by complementary
base pairing, triggering a conformational change in RNA
II that prevents coupling with DNA, thereby inhibiting
replication initiation (42,44,55–57). Within the secondary
structures of both RNA species there are several stem-
loops (Fig. 2). Interaction between both RNA species starts
at complementary loops in a reversible process known as
“kissing,” which results in the generation of an unstable
initial complex (Fig. 2) (58–62). After this initial contact
takes place, an irreversible process leads to the formation
of an RNA duplex between RNA I and RNA II (Fig. 2)
(56,60,62,63). RNA I achieves its inhibitory effect only if it
is present during a short, specific interval in the synthesis
of RNA II (56,64). This situation occurs most frequently
because RNA I transcription occurs as much as five times
more often than transcription of RNA II. This results in
the formation of a productive primer only in about 1 out of
every 20 RNA II molecules that are started (65). The avail-
able amount of RNA I in the cell is influenced by polyad-
enylation (66,67) and the bacterial RNase E, which cleaves
the 5� end of RNA I, rendering it inactive (68).

A second factor involved in the control of initiation of
replication of ColE1 is the plasmid-encoded 63–amino acid
protein Rom (RNA one modulator), also known as Rop (Re-
pressor of primer) (Fig. 2) (56,60,62,69,70). The gene en-
coding Rom is located downstream of ori (Fig. 2). In the
early stages of plasmid replication, Rom binds to the stem-
loop portions of the unstable initial complex (58,59), re-
ducing the dissociation constant of the complex, thus cre-
ating a pathway for stable binding of RNA I and RNA II
(Fig. 2) (60,71). As a consequence, ColE1 deletion deriva-
tives that lack rom present a higher copy number than
plasmids that have the complete ColE1 replication region
(62,72). The presence of Rom, however, is not needed for
viability of the plasmid, and in some RNA-regulated repli-
cons is not present (16).

Incompatibility is the failure of two plasmids to be sta-
bly inherited in the same cell line. This phenomenon is a
consequence of sharing elements of plasmid inheritance
functions such as replication or partition (1,17,73). RNA I
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Figure 3. Alternative mechanisms of initiation of replication of ColE1 in RNase H–deficient mu-
tants. (a) Proposed mechanism of initiation in RNase H–deficient (rnh) and Pol I positive (polA�)
or negative (polA) mutants (52). (B) Mechanism proposed to occur in rnh, polA� mutants. The
black circle represents Pol I. The horizontal black arrow at the top indicates the transcription start
site; concentric circles represent the replisome; and ori shows the origin of replication in wild-type
cells. ||||||, DNA; �, RNA. Source: Adapted from Ref. 18.

is the main incompatibility determinant in ColE1-type
plasmids. Two plasmids that depend on the same RNA I
species for regulation of initiation of replication can not
coexist in the same cell (1,17,73). It has been shown that
even single nucleotide changes can have profound effects
in the incompatibility properties of ColE1-type plasmids
(55,57).

THE R6K PLASMID

R6K is a naturally occurring conjugative plasmid that en-
codes resistance to the antibiotics ampicillin and strepto-
mycin (74). This plasmid is an example of an extrachro-
mosomal element of intermediate size and copy number
because it is about 38 kb in size and has a copy number of
13 to 40 per cell (75). These features, together with a
unique mode of replication, make R6K an attractive sys-
tem to study the genetic and molecular mechanisms in-
volved in plasmid DNA replication. In addition, this plas-
mid and its replication components were among the first
used to generate gene fusions, transcription enhancement,
protein tagging, and site-specific proteolysis (76–79); it is
currently utilized for high expression and rapid isolation
by affinity chromatography of a large variety of proteins.

Furthermore, R6K derivatives were instrumental in de-
signing a series of suicide vectors successfully used to gen-
erate mutants by allelic exchange or transposition muta-
genesis in Gram-positive bacteria (80,81).

Plasmid R6K is a member of a growing group of repli-
cons encoding an initiator protein that binds to nucleotide
sequence repeats, called iterons, located within ori. This
group of iteron replicons includes the Escherichia coli oriC
(82) and the plasmids F (83), pSC101 (84), P1 (85), PMJ101
(86), Rts1 (87), the REPI replicon of pColV-K30 (88), and
the RK2- and RP4-related plasmids (89). R6K has three
origins of replication, named ori�, orib, and oric (90,91), all
clustered within a 4-kb DNA fragment (Fig. 4). In addition,
the pir and bis genes encoding the p and Bis replication
proteins, respectively, were found within this replication
region. Near this region is located the replication termi-
nation site containing the s sequence that binds the host-
encoded ter protein and arrests the movement of the rep-
lication fork (90,92,93). The main active origins in vivo are
� and b, while oric tends to remain inactive (90,91) due to
the synthesis of a silencer RNA encoded immediately
downstream from the oric sequence (94). The silencing ac-
tivity of this RNA was explained by the formation of a si-
lencer RNA-activator RNA hybrid, driven to completion of
the R6K-encoded replication protein, that leads to the in-
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Figure 4. Diagram of R6K showing the 4-kb replication region
containing the �-, b-, and c-origins. The location of the termination
site (ter) and the genes encoding resistance to streptomycin (Sm)
and ampicillin (Amp) are also indicated. The arrows mark the in
vivo direction of the initial replication from the �- and b-origins.

activation of oric (95,96). However, oric can replicate au-
tonomously when the other two origins are deleted and the
pir gene is provided in cis or in trans (97–101). Thus, oric
has served as the simplest model system derived from R6K
to study the replication of an iteron-containing DNA mol-
ecule.

The c origin is the major initiator binding site and is
required in cis for initiation of plasmid replication from the
other two sites (102–104). Therefore, the c origin behaves
as a prokaryotic enhancer-type element in the sense that
DNA–protein interactions at this site induce significant
changes in DNA structure that facilitate initiation of DNA
replication from distantly located origins (105). Figure 5a
shows a diagram of the complete oric replication region.
The molecular organization of this origin is similar to other
plasmid origins, although it contains two functionally dis-
tinct segments (104,106). The 277-bp core segment, com-
mon to all three origins, is essential for replication, and
consists of three distinct regions: (1) the AT-rich region,
bound by p and the integration host factor (IHF) protein,
(2) seven 22-bp repeats bound by p, and (3) a multiprotein-
binding region interacting with DnaA, IHF, and RNA poly-
merase. Immediately to the left of the core lies the 106-bp
origin enhancer, which includes a DnaA box and a small
segment containing the stb locus (107). Even though the
enhancer is not absolutely required for replication at low
level of wild-type p-protein, it was found that the enhancer
region is required for stable maintenance of c-origin-
containing plasmids. Although the stb locus has some sim-
ilarities with the par locus of pSC101, the partition sys-
tems of these two plasmids differ from each other in
several aspects (107). It has been proposed recently by Wu
et al. (107) that a host-encoded protein may be binding to
the stb repeats. The finding that R6K derivatives carrying
the intact three origins can bind in vitro to both inner and
outer membrane fractions of E. coli (108) appears to sup-
port this hypothesis. An alternative explanation is that stb
mediates plasmid partition by altering the structure of c-

origin-containing plasmids (107). The host-encoded pro-
tein Fis also binds to 10 sites in the c-origin that overlap
all the previously identified binding sites for the R6K-en-
coded p-protein and the host-encoded DNA binding pro-
teins DnaA, IHF, and RNA polymerase (109). However, it
appears that the Fis protein is required for plasmid repli-
cation only when p-copy-up variants and the penicillin-
resistant marker are simultaneously used, suggesting that
plasmid sequences such as those encoding antibiotic resis-
tance play a role in plasmid DNA replication.

The analysis of the functional �-replicon revealed that
it is composed of two elements that must be present in cis
and oriented as in the intact R6K: (1) a 580-bp fragment
containing the �-origin, and (2) the 277-bp core segment
located within the c-origin (110) (Fig. 5b). These two ele-
ments are separated by approximately 3 kbp, which are
not required for the �-origin activity. The 580-bp fragment
contains a long 98-bp palindrome, and it was suggested
that this sequence serves as the recognition signal for ini-
tiation of DNA replication in the �-origin. DNA homology
analysis also revealed the presence of a 23-bp sequence
that resembles the seven 22-bp iterons found in the core
segment (110) and plays a role in the p-protein-mediated
looping between the c- and �-sequences (105). In addition,
this fragment contains a DnaG binding site that can serve
as DnaB loading site by DnaB–DnaG interaction (111).

The minimal b-replicon was defined as a 2-kbp fragment
that encompasses the following elements: (1) the c-core re-
gion, (2) the pir gene encoding the p-initiator protein,
(3) the bis gene encoding the 17.2-kDa Bis protein, and
(4) the b-origin (102,112–114) (Fig. 5c). The Bis protein is
required only by the b-origin, and its synthesis is coupled
in cis to the expression of p-protein from an unaltered pir
gene (113). The b-origin also contains a half 22-bp iteron
and a 98-bp palindrome that has 96% homology with the
�-origin hairpin (110). The presence of these pallindromic
sequences at the ori� and orib regions was previously as-
sessed by electron microscopy. The half iteron and the long
palindromic sequence are required for the p-mediated loop-
ing between the c- and b-sequences (105) and the initiation
of DNA replication at the orib, respectively.

The p-initiator protein is essential for replication from
each R6K origin and, although it can be provided in cis or
trans to regulate the activity of the c- and �-origins, it is
required in cis for activation of the b-origin (97,102,
110,114,115). This protein is a homodimer with a 36-kDa
molecular weight for the monomeric form, which is lysine
rich and weakly basic (98). In its native dimeric form (116),
or as a hybrid with b-galactosidase (78,117) or collagen
(77), it has been shown to bind to the seven iterons in the
c-origin as well as to an eighth iteron and a smaller in-
verted pair of repeats located in the operator-promoter re-
gion of the pir gene (78,116–118). In addition, this initiator
protein interacts with the iterons located in the �- and b-
iterons; however, these contacts are weak and require the
enhancing effect of p already bound to the seven c-iterons
(105,119).

The p-protein has both positive and negative roles in
the replication of R6K (120). The positive role of p is dis-
played by its ability to enhance replication of ori� and orib.
This activity is mediated by the promotion of conforma-
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Figure 5. Diagram of the three R6K origins of DNA replication. (A) Components of the enhancer
and core regions of the c-origin. The long rectangle represents the DNA region containing binding
sites for the host-encoded proteins DnaA (tall rectangles), IHF (short rectangles), and RNA poly-
merase (oval). P2 and the open arrow represent the promoter site and the direction of transcription
of the pir gene, respectively. The thick arrows represent the seven iterons that bind the p-
replication protein (circles). stb represents the locus involved in plasmid maintenance. The 10
arrowheads represent the location of the Fis binding sites. (B) Components of the active �-origin.
The double-headed arrows indicate the DNA fragment containing the �-origin and the c-core region
required in cis for active replication. The dashed line represents the intervening sequences not
involved in DNA replication. The hairpin marks the location of the long inverted repeat located in
the �-origin, followed by the genes encoding the DDP1 and DDP2 proteins (small rectangles). The
thick arrow and the large rectangle indicate the position of an iteron and a DnaG binding site,
respectively. (C) Components of the active b-origin. The double-headed arrows indicate the DNA
fragment containing the c-core region and b-origin required in cis for active replication. The b-
origin includes the pir and bis genes (long rectangles), a half iteron (half thick arrow), the orib long
inverted repeat (hairpin), and the gene encoding the DDP3 protein (short rectangle).

tional changes, such as DNA unwinding and bending, in
the replication region that cause activation of these two
origins by looping out intervening sequences located be-
tween the oric core region and the �- and b-origins
(119,121). Site-directed mutagenesis showed that p-
protein is necessary but not sufficient for activation of orib
and probably ori� (105). This observation suggested that
the DNA looping process must also be required for the
transfer of a multiprotein complex capable of initiating
DNA replication. Supporting this hypothesis, it was re-
cently reported that p specifically interacts with the host-
encoded helicase DnaB replication protein (111). This re-
sult indicates that DnaB is initially recruited by p, already
bound to the c-origin, and then delivered to the two other
origins by the DNA looping induced by the R6K-encoded
replicator protein.

The p-protein has been shown to possess two negative
activities on the replication of R6K. One of them is as an

autorepressor at the level of transcription and involves its
binding to iteron sequences located within the operator-
promoter site of the pir gene. These interactions act by
either preventing the binding of the RNA polymerase to
the promoter or displacing the RNA polymerase from
promoter–enzyme complexes (99,118,122). The other neg-
ative role of the p-protein is its negative control of R6K
replication. Biochemical and genetic experiments showed
that increased intracellular levels of initiator protein will
either lower the plasmid copy number or completely pre-
vent its replication (120). The copy-up phenotype of some
of these mutants correlates with base changes within a
100-bp fragment of the pir gene and can be suppressed by
the presence of the wild-type initiator protein at concen-
trations lower than that of the mutant protein (123). This
negative regulatory activity of p was explained by molec-
ular models involving either direct p–DNA interactions or
association of p with either other p molecules or with host-
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encoded proteins (120,124). One of these models, termed
handcuffing, is based on the observation that p has the
ability to associate two DNA molecules containing c-origin
sequences and to enhance the DNA ligase–catalyzed mul-
timerization of a single DNA fragment carrying this R6K
origin of replication (124). In addition, it was shown that
the negative domain of p is located in the N-terminal re-
gion of this protein and that the p-mediated inhibition of
R6K replication does not require direct binding to DNA
(125). Consequently, the origins located within these
DNA–protein complexes are unable to initiate replication,
most likely because p-induced DNA structure alterations
in the origins or potential p–host protein interactions are
prevented. In summary, all these observations suggest
that the dual activity of p and the regulation of R6K rep-
lication is the result of a competition between positive c–�
and c–b interactions and the inhibitory aggregation of c-
containing molecules, all mediated by the p-replication
protein.

Recently, three novel R6K-encoded proteins, designated
DDP1, DDP2, and DDP3, were identified (126). DDP1 and
DDP2 are encoded by two tandem genes located at the 5�
end of the long inverted repeat of the �-origin, while the
gene encoding DDP3 was mapped at the 3� end of the b-
origin long inverted repeat. These three proteins are re-
quired for the distortion of the DNA structure of the two
R6K active origins. Although the distortions caused by
these proteins are potentially linked to R6K replication,
they are not equivalent to those described in other repli-
cation regions previously characterized (82). It was also
suggested (126) that this distortion system serves to syn-
chronize the initiation of replication and establishes the
direction of replication from the �- and b-origins by gen-
erating a “locked” preinitiation protein–DNA complex.

PT181-TYPE PLASMIDS

The rolling circle type of replication is most often utilized
by a number of small, high-copy-number plasmids from
Gram-positive bacteria (13,15,21,127). However, plasmids
that replicate using this mechanism have recently been
identified in a number of Gram-negative bacteria (128–
132).

Gram-positive plasmids that replicate using rolling cir-
cle mechanisms are classified into five families based on
sequence comparisons and genetic organization of the rep-
lication regions (13,16,21,133). All plasmids in these fam-
ilies replicate by an asymmetric rolling circle pathway that
resembles that of the single-stranded filamentous bacte-
riophages (16,21,134). One of the best-understood repli-
cation mechanisms is that of the pT181-type family. We
describe the replication of pT181 as a paradigm of rolling
circle replicating plasmids. A more comprehensive descrip-
tion of replication of plasmids in other families can be
found elsewhere (13,15,21,127).

A schematic representation of the pT181 replication re-
gion and the mechanism of initiation of replication is
shown in Figure 6. This plasmid, derived from Staphylo-
coccus aureus, encodes a 38-kDa initiator protein, RepC,
that has sequence-specific endonuclease and topoisomer-

ase I–like activities (137). To initiate replication, RepC
nicks one of the pT181 DNA strands (leading strand) at a
specific site, generating a free 3�-OH end that is used as
primer for subsequent DNA synthesis (137). The func-
tional structure of the RepC protein is a homodimer (RepC/
RepC) (135,138) that recognizes and binds to a site (Rep
binding site) that encompasses an inverted repeat (IR III
in Fig. 6b) (136). A domain of six amino acids has been
identified in RepC that is important in the recognition and
interaction of the Rep binding site (Fig. 6) (139). The bind-
ing efficiency of RepC is increased by the presence of cmp,
a 100-bp cis-acting replication enhancer located about 1 kb
from the nicking site (140,141). It has been recently dem-
onstrated that an S. aureus protein, CBF1, binds cmp and
increases distortion of the already bent cmp locus (142).
Whether this binding is associated with the enhancing ac-
tivity of cmp is still not known. Upon binding of the RepC
homodimer to IR III, DNA in this region is induced to bend
(143) (Fig. 6b). This is closely followed by a change in struc-
ture of RepC, DNA melting, and formation of a cruciform
structure at the IR II region (Fig. 6b) (139). The melting
step is facilitated by the presence of an AT-rich inverted
repeat region (IR I) located upstream of IR II (Fig. 6b) (16).
The formation of a cruciform structure may result in an
approximation of the nicking site of the leading strand and
the active site of RepC. This process involves a tyrosine
residue that appears to facilitate the generation of the
nick. After the endonuclease attack, the RepC protein re-
mains covalently bound to the 5� end of the DNA by a phos-
photyrosine bond (93), probably remaining attached
throughout replication of the leading strand. This is not
true for all plasmids replicating through a rolling circle
mechanism, however, for it was recently shown that in a
derivative of pMV158 the initiator protein does not remain
covalently bound to the DNA after nicking (144). After gen-
eration of the 3�-OH terminal end by RepC, an initiation
complex is formed with the probable participation of DNA
polymerase III, the helicase PcrA, and single-strand bind-
ing protein (Fig. 6b) (16,145,146).

Following (or during) replication, the initiator protein
RepC becomes modified (RepC*) by the addition of a 10- to
12-mer oligodeoxynucleotide identical to the sequence lo-
cated immediately 3� to the origin of the leading strand. In
addition, the two enzymatic activities of RepC are lost dur-
ing this time (138,147). Further analysis has demon-
strated that the active initiator homodimer RepC/RepC be-
comes the inactive heterodimer RepC/RepC* after it has
been used for replication of pT181 (135).

Replication of the lagging strand starts at a different
origin than replication of the leading strand. Fig. 6a shows
the location of the lagging strand origin in pT181 (148).
This origin, also known as SSO (single-strand origin) or
palA, comprises about a 160-bp palindromic DNA se-
quence (16,21). Synthesis of the leading strand generates
a displaced single-stranded DNA that allows the origin of
replication of the lagging strand to adopt the correct con-
formation to serve as a priming site. Replication of this
strand does not require any protein encoded by the plasmid
(149). In addition, some rolling circle replicating plasmids
have more than one origin of replication for its lagging
strand that is functional in different hosts (16). Taken to-
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Figure 6. Replication region and model for
initiation of replication of the plasmid pT181.
(a) Diagram of the pT181 replication region.
The bar represents pT181 DNA. The two ori-
gins of replication (leading and lagging
strands) are indicated by different vertical ar-
rows. The broken-line arrow represents the
RepC coding region. The six–amino acid re-
gion of RepC recognized by ori is indicated as
a white square. The two diagonal lines indi-
cate that there is a larger distance than shown
between the ori of the lagging strand and the
ori of the leading strand. The black arrows
represent RNA molecules. The location of the
cop region is indicated by a box. The small ar-
rows under RNAIII represent the inverted re-
peats that participate in attenuation. For the
sake of clarity, these inverted repeats are not
at scale. (b) Model for initiation of replication
of pT181. The first diagram shows the region
encompassing the origin of replication of the
leading strand and the three inverted repeats.
This region is also referred to as the DSO
(double-stranded origin). The RepC binding
site located at IR III is boxed. The second di-
agram shows the formation of the cruciform
structure after binding of the RepC homodi-
mer, the bending of the DNA at the binding
region, and the change in structure of RepC.
The melting process is facilitated by the pres-
ence of an AT-rich region that includes IR I.
The third diagram shows that after nicking, a
replisome is assembled at ori, and presum-
ably, DNA polymerase III initiates replication
in the presence of the helicase PcrA and sin-
gle-strand binding protein (ssb). Source:
Adapted from Refs. 16, 135, and 136.

gether, these facts suggest that lagging strand origins of
replication may be important in determining the host
range of the plasmid (16).

Termination of synthesis of the leading strand occurs at
the nick site by a strand transfer mechanism that is me-
diated by the replication initiator protein RepC (150). In
pT181, once the nick site has been replicated and extended
a few nucleotides beyond this site, one of the subunits of
the RepC dimer contacts the growing strand. This inter-
action initiates a strand transfer reaction, resulting in the
formation of a single-stranded monomer (old strand), a

double-stranded molecule where one of the strands is
newly synthesized, and a dimer in which one of the mono-
mers is attached to the oligonucleotide resulting from the
extension of replication beyond the nick site (16,21). Al-
though the presence of the nicking site is required, the in-
itiator protein recognition site is not essential for termi-
nation (21).

Regulation of initiation of replication of pT181 is
achieved through the control of the synthesis of RepC
(16,21,151,152). The organization of the pT181 replication
regulation region (cop) is shown in Fig. 6a. The mRNA
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Figure 7. Mechanism of regulation of expression of RepC by antisense RNA. In this model, the
early RNA III transcript can interact with antisense RNA (RNA I), allowing the formation of a
stem-loop between inverted repeats III and IV that results in a transcription termination signal.
In the absence of antisense RNA, the inverted repeat III is sequestered by inverted repeat I, leading
to completion of the repC mRNA. The three-nucleotide-change mutation in inverted repeat I is also
shown. The secondary structure of this mutated RNA III results in formation of the stem loop
III–IV even in the absence of antisense RNA, thus leading to a complete dependence of RepC in
trans for replication. Source: Adapted from Refs. 21 and 154.

(RNA III) encoding RepC contains a leader sequence typ-
ical of genes that are regulated through attenuation (153).
This leader sequence has four interacting sequences
(I–IV). Sequence I, a nine-nucleotide sequence called
preemptor can form duplexes with sequences II and III
(Fig. 7). In addition, there are two antisense RNA species
(RNA I and RNA II) complementary to the leader sequence
of RNA III. Analysis of the secondary structure of the
leader portion of RNA III in the presence or absence of
antisense RNA indicated that upon interaction of the two
complementary RNA species, a stem-loop structure be-
tween inverted repeats III and IV is formed followed by an
AUUUUUU sequence that acts as a transcription termi-
nation signal (Fig. 7) (154). On the other hand, if antisense
RNA is not present, the interaction between inverted re-
peats I (the preemptor) and III generates a structure that
prevents the formation of the III-IV stem-loop (Fig. 7)
(154). Under these conditions, transcription of repC takes
place. Mutations in the preemptor have been shown to lead
to an absolute requirement for RepC in trans (154,155).
For example, Figure 7 shows the effect on the secondary
structure of RNA III caused by a three-nucleotide replace-
ment mutation in the preemptor. In absence of antisense
RNA, the stem-loop structure involving inverted repeats

III and IV is formed, no RepC synthesis occurs, leading to
a plasmid that has an absolute requirement for RepC in
trans (154,155) (Fig. 7).

The main incompatibility elements in pT181-type plas-
mids are the antisense RNA and the origin of replication
of the leading strand (16,154,155). The origin of replication
of the leading strand directly binds RepC, titrating the pro-
tein, which is present at limiting levels in the cytosol due
to the controlling action of the antisense RNAs.

LINEAR PLASMIDS IN BACTERIA

A Unique Plasmid Anatomy

Bacterial genomes have long been considered to contain
only circular DNA molecules. However, the development of
orthogonal field-pulsed agarose gel electrophoresis in the
mid-1980s allowed the discovery of the first linear bacte-
rial chromosome in Borrelia burgdorferi (156,157), the
causative agent of Lyme disease. Since then, linear repli-
cons have been found in many bacterial genera including
Agrobacterium, Streptomyces, Thiobacillus, Nocardia,
Rhodococcus, and even Escherichia (158). The first linear
plasmid was found in Streptomyces rochei in 1979 (159),
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Figure 8. Telomeric structure of linear plasmids. (a) Racket frame structure proposed for linear
Streptomyces plasmids. The ovals represent juxtaposition proteins that recognize specific regions
of palindromic symmetry, bringing together the plasmid termini. The black circles represent the
terminal protein attached to the 5� ends, which is required to complete the replication of a 280-
nucleotide segment at both plasmid termini. (b) Structure and partial nucleotide sequence of the
telomeric termini of linear plasmids isolated from Borrelia.

and others have been detected in the Gram-positive bac-
teria Rhodococcus fascians and Nocardia opaca as well as
in the Gram-negative Thiobacillus versutus (158). The
Streptomyces linear plasmids range in size from nine to
several hundred kilobases, and all of them contain termi-
nal inverted repeats of different lengths according to the
size of the plasmids where they are present. The linear
plasmids in Borrelia also show a wide range of sizes, typ-
ically ranging from 15 to 200 kb and are distributed widely
among the members of this species. The Borrelia plasmids
are unique among extrachromosonal elements because
some of them carry critical genes such the guaA and guaB
biosynthetic genes (160), as well as genes encoding the es-
sential major outer surface Osp or Vmp lipoproteins (161–
164). In addition, it was determined that some of these
linear plasmids are present stably in low copy number,
about the equivalent of one per chromosome, and can be
cured by exposing Borrelia cultures to the DNA gyrase in-
hibitor novobiocinin (165). These characteristics suggest
that the replication and partition processes of linear plas-
mids are well controlled during cell division. All the facts,
together with the observation that the Borrelia chromo-
some has attributes of a linear DNA molecule, has led to
the idea that these linear plasmids might be regarded
more properly as minichromosomes (166).

The presence of these linear DNA molecules brings an
interesting biological problem associated with the protec-
tion of the DNA ends from exonuclease degradation, and
the complete replication of these plasmids. These problems
are solved in eukaryotes by the addition of telomere re-
peats by reverse transcription of a short RNA incorporated
in the telomerase (167,168). On the other hand, prokary-
otes can protect and replicate completely these linear plas-
mids using two alternative mechanisms.

The ends of linear Streptomyces plasmids have telo-
meric structures also found in adenoviruses and some pro-
karyotic phages as well as in almost all eukaryotic plas-
mids. Sequence analysis of pSL2, a linear plasmid present
in S. rochei, revealed the presence of an inverted terminal
repetition of 614 bp and 11 sites of interrupted homology
(169,170). These terminal DNA structures, together with
specific DNA binding proteins, are thought to be involved
in the juxtaposition of the two plasmid termini containing
identical or very similar nucleotide sequences. This struc-
ture, known as the racket frame–like DNA model and
shown in Figure 8a, also includes a terminal protein co-
valently attached to the 5� DNA termini, which is required
to protect the DNA from degradation and to complete the
replication of the 3� overhanging ends, as described later.

The structure of the 16- and 49-kb linear plasmids of
Borrelia burgdorferi consists of a double-stranded DNA
chain connected at each end by a perfect palindromic AT-
rich hairpin loop (Fig. 8b) (2,171). In addition, each end
contains a conserved 19-bp inverted repeat sequence, a
telomeric structural feature found in all linear plasmids
analyzed in Borrelia to date (158,162,163). These features
have similarities to the telomeres of other linear double-
stranded replicons, including among them the genomes of
vaccinia and other animal poxviruses (172), the mitochon-
dria of the yeast Pichia (173), and the iridovirus, which
causes African swine fever (174). The fact that the latter
and at least one Borrelia species share a common tick vec-
tor suggests that the Borrelia linear plasmids may have
originated by horizontal transfer between kingdoms (2).
These telomeric structures indeed play a role in preserving
the integrity of these plasmids, and in their replication be-
fore cell division.
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Figure 9. Model depicting the differ-
ent stages leading to the formation of
circular intermediates and replication
of linear plasmids in Borrelia. Accord-
ing to this model, in step 1 the ends of
the plasmid are open by a nick (indi-
cated by the arrows with open arrow-
heads) within the inverted repeats
(represented by the thick arrows) lo-
cated at the plasmid termini. The
open linear plasmid circularizes due
to the presence of complementary se-
quences at its termini (step 2) and
replicates as a circular replicon (step
3). A second nick is introduced within
the repeated sequences, and the free
single-stranded ends pair back (indi-
cated by the dashed arrows) with
their complementary copies located in
the same monomer and, thus, recon-
stitute the hairpins at each plasmid
end (step 4). After DNA ligation (step
5), two copies of the original linear
plasmid are generated. Source:
Adapted from Ref. 157.
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Replication of Linear Plasmids

It was proposed initially that the linear plasmid of Strep-
tomyces replicates by a protein-primed replication mecha-
nism (158,175) that has been well characterized for ade-
novirus, phage ø29, and Bacillus subtilis (168). In this
mechanism of DNA replication, the telomere is the origin

of replication, and it is recognized by specific DNA binding
proteins that promote the unwinding of the double helix
and serve as the primer for a specific DNA polymerase.
However, it was later observed that the S. clavuligerus lin-
ear plasmid pSCL can replicate as a circular DNA molecule
when the telomeres are removed and the ends are ligated
(176). This observation was further confirmed by the de-
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Figure 10. Model showing an alternative replication mechanism and the formation of tail (T)-to-
tail dimers of linear plasmids in Borrelia. The model depicted in the left half starts with the cleav-
age of the head (H) telomere and the initiation of DNA replication (step 1). The replication of the
entire linear replicon results in a tail-to-tail dimer (step 2) that can result in either two copies of
the original monomers (step 3), after resolution of the tail telomeres, or remain as a tail-to-tail
dimer due to a failure in the plasmid segregation mechanism (step 4). The model shown in the
right half predicts the initiation of DNA replication from an internal origin (step 1) that results in
the formation of a circular intermediate (step 2). Segregation of this intermediate by independent
DNA cleavage events at each telomere junction leads to the generation of two copies of the original
linear replicon (step 3). Conversely, a failure of the cleavage of the tail telomere results in the
formation of a tail-to-tail dimer (step 4). Source: Adapted from Ref. 178.
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tailed analysis of the mechanism of replication of pSLA2,
another Streptomyces plasmid that contains protein co-
valently attached to the 5� end (175). Ligation of pSLA2
deletion derivatives lacking the telomeric termini to a
selectable marker resulted in a high-copy-number circular
extrachromosomal element. This observation suggested
that this linear plasmid must contain an internal site ca-
pable of promoting DNA replication. Two-dimensional aga-
rose gel electrophoresis analysis showed that this plasmid
is indeed replicated primarily bidirectionally from an in-
ternal origin located near the center of the plasmid, toward
the ends, rather than by full-length strand displacement
initiated at the telomeres. However, pSLA2 still requires
a protein-primed strand-displacing mechanism to com-
plete the replication of a 280-nucleotide segment at both
plasmid termini. It was suggested (175) that the synthesis
of the 5� terminal segment of the lagging strand of this
linear plasmid uses as a template the 3� overhang of the
leading strand and is primed by the protein covalently at-
tached to the 5� end of the mature plasmid.

The replication mechanisms of linear plasmids in
Borrelia are poorly understood; however, our knowledge
of these novel replicons encoding essential genes has
been extended by a series of very recent publications
(166,177,178). The replication of some of the Borrelia lin-
ear plasmids involves circular intermediates. In addition,
it was recently reported that the 180-kb plasmid of Bor-
relia hermsii can exist and replicate either as a linear or a
monomeric circular element (166). According to these ob-
servations, it was proposed that the monomeric circular
intermediate is formed by a head-to-tail junction, after a
nick introduced in the inverted repeat opens the plasmid
termini (Fig. 9). Because the termini are complementary,
the plasmid circularizes and can replicate as any other
well-characterized circular replicon. This circular inter-
mediate is then resolved into a linear double-stranded
DNA structure by a second nick within the terminal in-
verted repeats. Because the terminal repeats are comple-
mentary, a linear molecule should be reconstituted.

More recently, it was found that B. burgdorferi sensu
lato contains atypical large linear plasmids ranging from
92 to 105 kb (178). These plasmids carry p27 and ospAB,
genes that were also detected in other isolates on the 50-kb
linear plasmid pAB50. A more detailed analysis of the
larger plasmids demonstrated that they are formed by tail-
to-tail dimerization of pAB50. The presence of such dimers
can explain the unusual plasmid variability observed
among different isolates and may provide new information
regarding the replication mechanism of these linear repli-
cons. It was postulated (178) that these linear dimers are
the result of failed segregation after DNA replication by a
mechanism similar to that described for vaccinia viruses.
In this model proposed by Marconi et al. (178) and shown
in Figure 10, initiation of plasmid replication proceeds
from one of the termini, after the head hairpin loop in this
particular case is nicked, allowing the formation of tail-to-
tail dimer intermediates. Alternatively, these dimers can
arise by DNA replication initiated from an origin located
within a linear monomer that results in a circular repli-
cation intermediate. In the normal replication process, the
circular intermediate is resolved into two linear monomers

by independent cleavage events at each telomere junction.
Cleavage failure at the tail hairpin by a specific DNA cleav-
age system results in two monomers linked tail to tail (Fig.
10), a possibility that was confirmed experimentally by re-
striction analysis and Southern blot DNA hybridization ex-
periments (178). However, this same analysis demon-
strated that not all Borrelia large plasmids were
originated via dimer formation, and alternative DNA rep-
lication systems that are still uncharacterized must exist.

Some of the proteins involved in the replication of the
linear plasmids in Borrelia were identified by determining
the complete nucleotide sequence of the 16-kb plasmid lp
16.9 isolated from B. burgdorferi B31 (177). This study re-
vealed the presence of 15 open reading frames named A to
O. The predicted proteins encoded by OrfM and OrfN
showed homology to proteins involved in plasmid and cell
replication. OrfM is homologous to MinD, a cytoplasmic
membrane protein with ATPase activity required for the
correct placement of the division site (179,180). OrfM also
has homologies with plasmid partition proteins such as
ParA or SopA (181,182), and the RepB protein encoded by
the pheromone-responsive plasmid pAD1 in Enterococcus
faecalis and involved in the control of the copy number of
this extrachromosomal element (183). The predicted fea-
tures and the primary sequence of the OrfN hypothetical
polypeptide are similar to those of the CopB DNA binding
proteins, also known as RepB or RepA2, involved in the
control of plasmid copy number in Gram-negative bacteria
(184). This sequence analysis also led to the hypothesis
that OrfN may interact with the short repeat sequence lo-
cated within the promoter region of OrfM and, thus, con-
trol the expression of the latter (177).

In summary, sequence analysis of Borrelia plasmids
showed that the few proteins identified are similar to pro-
karyotic proteins involved in plasmid replication and
maintenance in Gram-positive and Gram-negative bacte-
ria. In addition, these results do not support the previous
conclusion that the linear plasmids in Borrelia are indeed
derived from animal viruses. Furthermore, it seems that
circular and linear plasmids of this bacterial genus have a
common origin and share DNA replication mechanisms.
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INTRODUCTION

In recent years, it has become apparent that there is a need
for animal cell cultures to produce some products (e.g.,
complex recombinant DNA proteins) because of the inabil-
ity of other expression systems (e.g., bacteria) to properly
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Figure 1. Pluronic polyol synthesis.
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perform post-translational modifications (e.g., glycosyla-
tion and proper folding). Unfortunately, animal cells lack
a protective cell wall and thus are subject to damage from
sparging and other environmental stresses. In large-scale
bioreactors, however, aerating the cultures through direct
sparging is the most practical method of supplying oxygen
to the culture medium. Therefore, in order to realize the
full potential of using animal cells to produce recombinant
DNA proteins on an industrial scale, there is a critical need
for large-scale sparged bioreactors capable of supporting
animal cell growth. Currently, the generally accepted ap-
proach to solving this problem is to supplement the me-
dium with a protective agent, such as the commercially
available surfactant Pluronic F-68.

PROPERTIES OF PLURONIC POLYOLS

A wide range of Pluronic polyols are available that are ca-
pable of protecting animal cells in suspension cultures
from the adverse effects of sparging. Of these, Pluronic
F-68 is by far the most widely used. Properties of Pluronic
polyols that are relevant to the selection of a protective
agent are discussed in this section.

Synthesis and Structure

Pluronic polyols, commercially available from the BASF
Corporation (Wyandotte, Mich.), are block copolymer
nonionic surfactants consisting of a center block of
poly(oxypropylene) (hydrophobe) and end blocks of
poly(oxyethylene) (hydrophile). They are synthesized by
the two-step process shown in Figure 1 (1). In the first step,
a poly(oxypropylene) block is synthesized by the addi-
tion of propylene oxide to propylene glycol. The
poly(oxyethylene) blocks are then added to both ends by
reacting the resulting poly(oxypropylene) with ethylene
oxide. The oxyalkylation steps are carried out in the
presence of an alkaline catalyst (e.g., potassium hy-
droxide) that is subsequently neutralized and removed

from the final product. The properties of the Pluronic poly-
ols are altered by varying the relative sizes of the
poly(oxypropylene) and poly(oxyethylene) blocks (note that
the sizes of the two poly(oxyethylene) blocks are statisti-
cally identical). The properties of a variety of Pluronic poly-
ols are given in Table 1.

Nomenclature

The letters L, P, and F in the Pluronic polyol nomenclature
represent liquid, paste, and flake, respectively (Table 1)
(1). The first two digits of the three-digit polyol number,
or the first digit of a two-digit polyol number, are indica-
tive of the hydrophobe [poly(oxypropylene)] molecular
weight, for example, 6, 8, and 12 represent average hydro-
phobe molecular weights of 1,750, 2,250, and 4,000, re-
spectively. The last digit in the polyol number represents
approximately one-tenth the percentage of hydrophile
[poly(oxyethylene)] in the molecule. For example, Pluronic
F-68 is a flake (i.e., a white powder), has a hydrophobe
molecular weight of approximately 1,750, and contains ap-
proximately 80% hydrophile.

Impurities

Commercial-grade Pluronic polyols have been demon-
strated to contain low molecular weight impurities, includ-
ing aldehydes, formic acid, and acetic acid (2,3). In addi-
tion, peroxide derivatives of the Pluronic polyols can be
formed during steam sterilization. The formation of the
peroxide derivatives can be prevented by filter sterilizing
the Pluronic polyol solutions instead of using steam ster-
ilization. The low molecular weight impurities can be re-
moved from aqueous solutions of Pluronic polyols by silica-
gel column absorption (2).

Hydrophilic–Lipophilic Balance

The hydrophilic–lipophilic balance HLB is an empirical
measure of the emulsifying capabilities of surfactant mol-
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Table 1. Pluronic Polyols Tested for Their Effect on Spodoptera frugiperda Sf-9 Insect Cell Growth in the Absence
and Presence of Sparging

Pluronic polyol Average MW wt % hydrophobe HLB range
Effect on cell growth

in the absence of sparging Protects from sparging?

L-61 2,000 90 1–7 Cell lysis N/A
L-121 4,400 90 1–7 Cell lysis N/A
P-103 4,950 70 7–12 Cell lysis N/A
P-123 5,750 70 7–12 Cell lysis N/A
P-84 4,200 60 12–18 Cell lysis N/A
P-104 5,900 60 12–18 Cell lysis N/A
P-65 1,900 50 12–18 Inhibition N/A
P-105 6,600 50 12–18 Inhibition N/A
L-35 1,900 50 18–23 None Yes
F-127 12,600 30 18–23 None Yes
F-38 4,700 20 �24 None Yes
F-68 8,400 20 �24 None Yes
F-108 14,600 20 �24 None Yes

Source: Adapted from Murhammer and Goochee (6).

ecules (4). Lower values of the HLB are representative of
molecules with a higher degree of hydrophobicity. In gen-
eral, molecules with high HLB values tend to be water sol-
uble, and those with low HLB values tend to be oil soluble.
The HLB values given in Table 1 are given in terms of
ranges to indicate that the effective HLB of the Pluronic
polyols varies with the emulsion system (5). From the re-
sults given in Table 1, it is clear that Pluronic polyols with
low HLB values are unsuitable for use as protective agents
because medium supplemented with 0.2% (w/v) of these
Pluronic polyols either lysed Spodoptera frugiperda Sf-9
cells or significantly inhibited their growth in the absence
of sparging, specifically in 50-mL spinner flasks oxygena-
tion by surface diffusion (6). It was further demonstrated
that at higher HLB values that Sf-9 cell growth was not
inhibited in the absence of sparging and that protection
from the adverse effects of sparging was provided in airlift
bioreactor studies. Thus, the key to finding a Pluronic
polyol that served as a protective agent for the Sf-9 cells
in a sparged environment corresponded to finding one that
did not inhibit cell growth in the absence of sparging. It
should be noted that the results may be different with
other cell lines.

Foaming Characteristics

Excessive foaming is generally undesirable in animal cell
cultures. Therefore, if Pluronic polyols are used that ex-
hibit unacceptable levels of foaming, then an antifoam
should also be added to the medium (6). Of the Pluronic
polyols given in Table 1, F-68, P-105, and P-65 are the best
for foam generation (5). Therefore, a number of other Plu-
ronic polyols may be preferable if foaming is problematic
(e.g., L-35 or F-127).

Surface Tension

Because the Pluronic polyols are surfactants, it would be
expected that they would reduce the air–water static sur-
face tension. Indeed, according to BASF literature (5), the
addition of 0.1% (w/v) Pluronic polyols to aqueous solutions

reduces the static surface tension from 72 dyne/cm for pure
water to a range of 33 (L-121) to 52 dyn/cm (F-38). In ad-
dition, the static surface tension of a 0.1% (w/v) aqueous
solution of Pluronic F-68 is 50 dyn/cm. Michaels et al. (7),
however, have given a convincing argument that the dy-
namic surface tension is a more suitable measure for
sparged systems since interfacial properties are sensitive
to the physical state of the interface. They found that the
reduced dynamic surface tension afforded by Pluronic F-68
addition correlated well with reduced cell–bubble interac-
tions and thereby provided cell protection.

Oxygen Transport

Zhang et al. (8) found that the addition of Pluronic F-68 to
growth medium had minimal effect on KLa values for large
bubbles (�5 mm diameter), but significantly enhanced KLa
for intermediate (�1 mm diameter) and micron-sized
(�100 lm diameter) bubbles. It is generally accepted that
surfactants can affect oxygen transport from bubbles in
two different ways: affecting the diffusional resistance and
affecting the interfacial area. The first affects the KL, and
the second affects the a in KLa. The addition of surfactants
usually results in a decreased KL (9) and an increased a
(10). Consistent with this expected behavior, Zhang et al.
(8) found that there was a significant reduction in the Sau-
ter mean bubble size for the intermediate and micron-sized
bubbles, thereby resulting in an increased a. Pluronic F-68
addition, however, had minimal effect on the size of the
large bubbles. No direct measurements directly related to
the KL term were taken in this study, although the results
clearly demonstrate that the presence of the Pluronic F-68
resulted in a greater increase in a than decrease in KL.

PROTECTIVE EFFECTS OF PLURONIC POLYOLS

It has been clearly demonstrated that Pluronic polyols can
protect insect and mammalian cells from the adverse ef-
fects of sparging. There is also some evidence, although not
as conclusive, that Pluronic polyols can provide protection
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from shear forces resulting from agitation. Evidence sup-
porting these protective effects and the corresponding
mechanisms are discussed in this section.

Sparging Damage

In 1968, Kilburn and Webb (11) were the first to report the
use of Pluronic polyols to protect animal cells from sparg-
ing. Specifically, they found that supplementing the me-
dium with 0.02% (w/v) Pluronic F-68 protected mouse LS
cells from the adverse effects of sparging in short-term
studies. They did not, however, show any results from long-
term tests, such as an entire bioreactor run. No compre-
hensive studies regarding the use of Pluronic polyols to
protect animal cells from the adverse effects of sparging
were conducted until the late 1980s, when Handa-
Corrigan et al. (12,13) and Murhammer and Goochee
(6,14,15) demonstrated the ability of Pluronic F-68 to pro-
tect mammalian and insect cells, respectively. Handa-
Corrigan et al. (12,13) demonstrated that the survival of a
variety of mammalian cells (hybridomas, NS1 myeloma,
BHK-21, and lymphoblastoid [RAJI]) in the presence of
sparging depends on cell type and bubble size and fre-
quency (i.e., small bubbles and high flow rates are more
detrimental). They further demonstrated that the protec-
tive effect of Pluronic F-68 was concentration dependent,
with 0.1% (w/v) being sufficient to protect cells under the
most severe conditions reported. Murhammer and Goo-
chee (14) investigated the protective effect of Pluronic F-68
in both airlift and sparged agitated bioreactors. It was
found that supplementing the medium with 0.1% (w/v)
Pluronic F-68 resulted in a major protective effect and that
0.2% (w/v) provided full protection to Sf-9 cells grown in
both types of bioreactors. It was also demonstrated that
recombinant protein synthesis (produced after infection of
the cells with a recombinant baculovirus) in the airlift bio-
reactor was significantly reduced compared to the un-
sparged control even after increasing the Pluronic F-68
concentration to 0.5% (w/v). This was hypothesized to re-
sult from the increased susceptibility of virally infected
cells to lysis in a sparged environment. Murhammer and
Goochee (6) further demonstrated that many other Plu-
ronic polyols could serve as protective agents in airlift bio-
reactors (Table 1).

After the development of conclusive evidence regarding
the ability of Pluronic F-68 to protect mammalian and in-
sect cell cultures from the adverse effects of sparging, the
research focus in this field shifted to the mechanisms of
this protective effect and of cell damage in the absence of
protective agents. In regards to bubbles in sparged bio-
reactors, there are three regions in which cell damage
could potentially occur: (1) the bubble formation region at
the gas distributor, (2) the rising bubble region between
the gas distributor and medium surface, and (3) the burst-
ing bubble region at the medium surface. The results of
Handa-Corrigan et al. (13) and Tramper et al. (16) clearly
demonstrated that the primary source of cell damage is not
in the region of rising bubbles. Specifically, they demon-
strated that cell damage decreased as the height of the
bioreactors increased. In addition, Michaels et al. (17)

demonstrated that cell-to-bubble interactions in the bulk
of the bioreactor are not responsible for cell damage in
studies in which the headspace above the medium where
bubbles can burst was eliminated. Murhammer and Goo-
chee (15) demonstrated that it is possible to have cell dam-
age in the sparger region and that this damage correlates
with a high pressure drop across the sparger. In most prac-
tical applications (i.e., when the sparger is properly de-
signed), however, significant cell damage only occurs at the
medium surface in the bursting bubble region, as first pro-
posed by Handa et al. (12). It has also been demonstrated
that cells tend to adhere to air–medium interfaces and that
fatal damage occurs to these attached cells as the bubbles
burst at the medium surface, that is, the energy released
by the bursting bubbles results in extensive cell lysis (18–
21).

Michaels et al. (22) suggested that the protective effect
of Pluronic polyols could result either from a biological
mechanism (i.e., through changes in the cells’ ability to
resist shear) or from a physical mechanism (i.e., through
changes in the medium properties that affect the level or
frequency of forces experienced by cells). They concluded
that the protective effect of Pluronic F-68 in sparged bio-
reactors is caused by a physical effect. Consistent with this
hypothesis, it was later demonstrated that the protective
effect of Pluronic F-68 resulted from its ability to cover the
medium–bubble surface and thereby prevent cell adhesion
to the bubbles (21,23). Thus, cells are not in the immediate
vicinity of bursting bubbles at the medium surface.

It has also been demonstrated that Vero cells grown on
microcarriers are damaged in sparged bioreactors (24). It
was suggested that the addition of Pluronic F-68 to the
medium may be able to protect cells grown on microcar-
riers from the adverse effects of sparging. Corresponding
studies, however, were not conducted. This is certainly an
issue that needs to be addressed in future research.

Agitation Damage

Although a few studies have reported that supplementing
the medium with Pluronic F-68 can protect attachment-
independent cells growing in suspension from agitation
damage (25), this is generally not a relevant issue because
insect (15) and mammalian (17) cells are commonly toler-
ant to relatively high agitation rates. For example, it was
found that Sf-9 cell damage did not occur unless the agi-
tation rate was high enough to induce bubble incorporation
via cavitation or vortexing (15). Further, supplementing
the medium with Pluronic F-68 protected the cells from
damage caused by bubble incorporation by either of these
mechanisms. It is assumed that the corresponding mech-
anisms of cell damage without Pluronic F-68 and protec-
tion by Pluronic F-68 are similar to those reported above
for sparged bioreactors.

In spite of the lack of evidence demonstrating that Plu-
ronic F-68 can protect cells from agitation damage, there
is some evidence that Pluronic F-68 can make cells more
resistant to shear damage. For example, Goldblum et al.
(26) demonstrated that the addition of Pluronic F-68 (0.2
and 0.3% [w/v]) to the medium protected Sf-9 and Tricho-
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plusia ni Tn-368 insect cells from shear damage in viscom-
eter studies in a concentration-dependent manner. In con-
trast to these results, Michaels et al. (22) found that
Pluronic F-68 did not make CRL-8018 cells more shear tol-
erant. These results suggest that the ability of Pluronic
F-68 to increase a cell’s shear tolerance may be cell depen-
dent. Direct interaction with the cell (e.g., incorporation of
the hydrophobic portion of Pluronic F-68 with the cell
membrane) is a possible mechanism through which Plu-
ronic F-68 may increase the shear tolerance of cells. Sev-
eral lines of evidence are consistent with an interaction of
Pluronic F-68 with the cell membrane. First, Pluronic
polyols of low HLB values lysed cells (Table 1). Second,
Pluronic F-68 inhibits the uptake of trypan blue dye that
would normally be taken up in the absence of Pluronic F-68
(14). Third, treating sickled erythrocytes with Pluronic
F-68 reduced their rigidity (27). Fourth, Pluronic F-68 in-
creases the fluidity of hybridoma membranes, which cor-
related with increased shear sensitivity (28).

APPLICATION

If attachment-independent insect or mammalian cells are
to be grown in sparged bioreactors, then it is recommended
that the medium be supplemented with a Pluronic polyol.
Many commercially available serum-free media already
contain Pluronic F-68; therefore, additional supplementa-
tion may not be necessary. If supplementation is necessary,
then a 10% (w/v) aqueous solution of Pluronic F-68 (ob-
tained from BASF Corp.) can be prepared and filter ster-
ilized. This solution can then be used to supplement the
medium at 0.1 to 0.2% (w/v) Pluronic F-68. Ready-made
solutions of Pluronic F-68 are also commercially available
(e.g., Sigma Chemical Company, St. Louis, Mo.). The re-
sulting medium should first be tested in the absence of
sparging (e.g., in spinner or shaker flasks) to detect any
potential inhibitory effects. Note that purification of the
Pluronic F-68 (as mentioned above) may be necessary to
remove inhibitory impurities. The next step is to test the
ability of the medium to protect cells in small-scale sparged
bioreactors. Success in protecting the cells at this scale is
a good indicator of similar success in larger-scale sparged
bioreactors. The use of Pluronic F-68 allows sparging with
micron-sized bubbles that significantly enhance culture ox-
ygenation. If Pluronic F-68 is not successful, many other
Pluronic polyols are available for testing (Table 1). Another
concern is that Pluronic polyols may interact with the pro-
tein of interest and interfere with downstream purification
(29). Winzerling et al. (30) have demonstrated, however,
that recombinant insect transferrin can be purified from
Sf-9 cell supernatant containing 0.1% (w/v) Pluronic F-68
by using high metal ion capacity gel chromatography.
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INTRODUCTION AND HISTORY

Plastics have been produced by the chemical industry since
the early 1930s. They constitute a very important group of
materials, because their high molecular weight and low
reactivity make them especially suited for applications for
which durable, inert materials are required. However,
these very same properties have recently been recognized
as major drawbacks of plastic materials. Whenever plastic
is disposed of, it remains at the site of disposal, and its
resistance to biological breakdown causes it to accumulate

in the environment. The recognition of this undesired prop-
erty has led to a search for new plastic materials that dis-
appear after their disposal, the so-called biodegradable
plastics. Several biological polymers that could fulfill this
requirement are currently under investigation. Most of
these biopolymers belong to the class of polysaccharides or
polyhydroxyalkanoates (PHAs). In this review, we focus on
the second class, the PHAs.

The first example of PHAs to be discovered was poly-
hydroxybutyrate (PHB). In 1926, Lemoigne isolated and
characterized PHB from Bacillus megaterium (1). Since
this first report, PHB accumulation has been found in
many microorganisms: representatives of Gram-negative
and Gram-positive species (i.e., autotrophs, heterotrophs,
phototrophs, aerobes, anaerobes) and archaebacteria (as
reviewed elsewhere [2–4]). Bacteria synthesize and accu-
mulate PHAs as carbon and energy storage materials or
as a sink for redundant reducing power under conditions
of limiting nutrients in the presence of excess carbon
source. When the supply of the limiting nutrient is re-
stored, the PHA can be degraded by intracellular depoly-
merases and subsequently metabolized as a carbon and
energy source.

In 1976, Imperial Chemical Industries (ICI Ltd., UK)
recognized the potential applicability of PHB to replace
some of the oil-derived commodity plastics. Although the
bacterially produced PHB was relatively expensive com-
pared to petrochemical plastics, it was expected that the
price of crude oils would rise to high levels, making the
production of PHB economically feasible. Because no rise
in oil prices occurred, PHB came to be seen as a biode-
gradable and biocompatible plastic material. Mainly be-
cause of their high price, PHB and PHB/HV (a copolymer
consisting of hydroxybutyrate and hydroxyvalerate)
known under the tradename Biopol� have only recently
found their way to the market. In 1990, the German com-
pany Wella released a new shampoo packaged in bottles
made of Biopol�. Early in 1996, Monsanto (USA) bought
the Biopol� business from ZENECA BioProducts, a
daughter company of ICI. Monsanto is now in the process
of generating transgenic plants (i.e., soybean and rape-
seed) for future agricultural production of PHB and PHB/
HV, which is expected to result in a significantly lower
price of the final product.

The discovery of a polyester that consists mainly of hy-
droxyoctanoate monomers by de Smet et al. (5) in 1983 was
the first example of a new group of polymers that can con-
tain a wide variety of different monomers. Thus far, more
than 90 different monomers have been found in the poly-
mers (6). Among these are 3-hydroxy acids of 6 to 14 carbon
atoms with saturated, unsaturated, straight, or branched
aliphatic side chains. Furthermore, monomers with vari-
ous different functional groups in the side chain, such as
halogen atoms, hydroxy-, epoxy-, cyano-, carboxyl-, and es-
terified carboxyl groups, have been introduced into
medium-chain-length (MCL) PHAs (4,6,7).

PHAs can be classified into two groups depending on
the number of carbon atoms in the monomer units: short-
chain-length (SCL) PHAs, which consist of 3–5 carbon at-
oms, and MCL PHAs, which consist of 6–14 carbon atoms
(8). The general structure of PHAs is shown in Figure 1.
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Figure 1. General structure of polyhydroxyalkanoates (PHAs).
PHAs are polyesters with (R)-3-hydroxy acids as monomer unit.
The monomers of short-chain-length (SCL) PHAs consist of 3–5
carbon atoms, and those of medium-chain-length (MCL) PHAs
consist of 6–14 carbon atoms. The molecular weights of these bio-
polymers range from 2 � 105 to 3 � 106, and the number of mono-
mers (n) varies between 1,000 and 30,000.
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Figure 2. Polyhydroxybutyrate (PHB) synthetic genes and PHB
synthesis pathway of Alcaligenes eutrophus. (a) The genes phbA,
phbB, and phbC of Alcaligenes eutrophus are located in one operon
and code for the b-ketothiolase, acetoacetyl-CoA-reductase, and
PHB synthase, respectively. (b) In the three-step PHB synthesis
pathway, two acetyl-CoA molecules are coupled to form acetoace-
tyl-CoA in a condensation reaction catalyzed by b-ketothiolase.
The b-ketothiolase is negatively regulated by the product
coenzymeA (HSCoA), which is also a product when acetyl-CoA en-
ters the TCA cycle under nonlimited conditions. The product is
subsequently stereoselectively reduced to (R)-3-hydroxybutyryl-
CoA in a reaction catalyzed by NADPH-dependent acetoacetyl-
CoA reductase. Finally, PHB is synthesized by polymerization of
(R)-3-hydroxybutyryl-CoA molecules by the PHB synthase.
Source: From van der Leij et al. (103).

The monomer units in these microbial polyesters are all in
the R-configuration because of the stereospecificity of the
biosynthetic enzymes. The molecular weights of PHAs
range from 2 � 105 to 3 � 106, depending on the specific
PHA, the microorganism from which the PHA was ob-
tained, and the growth conditions. In this review, the term
PHA refers to polyhydroxyalkanoates generally. PHB (or
PHV) refers to specific SCL PHAs, and MCL PHA refers
to all PHAs that contain monomers with six or more carbon
atoms.

SCL PHA

PHB, the best-known of the SCL PHAs, not only appears
in microorganisms as storage material but is also ubiqui-
tous in nature. A fascinating development in recent years
has been the discovery of the very wide distribution of PHB
as a low molecular weight oligomer (120–200 monomers)
in microorganisms, plants, and animals, including humans
(9,10). In many cases this form of PHB is found as a PHB–
calcium polyphosphate complex in membranes that seems
to function as an ion channel through cell membranes
(11,12). In Escherichia coli, the complex has been found to
occur in large amounts in the membrane of cells made com-
petent for genetic transformations (13–15). In addition,
PHB of similar molecular weight has been found in eu-
karyotes, for example, in various plant tissues, in organs
of animals (such as beef heart, chicken liver, porcine kid-
ney), and in human blood plasma (16). In this review, we
focus on the high molecular weight polymer that has con-
siderable potential as an industrial biodegradable plastic.

Physiology and Biosynthesis of PHB

The biochemistry of PHB biosynthesis is very well studied.
In most bacteria, such as Alcaligenes eutrophus, PHB is
synthesized in a three-step reaction starting with acetyl-
CoA when cultivated on carbohydrates, pyruvate, or ace-
tate (Fig. 2) (17,18). Two acetyl-CoA molecules are coupled
to form acetoacetyl-CoA in a condensation reaction cata-
lyzed by 3-ketothiolase. The product is subsequently ste-
reoselectively reduced to (R)-3-hydroxybutyryl-CoA in a re-
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action catalyzed by NADPH-dependent acetoacetyl-CoA
reductase. Finally, PHB is synthesized by polymerization
of (R)-3-hydroxybutyryl-CoA molecules by the PHB syn-
thase (19). A few exceptions to this general pathway are
known, such as Rhodospirillum rubrum, where (S)-3-hy-
droxybutyryl-CoA is generated and converted to (R)-3-hy-
droxybutyryl-CoA by two stereospecific enoyl-CoA hydra-
tases (20).

As pointed out in the introduction, PHB biosynthesis
and accumulation occur in most bacteria if a carbon source
is provided in excess and if another nutrient, such as ni-
trogen, sulfur, phosphate, iron, magnesium, potassium, or
oxygen, is limiting (21,22). PHB synthesis is regulated at
the enzymatic level, and the availability of suitable sub-
strates for PHB synthesis routes results from an imbal-
anced supply of nutrients to the cell via physiological regu-
lation pathways than have been studied in Azotobacter
beijerinckii (23) and Alcaligenes eutrophus (24,25). It was
found that the intracellular concentration of acetyl-CoA
and free coenzyme A play a central role in the regulation
of polymer synthesis (26). Under balanced growth condi-
tions acetyl-CoA is oxidized via the tricarboxylic acid
(TCA) cycle. In this reaction sequence, NADH is generated
and is used for biosynthetic purposes. When growth ceases
the NADH concentration increases, which reduces the ac-
tivity of the TCA cycle enzymes citrate synthase and iso-
citrate dehydrogenase. As a result acetyl-CoA cannot be
oxidized via the TCA cycle and enters the PHB synthetic
pathway. The 3-ketothiolase enzyme of this pathway is in-
hibited by free CoA, which is generated by oxidation of ace-
tyl-CoA via the TCA cycle during normal growth.

PHB/HV Copolymer Biosynthesis

A copolymer of PHB and PHV can be synthesized by Al-
caligenes eutrophus and many other microorganisms from
either a mixed substrate of glucose and propionic acid or a
direct precursor of 3-hydroxyvalerate (e.g., valeric acid)
(27). If propionate is fed, essentially the same biochemical
pathway as for PHB synthesis is used, but propionyl-CoA
and acetyl-CoA are condensed by the ketothiolase to give
3-ketovaleryl-CoA, which leads to the incorporation of 3-
hydroxyvalerate monomers in the polymer. 3-Hydroxybu-
tyrate arises in the normal way. Alkanoic acids of odd-
number carbon chain length can also serve as carbon
source (28,29). In this case, the 3-hydroxyvalerate in the
polymer arises directly from the b-oxidation of these fatty
acids. Recently, it was shown that low dissolved oxygen
concentrations enhance 3-hydroxyvalerate incorporation
into the polymer produced by A. eutrophus (30).

Several microorganisms have been isolated that are
capable of accumulating PHB/HV from substrates appar-
ently unrelated to, and not immediate precursors of, 3-
hydroxyvalerate. These organisms include Corynebacte-
rium, Nocardia, and Rhodococcus strains (31) and mutants
of A. eutrophus (32). When supplied with hexanoic acid as
substrate, Rhodococcus sp. was able to accumulate a ter-
polymer containing 3-hydroxybutyrate, 3-hydroxyvaler-
ate, and 3-hydroxyhexanoate monomers. In addition, Rho-
dococcus sp. NCIMB40126 and Chromobacterium
violaceum are capable of producing a homopolymer con-
sisting of 3-hydroxyvalerate when grown on valeric acid as
sole carbon source (31,33).

Copolymers of 3-hydroxybutyrate and 4-hydroxybuty-
rate can be synthesized by A. eutrophus from 4-hydroxy-
butyric acid, 1-4-butanediol, butyrolactone, and 4-chloro-
butyric acid (34). Terpolymers of 3-hydroxybutyrate,
3-hydroxyvalerate, and 5-hydroxyvalerate can be produced
by A. eutrophus fed with either 5-chlorovalerate alone or
5-chlorovalerate or 5-hydroxyvalerate in combination with
valeric acid (35). Polymers that contain 4-hydroxyvalerate
and 3-hydroxypropionate have been synthesized by a va-
riety of organisms, including A. eutrophus (36). The sub-
strates used were 4-hydroxyvalerate, 4-valerolactone, and
3-hydroxypropionic acid. Most Alcaligenes strains tested
and Pseudomonas oxalaticus accumulated a terpolymer of
3-hydroxybutyrate, 3-hydroxyvalerate, and 4-hydroxyval-
erate from 4-valerolactone or 4-hydroxyvalerate as sole
carbon source (36). Alcaligenes eutrophus and Burkhold-
eria cepacia are able to synthesize terpolyesters that con-
sist of 3-hydroxybutyric acid, 3-hydroxyvaleric acid, and 2-
methyl-3-hydroxybutyric acid when tiglic acid is used as
sole carbon source or in combination with gluconic acid
(37).

Molecular Biology and Enzymology of SCL PHA Synthesis.
In A. eutrophus, the structural genes for PHA synthesis
are organized in the phbCAB operon (see Fig. 2), coding
for PHB synthase, b-ketothiolase, and NADPH-dependent
acetoacetyl-CoA reductase, respectively (38–40). The tran-
scription start of phbC was identified 307 base pairs up-
stream from the translation initiation codon by S1 nucle-
ase protection assay, and a sequence that exhibits a
striking homology to the E. coli r70 promoter consensus
sequence was found (39).

The PHB synthase structural genes have been cloned
and sequenced from various bacteria (8). Comparison of
the protein primary structures revealed that PHB syn-
thases represent a group of highly homologous enzymes.
The PHB synthase of A. eutrophus has been studied in de-
tail in several laboratories. It is a large enzyme with iden-
tical subunits that exhibit a relative molecular mass of
63.9 kDa (38) and specificity for 3-hydroxyacyl-CoA of C3

to C5 units (41). Site-directed mutagenesis demonstrated
that the cysteine319 residue is required for PHB synthase
activity in A. eutrophus (42). Furthermore, evidence has
been obtained that the enzyme requires posttranslational
modification by phosphopantetheine to provide a second
thiol group per PHB synthase subunit (42), which could
support the mechanistic model for the polymerization pro-
cess that depends on the presence of two thiol groups (43).

A putative model for the polymerization process based
on de novo fatty acid synthesis is presented in Figure 3.
This model illustrates only one possible reaction mecha-
nism, and other models are also possible. In an initiation
or priming process (Fig. 3a), the 3-hydroxybutyric acid
moiety from 3-hydroxybutyryl-CoA is transferred to the
thiol group of the phosphopantotheine-modified serine,
coupled with the release of coenzyme A. This 3-hydroxy-
butyryl moiety is then translocated to the thiol of the cys-
teine. It has been shown recently that acylation of
cysteine319 causes a shift of the monomeric form of the syn-
thase to its dimeric form, and this shift is accompanied by
an increase in its specific activity and a decrease in the lag
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Figure 3. The hypothetical model of the catalytic PHB synthase mechanism is based on analogy
to the de novo fatty acid synthesis and on information available about PHB synthases. The con-
served cysteine319 and the posttranslationally modified serine259 of the PHB synthases that are
likely to be involved in the reaction mechanism are indicated. In the initiation step (a) the 3-
hydroxybutyric acid moiety from 3-hydroxybutyryl-CoA is transferred to the thiol group of the
phosphopantotheine modified serine, coupled with the release of coenzyme A. It is supposed that
this 3-hydroxybutyl moiety is translocated to the thiol group of the cysteine and that a shift of the
monomeric form of the synthase to its dimeric form takes place. A second 3-hydroxyacyl moiety is
added to the thiol group of the phosphopantotheine modified serine. During chain elongation (b)
the 3�-hydroxy group of the entering monomer attacks the thiol ester of the previously entered
monomer to form a covalently bound dimer/oligomer. Termination takes place when a chain trans-
fer with water occurs, and the polymer chain is released from the enzyme (c). A chain transfer
agent might be involved in this process. This model does not show that the polymer chain might
be translocated from the posttranslationally modified serine to the thiol group of the cysteine of
the other subunit as is the case in de novo fatty acid synthesis.
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Figure 4. Polyhydroxyalkanoate (PHA) granules in Pseudo-
monas oleovorans. Freeze-fracture electron micrograph of octane-
grown P. oleovorans cells containing PHA granules that were de-
formed during the fracture process and show the typical
mushroom-type deformation of granules consisting of MCL PHA.
The bar represents 0.5 lm.

phase of polymer formation (44). A second monomer is then
again added to the thiol group of the phosphopantotheine-
modified serine, and its 3�-hydroxy group attacks the thiol
ester of the first monomer to form a covalently bound dimer
(Fig. 3b). After translocation of the formed dimer to the
thiol group of the cysteine (either of the same subunit as
shown in Fig. 3b or of the other enzyme subunit), the thiol
group of the posttranslationally modified serine can accept
a new 3-hydroxybutyric acid moiety, and by repeated prop-
agation steps the covalently bound oligomer or polymer
grows by one unit during each cycle. It is assumed that the
polymer is released from the enzyme if a chain transfer
with water occurs that terminates polyester biosynthesis
(Fig. 3c). Doi and coworkers have postulated that a chain
transfer agent, which might be an enzyme with a water
molecule in its active site, could be involved in the termi-
nation process (45–47).

A combined chemical and enzymatic procedure has been
developed to synthesize PHB granules in vitro (48). Puri-
fied PHB synthase from A. eutrophus was exposed to syn-
thetically prepared (R)-3-hydroxybutyryl-CoA, and PHB
was formed, thereby establishing the minimal require-
ments for PHB formation. The in vitro polymerization sys-
tem yielded PHB with a molecular mass higher than 10 �
106 Da, exceeding by an order of magnitude the mass of
PHB typically extracted from microorganisms. Further-
more, the molecular mass of the polymer could be con-
trolled by the initial PHB synthase concentration.

The PHB synthases of Chromatium vinosum and Thio-
cystis violacea represent a different class of synthases that
consists of two different types of subunits encoded by phaE
and phaC (49,50). Together, these genes constitute one sin-
gle operon. The C-terminus of PhaC contains high homol-
ogy to the central region of the PHB synthase of A. eutro-
phus. However, the PhaC protein lacks the N-terminal
part and is much smaller than the other synthases. The
PhaE protein may take over essential functions of the
larger PHB synthases in the polymerization process (8).
The PHA synthase of Thiocapsa pfennigii is also composed
of two different subunits, similar to those of Chromatium
vinosum and Thiocystis violacea. From the substrate
range, however, this synthase seems to be clearly distin-
guished from all other PHA synthases because it can syn-
thesize copolyesters that consist of 3-hydroxyalkanoates
ranging from C3 to C14, or even 4- and 5-hydroxyalkanoic
acids (51).

Granule Structure

The PHA polymers are accumulated in the bacterial cells
as defined granules (Fig. 4). Because the granule structure
of SCL and MCL PHAs produced by different organisms
seems to be very similar, both types of polymer granules
are discussed together. Nuclear magnetic resonance
(NMR) spectroscopy of various bacteria has clearly dem-
onstrated that the polyester in the cells occurs in a meta-
stable amorphous state and that it is stored as a mobile
elastomer (52–54). The bouyant density of PHB granules
is about 1.18–1.24 g cm�3 (55–57), in contrast to MCL PHA
granules, which have a bouyant density of approximately
1.05 g cm�3 (58). The isolated granules consist of polyester,

proteins, and lipids. The composition was first determined
for PHB granules of Bacillus megaterium, which consist of
97.7% polyester, 1.87% proteins, and 0.46% lipids or phos-
pholipids (43).

Several different models of granule structure have been
proposed. First indications that the native PHA granules
in Pseudomonas oleovorans might be surrounded by a
phospholipid monolayer in which the polymerase enzymes
are embedded have been found by Witholt and coworkers
(59,60). In contrast to this model, Stuart et al. (61) pre-
sented a model in which the hydrophobic PHA core is sur-
rounded by two protein layers with a phospholipid layer in
between. In this model, the polymerase is supposed to be
embedded only in the inner layer. Recently, determination
of the thickness of the boundary layer surrounding the
polymer inclusions of different bacteria confirmed that a
lipid monolayer is more likely than two protein layers with
a lipid layer between them (62). In addition to the poly-
merases, other proteins such as depolymerases, granule-
associated proteins (GAPs, also called phasins), and pro-
teins of unknown function seem to be embedded in the
phospholipid layer (63,64). Phasins are in general low mo-
lecular weight proteins and are assumed to form a close
protein layer at the surface of the granules, providing the
interface between the hydrophilic cytoplasm and the hy-
drophobic core of the PHA inclusion (63). In A. eutrophus,
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the first evidence was found by mutant studies for the
structural importance of a 24-kDa GAP (called GA24) (65).
Mutants lacking the GA24 protein synthesized only one
large PHB granule per cell in contrast to 10–30 granules
as found in the wild type. The amino acid sequence of the
GA24 protein revealed two closely related stretches con-
sisting exclusively of nonhydrophilic amino acids at the C-
terminal region, which are presumably involved in the
binding of GA24 to the granules. Similar granule-forming
proteins were identified and isolated from various other
strains, such as Acinetobacter sp., Rhodococcus ruber,
Chromatium vinosum, Methylobacterium extorquens, and
Pseudomonas oleovorans (64,66–73).

Industrial Production of PHB and PHB/HV

Many bacteria have been screened to produce PHB or
PHB/HV. However, only a few have been used for biotech-
nological production of these polyesters on a large scale.
Here, we focus on the two examples that have found ap-
plication in an industrial process.

The suitability of a bacterium for PHA production de-
pends on many different factors such as stability and
safety of the organism, growth and accumulation rates,
achievable cell densities and PHA contents, extractability
of the polymer, molecular weights of accumulated PHA,
range of utilizable carbon sources, costs of the carbon
source and the other components of the medium, and oc-
currence of by-products (74). Recently, the theoretical yield
(the yield based on the reaction stoichiometry) of PHB has
been estimated for several substrates (75). Regeneration
of nicotinamide nucleotides, which are used as cofactors
for PHA synthesis, has been taken into account in this
analysis.

In the production plant of ZENECA BioProducts at Bil-
lingham (UK), the PHB homopolymer and the copolyester
PHB/HV have been produced at scales up to 200,000 L
(74). The process utilized a mutant of A. eutrophus (76),
and the fermentation was carried out in a two-step fed-
batch process. During the first step, the cells were grown
in a mineral salt medium with glucose as sole carbon and
energy source and with a calculated amount of phosphate
based on the known requirements of the organism to allow
production of a given amount of biomass. As the culture
grew, phosphate was depleted from the medium, and dur-
ing the second step when phosphate was limiting, the cul-
ture started to store polymer. Glucose was fed to the cul-
ture, and the fermentation was continued until the
required polymer content was reached. Each phase lasted
for approximately 48 h, and final biomass dry weights of
100 g/L were achieved (77). The copolymer of PHB/HV was
made by substituting a mixed feed of glucose and propionic
acid in the polymer accumulation phase. The 3-hydroxy-
valerate content of the copolymer was controlled by ad-
justing the ratio of the two substrates in the feed (77).

A different industrial process has been developed at the
Biotechnologische Forschungsgesellschaft in Linz (Aus-
tria) for the production of PHB homopolymer (78,79). In
this process strain Alcaligenes latus DSM1124 was em-
ployed, which can accumulate PHB during balanced cell
growth up to 80% of the cellular dry matter. Therefore, a

one-step fed-batch fermentation process was carried out
using a mineral salts medium with sucrose as sole carbon
source. A biomass of 60 g/L was achieved (79). In 1993,
however, the company stopped the production of PHB/HV.

Recovery

The cells that contain PHB/HV must be separated from
the broth by conventional procedures such as centrifuga-
tion, filtration, or flocculation–centrifugation. After the
biomass is harvested, cells must be disrupted to recover
the polymer. Several methods have been developed for the
recovery of PHAs. The method most often used involves
extraction of the polymer from the biomass with solvents
(e.g., chloroform, methylene chloride, propylene carbonate,
dichloroethane). Large amounts of solvent are required in
this process. Several other methods have been developed,
such as sodium hypochloride treatments for the differen-
tial digestion of non-PHA cellular materials (80). Although
this method is effective, it causes severe degradation of
PHB, resulting in a reduction in the molecular weight (81).

ZENECA has developed a nonsolvent-based recovery
process as an alternative to solvent extraction for the com-
mercial production of PHB and PHB/HV by A. eutrophus
(77,82). In this process the cells were first exposed to 80 �C
and subsequently treated with a cocktail of various hydro-
lytic enzymes consisting of lysozyme, phospholipase, leci-
thinase, the proteinase alcalase, and others. Most of the
cellular components were hydrolyzed by these enzymes,
whereas the polymer remained intact. After washing, floc-
culation, and drying, the polymer was recovered as a white
powder that was melted, extruded, and converted into
chips, the form in which the polymer was supplied to the
fabricators.

In contrast, the Biotechnologische Forschungsgesell-
schaft has applied a solvent-based process for the recovery
of PHB from A. latus. The cells were harvested by centri-
fugation, and subsequently the PHB was extracted with
methylene chloride from the suspended cells and precipi-
tated out of the solvent by the addition of water. After dry-
ing of the polymer, a polyester with 99% purity was ob-
tained (79). The process also included recovery of the
solvent.

Properties of PHB and Its Copolymers

Comprehensive overviews on the physical properties of
PHB and its copolymers, or on the material properties of
the manufactured objects from those polymers, have been
published previously (27,74,83–85) and are summarized
next.

The PHB homopolymer is a completely stereoregular
polyester, with all asymmetric carbon atoms in the (R)-
configuration, and it is therefore highly crystalline. The
high crystallinity (typically 55–80%) makes it relatively
stiff and brittle. The glass transition temperature (Tg of
PHB lies between 5 and 9 �C, and the melting point (Tm)
lies between 173 and 180 �C (Table 1). PHB polymer de-
composes at approximately 200 �C, which is close to its
melting temperature. In its solid, crystalline state, the
polymer is a right-handed helix, a condition that is re-
tained in chloroform solution. The mechanical properties
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Table 1. Comparison of Polymer Properties of Polyhydroxybutyrate and Its Copolymers with Polypropylene

Physical properties P(3HB) P(3HB/3HV) 90:10 P(3HB/3HV) 80:20 P(4HB) P(3HB/4HB) 90:10 P(3HB/4HB) 10:90 PP

Melting point (�C) 179 150 135 53 159 50 170
Tensile strength (MPa) 40 25 20 104 24 65 34.5
Young’s modulus (GPa) 3.5 1.2 0.8 149 — 100 1.7
Elongation to break (%) 3.0 20 100 1000 242 1080 400

Source: Data taken from Lee (2) and Byrom (74).
P(3HB), poly(3-hydroxybutyrate); P(3HB/3HV), poly(3-hydroxybutyrate-co-3-hydroxyvalerate); P(4HB), poly(4-hydroxybutyrate); P(3HB/4HB), poly(3-
hydroxybutyrate-co-4-hydroxybutyrate); PP, polypropylene.

Table 2. Enzymes Involved in the Pathways Leading
to MCL PHA Formation and Their Respective Genes
in Escherichia coli

Enzyme
Gene in
E. coli

1. Acyl-CoA synthetase fadD
2. Acyl-CoA dehydrogenase fadE
3. Enoyl-CoA hydratase or crotonase fadB
4. (S)-3-OH-Acyl-CoA dehydrogenase (NAD de-

pendent)
fadB

5. 3-Ketoacyl thiolase fadA
6. 3-ketoacyl synthase I; II; III fabB, F, H
7. Ketoacyl-ACP reductase fabG
8. 3-OH-Acyl-ACP dehydratase *
8a. 3-OH-Decanoyl-ACP dehydratase fabA
9. Enoyl-ACP reductase *

10. Fatty acid thioesterase I; II tesA, B
11. Ketoacyl-CoA reductase (NADPH dependent) *
12. (R)-3-OH-Acyl-CoA dehydrogenase (NAD de-

pendent)
*

13. 3-OH-Acyl-CoA epimerase fadB
14. Enoyl-CoA hydratase II *
15. Enoyl-CoA isomerase fadB
16. (R)-3-OH-Acyl (ACP r CoA) transferase *
17. Several acyl transferases or acylases *
18. PHA polymerase None

Source: From van der Leij et al. (103).
Note: Additional genes in E. coli have the following functions: fadH encodes
a 2,4-dienoyl-CoA reductase; fadL encodes a protein that is needed for fatty
acid transport across the membrane; and fadR codes for a regulatory pro-
tein.
*The respective gene is not known.

of PHB including Young’s modulus (3.5 GPa) and the ten-
sile strength (40 MPa) are similar to those of polypropylene
(Table 1). However, the elongation to break for PHB is
about 3%, which is significantly lower than that of poly-
propylene (400%).

The flexibility of the material is greatly improved when
3-hydroxyvalerate units are incorporated into the polymer,
resulting in a decrease of Young’s modulus below 0.7 and
a decrease of tensile strength below 30 MPa. The elonga-
tion to break also increases as the comonomer fraction in-
creases. The melt temperature is greatly depressed, down
to 130 �C, dependent on the 3-hydroxyvalerate content (Ta-
ble 1), but the degradation temperature is little affected.
This property generates a relatively wide window of con-
ditions that allow thermal processing as a melt without
degradation of the material. PHB/HV copolymers with dif-

ferent 3-hydroxyvalerate content, ranging from 0 to 30%,
are commercially available as Biopol� resins.

Copolymers of 3-hydroxybutyrate and 4-hydroxybuty-
rate monomers cannot form isomorphic crystals because of
the extent of the structural differences between the mono-
mer units. The glass transition temperature decreases
from 5 to �50 �C, and the melting temperature decreases
from 180 to 54 �C as the mol% of 4-hydroxybutyrate in-
creases from 0 to 100%. Young’s modulus, tensile strength,
and % elongation at break (for 94 mol% 4-hydroxybuty-
rate) are reported as 55 MPa, 39 MPa, and 500%, respec-
tively. The Tg and Tm of copolymers consisting of 3-
hydroxybutyrate and 3-hydroxypropionate decrease with
an increase in the 3-hydroxypropionate (from 0 to 26 mol%)
from 4 to �8.1 �C and 180 to 85 �C, respectively. The degree
of crystallinity also decreases with an increase of 3-
hydroxypropionate.

Recombinant Organisms

Successful biosynthesis of PHB in E. coli was indepen-
dently achieved by two different groups (39,40). Polymer
formation was only observed when all three PHB biosyn-
thesis genes of A. eutrophus were expressed in E. coli; ex-
pression of phbC alone did not result in PHB production.
These studies were extended by the production of the co-
polymer PHB/HV in recombinant E. coli (fadR atoC) mu-
tants containing the PHB biosynthetic genes and using
glucose and propionic acid as carbon source. The E. coli
(fadR atoC) mutants produce the enzymes required for the
catabolism of SCL fatty acid constitutively. 3-Hydroxyval-
erate contributed up to 39 mol% to the accumulated poly-
ester (86). Synthesis of PHB by recombinant E. coli does
not require limitation of a specific nutrient, but is depen-
dent on the amount of acetyl-CoA available and is signifi-
cantly enhanced by the addition of various complex nitro-
gen sources, amino acids, or oleic acid (87). Application of
recombinant E. coli in fed-batch culture resulted in cell
densities of 101 g L�1, containing approximately 80% PHB
per cell dry weight (88) after 39 h of cultivation.

Under specific conditions, such as pH 6.0, E. coli pro-
duced PHB with an extremely high molecular mass of 20
MDa (47). Furthermore, it was shown that the amount of
PHB synthase in recombinant E. coli plays a key role in
controlling the molecular weight and the polydispersity of
the polymer (89). With an increased amount of PHB bio-
synthetic enzymes, a decrease in polyester molecular
weight was observed.

For the first time, PHB biosynthesis was successfully
conferred to Arabidopsis thaliana, a small oil seed plant,
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Figure 5. Engineered polyhydroxybutyrate (PHB) synthesis pathway in insect cells. The bacterial
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by introducing the phbB and phbC gene from Alcaligenes
eutrophus (90). When the enzymes necessary to catalyze
the synthesis of PHB from acetyl-CoA were produced in
the cytoplasm, only small amounts of PHB were synthe-
sized. Plants were viable but growth was very poor, pos-
sibly because of a reduction of acetyl-CoA needed for
growth. Targeting of all three required proteins to the plas-
tids of Arabidopsis thaliana resulted in normal growth, ac-
tive enzymes, and PHB accumulation up to 14% of total
cell dry weight (91). However, the molecular weight distri-
bution of the plant-produced PHB was much broader than
that of typical bacterial PHB (92).

The phbC gene of Alcaligenes eutrophus has also been
introduced into Saccharomyces cerevisiae, which enabled
this yeast to accumulate PHB to up to 0.5% of cell dry
weight (93). A novel pathway for PHB synthesis has been
engineered in insect cells (Spodoptera frugiperda (94,95).
In these insect cells, a heterologous dehydrase-deficient
fatty acid synthase from rats is produced in addition to the
PHB synthase of A. eutrophus. The multifunctional fatty
acid synthase effectively replaces the b-ketothiolase and
acetoacetyl-CoA reductase activities of the natural prokar-
yotic PHB pathway and, therefore, provides the precursor
3-hydroxybutyryl-CoA for conversion to PHB (Fig. 5). This
strategy suggests a new method for generating structur-
ally diverse polyhydroxyalkanoates by metabolic engineer-
ing.

MCL PHA

Although many species of bacteria are reported to synthe-
size PHB and PHV, including some Pseudomonas strains,
the ability to store polymers that contain monomers of 3-
hydroxy acids of carbon chain length C6 and longer, here
referred to as MCL PHAs, is unique to the group of pseu-
domonads.

Physiology and Biosynthesis of PHA

Three main pathways are involved in the synthesis of PHA
precursors in Pseudomonas putida (96,97). These were re-
vealed by labeling studies, NMR spectroscopy, and gas
chromatography–mass spectroscopy (GC-MS) analyses of
PHA from cells that were grown on simple carbon sub-
strates such as glucose and/or fatty acids. P. putida derives
PHA from precursors made via the following routes.
(1) Chain elongation, in which acyl-CoA is extended with
acetyl-CoA, is comparable with the major route for PHB
monomer synthesis, where the acyl-CoA is one of the two
acetyl-CoA molecules (Fig. 6). It has been found that about
3–10% of the monomeric units of PHA are one C2 unit
longer than the fatty acid used as substrate (98–100). How-
ever, this route is less important for PHA synthesis than
it is for PHB synthesis. (2) Fatty acid degradation by b-
oxidation is the main pathway when fatty acids are used
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(103).

as substrate. (3) De novo fatty acid biosynthesis is the
main route during growth on simple carbon compounds.
The enzymes involved in the pathways depicted in Figure
6 do not have the same activity for different chain length
substrates. Thus, the PHA polymerase seems to have a
preference for the incorporation of C8 to C10 monomers.
Such preferences might have substantial influences on the
fluxes and the contributions of each pathway.

The intermediate precursors of PHA are either
ketoacyl-CoA, (S)-3-hydroxyacyl-CoA, enoyl-CoA, or (R)-3-
hydroxyacyl-acyl carrier protein (ACP). Regarding the sim-
ilarity between the PHB polymerase and the PHA poly-
merases (see following), it seems likely that the ultimate
substrate for polymerization is the (R)-form of the CoA-
activated 3-hydroxy fatty acid intermediates. Because the
monomeric units in PHA, like those in PHB, are in the (R)-
form, and the PHB and PHA polymerases are homologous,
the intermediates in fatty acid metabolism must presum-
ably be converted to the (R)-form of 3-hydroxyacyl-CoA be-
fore transesterification (Fig. 6). The PHA precursors are
generally considered to be available in a much lower in situ
concentration than the PHB precursors because they are
intermediates of ongoing fatty acid metabolic cycles.

Molecular Biology and Enzymology

Knowledge of the genetic and physiological regulation of
PHA biosynthesis is relatively limited compared to what
is known about PHB biosynthesis because PHA synthesis
has only been studied since 1983 (5). The pha loci of Pseu-
domonas oleovorans (101) and Pseudomonas aeruginosa
(102) consist of four ORFs: the ORFs phaC1 and phaC2
code for polymerases and are separated by an ORF called
phaZ, which encodes a depolymerase; downstream of these
genes is an ORF called phaD, which encodes a putative
granule surface protein (103) (Fig. 7). Subsequently, more
ORFs have been identified downstream and in opposite
orientation to the pha locus of P. putida and P. oleovorans,
which presumably encode granule-associated proteins (H.
Valentin, unpublished results, 1996). The sequence of this
region has not yet been published.

At least two promoters are involved in the transcription
of the pha genes in P. aeruginosa (102). Two promoters are

upstream of the phaC1 gene and resemble the consensus
sequences for r54-dependent and r70-dependent promoters.
It is not clear whether a third promoter upstream of the
phaC2 gene in P. aeruginosa is active (102). Northern blot
experiments indicated the presence of two mRNAs, one
carrying phaC1 and phaZ, the other phaC2 and phaD.
However, a transcriptional start site accompanying the pu-
tative promoter upstream of phaC2 could not be experi-
mentally shown, suggesting that this promoter may not be
functional.

The two PHA polymerases show identities of 54–59% at
the protein sequence level when compared within each spe-
cies. When corresponding PHA polymerases from different
species are compared, they show 69–80% identity at the
amino acid level. The identities between these PHA poly-
merases and the A. eutrophus PHB polymerase are nearly
40% (101,102). According to the gene sequences, the Pseu-
domonas PHA polymerases have molecular weights of 62–
64 kDa. The enzymes show a small difference in substrate
specificity (104).

The phaZ gene product, a PHA depolymerase with a
predicted molecular weight of 31.5 kDa, shows homology
with a range of hydrolytic enzymes (59,101). It contains
the common lipase box Gly-X-Ser-X-Gly, which is also
found in extracellular PHA depolymerases (105).

Production of MCL PHA

Pseudomonas strains such as P. oleovorans, P. putida, P.
aeroginosa, and P. resinovorans are the major strains used
for MCL PHA production (100,106,107). Batch, fed-batch,
and continuous cultivation techniques have been exten-
sively investigated at the laboratory scale (60,108,109),
but MCL PHA production up to a 200-L scale has also been
carried out (110). Efficient PHA production requires rapid
formation of biomass and product. In batch and fed-batch
fermentations, similar to the PHB production process, cells
are first grown to a desired concentration without nutrient
limitation, after which an essential nutrient is limited to
trigger efficient PHA synthesis. During this nutrient lim-
itation stage the residual cell concentration (defined as the
cell concentration minus the PHA concentration) remains
almost constant, and the cell concentration increases only
because of the intracellular accumulation of PHA.

P. oleovorans has been used to produce MCL PHAs in
two-liquid-phase cultivations (111,112). The organism was
cultured in media consisting of an aqueous phase contain-
ing all minerals necessary for growth and a second liquid
phase containing n-alkanes as sole carbon and energy
source. Two-liquid-phase, single-stage chemostat, and fed-
batch cultivations of P. oleovorans using n-octane as the
carbon source resulted in highest volumetric productivities
of 0.58 g L�1 h�1 (108) and 0.25 g L�1 h�1 (109), respec-
tively. In a two-liquid-phase, two-stage continuous culti-
vation a volumetric productivity of 1.06 g L�1 h�1 with a
final cellular PHA content of 66% per total cell dry weight
has recently been reported (113). The monomer composi-
tion of the synthesized polymer is mainly dependent on the
strain used and the carbon source applied. The cultivation
conditions have only a minor influence on the composition
of the polymer. However, it was shown that temperature
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Table 4. Influence of Cultivation Temperature on MCL
Polyhydroxyalkanoate Composition in Pseudomonas
putida

T %

Composition
(mol% of total PHA)

Substrate (�C) PHA C6 C8 C10 C12:1 C12 C14:1 C14

Glucose 15 20.5 0.4 8.4 64.8 16.7 6.0 4.0 �0.1
30 17.0 �0.1 6.9 74.3 8.8 7.7 1.6 �0.1

Decanoate 15 48.5 5.9 50.9 43.2 — — — —
30 38.1 5.3 52.3 42.4 — — — —

Source: Huijberts et al. (96).
C6, 3-hydroxyhexanoate; C8, 3-hydroxyoctanoate; C10, 3-hydroxydeca-
noate; C12:1, 3-hydroxy-5-cis-dodecenoate; C12, 3-hydroxydodecanoate;
C14:1, 3-hydroxy-7-cis-tetradecenoate; C14, 3-hydroxytetradecanoate; —,
not detectable.

Table 3. Composition of MCL Polyhdroxyalkanoates
Produced by Pseudomonas oleovorans Grown on
Different Alkonoates as Sole Carbon Source

Composition
(mol% of total 3-hydroxy fatty acids)

Carbon source C6 C7 C8 C9 C10 C11 C12

Hexanoate 95 5
Heptanoate 100
Octanoate 8 91 1
Nonanoate 35 65
Decanoate 8 75 17
Undecanoate 28 59 13
Dodecanoate 6 57 32 5
Tridecanoate 32 48 5 14
Tetradecanoate 7 59 30 4
Pentadecanoate 32 47 8 13
Hexadecanoate 8 50 30 12

Source: Huisman et al. (100).
HC, 3-hydroxyhexanoate; HH, 3-hydroxyheptanoate; HO, 3-hydroxyocta-
noate; HN, 3-hydroxynonanoate; HD, 3-hydroxydecanoate; HUD, 3-
hydroxyundecanoate; HDD, 3-hydroxydodecanoate.

and concentration of the substrate has an influence on the
molecular weight of the polymer (45). The monomer com-
position of PHAs produced from different alkanoates using
P. oleovorans is shown in Table 3 (100). Recently, it was
reported that Pseudomonas putida U grown on octanoic
acid as the sole carbon source accumulated a homopolymer
of poly-3-hydroxyoctanoate (114).

Different Pseudomonas strains have been used to pro-
duce MCL PHAs from renewable resources, such as fatty
acids (29,100) and carbohydrates (96,107,115). In fed-
batch cultivations, P. putida KT2442 was cultivated to
high cell densities (92 g/L) with oleic acid as a substrate.
With this process, an overall volumetric productivity of 1.6
g L�1 h�1 was achieved with a final cellular PHA content
of 40% per total cell dry weight (116). Furthermore, MCL
PHAs could be produced from glucose, fructose, and glyc-
erol using P. putida KT2442 (96). In addition to the major
constituent 3-hydroxydecanoate, six other monomers were
found to be present: 3-hydroxyhexanoate, 3-hydroxyocta-
noate, 3-hydroxydodecanoate, 3-hydroxydodecenoate, 3-
hydroxytetradecanoate, and 3-hydroxytetradecenoate (Ta-
ble 4). The degree of unsaturation of PHA was slightly
influenced by the cultivation temperature (96).

Various functional groups can be introduced into the
polymer by applying different substrates in the growth me-
dium. Olefin groups were introduced by adding n-alkenes
(111,112) or alkenoates (29,117,118) to the medium. Fur-
thermore, different halogen atoms were incorporated in
the polymer when halogenated alkanoates were used as
substrates (119–122). A homopolymer of 99% purity con-
sisting of 3-hydroxy-5-phenylpentanoate is synthesized by
P. oleovorans when grown on 5-phenylvalerate (123). Poly-
mers containing different mol% of phenyl groups (124,125),
or other aromatic compounds such as phenoxy groups
(126,127) or cyanophenoxy groups (128,129), were pro-
duced by adding phenyl alkanoates, phenoxy alkanoates,
or cyanophenoxy alkanoates, respectively, as a cocarbon
source.

Recently, it was shown that MCL PHAs can be produced
by specific recombinant E. coli strains that are deficient in
fatty acid b-oxidation and in addition contain the PHA
polymerase-encoding gene of P. aeroginosa or P. oleovorans
(130,131). The recombinant strains were cultured on LB
medium or mineral salt medium supplemented with yeast
extract and alkanoates as additional carbon source. Up to
21% PHA per cell dry weight could be achieved by these
recombinant E. coli strains.

Recovery

Recovery procedures for MCL PHA resemble those origi-
nally developed for the production of PHB. A number of
solvent extraction processes have been assessed to sepa-
rate MCL PHAs from biomass. These usually involve the
use of a chlorinated solvent such as chloroform (111) or
methylene chloride. An alternative, nonsolvent-based ex-
traction process was developed as well to make the overall
production process more attractive (132,133). The biomass
is separated from the medium by centrifugation, and
treated with a protease cocktail and a detergent to solu-
bilize all cell components. Removal of the solubilized cell
material and concentration of the resulting PHA suspen-
sion is achieved by cross-flow microfiltration. The submi-
crometer MCL PHA granules display a density close to
that of water (58), as a result of which a MCL PHA sus-
pension does not settle (134); in fact, it forms a highly
stable polymer latex. The overall purity of the latex
amounts to 95%. MCL PHAs produced for applications
that require higher purity, like those in biomedicine, must
be further purified by extraction of PHA from the latex
using methylene chloride and subsequent precipitation in
a methanol–water mixture.

The applicability of MCL PHA as a latex product has
been evaluated by Marchessault et al. (135). A typical latex
product would be a coating. Unlike that reported for PHB
and its derivatives (135), additional treatments (e.g., heat,
solvent vapor) to enhance coalescence into a film are not
necessary, because MCL PHA does not readily crystallize.
Heat, UV, or electron beam sources have been applied to
cross-link polymer chains and fix the film. Mcl-PHA coat-
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Table 5. Physical Characteristics of Saturated and Unsaturated MCL Polyhydroxyalkanoates Isolated from Pseudomonas
Strains

Strain Substrate Mw Mn Mw/Mn Tg (�C) Tm (�C) Reference

P. oleovorans n-Octane 178,000 99,000 1.8 �36.5 58.5 112
P. oleovorans n-Octene 242,000 101,000 2.4 �36.6 — 112
P. putida KT2442 Oleic acid 140,000 70,000 1.9 ND ND 96
Pseudomonas sp. NCIMB40135 Glucose 143,000 61,900 2.32 ��60 54.8 115

Note: Mw, weight-average molecular weight; Mn, absolute number of average molecular weight; ND, not determined.

ings are transparent with good clarity and exhibit excel-
lent barrier properties to water.

Properties of MCL PHAs

Owing to their enzymatic synthesis, as is the case for PHB,
MCL PHAs have an exceptional stereochemical regularity
and therefore are fully isotactic. This allows MCL PHAs to
achieve some crystallinity, which can be as high as 25%
(136). The molecular weight is of the order of 2 � 105 g/
mol (Table 5) (45,112). The glass transition temperature is
usually well below room temperature, ranging from �43
�C to �25 �C for MCL PHAs (112). Melting temperatures
depend on both the thermal history and the nature of the
pendant chain. Values reported vary between 39 �C and 61
�C with MCL PHA, based on n-octane or n-octanoate (PHO)
(112,136,137). The glass transition temperature of PHO is
�35 �C (112,138,139). Depending on the thermal history
and the test conditions, the tensile modulus varies be-
tween 2.5 and 9 MPa, the tensile strength between 6 and
10 MPa, and the maximum elongation between 300 and
450% (138,139). These data classify PHO as a thermoplas-
tic elastomer (136).

Because the low melting temperature and crystalliza-
tion rate hamper the applicability of MCL PHAs as ther-
moplasts, cross-linking was anticipated to overcome both
limitations (138). Cross-linking was achieved by conven-
tional techniques, namely electron-beam irradiation (138),
peroxide cross-linking (140), or vulcanization (141). In all
three studies, the presence of olefin groups was shown to
enhance chemical cross-linking.

Sufficient cross-linking appeared to prevent polymer
crystallization, so a true rubber was produced. Properties
were therefore constant over a wide temperature range
from the glass transition temperature (Tg, � 30 �C) up to
the decomposition temperature (�180 �C) (138). The
rubber modulus could be controlled up to 10 MPa by vary-
ing the cross-link density (138). Similar to PHO, maximum
elongations amounted to more than 300% for the irradi-
ated material, but other cross-linking techniques produced
lower values. Peroxide cross-linking even resulted in a loss
of material integrity (140). The tensile strength of the
cross-linked material never exceeded 1 MPa and tear re-
sistance was poor (140,141).

BIODEGRADATION

PHAs can be degraded either intracellularly by intracel-
lular depolymerases of the accumulating strain, to supply
accumulated carbon and energy in the absence of a suit-

able exogenous sources (43), or extracellularly by extracel-
lular depolymerases for consumption of oligomers or mono-
mers by fungi, yeast, and bacteria. Relatively little is
known about intracellular degradation of PHAs. It was
shown that intracellular PHA depolymerases are unable
to hydrolyze extracellular PHAs, and extracellular depo-
lymerases cannot hydrolyze intracellular granules (142),
apparently as the result of differences in the physical
structures of the completely amorphous intracellular gran-
ules and the partially crystallized extracellular PHA. Un-
der sterile or aseptic conditions, PHA is degraded by a hy-
drolytic mechanism, especially at high pH and high
temperature (143,144). This type of degradation is impor-
tant for medical applications, such as the use of PHA in
drug release carriers or surgical sutures.

Because PHAs are so abundant, a wide range of bacte-
ria and fungi have developed the capability to utilize PHAs
(145). It has been shown that PHA degradation occurs in
a large variety of complex ecosystems, including oxic and
anoxic environments such as soil, seawater, or sludge. Mi-
crobiological parameters of the ecosystem, like population
density, microbial diversity, microbial activity, and spatial
distribution of microorganisms, can influence the degra-
dation of the polymers. Furthermore, physicochemical pa-
rameters of the ecosystem, such as temperature, pH, water
content, oxygen content, redox potential, and nutrient sup-
ply, can all affect biodegradation. The polymer itself influ-
ences biodegradability as well. The most important factors
are (1) the stereoregularity, (2) the crystallinity, (3) the mo-
lecular mass, and (4) the monomeric composition of the
polymer. Finally, material processing can also affect the
extent of biodegradability.

The effect of different environments on the degradation
rate of PHB and PHB/HV has been studied by different
groups (146–154). It was shown that the polymer (1-mm
molding) was completely degraded after 6 weeks in anaer-
obic sewage, after 75 weeks in soil, and after 350 weeks in
seawater. Concerning functional MCL PHAs, it could be
shown that even after cross-linking of unsaturated side
chains the polymer remained biodegradable (138). How-
ever, it should be noted that at higher cross-link densities
the rate of degradation was reduced.

Eleven groups of PHA-degrading bacteria can be distin-
guished by their substrate (PHA) specificities (155). In ad-
dition, 95 genera of fungi capable of degrading PHAs have
been identified (155). The synthesis of PHA depolymerases
is highly regulated. Most PHA-degrading bacteria repress
depolymerase synthesis in the presence of a soluble carbon
source that permits high growth rates. However, after ex-
haustion of the nutrients, the synthesis of depolymerase is
derepressed (156,157).
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The extracellular PHA depolymerases of many bacteria
have been purified and characterized. Depending on the
depolymerase, the hydrolysis products are monomers [e.g.,
Comamonas sp. (156)] or monomers and dimers [e.g., Pseu-
domonas fluorescens (157)] or a mixture of oligomers
(monomers to trimers) as in the case of Alcaligenes faecalis
and Pseudomonas lemoignei depolymerases (158). In a sec-
ond step, the oligomers are hydrolyzed to monomers by
oligomer hydrolases (159,160). All PHA depolymerases an-
alyzed so far are specific for polymers that consist of mono-
mers in the (R)-configuration. Chemically synthesized
poly-(S)-hydroxybutyrate is not degraded by PHB depoly-
merases (161).

Nine bacterial PHA depolymerase genes that encode de-
polymerases with specificities for SCL PHAs have been
cloned and analyzed (Ref. 155 and references cited
therein). The enzymes contain a signal peptide (which is
cleaved off during passage across the plasma membrane),
a large catalytic domain at the N-terminus, a C-terminal
substrate-binding domain, and a linking region in be-
tween. Three strictly conserved amino acids, namely ser-
ine, aspartate, and histidine, constitute the active center
of the catalytic domain. The serine is part of the lipase-box
motif Gly-X-Ser-X-Gly, which has been found in all known
serine hydrolases such as lipases, esterases, amd serine
proteases (162). The oxygen atom of the serine side chain
is the nucleophile that attacks the ester bond and is sup-
ported by the imidazole ring of the histidine. The positive
charge of the latter is stabilized by the carboxyl group of
the aspartate.

Only one gene that encodes an extracellular MCL PHA
depolymerase has been cloned and analyzed so far
(157,163). In contrast to most SCL PHA depolymerases,
the MCL PHA depolymerase of P. fluorescens GK13 con-
sists of two identical subunits, and except for small regions
adjacent to the lipase-box motif there are no significant
homologies to SCL PHA depolymerases.

APPLICATIONS

PHAs display an unique combination of features. First, in
contrast to synthetic polymers, the natural PHAs have the
fundamental advantage of being renewable resources not
dependent on the supply of petroleum. Second, as de-
scribed in the previous section, they are genuinely biode-
gradable, that is, they can be completely metabolized into
harmless, naturally occurring molecules. Although com-
plete degradation can easily be achieved, the shelf life of
the PHA products is virtually unlimited. Colonization of
the hydrophobic surface is an arduous task for the degrad-
ing organisms, and thus a high biological activity is a pre-
requisite for biodegradation. Cheaper biodegradables,
such as the starch-based plastics, are available however.
Therefore, the most important feature of these polyesters
may well be their hydrophobicity, which allows them to
surpass carbohydrate-based biodegradable competitors in
moisture resistance.

Applications of PHB

As mentioned previously, PHB and its derivates are all
highly crystalline materials and therefore possess a high

modulus, making them suitable for polypropylene-type ap-
plications including injection molding, extrusion blow
molding, and fiber-spray gun molding. The polymers can
be manufactured into many different materials with a
wide range of applications (164). The first commercial ap-
plication of PHB or PHB/HV, sold under the trade name
Biopol�, was in packaging for personal hygiene products,
for example, as biodegradable shampoo bottles. Later ap-
plications included packing containers, bottles, tubes,
wrappings, bags, tubes, and disposable razors. In these
cases the rather costly Biopol� was used for its environ-
mentally friendly image to increase product sales. In ad-
dition, applications that require biodegradability for func-
tional reasons were developed. Among those, garbage
bags, which should ideally be composted together with
their contents, fishing nets, which can cause severe dam-
age once they are lost in the marine environment, and ag-
ricultural delivery devices for nutrients, fertilizers, herbi-
cides, and insecticides are important examples.

Applications of MCL PHA

No applications for MCL PHAs have been reported yet.
Complementing the intrinsically rigid and brittle proper-
ties of PHB and its derivates, MCL PHAs are expected to
support applications that require flexibility and elasto-
meric properties. MCL PHAs will have very limited appli-
cability as thermoplasts. Amorphous MCL PHAs, cross-
linked and non-cross-linked, are more likely to penetrate
the plastics market (110). The capability of pseudomonads
to incorporate many different monomer units into MCL
PHAs suggests various possibilities to produce tailor-made
polymers. Incorporation of unsaturated pendant groups to
enhance cross-linking is one example (138). A recent study
reported that nitrophenoxy groups have been introduced,
aiming to create chiral polymers for nonlinear optical ap-
plications (128). Specific functionalities for surface modi-
fication could be introduced as well. In the long run, it
should be feasible to custom design new polymers and then
program the bacteria to produce them.

PHA Application in Blends and Composites

Polymer blending offers interesting possibilities of prepar-
ing inexpensive (biodegradable) materials with useful me-
chanical properties. In this context, PHAs could form an
important source of biodegradable additives. Several
blending studies have been performed on PHB or PHB/HV
copolymers with other dissimilar compounds. For example,
the miscibility and compatibility of these polyesters with
chlorinated polymers, polyamides, polycarbonates, cellu-
lose derivatives, and other functional polymers are well
documented (85,165). At present, applications of PHAs as
commodities are primarily limited by their high cost, and
thus attention is being focused on composite products with
plastics constituting only a minor part of the product, such
as paper coatings like the plastic film moisture barrier in
food or drink cartons and in sanitary napkins. In these
cases, total product biodegradability can be attained for
little extra cost.
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Figure 8. Overview of alternative polyhydroxyalkanoate (PHA)
production strategies for different applications. Dependent on the
application purpose, three different PHA production strategies
can be considered. Bacterial fermentations can be used mainly for
production of smaller amounts of functionalized, high-cost PHAs
for specialties (––�). Application of renewable sources as sole
carbon source in bacterial fermentations or in addition to cosub-
strates containing a specific functional group will reduce the price
of the product (——�). Low-cost products with specific properties
could be produced by this strategy. Production of inexpensive and
biodegradable PHAs for commodities (——�) will be best
achieved by large-scale cultivation of transgenic plants.

Medical Applications

A notable feature of PHB is that it is biocompatible, pro-
ducing a mild foreign-body response to any implant. Deg-
radation of PHB in vivo is significantly faster than the in
vitro hydrolysis in neutral buffer at body temperature, in-
dicating that enzymes present in vivo catalyze the degra-
dation process (166). The only degradation product is (R)-
3-hydroxybutyric acid, which is a normal mammalian
metabolite and is resorbed without metabolic or histolog-
ical disturbance. Like PHB, MCL PHA might be biocom-
patible and useful in biomedical applications. The rigid
PHB might be useful in bone fracture fixation (167),
whereas the flexible elastomeric MCL PHAs might find
uses in vascular grafts, surgical swabs, wound dressings,
breast prostheses, and other implants (110).

Chiral Synthons

Hydrolysis of PHAs yields chiral (R)-3-hydroxy fatty acids,
which could be a feedstock for stereospecific synthesis and
the associated pharmaceutical industry (27,168). Concern-
ing the enormous number of monomers that have been in-
corporated into various polymers, many different synthon
precursors could be provided by hydrolyzing the polymers.

ECONOMICS

The market price of Biopol when produced by ZENECA
BioProducts was about $16 kg�1 (169). Current advances
in fermentation and purification technology, as well as the
application of metabolic engineering techniques for ex-
panding the spectrum of utilizable substrates and for im-
proving polymer concentration in the cells, are likely to
lower the price of PHB to $4 kg�1 (169). A preliminary
economic study for the production of mcl-PHAs showed
that the price for octanoate-based PHAs would be of the
order of $20 kg�1 for an annual production of 1,000 tons
(110,132). Optimizing the polymer content of the cells, us-
ing cheaper carbon sources as substrates, reducing the
chemicals used during downstream processing, and reduc-
ing energy consumption is expected to lower the MCL PHA
price to a minimum of $5 kg�1 (110,132).

It can be assumed that production of PHAs by using
native or recombinant bacteria is in the long term only
required for development purposes and for the production
of specific functionalized PHAs. It is more likely that ef-
forts in generating transgenic plants for PHA production
purposes will succeed in ultimately reducing the price of
the polymer to that of other large-scale agromaterials such
as starch or conventional commodity plastics, or less than
$1 kg�1 (103,170). Therefore, an approach to insert the
PHB biosynthesis genes into crop plants (e.g., soybean and
rapeseed), which have the agronomic properties to provide
high yields of PHB per hectare, has been undertaken by
CEREGEN/Monsanto and is currently under way.

OUTLOOK

The development of PHAs as a commercial product re-
mains limited to PHB and its copolymer, PHB/HV. As yet,

no applications in the fabrication of articles made of MCL
PHAs have been reported. There are probably at least two
reasons for this. There has been little material available
for development work, and the lower polymer concentra-
tion in the cells and the different recovery process means
that the material cost of MCL PHA will remain even
higher than for PHB for the foreseeable future.

Alternative strategies for PHA production are shown in
Figure 8. Future large-scale production of PHB (and MCL
PHA) in transgenic plants should ultimately provide a
cheaper and sustainable technology for the production of
these materials. This advance is essential if PHAs are to
be used for commodity purposes and must compete on the
plastic market. Improvements in the competitiveness of
PHAs on the market could also derive from environmental
legislation and from decreasing availability of oil and con-
comitant rising prices of synthetic plastics.

The development of polymers containing exotic mono-
mers into commercial products will depend on the identi-
fication of niche applications that will support the high cost
of production arising from both the cost of the monomers
used and the small scale of the operation to make these
specialty materials. Such applications are likely to include
nonlinear optical devices or medical implants of the iso-
tactic polymers, and the use of the stereospecific monomers
as chiral synthons for the production of fine chemicals.
Furthermore, capsules made of PHA for controlled release
of bioactive agents, such as drugs or fertilizers, could find
broad application in medicine and agriculture.
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102. A. Timm and A. Steinbüchel, Eur. J. Biochem. 209, 15–30
(1992).

103. F.R. van der Leij and B. Witholt, Can. J. Microbiol. 41, 222–
238 (1995).

104. G.W. Huisman, E. Wonink, G.J.M. de Koning, H. Preusting,
and B. Witholt, Appl. Microbiol. Biotechnol. 38, 1–5 (1992).

105. D. Jendrossek, B. Müller, and H.G. Schlegel, Eur. J.
Biochem. 218, 701–710 (1993).

106. B.A. Ramsay, I. Saracovan, J.A. Ramsay, and R.H. Marches-
sault, Appl. Environ. Microbiol. 58, 744–746 (1992).
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Table 1. Classes of Microbially Produced Biodegradable Plastics

Class Linkage Example
Effects of H2O at different

pH and temperature Fermentation characteristics

Polysaccharides Glycosidic Pullulan Often soluble or hydrolyzed High yield, simple separation but
cost increases with purity;
production limited by O2 transfer

Polyaminoacids Peptide Poly-c-glutamate Often soluble or hydrolyzed Still experimental; separation
simple; yield should be high

Polyesters Ester Polyhydroxyalkaoates Not soluble; resistant to
hydrolysis

Yield depends on type of polymer
and on the process; separation
can be expensive

Semisynthetic polymers
of organic acids

Ester Polylactides Generally not soluble but
are hydrolyzed

High yield
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POLY-3-HYDROXYALKANOATES AS BIODEGRADABLE
PLASTICS

Microbially produced biodegradable plastics can be divided
into four classes: polysaccharides, polymers of amino acids,
naturally occurring polyesters, and semisynthetic polyes-
ters (Table 1). All possess linkages that are susceptible to
nonspecific, extracellular, microbial enzymes that exist in
nature and thus are inherently environmentally degrad-
able. Their structures can be used as the basis for the de-
sign of synthetic biodegradable polymers. Unlike many
common synthetic plastics, those microbially produced are
often at least partially water soluble or tend to be easily
hydrolyzed, especially at extremes of temperature and pH.
These characteristics aid in their biodegradability but
greatly limit their use as plastics. Although their proper-
ties as plastics may be greatly improved through chemical
modification, care must be taken to maintain environmen-
tal degradability.

The ideal plastic is durable, biodegradable, recyclable,
and produced from renewable resources such as carbohy-
drates. Poly-3-hydroxyalkanoates (PHAs) are a family of
intracellular polyesters produced by a wide variety of mi-
croorganisms. They are water insoluble, relatively resis-
tant to aqueous hydrolysis, and readily environmentally
degradable. They can be produced from renewable re-
sources, and, although temperature sensitive, they are po-
tentially recyclable. PHAs have mechanical properties
similar to those of some common synthetic plastics. Like
conventional thermoplastics, PHAs can be recycled with
some loss of molecular weight and mechanical properties.
Unlike many conventional polymers, PHAs are completely
environmentally degradable and will decompose rapidly to
CO2 and H2O during composting. Degradation has also
been demonstrated in soil burial studies and in the marine
environment.

PHAs whose polymeric units are predominantly five
carbons or fewer are classified as short-chain-length (SCL)
PHAs, and all others are referred to as medium-chain-
length (MCL) PHAs. Homopolymeric poly-3-hydroxybuty-
rate (PHB) has properties that are frequently compared to
those of polypropylene, except that it is more brittle and
its melting temperature is high enough that there may be
significant thermal degradation on melt extrusion. Lower-
melting, more-flexible PHB can be obtained by annealing
or addition of plasticizers. However, copolymers of 3-hy-
droxybutyrate and 3-hydroxyvalerate (P[HB-co-HV]) and
of 3-hydroxybutyrate and 4-hydroxybutyrate (P[3HB-co-
4HB]) are more flexible and have lower melting tempera-
tures than PHB, making them more suitable for the man-
ufacture of extruded products. MCL PHAs have even lower
melting points and glass transition temperatures; they are
tough, rubberlike thermoelastomers, especially after cross-
links between the polymer chains have been formed by
heat or chemical induction.

PHAs would seem to be ideal biodegradable plastics,
but their production is much different from that of conven-
tional plastics. The following sections describe how PHAs
may be produced by widely varying methodologies, with
details of diverse approaches to PHA fermentation pro-
cesses and the separation of the polymer from the biomass.
Existing commercial processes and future possibilities for
PHA production with an emphasis on cost reduction are
also discussed.
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THREE ROUTES TO PHA PRODUCTION

Chemical Synthesis

PHB can be produced synthetically from racemic b-
butyrolactone, and P(HB-co-HV) is made from a similar
mixture of b-butyrolactone and b-valerolactone with trieth-
ylaluminum and water as catalyst (1). Although the ste-
reospecificity of the resulting polymer can be controlled to
a certain extent by adjusting the ratio of triethylaluminum
and water, synthetic PHAs are usually optically inactive
and hence only partially biodegradable.

Synthesis in Transgenic Plants

SCL PHA. PHB can be synthesized in plants in which
the bacterial reductase and polymerase genes have been
introduced. Although virtually all organisms possess the
remaining gene in the SCL PHA pathway, coding for 3-
ketothiolase, its activity and specificity vary and it may not
be present in all eukaryotic organelles. Production is usu-
ally increased by cloning the 3-ketothiolase gene with the
other two. Although transgenic plants are easily created,
productivity remains problematic. The SCL PHA pathway
was first cloned into Arabidopsis thaliana, the Escherichia
coli of plant biotechnology (2). The yield was low, 0.1% dry
weight, and the plants were stunted. However, granules
similar to those found in bacteria were produced. The ini-
tial cloning strategy targeted the cytoplasm, and granules
were even found in the cell nucleus (Fig. 1). Subsequent
work has targeted the plastid, which is also the site of
starch and oil synthesis in plants, resulting in increased
yields of up to 14% dry weight in the leaves of A. thaliana.
These plants grew well but were chlorotic, possibly be-
cause of large amounts of PHB in the chloroplasts. Present
research centers on oil- and starch-producing plants be-
cause these are already adapted to have large amounts of
storage material in the plastids (3), but other strategies
are also being assessed.

MCL PHA. Because of its high melting point and brittle
nature, the PHB homopolymer might have limited appli-
cation even if its production cost in transgenic plants was
low. Although SCL PHA copolymers such as P(HV-co-HB)
have been synthesized in plants (H. Valentin, personal
communication), it is not obvious how the metabolic path-
ways of plants can be manipulated to maximize their pro-
duction. It may be easier to produce MCL PHA in plants.
Unfortunately progress is limited by a lack of understand-
ing of the link between fatty acid synthesis and MCL PHA
synthesis. Nevertheless, small quantities of MCL PHA
have recently been produced in recombinant A. thaliana
(Y. Poirier, personal communication).

Microbial Synthesis

SCL PHA. Many bacterial species accumulate PHB, but
PHA copolymers are more commercially valuable. Most
PHB-accumulating bacteria will produce P(HB-co-HV) un-
der the appropriate conditions. When propionic acid is sup-
plied during a fermentation process, some of the acid is
converted to propionyl-CoA. A portion of this propionyl-

CoA is condensed with acetyl-CoA via b-ketothiolase to
produce five-carbon monomers; this is the most common
pathway of P(HB-co-HV) production. Because acetate is
needed for this synthetic route and some propionic acid is
decarboxylated before monomer synthesis, usually less
than 50% of the monomers will be HV even if a feed of
pure propionic is added (i.e., no glucose or acetate). This
yield can be increased in Ralstonia eutropha (previously
Alcaligenes eutrophus) by decreasing the dissolved oxygen
concentration in the bioreactor during the accumulation
phase (4).

High yields of HV are obtained when pentanoic acid is
used because pentanoic acid is metabolized directly to L-
(3)-hydroxyvaleryl-CoA, which is subsequently racemized
(at least in R. eutropha) to D-(3)-hydroxyvaleryl-CoA (5).
Although some acetate is produced leading to HB monomer
formation, PHAs with greater than 90% HV content can
be obtained. SCL PHA producers have not been reported
to accumulate monomers with side chains longer than C2

or C3 but can produce P(3HB-co-4HB) when fed 4-
hydroxybutyric acid or 1,4-butanediol. R. eutrophus accu-
mulates terpolyesters of 3HB-, 3HV-, and 5HV-monomers
when fed a mixture of pentanoic and 5-chloropentanoic ac-
ids. Even among SCL-accumulating microorganisms,
there may be differences in the PHA synthetic pathway.
For example, in Rhodospirillum rubrum, L-(�)-3-hydrox-
ybutyrl-CoA is racemized to D-(�)-3-hydroxybutyrl-CoA
using enoyl-CoA hydrases that have not been found in Azo-
tobacter beijerinckii.

In most SCL PHA–accumulating bacteria, high intra-
cellular levels of reduced nicotinamide adenine dinucleo-
tide (NADH) and acetyl-CoA greatly stimulate the rate of
PHA synthesis. Thus, if the growth rate is limited by a
nutrient other than the source of carbon and energy, PHA
is accumulated in the cell. For this reason, PHA production
is usually divided into two phases. In the first phase, bal-
anced growth proceeds with relatively little PHA accu-
mulation. When the concentration of the limiting nutrient
in batch culture falls below a critical value, the rate of PHA
synthesis increases while synthesis of other cellular com-
ponents decreases during the second phase. Because co-
substrates such as propionic acid are expensive and can be
used for the synthesis of biomass other than PHA, these
chemicals are only added during the accumulation phase.
This limitation probably results in nonhomogeneity of
polymer composition in different PHA granules with some
(produced during the growth phase) containing almost ex-
clusively PHB. There is still debate about the existence
and importance of monomer turnover in PHA granules. In
contrast, carbon and energy limitations increase depoly-
merase activity, leading to a decrease in cellular PHA con-
tent. The control of these biochemical pathways varies
greatly among different bacterial species. For example, Al-
caligenes latus does not require nitrogen or phosphorous
limitation; it can accumulate large amounts of PHB during
balanced growth (6).

The most important economic considerations are sub-
strate costs, reactor productivity, and separation costs.
SCL PHA can be produced from hydrolyzed starch (glu-
cose), lactose (using recombinant E. coli on cheese whey),
cane or beet molasses (using Azotobacter vinelandii or Al-



POLYHYDROXYALKANOATES, SEPARATION, PURIFICATION, AND MANUFACTURING METHODS 2043

N

Figure 1. Polyhydroxybutyrate (PHB) granules in Arabidopsis
thaliana (electron micrograph courtesy of Yves Poirier, Université
de Lausanne; Chris Somerville, Carnegie Institute; and Karen
Klomparens, Michigan State University).

caligenes latus on sucrose), waste wood (fermented, hydro-
lyzed hemicellulose), methanol, and even mixtures of hy-
drogen and carbon dioxide (using R. eutropha). Addition of
the appropriate cosubstrate such as propionic acid can re-
sult in P(HB-co-HV) synthesis in any of these processes
although the %HV can vary considerably depending on the
bacterial strain. High productivity have been reported for
several of these substrates. Using R. eutropha growing on
glucose, 164 g L�1 of biomass containing 76% PHB has
been produced in a fed-batch process in only 50 h (7). Den-
sities well in excess of 100 g L�1 have been reported for
fed-batch processes using E. coli strains with multicopy
plasmids containing the key SCL PHA synthetic genes (8)
as well as for methylotrophs growing on methanol (9). In
recombinant E. coli strains, PHB content is frequently re-
ported as being in excess of 90% of the biomass dry weight,
making the separation process much simpler.

MCL PHA. The highest productivity results from using
octanoic or nonanoic acids, but these are toxic at concen-
trations of several grams per liter and their low solubility
limits the growth rate as the result of poor mass transfer.
The salts of these acids are much more soluble, but the
final product concentration in fed-batch culture is limited
by accumulation of toxic concentrations of sodium ions in
the medium. In any event, the present cost of both the salts
and the acids prohibits their use in commercial production.

Most microorganisms that make MCL PHA produce li-
pases and grow well on vegetable oils. If the lipase con-
centration limits the production rate, the oils can be
chemically hydrolyzed to liberate their fatty acids. A Pseu-
domonas putida strain has been grown in fed-batch culture
from oleic acid (a fatty acid commonly found in plant oils)
to a biomass concentration of 92 g L�1 containing 45%
PHA in 26 h (10). If of sufficient low density, these PHAs
may float to the surface after breakage of the bacterial cell
and can thus be easily and cheaply separated from the rest
of the biomass.

SEPARATION OF PHA FROM BIOMASS

General Considerations

All separation processes to date have been developed for
microbial rather than plant biomass, but many of these
approaches could also be applied to recovery of PHA from
plants. As a first step in the recovery from microbial bio-
mass, the cells are separated from the fermentation broth,
usually by centrifugation or flocculation. In the latter case,
the pH of the fermentation broth is adjusted to 9; it is
heated, then the pH is readjusted to 5 (11) and the biomass
recovered by centrifugation or filtration. The wet biomass
may be freeze- or spray-dried to remove water. Processes
to separate the intracellular PHA from the rest of the mi-
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crobial biomass may be divided into two categories: (1) se-
lective solubilization of PHA in an organic solvent, leaving
the majority of the other biomass components in suspen-
sion, and (2) destruction (i.e., enzymatic solubilization) of
cellular components other than PHA, leaving the PHA
granules in suspension.

Physical treatments such as drying, heating, freezing
and thawing, repeated centrifugation, and exposure to ac-
ids and organic solvents change the amorphous nature of
native PHA to a semicrystalline state.

Selective Solubilization of PHAs: Solvent Extraction

The majority of the patented separation processes describe
the extraction of PHB from microbial biomass using or-
ganic solvents such as chlorinated hydrocarbons (e.g.,
chloroform or 1,2-dichloroethane), azeotropic mixtures
(e.g., 1,1,2-trichloroethane with water [12]), chloroform
with either methanol, ethanol, acetone, or hexane (13), and
cyclic carbonates (e.g., hot [120–150 �C] ethylene carbonate
or 1,2-propylene carbonate [14]) in which the polymer is
soluble. With the wider variety of PHAs that can be pro-
duced today, the choice of solvents should be carefully con-
sidered. In general, solvents that are suitable for PHB
should be equally good for any SCL PHA and MCL PHA.
The reverse may not be true. For example, while semi-
crystalline PHB is insoluble in acetone, MCL PHA will dis-
solve in it.

Cells may be pretreated to make the polymer more ac-
cessible to the extraction solvent. This may be done by
washing in a hydrophilic solvent in which the polymer is
insoluble such as methanol or acetone for SCL PHA and
methanol for MCL PHA or by means of physical disruption
such as grinding, wet-milling, French press, or freezing
and thawing cycles. Pretreatment with acetone has been
shown to have the added advantage of removing certain
polar lipid impurities and increasing the amount of PHB
recovered (15). After solvent extraction, the polymer solu-
tion is separated from the cellular residue by filtration or
centrifugation. PHB is then precipitated from the chlori-
nated hydrocarbons or azeotropic mixtures with a cold
nonsolvent such as methanol. In the case of ethylene car-
bonate and 1,2-propylene carbonate, most of the PHB pre-
cipitates on cooling (14).

Difficulties are encountered at polymer solution concen-
trations greater than 5% by weight because these concen-
trations tend to be very viscous. As a result, large amounts
of solvent are required to obtain sufficiently dilute solu-
tions to enable easy separation. Even with efficient solvent
recovery procedures, some solvent loss is expected. This
method is not considered economical as solvent recovery
and raw material costs are high. However, solvent extrac-
tion is useful when the PHA content of the biomass is low
or when high polymer purity is required. A significant por-
tion of the PHB may remain in the biomass after solvent
extraction (15).

Although thermal degradation of PHB in air or a nitro-
gen atmosphere has been well studied (16), few examples
show that PHB degrades in organic solvents. The molec-
ular weight of PHB decreased in propylene carbonate and
ethylene carbonate at 110–140 �C (14), in a chloroform–

methanol mixture at room temperature (17), and in meth-
ylene chloride, chloroform, and 1,2-dichloroethane at their
boiling points (15).

Although solvent extraction is commercially uneconom-
ical, it is a commonly used laboratory technique for PHA
recovery, especially for molecular weight determination.
Usually, methanol-pretreated (or ethanol-pretreated), ly-
ophilized biomass is heated in chloroform under reflux con-
ditions for about 1 h, the polymer solution is recovered by
filtration or centrifugation, and the polymer is precipitated
by cold ethanol or methanol. The polymer may be further
purified by redissolving in chloroform and reprecipitating
with cold ethanol. It should be noted that about 25% of the
original molecular weight (determined by chloroform ex-
traction under ambient conditions) was lost when refluxed
in chloroform for 1 h (15).

Solubilization of Cellular Components Other than PHA

Enzymatic Methods. Classical enzymatic treatment (in-
volving lysozyme, proteinases, DNAses, etc.) with or with-
out a surfactant step can be used to solubilize the cellular
biomass (18). Biologists have used these methods to pre-
pare native PHB granules to study intracellular enzymatic
degradation. On a commercial level, Holmes and Lim (19)
described a process in which the fermentation broth may
be first heated to 80 �C to denature DNA and some pro-
teins. A series of enzymes (such as lysozyme, phospholi-
pase, lecithinase, or alcalase [proteinase]) are then used to
obtain a product that is 90–95% pure with 6–7% proteins
and some peptidoglycan as major impurities. There may
be a final wash with hydrogen peroxide to make a whiter
product. This is the reported method of choice for the cur-
rent production of P(HB-co-HV) (20), which is sold under
the tradename Biopol by Monsanto plc. When PHA gran-
ules recovered by enzymatic treatment are freeze-dried,
they have a hard, crystalline shell and a noncrystalline
core (21).

Chemical Methods. Strong oxidizing agents such as so-
dium hypochlorite have been used to dissolve the cellular
biomass under conditions that result in significant loss of
PHA molecular weight. However, by optimizing the oper-
ating conditions, PHB with an average molecular weight
of 600,000 g/mol and 95% purity has been obtained from
R. eutropha biomass containing 50% PHB with an initial
molecular weight of 1,200,000 g/mol. When the biomass is
pretreated with a surfactant, a reduced contact time with
hypochlorite is needed to obtain PHB with the same purity.
This method allows an even higher molecular weight
(800,000 g/mol) to be obtained (22). Never-dried granules
obtained by surfactant–hypochlorite treatment also have
an external crystalline shell and an amorphous core (23).

Physical Methods. Although there are many methods
(e.g., reciprocating pump, ball mill) to physically disrupt
microbial cells, few processes that are based on these prin-
ciples have been proposed for the large-scale recovery of
PHAs. Holmes and Jones (24) patented a process in which
a biomass suspension was heated to 220 �C under nitrogen
in an autoclave, then forced through a fire-jet into a tank
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of cold water. Cell breakage occurred, releasing PHB gran-
ules, which were suspended in 50% aqueous acetone to re-
move lipids and to cause flocculation.

COMMERCIAL PRODUCTION

History

PHB remained an academic curiosity until the 1950s and
1960s when W.R. Grace and Co. in the United States pro-
duced small quantities for commercial evaluation. They
obtained patents for production processes and manufac-
tured articles such as sutures and prosthetic devices (25)
but eventually abandoned the project because of low PHB
yields and difficulties in the separation process. About 10
years later, Imperial Chemical Industries (ICI) began a
program in PHA production and product development.
They patented the first commercial process to produce
P(HB-co-HV) (26).

Current Production Methods

Tredegar Industries has used recombinant E. coli to pro-
duce more than 100 g L�1 of biomass containing at least
80% PHB by dry weight at the pilot-scale level. Mild de-
tergent treatment and washing steps followed by spray-
drying result in a white product that is 98% pure (27).

Fermentation and separation processes were developed
for the pilot-scale production of PHB using an Alcaligenes
latus strain. As much as 1 ton per week of PHB has been
produced in Austria in a 15,000-L bioreactor (28). This
technology is currently owned by the German company,
Biomer. The Biomer fermentation process is relatively sim-
ple with multistaging from the petri dish to a shaker flask
to a small fermenter, which is then used to inoculate the
production reactor (Fig. 2a). If sufficient carbon source
(molasses) is added during the fed-batch process, as much
as 60 g L�1 of PHB may be obtained. The resulting biomass
is washed in water. The concentrated cell suspension is
then subjected to methylene chloride extraction (Fig. 2b).
The resulting slurry is separated in a decanter. The solvent
phase is then injected into hot water in a precipitation ves-
sel where the methylene chloride evaporates and the PHB
precipitates. After water removal (drying), the PHB can
then be processed into a marketable product.

Biopol has been produced by Zeneca from glucose and
propionic acid in 35,000-L airlift reactors and in stirred
tank reactors up to 200,000 L (29). Monsanto uses conven-
tional stirred-tank fermenters to produce 1,000 tons of Bio-
pol per year. Phosphate limitation (after about 60 h of
growth) is used to trigger the accumulation phase in a
strain of R. eutropha. Phosphate limitation was found to
give better results than nitrogen limitation (30). Although
solvents (chloroform or methylene chloride extraction after
a hot methanol wash) may be used when high purity is
required, the P(HB-co-HV) is usually obtained by treat-
ment of the biomass with a series of surfactants, enzymes,
and possibly oxidizing agents to dissolve the non-PHA bio-
mass. The product is essentially a latex that may then be
washed, spray-dried, compounded with nucleating agents
and plasticizers, and extruded in the form of pellets. Sev-

eral grades of Biopol are available at a cost of about $8 per
pound. Based on process development at IPT (Sao Paulo),
Copersucar, the Brazilian ethanol cooperative is now using
hydrolyzed sucrose and limitation to produce SCL�NH4

PHA. these are purified by solvent extraction. Pilot-scale
production capacity is currently 30 to 60 tons per annum.
Cost savings from the burning of bagasse to supply energy
and from cheap cane sugar allow Copersucar to sell PHA
for much less than $8 per pound.

PROCESSING TO FINAL PRODUCTS

Conventional equipment used to process polyethylene can
be used for Biopol to form blow-molded, injection-molded,
and film products. A key requirement is temperature con-
trol. It is recommended to operate at the lowest possible
temperature and to keep the residence time at a minimum
because the melting point of PHB is about 178 �C and its
degradation temperature begins at 180 �C. The melting
point of the copolymers decreases as the HV content in-
creases, which allows HV copolymers to be processed at
lower temperatures with less risk of thermal degradation.
Plasticized high-HV Biopol can have a melting point as low
as 136 �C. For most applications, Monsanto suggests pro-
cessing at a maximum temperature of 170 �C and a max-
imum residence time of 3 min, and that molds and blow-
pin temperatures be kept at 60 � 5 �C (31). Mechanical
properties deteriorate rapidly if the average molecular
weight falls below 400,000 g mol�1.

PHAs are moisture resistant and have gas barrier prop-
erties similar to the best coated films, so that they have
potential use in products which require a plastic moisture
barrier. Possible markets include mulch films, food and ag-
ricultural packaging, drink cartons, feminine hygiene
products, disposable diapers, and disposable kitchen items
such as plastic films that are difficult to separate for re-
cycling. Coatings may be applied with PHA as an amor-
phous latex, which can be reconstituted from the crystal-
line form of the polymer or obtained directly from a
bacterial suspension by dissolving the other cellular mac-
romolecules (cell wall components, DNA, etc.). In the latter
case, it is important that the granules are not dried before
use as they would become crystalline. The latex may be
applied as a spray to a material such as paper, dried, and
cross-linked using heat or ultraviolet light. The MCL PHAs
are promising as coatings because they are less crystalline
than the SCL PHAs (in their crystalline state), and the
microorganisms that synthesize them can introduce differ-
ent functional groups on the molecule to make specific
polymers (32,33).

The mechanical properties, morphology, biode-
gradability, and thermal and crystallization behavior
of PHAs blended with nonbiodegradable polymers (such
as polyvinyl acetate) and with biodegradable materials
(such as wood cellulose fibers and starch) have been re-
viewed (34). In general, immiscible blends or blends with
other biodegradable polymers are more biodegradable
than miscible blends or blends with a nondegradable poly-
mer.
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Figure 2. (a) Biomer polyhydroxybutyrate (PHB) fermentation process. (b) Biomer PHB separa-
tion process.

FUTURE PROSPECTS

Economic Considerations

Cost of production is not a major consideration if PHA is
to be used exclusively for specialty applications. However,
if PHA is to be economically competitive with synthetic
plastics, it must be produced on a far larger scale than any
other aerobically produced microbial product. An addi-
tional problem arises from the fact that PHAs are intra-
cellular products. Thus, the amount that can be produced
per cell has physical limitations.

In a typical PHA fermentation process, the cost is
divided fairly evenly between substrate cost, capital
and operating expenditures in the fermentation process,
and the cost of separating the PHA from the micro-
bial biomass. Typically the yield of dry biomass from
a hexose sugar such as glucose is about 42% for R. eutro-
pha. If the final biomass contains 75% by weight of recov-
erable PHA, then the yield of PHA from the total amount
of substrate supplied is about 32%. Thus, if carbon sub-
strate was available at $500 per metric ton, the cost of the
carbon source alone would be $1,560 per metric ton, mak-
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ing the product twice as expensive as bulk synthetic plas-
tics.

New methods such as the incorporation of temperature-
sensitive plasmids for the production of autolytic enzymes
should reduce separation costs. The direct use of PHA-
containing bacteria in melt processing (i.e., no separation
process apart from water removal) has also been proposed.
However, even assuming a negligible cost for the carbon
source by using a waste material such as cheese whey per-
meate, and neglecting the separation costs, studies have
shown that PHA produced in bioreactors could not be eco-
nomically competitive with synthetic bulk plastics in the
foreseeable future. The volumetric production rate cannot
compete with chemical processes, and this rate is limited
by the oxygen transfer rate of present-day bioreactors.
New technologies must be developed for commercial PHA
production.

New Technologies for the Production of PHA

In vitro synthesis of PHA granules may be commercially
feasible. In R. eutropha, the maximum rate of PHA syn-
thesis occurs early in the accumulation phase and deteri-
orates slowly thereafter. One would therefore expect that
the maximum amount of PHA accumulation would depend
on enzymatic activity or on NADPH or substrate supply.
However, the most detailed study on this process points to
a physical limitation (30) where polymer synthesis slows
to a virtual stop simply because there is no more space
available in the cell. If this is indeed the case, then a so-
lution is to produce the polymer outside of the cells as has
been achieved previously (35,36). Economic exploitation of
this concept would require a source of the biosynthetic en-
zymes, substrates, NADP, and a method for NADP reduc-
tion. This would eliminate separation costs because the
product could be used directly as a latex.

It is likely that, in the near future, starch, oilseed, or
leguminous plants will be used to produce PHAs. Other
plant materials such as cellulose and starch are already
used to make plastics or plasticlike materials. Hemicellu-
loses have been used directly or converted to organic acids
for PHA production at a laboratory scale. Thus, any waste
from the separation of PHA from plants could be hydro-
lyzed, fermented to lactic, acetic, and propionic acids, and
then fed into bioreactors for the production of specialty
PHAs. Polylactides and other polymers of organic acids
could be produced in the same plant as could polysaccha-
rides. Plant materials may become a major source of plas-
tic materials in the next century, with PHAs leading the
way.
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INTRODUCTION

Industrial-scale biotechnological processes have pro-
gressed vigorously over the past decades. Generally speak-
ing, the problems arising from the implementation of these
processes are similar to those of more classical industrial
processes, and the need for monitoring systems and auto-
matic control to optimize production efficiency, improve
product quality, or detect disturbances in process operation
is obvious. Nevertheless, automatic control of industrial
biotechnological processes is clearly developing very
slowly. There are two main reasons for this slow develop-
ment:

1. The internal working and dynamics of these pro-
cesses are as yet poorly grasped, and many problems
of methodology in modeling remain to be solved. It
is difficult to develop models that take into account
the numerous factors that can influence the specific
bacterial growth rate. The modeling effort is often
tedious and requires many experiments to produce a
reliable model. Reproducibility of experiments is of-
ten uncertain because of the difficulty in obtaining
the same environmental conditions. Moreover, be-
cause these processes involve living organisms, their
dynamic behavior is strongly nonlinear and nonsta-
tionary. Model parameters cannot remain constant
over a long period; they vary, for example, due to
metabolic variations of biomass or to random and
unobservable physiological or genetic modifications.
It should also be noted that the lack of accuracy of
the measurements often leads to identifiability prob-
lems.

2. Another essential difficulty lies in the absence, in
most cases, of cheap and reliable instrumentation
suited to real-time monitoring. To date, the market
offers very few sensors capable of providing reliable
on-line measurements of the biological and bio-
chemical parameters required to implement high-
performance automatic control strategies. The main
variables (i.e., biomass, substrate, and synthesis
product concentrations) generally need to be deter-
mined through laboratory analyses. The cost and du-
ration of the analyses obviously limit the frequency
of the measurements.

Figure 1 shows a schematic view of a computer-
controlled bioreactor. In the illustrated situation, the influ-
ent flow rate is modulated via a control algorithm imple-
mented in the computer. As explained later, the control
algorithm combines different informations about the pro-
cess provided by on-line measurements and some knowl-
edge about the process dynamics. The on-line measure-
ments may undertake some mathematical treatment via
software sensors to provide extra information about some
key process parameters (such as specific growth rates) and
unmeasured variables.

The article is organized as follows. The basic concepts
of automatic control of bioprocesses, with a particular em-
phasis on the notions of optimization, stability, and distur-
bances, are discussed first. Then I introduce the basic in-



PROCESS CONTROL, STRATEGY AND OPTIMIZATION 2049

Monitoring
screen

Computer

KeyboardSetpoint

Control
algorithm

Control
action

Exit gas

Effluent

Concentrated
substrate

Liquid

sampling

Bioreactor Sensors:
analyzers and
measurement

devices

Software
sensors

Figure 1. Schematic view of a computer-controlled bioreactor.

gredients of automatic control (dynamical model; feedback;
proportional, integral, and feedforward actions), and
briefly compare linear and nonlinear control and adaptive
and nonadaptive control.

BIOPROCESS CONTROL: BASIC CONCEPTS

The objective of automatic control when applied to any pro-
cess (including bioprocesses) is to run and maintain the
process in stable, optimal operating conditions in spite of
disturbances.

Let us first give some more insights about the concepts
that are covered by the words stable, optimal, and distur-
bances. And let us consider the following simple example
to illustrate these concepts: a simple microbial growth re-
action in a stirred tank reactor. The microbial growth re-
action is characterized by the following reaction scheme:

S r X (1)

with S the limiting substrate and X the biomass. Mass bal-
ances for both components S and X lead to the following
set of dynamic equations:

dS 1
� �DS � lX � DS (2)indt YX/S

dX
� �DX � lX (3)

dt

where D is the dilution rate (h�1) (i.e., the ratio of the in-
fluent flow rate Fin[L/h] over the volume V[L] occupied by
the reacting medium in the reactor), YX/S is the yield co-
efficient, l is the specific growth rate (h�1), and Sin is the
influent substrate concentration (g/L). Note the following:

1. The model is a dynamic model in order to capture
the time evolution of the process: this is an essential
ingredient of automatic control (discussed in more
detail later).

2. The model is valid whether the operation mode is
continuous (then the reactor is sometimes called a
chemostat or a continuous stirred tank reactor
[CSTR]), batch (then D is equal to zero), fed batch
(then the volume is not constant and its time varia-
tion is given by the following equation: dV/dt � Fin).

3. We use the same notation for the components (in re-
action scheme 1) and their concentration (in equa-
tions 2 and 3).

Let us now consider that the specific growth rate here is
of the Haldane type:

l*S
l � (4)2K � S � S /KS I

with KS is the Monod constant, KI is the inhibitor constant,
and l* is a constant connected to the maximum specific
growth rate lmax as follows:

KS
l* � l 1 � 2 (5)max� ��KI

Let us also consider that the objective is to control the pro-
cess by using the dilution rate D (or, more precisely, the
influent flow rate Fin) or the influent substrate concentra-
tion Sin as the control action.

Disturbances

Let us illustrate the notion of disturbances with the pre-
ceding example. If the dynamic model (equations 2–4) is
assumed to be perfect, and if the dilution rate D is the only
manipulated input, then the influent substrate concentra-
tion Sin is a disturbance: variations of Sin will disturb the
process by inducing variations in the time evolution of the
variables S and X.

Assume now that the dynamic model is not perfect, for
example, that some of the parameters l*, KS, and KI of the
Haldane model (equation 4) are changing with time (e.g.,
due to microorganism adaptation): these variations are
also disturbances with regard to the considered process
model. Another similar disturbance may come from the
presence of a side reaction (e.g., maintenance or microor-
ganism death) that has been neglected in the earlier dy-
namic model but that may not be negligible under some
operating conditions. Then, in case of maintenance, for in-
stance, the true dynamic model of the process is described
by equation 3 and the following modified mass balance
equation for S:
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Figure 2. The Haldane model.

dS 1
� �DS � lX � k X � DS (6)m indt YX/S

where km is the maintenance coefficient.
Finally, typical disturbances may be due to process fail-

ures (e.g., actuator, sensor, or even stirring system). Even
if those disturbances are inherently different, it is impor-
tant to consider all the disturbances that are likely to take
place during the process operation when analyzing and
testing the performances of a designed controller that has
to be implemented on a real bioprocess.

Stability

The notion of stability has been largely considered and
studied in dynamic systems and automatic control and has
led to different mathematical definitions and tests (see Ref.
1). Here we shall concentrate on Lyapunov stability. Qual-
itatively the notion of stability can be roughly explained as
follows. Let us consider that the process is at some equi-
librium point (or steady state). The equilibrium point will
be stable if the process does not go far from this state for
small deviations. It will be unstable if the variables of the
process move away from the equilibrium point and if their
variations become larger and larger as time increases. Sta-
bility is obviously of vital concern in automatic control: it
is essential to design controllers that keep processes in sta-
ble conditions on the one hand and that are capable of sta-
bilizing unstable processes on the other hand.

Let us illustrate the concept of stability on the microbial
growth example and how to test it. The Haldane model is
represented in Figure 2. What we shall now show is that
values of the substrate concentration on the left-hand side
of the maximum specific growth rate

KS
l* 1 � 2�� ��KI

correspond to stable equilibrium points, whereas the ones
on the right-hand side correspond to unstable equilibrium
points.

Equilibrium Points. An equilibrium point is, by defini-
tion, a constant state (denoted here [S̄, X̄]) that satisfies

the equation of the dynamic model, the following algebraic
equations in our example:

dS 1¯ ¯ ¯ ¯ ¯ ¯� 0 ⇒ �DS � l(S)X � DS � 0 (7)indt YX/S

dX ¯ ¯ ¯ ¯� 0 ⇒ �DX � l(S)X � 0 (8)
dt

for given constant values of D̄ and S̄in. If we consider the
Haldane model (Fig. 2), it is straightforward to check that
there are three possible equilibrium points:

1. Operational equilibrium point 1: S̄1 � X̄1K K ,� S I

� YX/S(S̄in � S̄1)
2. Operational equilibrium point 2: S̄2 � X̄2K K ,� S I

� YX/S(S̄in � S̄2)
3. Washout equilibrium point: X̄3 � 0, S̄3 � S̄in.

The washout may occur for any value of D̄ and S̄in. It is
also the only possible equilibrium point for D̄ � lmax. It is
obviously an undesirable steady state. The values of S̄ of
the last two equilibrium points correspond indeed to the
two solutions of the second-order algebraic equation ob-
tained by introducing the Haldane equation (equation 4)
into the equilibrium point equation of X (equation 8):

D̄ 2¯ ¯ ¯ ¯S � (D � l*)S � DK � 0 (9)SKI

Stability Analysis. For the stability analysis, let us con-
sider the linear approximation of the model (equations 2–
4) around the equilibrium points (i.e., the linearized tan-
gent model). Whatever the input u (D, Sin, or both), the
linearized tangent model around each operational equilib-
rium point is written as follows:

dx
� Ax � Bu (10)

dt

where x is the vector of the deviations of S and X from the
equilibrium values

¯S � Sx � (11)� �¯X � X

and the matrix A is given by the following expression:

0 X
A � (12)1 1¯ ¯� D � X � D� �Y YX/S X/S

with

2S̄¯l*X K �S� �KI
X � (13)22S̄¯K � S �S� �KI

The stability of the equilibrium points is determined by the
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eigenvalues of the matrix A: the equilibrium point will be
stable if the real parts of all the eigenvalues are negative,
it will be unstable if one eigenvalue has a positive real part.
In our example, the eigenvalues are equal to (�D̄) and
(�1/YX/SX). If the first eigenvalue is always negative, the
second one is negative for the first equilibrium point (S̄1,
X̄1) and is positive for the second one (S̄2, X̄2). This means
that (S̄1, X̄1) is a stable equilibrium point and that (S̄2, X̄2)
is an unstable one.

Regulation versus Tracking

Two typical situations are usually considered in automatic
control: constant setpoint control (regulation) and trajec-
tory tracking. Regulation is typical of the control of contin-
uous reactors, where the objective is usually to maintain
the process in an a priori chosen steady state despite the
disturbances. But in many instances, such as in batch and
fed-batch reactors but also for start-up of reactors and in
case of production grade changes, regulation is not appro-
priate: the objective is then to drive the process from some
initial state to some final desired state by following some
predetermined trajectory. In the simple microbial growth
example, if we consider a fed-batch reactor and if the ob-
jective is to optimize the production of biomass, then an
optimal trajectory is an “exponential” profile for X: the con-
troller must then be designed so as to maintain the process
as close as possible to the optimal profile.

Optimization

The optimal conditions in which the controller is supposed
to run the bioprocess are typically defined so as to optimize
production efficiency, improve product quality, or improve
the economic profit of the plant. Optimization is obviously
a helpful tool for determining the optimal operating con-
ditions. Static optimization techniques can be used for the
determination of optimal constant setpoints, whereas dy-
namic optimal control techniques will be useful for deter-
mining the best operating profile.

It must be stressed, however, that the results obtained
via optimization have to be handled with great care. The
reason lies in the high sensitivity of the optimization tech-
niques on the quality of the process model (including the
model structure, i.e., its equations, and the precision on
the values of the parameters of the chosen model). Indeed
the models used for describing the dynamics of biopro-
cesses (often mainly more specifically the kinetics) are typ-
ically characterized by a large uncertainty (as already
mentioned).

Let us illustrate these ideas with our simple microbial
growth example with Haldane kinetics. Assume that only
the substrate concentration S is accessible for on-line mea-
surement (and will therefore be used for feedback control)
and that the objective is to maximize the production of bio-
mass X.

In a CSTR, the objective is to operate the process in a
steady state that maximizes the productivity (i.e., the
quantity of biomass per unit time). This means that the
objective function is

¯ ¯J � DX (14)

The solution of the optimization requires the knowledge of
the process model in steady state (equations 4, 7, and 8)
(equality constraints), as well as (physical) inequality con-
straints on the process variables

¯ ¯ ¯ ¯0 � S � S , 0 � X � Y S (15)in X/S in

The value of the substrate concentration that maxi-
mizes J

¯l*S¯ ¯ ¯ ¯J � DX � Y (S � S) (16)X/S in2¯ ¯K � S � S /KS I

is obtained by calculating the derivative of J with respect
to S̄ and by setting its value to zero

dJ ¯� 0 r Soptimal¯dS
2 ¯ ¯�K K � K K � S (S � K )�S I I S in in I

� (17)
S̄ � Kin I

and then by checking that the sign of the second-order de-
rivative is negative (to have a maximum):

2d J ¯ ¯(S ) � 0 ⇒ S is a maximum (18)optimal optimal2¯dS

and that the inequality constraints are fulfilled. This op-
timization problem was originally treated by D’ans et al.
(2). (Indeed there is another value of S̄ for which dJ/dS is
equal to zero, but it is negative and therefore obviously
rejected.)

In a fed-batch reactor, the optimization problem is
somewhat different. Assume that the time of the fed-batch
reactor operation is fixed. Then the objective is to obtain
the highest value possible at the end of the fermentation.
The objective function is then

J � X(t )V(t ) (19)f f

Intuitively, it is obvious that the optimum will be obtained
when the biomass is produced at its maximum production
rate, that is, if the value of substrate concentration is kept
at the value that maximizes the specific growth rate

S � K K�optimal S I

This result can be formally obtained as follows by consid-
ering optimal control theory.

The general problem of optimal control is to find an op-
timal trajectory of the control input u(t) that drives the
process from its initial state to its final state and at the
same time minimizes a cost function

tf

J � g[x(t ), t ] � h[x(t), u(t), t]dt (20)f f �
t0

where x is the state vector, t0 and tf are the initial and final
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Figure 3. Sensitivity of the optimal control of a fed-batch reactor
to modeling errors.

time, respectively, and the process dynamics are described
by the following ordinary differential equation:

dx
� f [x(t), u(t), y] (21)

dt

and the input u(t) obeys the following practical constraints:

U � u(t) � U (22)min max

The optimal control solution is based on the Hamilto-
nian H:

�
TH � k(t) ( f (x) � b(x)u) � u � wu (23)1

where k represents the adjoint variables, or costates. They
are the solution of the following differential equation:

dk �H
� (24)

dt �x

For time-invariant systems linear in the input

dx
� f (x) � b(x)u (25)1dt

and the cost function J without integral term (J � g[x(tf),
tf]), it can be shown that the optimal control has the follow-
ing form:

u(t) � U if w � 0 (26)min

� U if w �0 (27)max

� u if w � 0 (28)sing

The optimal control solution consisting of applying only
Umin and Umax is called bang-bang control. The so-called
singular control input using is obtained by computing the
first- and second-order time derivatives of w and equating
them to zero.

In our fed-batch reactor example, assume that the con-
trol input is Fin. The dynamics of the process are given by
equations 2 and 3 plus the volume equation (dV/dt � Fin)
and a Haldane specific growth rate model (equation 4).
Then the Hamiltonian H is given by the following expres-
sion:

F 1 Fin inH � k � S � lX � S1 in� �V Y VX/S

Fin
� k � X � lX � k F (29)2 3 in� �V

It is routine to check that dw/dt � 0 if �l/�S � 0 (i.e., using

corresponds to the value that maximizes l). If we choose
the initial value of the substrate concentration S(t0) cor-
responding to the one that maximizes l

(S(t ) � K K )�0 S I

the optimal trajectory is obtained by applying the singular
control input from t0 to tf ; that is,

l*XV K K� S I
F � (30)in,sing

Y (2K � K K )(S � K K )� �X/S S S I in S I

with X and V computed via the mass balance equations:

l K K�max S IdX Fin
� X � X (31)

dt V2K � K K�S S I

dV
� F (32)indt

Figure 3 illustrates the high sensitivity of optimal control
to modeling errors in numerical simulation. We have con-
sidered the fed-batch example with the following model pa-
rameter and initial values:

�1l* � 5h , K � 10 g/L, K � 0.1 g/L, Y � 1 (33)S I X/S

S(0) � 0.9 g/L, X(0) � 0.1 g/L,
V(0) � 10 L, V(t ) � 20 L, S � 10 g/L (34)f in

We have also considered the optimal control when 10% er-
ror is made on the value that maximizes l; that is, the
operator believes that the optimal substrate concentration
is equal to 9 (instead of 10) g/L. This has been done by
setting the saturation constant KS to 8.1 (instead of 10)
g/L in the optimal control law (equation 30). Note that even
in the presence of a reasonable model error, the optimal
control is moving far away from the optimal substrate con-
centration.

Let us mention among the large body of scientific lit-
erature on optimization and optimal control the following
references: Ref. 3, which the treats the optimization of
chemical processes, and Ref. 4, which covers the essential
items of the optimal control of bioprocesses and treats it
then in an original manner.
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Figure 4. Feedback loop for the control of S in a bioprocess.

BIOPROCESS CONTROL: BASIC INGREDIENTS

Dynamic Model

The first essential basic ingredient for the design of auto-
matic control algorithms is a dynamic model of the process.
The need of dynamic models for the control design is mo-
tivated by the intrinsic need to handle transients for trans-
ferring the process from one state to another or from one
setpoint to another, for following a desired trajectory, or for
rejecting or reducing the effect of disturbances. In the lat-
ter, disturbances influence the dynamic behavior of the
process: knowledge of the process dynamics, and in partic-
ular of the dynamic effect of the disturbance, is helpful in
selecting the appropriate strategy to reduce and possibly
reject their negative influence on the process operation.

The dynamic models to be considered for control design
can take different forms. The preceding sections suggest
that the most obvious model forms are the mass balance
models. But many other forms are possible, including lin-
ear models deduced, for example, by linearization of the
mass balance models or by identification from input–
output data (e.g., Ref. 5) (such models are also called black-
box models). The input–output models may be nonlinear;
neural network models are presently a quite popular ver-
sion of nonlinear black-box models (e.g., Ref. 6). A possibly
attractive form of dynamic models of bioprocesses are hy-
brid models, which are an intermediate form between
mass balance and neural network models (e.g., Ref. 7). In
the following, mainly for conciseness and pedagogical rea-
sons, we concentrate on mass balance models.

Feedback

Another essential basic ingredient of automatic control is
the introduction of a feedback loop: On-line (real-time) in-
formation about the process (typically on-line measure-
ment of the variable to be controlled) is provided to the
controller, which then provides the control action to the
process. The concept of feedback loop is illustrated in Fig-
ure 4.

Proportional Action

Most feedback control algorithms (except very simple con-
trollers such as on-off controllers) modulate the amplitude
of the control action proportionally to the control error (i.e.,
the difference between the desired value of the controlled
variable and its measured value), which is known as the
proportional action.

Integral Action

The proportional action is usually not sufficient to guar-
antee a control error equal to zero in steady state: this

motivates the introduction in the control scheme of an in-
tegral action (i.e., a term proportional to the integral of the
control error).

Feedforward Action

If the effects of a disturbance on the bioprocess dynamics
are known, the controller may be designed by also incor-
porating a feedforward action to anticipate the possibly
negative effects of the disturbance. We shall illustrate in
the following how to incorporate feedforward action when
the influent substrate concentration Sin is a measured dis-
turbance.

Linear versus Nonlinear Control

The controller can be designed on the basis of either a lin-
ear or nonlinear model of the process. As earlier, let us
illustrate the design with a simple example: the control of
the substrate concentration S by acting on the dilution rate
D (or more precisely the influent flow rate Fin) in a stirred
tank reactor with a simple microbial growth reaction.

Let us start with the first option: linear control. The
control design is based on a linear model of the process
(e.g., the linearized tangent model [equations 10 and 11]
around some steady state [S̄, X̄, D̄, S̄in]. If we consider the
control of S at a prescribed value S* (e.g., equal to S̄), a
linear proportional integral (PI) regulator will then typi-
cally have the following form (see, e.g., Ref. 8):

t1¯D � D � K (S* � S) � (S* � S(s))ds ,p� � �s 0i

K � 0, s � 0 (35)P i

where KP is the controller gain and si is the integral time,
or reset time.

Indeed a similar PI regulator can be computed on the
basis of a nonlinear model of the process (e.g., the mass
balance equation of the substrate concentration S) (2). The
control algorithm will then be written as follows:

t

C (S* � S) � C (S* � S(s))ds � k lX1 2 1�
0

D � ,
S � Sin

C � 0, C � 0 (36)1 2

The preceding controller equation could have been ob-
tained by combining the mass balance equation, equation
2, with the following desired closed-loop second-order dy-
namic equation:

td(S* � S)
� �C (S* � S) � C (S* � S(s))ds (37)1 2 �dt 0

for S* constant. (Indeed by differentiating equation 37
once with respect to time, one obtains the usual second-
order linear equation d2x/dt2 � C1dx/dt � C2x � 0 with x
� S* � S.) In simple terms, equation 37 imposes that if
at some time instant the substrate concentration S is dif-
ferent from its desired value S*, the controller will force S
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Figure 5. Numerical simulation of a linear proportional integral
control of a fed-batch reactor.

to converge to S* with a rate determined by the design
parameters C1 and C2.

Let us present at this point the advantages and draw-
backs of the approaches introduced. Before doing so, it is
important to note that the second algorithm (equation 36)
is more sophisticated than the first one (equation 35). In
particular, the second controller requires the knowledge
(on-line measurement) of the biomass concentration X and
of the influent substrate concentration Sin and the knowl-
edge of the specific growth rate model. When comparing
both approaches, it is important to keep these differences
in mind.

Linear Control. The linear controller, if it is correctly
tuned (see, e.g., Ref. 8 for tuning rules), will most probably
do a good job if it is used for regulation around a steady
state. It also has the advantage to be easily implemented
via standard industrial PI regulators. However, its perfor-
mance (in particular, its transient performance) might be
degrading if the process is moving away from the steady
state for which it has been calibrated and tuned. This typ-
ically happens for start-up and grade changes in CSTRs
and might be even more critical for batch and fed-batch
reactors in which the process state typically follows large
variations (just think of the “exponential” growth of the
biomass in this type of reactor). This is illustrated in Fig-
ure 5, where the PI regulation of S has been numerically
simulated with the same model as in Figure 3 and under
the following conditions:

S* � 1 g/L, K � 2, s � 0.5, S(0) � 0 g/L (38)p i

The values of the design parameters of the PI have been
chosen so as to correspond to a closed-loop dynamics close
to the mean open-loop dynamics. We note that the con-
troller gain is too high at the beginning (and induce large
variations of the controlled output S) and then too small
(the controller is not able to maintain the controlled output
S to its desired value during the second part of the “expo-
nential” growth phase).

Nonlinear Control. The main advantage of the nonlin-
ear controllers is directly related to the mentioned draw-

back of the linear controllers: if correctly designed and
tuned, it will be able to handle a larger spectrum of the
operating domain of the bioprocess. In the example, the
main source of nonlinearity is the term k1lX. The presence
of this term in the controller is particularly important in
the control of fed-batch reactors; as pointed out by Axels-
son (9), the integration of a term that characterizes the
“exponential” biomass growth is a key factor for the effi-
ciency of the control action. The other term, Sin � S, also
plays an important role; if Sin is a disturbance in the con-
text of the control of the bioprocess, then this term is in-
deed a feedforward term that allows anticipation of the
effect of variations of Sin on the performance of the closed-
loop system (process plus controller).

However, first the implementation of the control algo-
rithm requires a computer instead of a standard industrial
PI (which today can hardly be considered a drawback). Sec-
ondly (as for any controller), the performance depends on
the quality and reliability of the model on which the design
has been based. In other words, in the given example, this
means that we assume that the hydrodynamics in the re-
actor are fairly represented by completely mixed condi-
tions and that the simple growth reaction is largely dom-
inant with regard to possible other side reactions. Besides
the implementation as such of the controller, equation 36
requires the values of X and also of Sin. In many cases one
may expect that if S is measured on-line, it should not be
difficult to also measure Sin (in many instances, you do not
even need to measure it because the influent substrate con-
centration is known by user’s choice). But the situation is
usually different for the biomass concentration: very often
X is not measured on-line, or, to say it differently, S and X
are not often available at the same time for on-line mea-
surement. Finally, the nonlinear controller (equation 36)
relies on the knowledge of (the model of) the specific growth
rate l; as suggested previously, this is a major source of
uncertainty in bioprocess models.

Adaptive versus Nonadaptive Control

One possible way to handle the previously mentioned dif-
ficulties (lack of on-line measurements, uncertainties on
the kinetics models) is to use adaptive (linearizing) control
(see Ref. 10). In the example, this means that the control
law will be implemented by considering on-line estimates
of X and l. An on-line estimate of the biomass concentra-
tion can be provided by an asymptotic observer (for a sys-
tematic design, see Ref. 10). In our example, it will take
the following form. We first define an auxiliary variable Z:

1
Z � S � X (39)

YX/S

The dynamics of Z are readily derived from the mass bal-
ance equations of X and S:

dZ
� DS � DZ (40)indt

The on-line estimate X̂ of X is then given by computing Z
from equation 40 and by rewriting equation 39:
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Figure 6. Adaptive linearizing controller of a fed-batch reactor. (a) Controlled output S; (b) bio-
mass concentration X; (c) control input Fin; (d) specific growth rate l.

X̂ � Y (Z � S) (41)X/S

or equivalently, one can replace the term X/YX/S in the
controller equation with Z � S.

Let us now consider the on-line estimation of l. Differ-
ent methods can be used to give an on-line estimate of l.l̂

One possible estimator is the observer-based estimator
(see Ref. 10), which specializes in our example as follows:

ˆdS ˆ� �l̂(Z � S) � DS � DS � c (S � S), c � 0 (42)in 1 1dt

dl̂ ˆ� �c (S � S), c � 0 (43)2 2dt

Ŝ is an estimate of S whose role is to drive the estimation
of the unknown value of the specific growth rate l on-line;
this is achieved by comparing Ŝ with the measured value
S (this is the role of the correction terms S � Ŝ in equa-
tions 42 and 43). c1 and c2 are design parameters that have
to be calibrated to obtain the best on-line estimates (10).

Because the parameter estimation introduces an inte-
gral action in the control loop (10,11), the term C2 (S* �t�0

S(s))ds in the control law (equation 36) is not necessary
anymore. Then, in our example, the adaptive linearizing
controller is given by the following equation:

C (S* � S) � l̂(Z � S)1D � , C � 0 (44)1S � Sin

with Z given by equation 40 and given by 42 and 43.l̂

Different applications of adaptive linearizing control to
bioprocesses have been described (12–15). One of the key
features of adaptive linearizing can be illustrated on the
basis of the example; it allows incorporation of the well-
known characteristics of the process dynamics while keep-
ing the usual features of classical controllers:

• Proportional action via the term C1(S* � S)
• Integral action via the adaptation mechanism (equa-

tions 42 and 43)
• Feedforward action via the presence of Sin; the con-

troller is capable of anticipating the effect of a vari-
ation of the influent substrate concentration; for in-
stance, an increase of Sin results in a decrease of the
control input D inversely proportional to this in-
crease.

As for the nonadaptive, nonlinear PI, the controller con-
tains a state estimate via the term k1lX (or more precisely
[Z � S]). If the process is in good working condition, inl̂

particular if the biomass is in a good state, then it is pos-
sible to treat large amounts of substrate, because the con-
trol action D is proportional to X.
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Finally, note that besides the integral action, the esti-
mation of physical parameters (here l) has the further ad-
vantage of giving useful information that can be used for
monitoring the process and possibly also for analyzing the
internal working of the process.

Figure 6 illustrates the performance in numerical simu-
lation of the adaptive linearizing controller. The same
model parameters as in Figures 3 and 5 have been used.
The following design parameters and initial values have
been considered:

2k1S* � 1 g/L, C � 2, c � 5, c � (45)1 1 2 4(Z � S)
�1 ˆl̂(0) � 0.1 h , S(0) � S(0), Z(0) � S(0) � 0.5X(0),

S(0) � 0.5 g/L (46)

The initial value of S has been set to 0.5 g/L, which allows
the opportunity to see that the controller has no problem
forcing S to converge to its desired value (see Fig. 6a). Fig-
ures 6b and 6c exhibit the exponential profile of the bio-
mass X and the control input Fin. Finally, Figure 6d gives
the on-line estimation of the specific growth rate l.

Other Approaches

The (adaptive) nonlinear controller presented in the pre-
ceding section belongs to a large class of control strategies,
often labeled model-based control. This includes control
approaches such as model predictive control, in which con-
straints (such as input constraints) may be handled expli-
citely in the design (8). We have restricted the presentation
to mass balance models, but obviously any dynamic model
of the bioprocess (e.g., hybrid model), as long as it is reli-
able, can be considered in the control design.

CONCLUSIONS

In this article we have first concentrated on the basic con-
cepts of automatic control of bioprocesses, with a particular
emphasis on the notions of optimization, stability, and dis-
turbances. In a second step the basic ingredients of auto-
matic control (dynamic model, feedback, proportional, in-
tegral, and feedforward actions) have been introduced, and
linear and nonlinear control and adaptive and nonadaptive
control have been compared.

An appealing avenue for future applications in biopro-
cesses is an integrated process design approach, which is
already largely used in other areas such as aeronautics
and that implies the integration of the control strategies
in the design of the process from the very beginning (16).
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INTRODUCTION

For most modern industrial production methods, process
monitoring plays a key role; bioprocess systems are no ex-
ception to this rule. Effective methods of monitoring are
required in order to develop, optimize, and maintain bio-
logical reactors at maximum efficiently. An optimized pro-
cess should lead to streamlined performance, reductions in
running and material costs, and improvements in quality
control.

A number of bioprocess monitoring instruments have
been regular features of the industry for many years (Fig.
1), in particular, sensors capable of measuring physical pa-
rameters. The challenge is to develop cost-effective devices
capable of measuring a much wider range of parameters,
providing process operators with a deeper insight into the
process. Eventually effective monitoring will lead to better
control systems, providing cost and quality benefits.

OPERATING FEATURES

For any measuring technique, there are a number of cri-
teria that the device must satisfy if it is to accepted by
commercial bioprocess operators (Fig. 2). The following list
of desirable characteristic is not exhaustive, but does cover
the main areas of concern.

Reliability

Reliability is a key issue for bioprocess monitoring equip-
ment. Confidence in the ability of an instrument to main-
tain its credibility in terms of performance is a fundamen-
tal parameter. This encompasses a number of features
relating to the operation of the instrument, for example,
ease of use, maintenance, repair, and replacement. A suc-
cessful monitoring instrument will have a low failure rate;
again, this is related to reliability.

Accuracy

Accuracy can be described as the relationship between the
measured value (by the instrument) and the actual value
of a bioprocess variable. An accurate instrument will
achieve a low percentage error between these two values.
Generally this can be stated as

% error � (measured value � true value)/true value
� 100%
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Precision

Precision is a measure of instrument reproducibility, that
is, the ability to obtain the same value with repeated mea-
surements of a process variable (at a constant level). It
follows that a precise instrument may not, necessarily, be
accurate. Therefore it is important to distinguish between
these two parameters.

Response time

The measurement of any process variable will entail a time
delay between change in the parameter and display of the
measured value. This response time should not be detri-
mental to the progress of the bioprocess, particularly if the
measurement is linked to a control action. Response times
will be affected not only by the type of instrument but also
by the method of measurement. Off-line sampling and
measuring can involve a number of time-consuming steps.
In contrast, in situ devices can provide a real-time mea-
surement.

Calibration

In order to maintain the accuracy of a sensor it is (gener-
ally) desirable to carry out a calibration step. This is car-
ried out using set standards of comparison. The effects of
calibration can impinge on the process, in other words, it
may be difficult to carry out calibration of an in situ sensor,
whereas an on-line device could easily incorporate a cali-
bration step(s) during routine running.

Linearity

Under ideal conditions, the output signal from a sensor
would be directly proportional to the analyte concentra-
tion. However, this is not always the case, and other mod-
els have to be used to reach a true value. Despite this draw-
back, linearity is not an overriding prerequisite for a
successful monitoring instrument. Developments in mod-
ern software can be adapted to compensate for nonlinear-
ity.

Threshold and Sensitivity

Sensitivity is the magnitude of the output signal per unit
change in the target analyte concentration. The lowest
level of detection is related to the sensitivity and the
signal-to-noise ratio. A number of factors influence the sen-
sitivity of a monitoring device, including sensor design, the
operating environment, periods of maintenance, and inter-
fering noise levels. The sensitivity will influence the dy-
namic range above which the device becomes saturated;
the highest level of detection will be the threshold limit for
the device.

METHODS OF MONITORING

In addition to the variety of monitoring devices available,
a number of methods (for carrying out the measurement
exist (Fig. 3). Sampling and sample handling is a vital is-
sue, affecting both the accuracy and frequency of measure-

ments (1). Broadly, the main approaches to sampling can
be described in one of several ways.

Off-Line or At-Line Monitoring

Off-line monitoring involves taking a sample from the bio-
reactor and carrying out the measurement at a different
site, usually under laboratory conditions. Off-line sam-
pling can be detrimental in terms of cost, efficiency, and
threat to asepsis. Manually removing and measuring a
sample requires technical labor. The received signal will
not be “real time” because of the delays. In order to obtain
the sample, the sterility of the bioreactor must be main-
tained. Hence, provision must be made to achieve this. In
some cases, decentralized equipment has become available
that allows measurements to be made simply close to the
production process (at-line), reducing some of the delays
associated with laboratory analysis.

In Situ or In-Line Monitoring

In situ sensors are placed directly in the bioprocess vessel.
The use of in situ sensors has long been established in the
bioprocess industry (2), where “dip-in” devices are used to
monitor a number of parameters such as pH and dissolved
gas concentrations. A number of advantages are gained by
operating sensors in this fashion, including real-time
monitoring (sampling-related time delays are eliminated)
with the sensors operating continuously (any rapid change
in the analyte concentration can be readily observed), and
labor requirements and problems of contamination are
both significantly reduced. However, in situ sensors can
have a number of drawbacks, for example, the sensor sys-
tem must be amenable to sterilization; if the lifetime is
short, replacement may be difficult (during a process run);
the surface of the sensor could become fouled by compo-
nents of the growth medium, affecting the signal output.

On-Line Monitoring

Methods of on-line monitoring involve the automatic re-
moval and measurement of sample or sample stream from
the bioreactor. One example of this has been the develop-
ment (since the early 1980s) of flow injection analysis
(FIA). This is a liquid handling technique that has proved
flexible in adapting to most chemical and biochemical re-
action procedures (3), representing an effective compro-
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mise between the desirability of in situ monitoring and the
technical ease of off-line measurements. The main advan-
tages of on-line methods include the following: sensor ster-
ilization can be readily accomplished, sample pretreat-
ment (e.g., gassing, dilution, removal of interferents), and
sensor calibration can be built into the system. The main
disadvantages are a need for an effective and reliable sam-
pling system and the fact that the signal is discontinuous;
frequency measuring rate is determined by the limitation
of the overall FIA arrangement. All of these methods have
their advantages and disadvantages. The choice of ap-
proach adopted depends on a number of factors, not least
of which will be the availability of both sensor and system.

MEASURING DEVICES

pH Measurement

Monitoring the pH of a number of industrial biological re-
actions is an extremely effective way of determining their
course, providing the operator with valuable information.
Measuring pH, along with temperature, is one of the most
common practices in bioprocess monitoring (4). Correcting
action can be taken, either manually or automatically, to
prevent unwanted increases or decreases in pH.

The most common form of pH sensor used for fermen-
tation monitoring is based on the electrode design intro-
duced by Ingold in 1947. Under operating conditions, the
probe must always be overpressurized (with respect to the
fermentation broth) to keep a positive flow of electrolyte
out of the porous plug. A combined glass and reference
electrode that is capable of withstanding repeated sterili-
zation at temperatures of 121 �C and pressures of 138 kN/
m2 is required. In this case, the term combined refers to
the single unit containing both electrodes. Figure 4 illus-
trates the main features of the pH electrode.

Typically, the reference electrodes used are silver/silver
chloride (Ag/AgCl) or calomel (Hg/HgCl) and maintained

in a concentrated solution of potassium chloride in a buffer
solution within the body of the sensor. Under these con-
ditions an equilibrium is established with the electrolyte:

� �Hg/HgCl /KCL r 2Hg � 2Cl r Hg Cl � 2e (1)2 2 2

This leads to a situation whereby the reference electrode
potential is dependent on the activity of the chloride ions.

Generally the sensor format is that of a single unit
glass-reference design. It has been known since the early
years of this century that certain forms of glass are elec-
trically conducting. Furthermore, the electrical potential
at the glass-liquid interface changes with activity of hy-
drogen ions. This potential is directly related to the activity
of the H� via the Nernst equation,

0 �E � E � (RT/gF) ln aH (2)

where E is the measured potential, R the gas constant, T
the absolute temperature, F the Faraday constant, and ln
aH� the activity. With this type of pH electrode, the po-
tential determining process is determined by interactions
between H� activity (in the sample solution) and sianol
groups on the glass.

Autoclavable pH probes are available (for sterilization
purposes), but this can lead to a reduction in useful probe
life. Generally the sensor’s response does degenerate over
time with repeated use. Interactions with the medium con-
stituents can lead to problems. However, proprietary
cleaning agents are available to regenerate the probe. A
recent advance in the field of pH monitoring has been the
introduction of sensors using ion-selective field effect tran-
sistors (ISFETs). These are solid-state devices based on the
use of semiconductor structures (5,6). The pH is deter-
mined by measuring the change in the voltage required to
maintain a zero current between the gate and drain elec-
trode as the transmembrane potential alters. Several com-
mercial companies have marketed ISFET-based pH meters
with potential applications in a number of areas. These
sensors are robust, virtually shatterproof, and are easily
cleaned. In addition, they require no filling solution and
are easy to operate and maintain.

Temperature

Maintaining optimum conditions for any bioprocess will
invariably involve monitoring and controlling the tem-
perature of the broth. Generally, bioprocesses are moni-
tored over a temperature range of between 0 �C and 100
�C (excluding the sterilization cycle). Furthermore, this
may require a control regime operating within a narrow
range of temperatures. A number of devices are available
for obtaining an accurate measurement of temperature
conditions during a bioprocess operation, based on a range
of techniques.

Thermistors. Thermistors are semiconductor devices
composed of agglomerates of polycrystalline metallic ox-
ides (e.g., magnesium oxide, cobalt oxide, ferric oxide). The
operating characteristic of these devices relies on a sensi-
tive change in resistance, resulting from temperature fluc-
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tuations (7). This change is a function of the absolute tem-
perature. The output response from thermistors is of a
nonlinear temperature versus resistance curve, with the
resistance decreasing as the temperature increases. Gen-
erally the response can be described by the following equa-
tion:

R(T) � R exp[B(1/T � 1/T )] (3)0 0

Thermistors tend to be cheap and stable, with rapid re-
sponse times.

Resistance Thermometers. Resistance thermometers are
based on the changes in the electrical resistance of metallic
conductors, with changing temperature (8). This relation-
ship can be described by the following equation:

R � R (1 � �T) (4)0

R is resistance. T is the temperature, and � the tempera-
ture coefficient of linear expansion.

Platinum is the preferred metal for these devices, but
other metals can be used (e.g., nickel, tungsten, or copper).
The advantage of platinum is that it can be obtained in a
highly pure form, hence the electrical properties of the
metal can be well characterized. A platinum wire of 100-X
resistance at 0 �C is typically used. Generally, calibration
of the sensor is carried out at this temperature. Readings
can be obtained using a Wheatstone bridge circuit. Overall,
these sensors tend to be precise, accurate (�0.25%), reli-
able, and sensitive. Platinum sensors are stable in both
sterilization and fermentation conditions.

Thermocouples. Thermocouples are based on the See-
beck effect, first postulated in 1821. It was noted that a
circuit consisting of two dissimilar metals joined together
at junctions maintained at different temperatures will
generate an electrical current. The electromotive force gen-
erated will be determined by the choice of metals and the
respective temperatures. For practical applications, one of
the junctions (termed the cold junction) is maintained at a
constant temperature and used as a reference point. The
second junction is in contact with the media to be moni-
tored; fluctuations in the temperature can be studied by
monitoring the current response (7).

The response (EmV versus T[K]) approximates to a par-
abolic curve. Generally it is preferable to measure over the
linear range of this response. One advantage of thermo-
couples is that they do not require an external electrical
supply. However, they are susceptible to cold junction prob-
lems, with the need to maintain a constant temperature.

Mercury-in-Glass Thermometers. Mercury-in-glass ther-
mometers can be used directly in small batch fermenters.
However, the fragility and potential toxicity of these ther-
mometers restricts their use. In order to overcome the
problem of using mercury, alcohol can be substituted. Gen-
erally these sensors are not very accurate (especially over
a wide range) and provide only an indication of the tem-
perature. However, these thermometers have the advan-
tage of being both portable and providing a direct reading.

Bimetallic Thermometers. Bimetallic thermometers
usually consist of a bimetallic helical coil surrounded by a
protective tube or wall. The coil winds or unwinds with
changes in temperature and causes movement of a fixed
pointer (8). By affixing a pen to the fixed point, a tempera-
ture profile of the bioprocess can be obtained. Despite being
more robust than the mercury thermometer, they are less
accurate (the range determined by the metals used) and,
again, are limited to giving only an indication of tempera-
ture.

Pressure

Many bioprocesses operate under conditions of overpres-
sure. Monitoring the magnitude of this pressure is an im-
portant factor, both in terms of safety and optimization of
the process. Industrial and laboratory fermenters are de-
signed to operate up to a safe working pressure. Increasing
the applied pressure above the upper limit can be danger-
ous. Furthermore, maintaining a positive reactor head
pressure can prevent contamination of the bioreactor. In
order to facilitate effective sterilization, fermenters need
an accurate pressure monitor. Pressure will also affect the
solubility of gases (such as O2 and CO2). Several different
approaches have been used in the development of pressure
gauges.

Bourdon Tube Pressure Gauge. The Bourdon tube pres-
sure gauge is composed of an arched or spiral-shaped tube.
Part of the tube is of an elliptical shape, made of either
metal or quartz. Under pressure, the elliptical section
tends to become circular. The interior of the tube is influ-
enced by the process pressure, whereas the exterior is un-
der atmospheric pressure. The overall effect of the change
in cross-sectional area is to straighten out the curved
shape of the tube. One end of the tube is fixed to an inlet
from the reactor. The other end is sealed and allowed to
move; this is connected (via a geared section and pinion)
to an indicator needle (9). Pressure can be read directly
from the gauge. These devices tend to be robust and eco-
nomical.

Strain Gauges. Strain gauges are based on the phenom-
enon that when a wire is placed under strain, the electrical
resistance changes (7). This is due to both the alteration
in geometry and resistivity changes. The electrical output
can be related to changes in pressure. Typically the sensors
are constructed using either a metallic or semiconductor
element, usually in a grid structure composed of a number
of conductor threads. Generally the change in resistance
to pressure can be related by the following equation:

DR/R � DL/L � Dq/q � DS/S (5)

R is resistance, L is length of thread (a multiple of the
number of threads), q is the resistivity of the material, and
S is the cross-sectional area of the material.

Piezoelectric Manometers. Certain materials, such as
quartz crystal, posses an asymmetrical electrical charge
distribution. When an alternating electric field is applied
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across a piezoelectric material, small mechanical defor-
mations (to the crystal) are generated (10). Alternatively,
if the crystal is subjected to pressure on one face, an elec-
trical charge will be generated on the opposite face. This
effect (the piezoelectric effect) forms the basis of operation
for piezoelectric manometers. By attaching electrodes to
one face of the crystal, changes in pressure can be relayed
as an electrical output.

Diaphragm-Type and Pressure Bellows Sensors.
Diaphragm-type sensors incorporate a membrane that de-
forms as a result of pressure from either a liquid or gas,
forming a pressure difference across the membrane. This
movement can be monitored and a corresponding readout
obtained, indicating the pressure of the matter under in-
vestigation. Generally, the membranes used can be made
from materials such as stainless steel, palladium, or sili-
con. When in operation, these sensors can suffer from the
deposition of material on the surface, leading to erroneous
measurements. In order to prevent this, periodic checks
should be made.

Pressure bellow sensors operate, as the name implies,
by monitoring the movement of a bellows when subject to
a pressure. Changes in the bellows extension length can
be related to pressure. The bellows can be linked directly
to a variable transformer that is capable of recording the
physical movement and displaying a readout.

Viscosity

Information on the rheology, or viscosity, can help in en-
suring the efficiency of a biological process (11). An ex-
ample of this would be the effectiveness of oxygen transfer
throughout a medium and determining the degree of
branching of filamentous microorganisms. In addition, vis-
cosity can effect pumping, mass transfer, and mixing. Vis-
cosity is the apparent shear resistance between adjacent
layers of liquids or gases moving at different speeds. Typ-
ically, in fluids this is the result of molecular cohesion; ris-
ing temperatures lead to a decrease in viscosity. In con-
trast, viscosity increases for gases under conditions of
rising temperature. This results from an increased mea-
sured molecular activity.

Newtonian Fluids. Consider two parallel surfaces with
area A and distance Y apart. If a shearing force F is applied
to one side, it will move with a velocity V:

Y
F

A

It is found that for ideal or Newtonian fluids the shear
stress F/A(s) � dV/dY multiplied by a constant (l). This
constant is called the coefficient of absolute (or dynamic)
viscosity. The term dV/dY is called the shear rate (c). Plot-
ting s against c gives the flow curve characteristics of a
particular fluid. Newtonian fluids display a straight-line

response, passing through the intersection of the axis. The
slope of this gradient is equal to l. Typical units of viscosity
are Newtons per second per square meter (NS m�2) and
centipoise. Examples of Newtonian fluids include all gases,
liquids with low molecular weight (notable exceptions are
the colloidal suspensions and polymeric solutions with long
molecules, e.g., specially developed mineral oils), water,
and some oils.

Non-Newtonian Fluids. Non-Newtonian fluids are
classed according to their flow curves, which may be of
various shapes according to the nature of the fluid (12).
For each fluid the ratio between shear stress and shear
rate is not constant.

Bingham Plastic. For these fluids a certain minimum
shear (s0) is required before viscous flow takes place, after
which the relationship is linear. Examples include some
fats and plastic melts, some greases, and detergent slur-
ries. Perhaps the best everyday example is toothpaste, a
certain amount of pressure must be applied to the tube
before the paste begins to flow.

Pseudoplastic Fluids. Apparent viscosity decreases with
shear rate, tending to a constant value at high shear rates.
This behavior is typical of suspensions of long-shaped par-
ticles of high-polymer solutions such as cellulose deriva-
tives. The process has been explained as the result of pro-
gressive alignment of particulars or molecules as shear
rate increases. Examples include starch suspensions, bio-
logical fluids, and rubber solutions.

Dilatant Fluids. In contrast to the pseudoplastic fluids,
dilatant fluids display an increasing apparent viscosity
with increased shear rate. Examples include sugar solu-
tions, starch, and wet cement aggregates.

Casson Plastic. These fluids display a decreasing appar-
ent viscosity with increasing shear rate after a yield stress
(s0) value has been exceeded. Examples include blood,
printing ink, and some fruit juices.

Generally, bioprocess media display non-Newtonian be-
havior, that is, a nonlinear response to shear rate. These
fluids do not have a constant viscosity, it varies according
to the shear rate. In practice, because of the problems of
maintaining sterility, most viscosity measurements are
made off-line.

There are a number of commercially available instru-
ments (viscometers), applicable to the measurement of bio-
process rheology properties (Fig. 5). Generally, these in-
struments can be classified into three different types:

1. Cone and plate viscometer. This instrument consists
of a flat plate in contact with an inverted cone, the
fluid to be measured fills the gap between the cone
and the plate. In operation, the cone is rotated in the
fluid, and the angular velocity and torque are mea-
sured. These values can be related to the shear stress
and rate.

2. Coaxial cylinder rotary viscometer. This instrument
consists of two cylinders, one located inside the other.
The fluid to be measured fills the gap between the
two cylinders. Again, the angular velocity and torque
are measured when one of the cylinders is held sta-
tionary and the other rotated.
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Figure 5. The CVO rheometer (Bohlin Instruments).

3. Impeller viscometer. This device is similar to the co-
axial cylinder viscometer. However, the fluid mea-
surements are made using a rotating impeller inside
the stationary cylinder.

Oxygen

Generally, oxygen measurement falls into two main cate-
gories: dissolved oxygen and exit gas analysis. For most
aerobic fermentations, an accurate determination of the
dissolved oxygen concentration is of particular importance,
for example, in maintaining the concentration above a
specified minimal level. In addition, oxygen transport pro-
cesses can be determined only by using an accurate method
of measurement.

The exit gas analysis for oxygen, usually in conjunction
with CO2 measurement, can be used to determine the met-
abolic state of aerobic microorganisms and their oxygen
uptake.

Dissolved Oxygen Probes. A wide range of dissolved ox-
ygen probes based on the use of electrochemical determi-
nation are available (13). Typically these fall into two main
types (14): galvanic (potentiometric) or polarographic (am-
perometric or Clark). In essence these electrodes measure
the activity (or partial pressure) of oxygen present, rather
than the concentration. The range covered by these devices
is approximately 0.001 to 1000 ppm (15). Both the galvanic
and polarographic electrodes use an oxygen-permeable
membrane (e.g., Teflon, polyethylene, and polypropylene)

to separate the electrode components from the fermenta-
tion media. Similarly, the measurement for both types is
based on the electrochemical reduction of oxygen at a cath-
ode.

Polarographic Electrodes. The principal components of
the polarographic oxygen sensor (16) include a precious
metal cathode (e.g., gold or platinum), a silver/silver chlo-
ride (Ag/AgCl) anode, and an electrolyte solution (e.g., so-
dium chloride). During operation the following reactions
take place at the respective electrodes:

�Cathode: O � 2H O � 2e r H O2 2 2 2
� � �� 2OH r H O � 2e r 2OH2 2

�Anode: Ag � Cl r AgCl � 2OH (6)

Typically, polarographic (or amperometric) sensors op-
erate at a fixed voltage, 0.6 to 0.8V, between the two elec-
trodes. This voltage range represents the diffusion-
controlled plateau of oxygen reduction. In effect, the
current recorded can be directly related to the oxygen con-
centration.

Galvanic Electrodes. In contrast to the polargraphic ox-
ygen electrode, the galvanic sensor (17) employs a non–
noble metal (zinc, lead, or cadmium) anode with a noble
metal cathode (silver or gold). The reactions occurring at
the electrodes are

�Cathode: O � 2H O � 4e r 4OH2 2

2� �Anode: 2Pb(e.g.) r 2Pb � 2e (7)

In contrast to the polargraphic sensors, galvanic elec-
trodes require no external voltage source. The combination
of a sacrificial anode and noble metal cathode is sufficient
to provide an adequate electromotive force, resulting in a
spontaneous reduction of oxygen at the electrode.

Despite their differences in operation, both types of elec-
trodes are subject to similar constraints. During steady
state, oxygen flux to the cathode is dependent on a number
of transport-related steps including movement of oxygen
through the bulk of the fermentation media and diffusion
across the membrane and through the supporting electro-
lyte. In relation to the fermentation media, the viscosity
and local hydrodynamic characteristics (in the vicinity of
the electrode face) will play an important role. An example
of this would be the incorrect placing of the electrode in a
highly viscous media displaying non-Newtonian character-
istics. If the electrode is situated in an area of quiescent
fluid, the received signal may not be an accurate represen-
tation of oxygen partial pressure throughout the bioreac-
tor.

The design of the sensor will determine its operating
characteristics. These include the membrane thickness,
the membrane diffusion coefficient, and the surface area of
the cathode. Temperature can also have a significant influ-
ence on the sensor response. Generally a change in tem-
perature will affect both the solubility and diffusion of ox-
ygen through the membrane. In order to compensate for
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these effects a built-in thermistor is generally included in
commercial devices.

There are several problems encountered by both types
of sensor during bioprocess operations. Fouling of the sen-
sor membrane surface by components of the bioprocess me-
dia can lead to erroneous signals. With continued use, this
could include the growth of microorganisms on the mem-
brane surface. The effect of a buildup on the membrane
would be to change the diffusion characteristics of the sen-
sor (see equation 8). Dissolved oxygen electrodes are also
susceptible to signal drift during operation. In addition,
gas bubbles and restricted flow toward the sensor can af-
fect the received signal. Other important considerations
are the effect of sterilization on the sensor, and calibration.
Typically, calibration is carried out after sterilization, us-
ing medium gassing to obtain the full range of sensor val-
ues. In order to avoid sterilization problems, the sensor can
be withdrawn into an isolating lock where it can be ster-
ilized using milder conditions. The actual measurements
can be expressed in one of several ways. One approach is
to use percent of saturation on a scale of 0 to 100% oxygen
saturation. Alternatively partial pressure can be used,

pO � (p � Dp � pH O)0.2095 (8)2 atm 2

where (patm � Dp) is the absolute pressure and pH2O is
the partial water pressure. Finally a direct concentration
can be obtained using Henry’s law coefficient:

c � pO /H (9)2

The coefficient value is subject to alteration through inter-
actions with media components such as sugars, products,
salts, and so forth (18). Hence, these factors must be taken
into consideration when determining oxygen concentra-
tion.

O2 Optodes. A recent development for measuring oxy-
gen, and indeed a range of other analytes, has been the
introduction of sensors based on the use of photometric
transducers: optodes (19). The driving force for the devel-
opment of these devices was linked to the evolution of im-
mobilization technologies and fiber optics. The optical fi-
bers (used to transmit information over long distances:
2–100 m) can be sited in harsh environments (e.g., high
temperature and extremes of pH), allowing in situ real-
time monitoring. A fiber is constructed using an optically
transparent material called the core (this is the guide path
for the light) and a cladding, surrounding the core. Light
is totally reflected at the cladding-core interface, allowing
it to be transported over long distances without significant
loss. The light interacts with a sensitive element or layer,
generating a signal.

Several spectroscopic techniques have been used in the
construction of optodes; of these, fluorescence has been the
most widely used in the construction of O2 sensors. Fluo-
rescence is the emission of light from an absorbing species
that has been excited by light of a different wavelength.
Optical sensors for oxygen are constructed using an im-
mobilized flurophore that undergoes dynamic quenching.
Increasing concentrations of the quencher lead to a de-

crease in the fluorescence. The relationship between fluo-
rescence intensity and extent of quenching can be sum-
marized as

I /I � 1 � K � [Q] (10)0 sv

where IO and I represent the measured fluorescence inten-
sity in the presence and absence of the quenching agent,
Ksv the Stern-Volmer proportionality constant, and Q the
concentration of the quenching agent (20).

For a number of applications, dyes, whose fluorescent
properties depend on the presence of a target analyte (e.g.,
oxygen), can be used. The dye can be attached directly to
the surface of the fiber or onto a membrane. With the most
common configuration, where sensing takes place at the
end of the fiber light is returned after acting with the sen-
sitive layer. This can occur through the same fiber or
through a parallel fiber in a bifurcated device. The mag-
nitude of the interaction is determined at the other end of
the fiber using a detector system (21).

These sensors have a number of advantages compared
with electrochemically based systems including that they
do not require a reference signal, they can be miniaturized,
multisignaling from a range of analytes measured at the
same time can be achieved, and the fibers can be steam
sterilized. Despite these advantages there are a number of
drawbacks to these devices, including interferences from
ambient light, photobleaching and washout of the sensitive
indicator, and the limited range of some devices. A number
of fiber-optic-based O2 optodes have been described, using
a range of indicator molecules (e.g., 22,23,24). Their use in
measuring oxygen concentrations during bioprocess appli-
cations will indubitably become more widespread as the
technology develops.

Tubing Methods. An alternative approach to measuring
dissolved oxygen content is to use the tubing method de-
scribed by Philips and Johnson (25). This method is based
on the use of a polymeric tubing (e.g., permeable Teflon)
immersed in the fermenter media. A stream of helium or
nitrogen gas is passed through the coil. Oxygen in the fer-
menter medium diffuses through the tubing into the car-
rier gas stream. The oxygen concentration in the inert gas
is then determined using a suitable detector, for example,
a paramagnetic gas analyser. Despite the longer response
times for this method (2 to 10 minutes for a reading) com-
pared with the electrode approach, it is a reliable tech-
nique. In addition the tubing is robust and can withstand
repeated sterilization cycles.

Exit Gas Analysis. There a number of methods available
for determining the oxygen concentration of exit gas from
a bioprocess reactor. Several of these are based on exploit-
ing the strong affinity shown by oxygen to a magnetic field.
The paramagnetic gases, such as oxygen, display a positive
magnetic susceptibility. There are two types of detectors
based on this phenomenon: the magnetopneumatic and
thermomagnetic analysers.

Magnetodynamical Analyzer. The magnetodynamical
analyzer is based on a dumbbell-shaped di-magnet held in
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a nonuniform magnetic field (15). The dumbbell structure
is free to rotate about an axis. In the presence of oxygen,
the dumbbell is rotated (under the action of the increased
magnetic force) in proportion to the oxygen partial pres-
sure. By applying a known corrective electrostatic force to
return the dumbbell to its original position, the current
required can be directly related to the partial pressure.

Thermomagnetic Analyzers. Thermomagnetic analysers
(26) are based on the observation that changes in tem-
perature affect magnetic susceptibility (v). Generally this
is described by the Curie law,

vT � constant (11)

whereby v is inversely proportional to the absolute tem-
perature. The instrument consists of a flow-through ring
element divided up into two measuring chambers. The de-
tection site is composed of a thin-walled glass tube con-
taining resistors that heat the incoming gases. These re-
sistors form part of a Wheatstone bridge circuit and are
used to detect changes in resistance resulting from flow-
rate variations. When the gas is heated, oxygen loses a
high proportion of its magnetic susceptibility. This gas, in
turn, is displaced by incoming cool oxygen, generating a
convection current or “magnetic wind.” The flow of current
(or heat transport) causes a change in resistance, imbal-
ancing the Wheatstone bridge. In effect the convection cur-
rent can be related to the oxygen concentration.

Carbon Dioxide

For many bioprocesses, the measurement of CO2 is an im-
portant feature. Increased levels of dissolved carbon diox-
ide can inhibit growth and reduce the production of sec-
ondary metabolites.

Electrochemical Probe. Steam-sterilizable electrochem-
ical probes for determining dissolved CO2 partial pressure
are commercially available. These function in a similar
way to oxygen probes and are based on a pH sensor im-
mersed in a saturated bicarbonate buffer, separated from
the bioreactor fluid by a hydrophobic membrane. Dissolved
CO2 gas molecules diffuse from the bioreactor media,
through the hydrophobic membrane, into the carbonate
buffer. The bicarbonate buffer equilibrates with the dis-
solved CO2 gas molecules:

� �CO � H O r HCO � H2 2 3

�aH � K(aCO )/(aHCO ) (12)2 3

Here, a is the activity. Hence, increases or decreases in pH
can be directly related to the concentration of dissolved
CO2. This logarithmic relationship requires a two-point
calibration, which is usually carried out by measuring the
pH response, following substitution of the carbonate buffer
with a reference solution.

CO2 Optrodes. Optical sensors for the detection of CO2

have also been described. Generally, these sensors are
analogous to CO2 electrochemical systems, whereby

changes in pH resulting from the formation of bicarbonate
ions are detected. One example (27) described the use of a
fluorescein dye as a pH indicator. All of the advantages and
disadvantages already outlined for the O2 sensor can be
equally applied to these devices. Future developments in
this field should lead to a more widespread use of these
sensors.

Exit Gas Analysis. With a well-mixed aerobic fermenta-
tion, the concentration of dissolved CO2 can be estimated
from analysis of the exit gas. One particularly important
approach used for determining the exit gas CO2 concentra-
tion is infrared (IR) analysis. Particular molecules absorb
IR radiation at characteristic wavelengths. This absorp-
tion is related to the chemical structure of the molecule,
that is, the type and number of function groups present.
When these molecules absorb IR radiation, the vibrational
and rotational states are altered. Observing this absorb-
ance (in either the gas, solid, or liquid phase, or combina-
tions of these), the concentration of the target analyte can
be determined (28). In the gas phase, CO2 absorbs strongly
at wavelengths �15 lm. The main components of an IR
analyzer (29) consist of a suitable radiation source, a
method of selecting the range of wavelengths required, a
sample and reference cell, a detector, and a means of dis-
playing the information in terms of CO2 concentration.
Generally, CO2 is monitored using a positive filtering
method. With this method, the optical system detector is
filled with CO2. The system detects the reduced radiation
energy of the measuring beam reaching the detector. Com-
paring the reference and sample responses provides a
value for the CO2 concentration present. One of the main
problems encountered with this approach is conflicting ab-
sorbance patterns from “interfering” molecules (i.e., those
absorbing over the same wavelength range).

Redox Potential

Monitoring the redox potential of a bioprocess medium can
provide information about the equilibrium between oxidiz-
ing and reducing species (electron acceptors and donors,
respectively) present. Measurement of redox potential is
achieved using a combined metal-reference electrode sys-
tem. Typically the metal electrode can be gold, iridium, or
platinum; with platinum being the usual choice. The ref-
erence electrode is either Ag/AgCl or calomel. The redox
sensor is linked to a pH meter that is fitted to provide a
readout in millivolts. During operation, the redox potential
(measured between the metal and reference electrodes)
varies as the logarithm of the ratio of oxidizable and re-
ducible components in the media. The redox value varies
linearly with the pH of the media and with the logarithm
of dissolved oxygen tension. This can lead to complications
when trying to interpret the readout from the sensor. A
full description of the use and problems associated with
the redox sensor was outlined by Kjaergard (28).

Chromatography

Chromatography has proved to be a valuable tool for nu-
merous applications in diverse areas of analysis. The prin-
ciple is based the separation of a mixture of compounds by
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means of a suitable matrix. Target analytes are separated
by their characteristic interaction with the matrix. Follow-
ing separation, the compounds can be detected using a
range of detectors (7) including flame ionization (used for
gas chromatography applications), UV detectors, electro-
chemical detectors, infrared and refractive index detectors,
conductivity detectors, and mass spectrometers. A number
of chromatographic methods are available, several of
which can be used for bioprocess monitoring. Overall chro-
matographic analysis is carried out off-line. However, re-
cent developments have shown that on-line methods of
analysis can be developed.

Liquid Chromatography. For the bioprocess industry, liq-
uid chromatography is used in sample analysis as a pre-
parative method for the large-scale purification of bio-
molecules and as recovery technique for high-value
products such as therapeutics and pharmaceuticals. One
important development in this field has been the introduc-
tion of high-pressure liquid chromatography (HPLC). This
approach to liquid chromatography involves the use of
well-characterized homogeneous columns that contain
small (3–5 lm-diameter) particles. In operation, these col-
umns can withstand high pressures (up to 6,000 psi). The
overall effect is to achieve a fast, accurate separation of the
components in a sample. Liquid chromatography permits
the separation of a sample solution into consistent com-
ponents through the interaction of two phases. One type
incorporates a solid stationary phase in conjunction with
a fluid mobile phase containing the sample of interest.
During their passage over the stationary phase, sample
components are separated by their degree of solubility or,
alternatively, their affinity for the solid matrix. The result
is a separation profile indicative of the component mixture
of the sample. There are a numerous examples of HPLC
systems being used on-line to monitor bioprocess produc-
tion (e.g., 30,31,32). Typically, on-line monitoring is carried
out using a sampling system based on membrane filtration
(33,34).

Liquid–Liquid Chromatography. With the liquid–liquid
chromatography method, the stationary phase is coated
with a suitable fluid. The sample is carried in the liquid
phase under pressure. Partitioning between the two liq-
uids leads to a separation of the sample components. De-
tection of the separated components can be carried out us-
ing detectors such as UV absorption, conductivity, or
refractive index. Liquid–liquid chromatography can be fur-
ther divided into normal-phase type, in which the carrier
liquid is less polar than the stationary fluid phase, and
reverse-phase type, in which the carrier liquid is more po-
lar. The reverse-phase method is particularly useful for
separating organic compounds in an aqueous carrier sol-
vent.

Ion Exchange Chromatography. Ion exchange chroma-
tography is used to separate ionic compounds; typically
from an aqueous carrier. This approach is particularly
suited to measuring low concentrations of ions. The
method is based on the ionic interaction between cations
or anions in the sample solution, with the corresponding

(oppositely charged) functional group on the column ma-
trix.

Gas Chromatography. Gas chromatography (GC) em-
ploys gas as the mobile phase and is principally used for
separating and measuring the composition of volatile com-
pounds such as aldehydes and alcohols, for example, in a
bioreactor headspace. Again, this is a chromatographic ap-
proach that has been widely used for bioprocess monitor-
ing. Connected to a suitable sampling system, GC can be
used in an on-line format (35,36). An important develop-
ment in the field of analysis has been the introduction of
Fourier transform infrared spectroscopy (FT-IR) instru-
mentation (37). Combined with chromatography (e.g., GC),
this approach can provide a powerful tool for the accurate,
sensitive analysis of gas mixtures. This technique will un-
doubtedly become more important over time.

Gel Filtration. Gel filtration is a method of separation
based on molecular size and is carried out using an appro-
priate polymeric matrix. By selecting the correct pore-size
exclusion limit, molecules in a sample solution can be sepa-
rated. Small molecules, relative to the gel “sieve,” pass rap-
idly through the chromatography column. However, larger
molecules diffuse into the polymer matrix, where their pas-
sage is impeded. Hence, elution time from the column is
determined by molecular size.

Mass Spectrometry

The use of on-line mass spectroscopy (MS) has developed
since the first report of Reus et al. (38). A wide range of
gasses, both free and dissolved (e.g., CO2, O2, CH4), can be
measured. In addition, volatile organic compounds such as
methanol, ethanol, acetone, and simple organic acids can
be monitored. The technique is based on the rupture of
molecules by a high-energy source into corresponding ions.
Magnetic separation of the charged ions may then be
achieved, based on their mass: charge ratio. Each com-
pound produces a characteristic display pattern. Typically
an instrument consists of an electron bombardment
source, the magnetic ion separation system, and the de-
tector.

There are several types of mass spectrometer available.
The quadrapole MS is based on the use of a radio frequency
system to separate the ions. A combination of applied volt-
age and frequency range produces a change in the trajec-
tory of the ions. The term quadrapole comes from the four
rods used to produce the radio frequencies. There is an
alternative MS instrument that is potentially more precise
and stable. This instrument is based on the use of a mag-
netic field to separate ions. Two types of magnetic instru-
ments are available. One system uses a fixed magnetic
field and several detectors. The other uses a variable con-
trolled magnetic field with one detector system.

Mass spectrometers offer a number of advantages for
process monitoring including speed, specificity, precision,
and stability. The major drawback to the use of mass spec-
trometers is cost; in addition some peaks can be difficult
to resolve using the less elaborate instruments. Despite
these drawbacks, MS monitoring of volatile compounds
has been widely reported (39,40,41).
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Weight

Monitoring fluctuations in the weight of a vessel used for
bioprocesses is an effective way of measuring the contents
and flow rate of additions. There are a number of load cells
available for this task. The principle of a load cell (8) is
based on measuring the compressive strain that is placed
on the device (e.g., a solid or tubular steel cylinder) when
under an axial load. Electrical resistance strain gauges can
be included in the device structure. A proportional electri-
cal resistance to the applied load can then be measured;
this varies in relation to changes in load. Obviously, a tem-
perature compensator must be included in the instrument
to account for heat effects on the resistors. These devices
need to be rugged and have long-term stability. For reasons
of safety, it is also desirable for the device to be accurate.
A load cell designed to detect tensile forces can be used for
weight measurements of suspended vessels.

Liquid Level Measurement

Liquid levels in a vessel can be determined using a number
of techniques (42). Determining the level can assist in for-
mulating mass balances and measuring nutrient addi-
tions. Hydrostatic pressure can be measured using a single
sensor positioned at the bottom of the vessel. Alternatively,
two sensors spaced at the top and bottom of the vessel (dif-
ferential design) can be employed. These sensors are elec-
tromechanical devices based on the deformation of a
spring; the resulting signal is displayed as an electrical
signal (capacitance or reactance).

Conductivity Sensors. Conductivity sensors are particu-
larly suited to monitoring levels of foam (in a number of
fermentations), where in excess it can cause problems. The
sensor consists of a stainless steel probe, insulated except
for the tip. The device can be used with noncorrosive con-
ducting fluids. If the liquid or foam level rises to contact
with the tip, an electric current is passed through the sen-
sor; the foam acts as an electrolyte and the vessel as a
ground. The sensor can be coupled to a control device that
dispenses antifoam to counter the increased level.

Capacitance Sensors. Capacitance sensors operate by
detecting changes in the relative dielectric constant of the
media, compared with air. Measurements are made by de-
tecting variations in electrical capacity brought about by
changes in the liquid level.

Acoustic Sensors. Acoustic sensors operate via trans-
ducers that generate and detect ultrasonic waves. Two for-
mats are available: a single device that both transmits and
receives the signal, and two separate transducers with one
function. By monitoring the time it takes for the sound
wave to travel, the liquid level can be determined. With
the single device the sound wave is directed onto the liquid
surface. When the level rises, the time delay is shortened.

Temperature Probes. Liquid levels can be measured us-
ing a series of thermistors sited vertically through the ves-
sel. During operation, an electrical current is applied to the
sensors, raising their temperature above the ambient.

When the liquid (or foam) level reaches a sensor positioned
lower down the vessel, the sensor cools. This causes a tem-
perature difference and, hence, a change in electrical re-
sistance. The resistance can be displayed as an output sig-
nal indicating the liquid level.

Flow Measurement and Control

Flow measurement is an important feature for many bio-
processes (7), for both gases and liquids. These measure-
ments are carried out on both the influent and effluent
streams.

Gas Flow Measurement. The most common form of gas
measurement is carried out using a variable area flow me-
ter, or rotameter (7). This device consists of vertically
mounted (usually conical) tube enclosing a free-floating
body that is able to move up (floating in the gas flow of
interest) and down a tapered bore running through the
tube body. Typically, the tube is constructed of glass or
metal and the float is a ball or hollow thimble shape. Be-
cause the position adopted by the flow rate is dependant
on both the gas flow and the viscosity of the medium, the
instrument requires careful calibration.

Another important instrument is the thermal mass flow
meter. The measuring principle is based on the use of a
heating device situated in the gas flow, which is used to
heat the gas. The mass flow rate can derived from the heat
balance,

Q � H/C (T � T ) (13)p 2 1

where Q is the mass flow of the gas, H is the enthalpy, Cp

is the specific heat of the gas, T1 is the temperature of the
gas before heat is transferred to it, and T2 is the gas tem-
perature after the transfer of heat. The mass flow detected
using this approach is independent of pressure and tem-
perature.

Liquids. A number of techniques are available to mea-
sure liquid flow rates (Pons 1991). The choice of method
will be determined by the nature of the liquid (e.g., viscos-
ity, conductivity, etc.). For nonsterile liquids, instruments
such as the turbine flow meter can be used. Fluid flow over
a turbine blade array is proportional to the rotation speed
of the turbine, hence a direct correlation can be made.

A common approach to measuring fluid flow in ancillary
pipework is to use a differential pressure device, which
utilizes the pressure drop caused by a constriction in the
pipeline. This approach is based on the general Bernoulli
equation for fluid flow. The constriction causes an increase
in the velocity of the fluid, which in turn results in a cor-
responding pressure drop across the constriction. The dif-
ferential pressure is a function of the flow velocity and den-
sity of the fluid. Measurement of the pressure difference
can be used to determine fluid velocity.

Measurement of fluid flow under sterile conditions can
be carried out using a magnetic-inductive flow meter. This
device can operate with a fluid that includes particulate
matter in suspension. The outside of the device comprises
two windings that, in operation, are supplied with an al-
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Figure 6. The Aber Instrument Viable Cell Monitor S20, con-
nected to an Applikon fermenter.

ternating current. This induces a magnetic field. A pair of
electrodes is placed in conjunction with the device. The av-
erage flow velocity is proportional to the electrical poten-
tial induced in the field. Potential differences in the field
are detected by the electrode arrangement. Hence, accu-
rate flow measurements can be made.

Biomass

The monitoring of biomass concentration can be carried
out using a number of techniques (43,44). Conventionally,
biomass concentration is measured off-line using labor-
intensive, time-consuming methods such as dry weight
cell, plate or microscopic cell count, and measuring the op-
tical density of diluted samples (45). However, a number
of more rapid methods have been developed. Of particular
interest is the development of real-time on-line methods.
Generally, methods for determining biomass concentration
can be divided into two classifications: direct and indirect.
The former is based on determining the physical properties
of the cell and its components. In contrast, indirect meth-
ods measure factors related to the cell and its activity (e.g.,
respiration, electrochemical behavior, and nutrient fluc-
tuation).

Bioluminescence and Chemiluminescence. The use of
bioluminescent techniques is based on determining levels
of adenosine triphosphate (ATP) concentration. Generally,
levels of ATP remain constant for living cells, decreasing
when the cells die. ATP concentration can, therefore, be
related to biomass. A particular enzyme that has proved
useful for this method is luciferase, which catalyzes the
following reaction:

luciferase

ATP � luciferin � O r oxyluciferin2

� AMP � light (14)

By detecting the light produced by this reaction, ATP con-
centrations, and hence, biomass, can be determined. This
method can detect cell numbers a low as 105 cells ml�1

(46); it can be automated, and the assay time is fairly rapid
(45). However, the method does suffer from several draw-
backs, for example, the extraction of ATP may be incom-
plete, there may be free ATP present from other sources,
and there maybe degradation of ATP by the extraction re-
agents.

Chemiluminescence is based on the detection of light
produced by the protein-catalyzed oxidation of luminol in
the presence of hydrogen peroxide.

Acoustic Resonance Densitometry. Acoustic resonance
density is based on determining the change in a resonant
frequency that results from changes in cell density (47).
This is a noninvasive method that does not require contact
between the instrument and the culture medium. The
method incorporates an oscillatory circuit, amplifier, and
test cell. Theoretically, the fluid density of the sample can
be calculated from the square of its oscillation. Recent re-
ports have described using this approach to monitor cul-
tures of hybridomas and human lymphoma cells (48). Fur-
ther advantages for this method include independence

from flow rate and viscosity. However, there are disadvan-
tages including the need for a filtration system (to enable
the resonance density of the medium to be measured in the
absence of cells), with the inherent problems associated
with such systems, including poor sensitivity and problems
caused by bubbles and particulate matter.

Capacitance, Conductivity, and Electrochemical Methods.
The electrical properties of cells have been exploited in the
development of a number of techniques. Changes in media
capacitance have been related to biomass concentration
(e.g., a decreasing capacitance coupled with an increasing
biomass concentration) (49). In addition, it has been sug-
gested that cell viability is linked to capacitance measure-
ments (50).

Several in situ commercial instruments are currently
available for determining biomass concentration based on
capacitance measurements. The Biomass Monitor (Aber
Instruments, Aberystwyth, U.K.) measures the radio fre-
quency conductance and capacitance of a cell suspension
using a constant voltage, four-terminal, phase-sensitive
detector system (Figure 6). Furthermore, the probes can
be inserted directly into bioreactors using a standard 25-
mm-diameter (Ingold-type) port. The probes are fully ster-
ilizable and can be cleaned in situ during operation.

Fluorescence. Fluorescence is a characteristic pos-
sessed by a number of important biological compounds in-
cluding proteins, enzymes, and coenzymes. Simply de-
fined, it is the absorbance of light energy at a particular
wavelength, followed by reemission at a longer wave-
length. After the passage of light energy, the compound
returns to its ground-state level. In the field of bioprocess
monitoring, fluorescence has been used, in particular, to
monitor reduced nicotinamide adenine dinucleotide
(NADH) and reduced nicotinamide adenine dinucleotide
phosphate (NADPH) concentrations. These compounds are
irradiated at 340 nm and emit at 450 nm. Both compounds
are present in living organisms and are vital components
of metabolic processes. By monitoring the intensity of fluo-
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Figure 7. The YSl 2700 biochemistry analyzer.

rescence at the characteristic emission wavelength, it
should be possible to calculate the total biomass concen-
tration.

Unfortunately, the use of fluorescence as a marker for
cell concentration does suffer from a number of drawbacks
including that the fluorescence signal can originate from
changes in metabolic state and not from cell concentration
levels, sensitivity may be affected by the presence of com-
pounds that can quench both the excitation and emission
wavelengths, and other compounds may fluoresce at the
same wavelength. Nevertheless, the use of this approach
has been reported in a number of papers (51,52,53).

Flow Cytometry. Flow cytometry is a measuring tech-
nique based on the irradiation of a sample solution (con-
taining a cell population) with a suitable light source, fol-
lowed by monitoring of the scattered or absorbed light. In
addition, fluorescence can be used as the measuring pa-
rameter. This technique can be used to ascertain a number
of cellular features, such as the accumulation of cellular
components (e.g., DNA, RNA, and proteins), and cell dy-
namics (e.g., cell size distribution). Furthermore, flow cy-
tometry can be used to differentiate and quantify a range
of species populations present in a mixed medium.

Light Scattering and Turbidity. Optical techniques based
on either the scattering of light (nephelometry) or the de-
gree of transmitted light or optical density (turbidity) have
been developed for determining biomass (44). By monitor-
ing the degree of light scattering using nephelometry, both
cell numbers and mass can be determined. This approach
is particularly suited for bioprocesses that involve low cell
concentrations, where the background (compared) level is
near zero. Turbidity measurement can be used for both on-
line and off-line determination of biomass (54). Light scat-
tering by a turbid medium results from a number of factors
including particle size, shape, and number. Quantification
is based on the Lambert-Beer law (55).

Biosensors

One possible answer to the problem of monitoring metab-
olites, both in situ and on-line, may be solved in the near
future by the use of biosensors. Since their conception in
the 1960s, these devices have generated considerable in-
terest. This has spread to a diverse range of fields includ-
ing clinical diagnostics, environmental protection, biopro-
cess monitoring, and defence applications (56). In general
the operation of a biosensor is characterized by three func-
tional steps: recognition, physiochemical signal genera-
tion, and signal processing. The biological component (e.g.,
enzyme, whole cell, antibody, and cell receptor) imparts a
high degree of selectivity on the biosensor. Coupled to the
biological component; the transducer is designed to re-
spond to the changing physicochemical parameters caused
by the specific interaction of the biological component with
the substrate. A range of transducers have been used in
the development of biosensors and include the electro-
chemical (potentiometric and amperometric), optical, ca-
lorimetric, piezoelectric, and thermometric (57). Most of
these types have been adopted in the development of bio-
sensors intended for bioprocess monitoring. For a more de-

tailed insight into both the fundamentals and potential for
biosensors, a number of specialized publications are avail-
able (58). Enzyme-modified field effect transistors (FETs),
whereby the biologically active layer is positioned on top
of the ion electrode membrane, have also been used for
bioprocess monitoring (59).

An off-line biosensor system (Yellow Spring, Inc.) has
been available for a number of years (Fig. 7). The instru-
ment can be used to determine a range of metabolites (e.g.,
glucose, lactate, and ethanol). Recently the company has
introduced an on-line instrument. Indeed, on-line biosen-
sor systems have been demonstrated using a variety of
biological-transducer systems (60,61). A wide range of me-
tabolites have been monitored using various bioprocess re-
gimes (62). Commercially, a significant number (63) of bio-
sensor devices are available for measuring a range of
analytes. However, at present, the majority of these de-
vices are aimed at the medical diagnostic market. The goal
is to develop cheap, reliable sensors that can operate under
a range of bioprocess conditions for extended periods with
a minimum of maintenance.

Nuclear Magnetic Resonance

Nuclear magnetic resonance is based on the detection of
the response from particular nuclei when exposed to a
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magnetic field and electromagnetic radiation. Following
absorption, the resonance frequency is shifted in a char-
acteristic response pattern, according to the environment
of the sample under detection. This approach can be used
to determine a range of intracellular factors such as ATP,
ADP, sugar phosphate, and polyphosphate, as well as pH.
In these examples, concentrations of 31P are used to char-
acterize the compounds. This is an off-line monitoring sys-
tem that is currently expensive; hence, its use is primarily
in the research field, not in routine production environ-
ments.

Artificial Intelligence

The data obtained using the various measuring instru-
ments already discussed are invariably used to control and
optimize the bioprocess being carried out. Recent devel-
opments in the field of artificial intelligence have led to
investigations into the use of such systems for improving
bioprocess control, based on the received measurement
output signals. This has included the use of both
knowledge-based expert systems (64,65) and neural net-
works (e.g., 66,67) during bioprocess operation. A recent
report (68) described the successful use of a neural network
as a tool for evaluating the received measurement from an
enzyme (penicillin-G amidase) pH-FET sensor linked to a
flow injection system.

Undoubtedly, the adaptation of such “intelligent” sys-
tems will develop over the coming years and will play an
important role in the precise control of bioprocess appli-
cations.

CONCLUSION

Although a diverse range of monitoring equipment is avail-
able, only a relatively narrow range of the more reliable
instruments is used routinely in practice. As culture tech-
niques become more elaborate and high-value-added prod-
ucts are produced, conventional methods will either prove
insufficient or require supplementation with a range of
sensors able to directly monitor key process parameters.
Despite a clear demand for new sensors (e.g., lactate, glu-
tamine, and glutamate for animal cell culture), cell culti-
vation represents only a modest market for analytical in-
strument manufacturers. Hence, while progress is to be
expected, it may be slower than might be wished.
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INTRODUCTION

Process validation for pharmaceuticals has been defined by
the U.S. Food and Drug Administration (FDA) as “estab-
lishing documented evidence which provides a high degree
of assurance that a specific process will consistently pro-
duce a product meeting its pre-determined specifications
and quality attributes” (1). In spite of the apparent clarity
of this definition, pharmaceutical companies vary widely
in their approaches to process validation. Operational def-
initions of process validation are often developed by firms
to suit their own validation philosophies. Subcategories of
process validation such as formal process validation, pro-
cess characterization, process development, process eval-
uation, and the like can result, and the meaning of these
phrases is highly specific to a particular company. For the
purposes of this article, the term process validation refers
to any activity consistent with the FDA definition. The dis-
cussion that follows is necessarily subjective, and it does
not reflect the view of any particular company or the in-
dustry at large. Rather, it describes concepts used by those
who practice this craft in industry.

This article is concerned with processes that produce
the active ingredient in a biopharmaceutical product for
use in humans as therapeutics or vaccines. Biopharma-
ceuticals, protein agents derived from recombinant gene
expression or hybridoma production systems, include vari-
ous biotechnology products such as monoclonal antibodies,
enzymes, hormones, soluble receptors, growth factors, and
immunogens. Pharmaceutical manufacturing processes
are divided into two subprocesses. The primary process
produces the bulk biological substance (BBS), also referred
to as the active pharmaceutical ingredient (API). The sec-
ondary process transforms the BBS into the final product,
which is what is actually sold. Secondary processing steps
include formulation, sterile filtration, filling, lyophilization
(in some cases), capping, and packaging. This article is lim-
ited to the validation of the primary processes which pro-
duce biopharmaceutical BBS.

Pharmaceutical manufacturers typically classify vali-
dation activities into the following broad categories: pro-
cess validation, equipment and facility validation, cleaning
validation, analytical methods validation, and computer
validation. Equipment and facility validation is further
subdivided into design qualification, installation qualifi-
cation (IQ), operational qualification (OQ), and perfor-
mance qualification (PQ). Process validation is viewed by
some experts to be an element of PQ.

Process validation is a regulatory requirement to enable
product licensure. Limited process validation is also criti-
cal for clinical trial materials to ensure product safety. Pro-
cess validation regulations originated within the FDA,
which was created in 1906, initially to prevent the adul-
teration of products. The sulfanilamide disaster led the
Food, Drug, and Cosmetics (FD&C) Act in 1938 to ensure
product safety. The thalidomide disaster in 1962 led to the
Kefauver–Harris Amendment to the FD&C Act, which re-
quired demonstration of product safety and efficacy. It was
in this revision that the concept of good manufacturing
practices (GMP) originated. In 1978 the act was further
revised to include the concepts underlying current GMPs

(cGMPs) and good laboratory practices (GLPs). The origins
for process validation derive from FDA draft guidelines
and workshops that occurred in the late 1970s and early
1980s (2). Guideline on General Principles of Process Vali-
dation (1), published in 1987, represented the first (and
still only) regulatory document focusing on this topic. The
definition for process validation quoted earlier was taken
from this FDA document and has gained wide acceptance
by other regulatory agencies around the world. This guid-
ance was specifically intended for the production of fin-
ished drug products. Today, the regulatory basis in the
United States for process validation is contained within
cGMPs for finished pharmaceuticals (drugs) (3). The Code
of Federal Regulations (21 CFR 211.110 states that “con-
trol procedures shall be established to monitor the output
and validate the performance of those manufacturing pro-
cesses that may be responsible for causing variability in
the characteristics of in-process material and the drug
product.” It (21 CFR 211.113) also states that “appropriate
written procedures, designed to prevent microbiological
contamination of drug products purporting to be sterile,
shall be established and followed. Such procedures shall
include validation of any sterilization process.”

Until recently, these FDA validation requirements and
guidelines only applied explicitly to drug products and did
not apply to bulk biologics. Nevertheless, there was a trend
for these regulatory principles to apply implicitly to areas
more broadly than originally defined. There are numerous
publications by industrial scientists, but currently no um-
brella regulatory document exists on the validation of bulk
production processes for biopharmaceuticals. Important
aspects to this subject are captured within numerous other
regulatory documents that focus on other aspects of manu-
facturing and control. Table 1 summarizes some of these
references. Regulatory requirements that pertain to pro-
cess validation are changing and are likely to continue to
change for the foreseeable future. The most current infor-
mation on process validation and many other regulatory
subjects may be accessed on the Internet (Table 2). Pro-
posals published recently by the FDA pertain to the cGMPs
for finished pharmaceuticals and include content on pro-
cess validation (18). How these proposals will be extended
to bulk biological products has become clearer with the re-
cent publication by the FDA of a draft guidance for the
manufacturing of APIs (19) and the guidance for submis-
sion of the chemistry, manufacturing, and controls (CMC)
section of a biologics license application (BLA) for most bio-
pharmaceutical products (20).

In addition to being a regulatory requirement, process
validation provides important benefits to the manufac-
turer. Biopharmaceuticals are among the most expensive
products to manufacture, costing hundreds to thousands
of dollars per gram to produce. The assurance of process
consistency therefore enables a manufacturer to maximize
plant productivity and obtain favorable cost efficiency by
reducing the incidence of process failures, rejection of lots,
and reworking of rejected but salvageable lots. In today’s
manufacturing environment where plant capacity is
closely matched with product demand, unexpected process
failures can lead to product shortages, with negative fi-
nancial and company product image impacts, particularly
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Table 1. Selected References on Process Validation

Validation topic Comment Reference

Viral and contaminant
clearance, cell line
stability

A good general discussion of these topics with examples from Genentech’s
Activase� experience

4

Purification and general
topics

A special issue of BioPharm that compiles 12 papers published in this journal
in 1994 and 1995

5

Viral clearance ICH guideline common to the United States, Europe, and Japan 6
Cell line characterization ICH guideline common to the United States, Europe, and Japan 7
General The first and still only regulatory document in the world dedicated to this

subject; some content is becoming obsolete
1

Prospective, concurrent, and
retrospective studies

Focuses on sterile drug products but contains useful general guidance 8

Operating ranges, proven
acceptable ranges

An early discussion of this subject 9

Cell age Describes scientific approaches to demonstrating consistency of cell line
characteristics used at Genentech for tPA

10

Chromatography Industrial perspective on the validation of chromatography purification steps 11
General Inclusive discussion for biotech products beginning with master cell bank and

ending with the final product; includes example from the tPA process
12

Experimental design Application of design of experiment (DOE) techniques 13
Tangential flow filtration Industrial perspective on the validation of tangential flow filtration steps 14
Cell line characterization

and viral clearance
FDA Points to Consider in the Characterization of Cell Lines Used to

Produce Biologicals (1993)
15

Cell line characterization,
viral clearance, and
manufacturing changes

FDA Points to Consider in the Manufacture and Testing of Monoclonal
Antibody Products for Human Use (1997)

16

Viral clearance Note for guidance published by the CPMP for use in the European Union
(1996)

17

Note: ICH, International Conference on Harmonization; CPMP, Committee for Proprietary Medicine.

Table 2. Internet Sites with Current Information on
Process Validation and Other Regulatory Information

For Searchable GMPs for the FDA

http://www.access.gpo.gov/cgi-bin/cfrassemble.cgi

ICH Documents

http://www.ifpma.org/ich5.html

FDA Documents

http://www.fda.gov

European Union (European Union Drug Regulatory Authorities)

http://www.eudra.org/frame/frametest1.html

for life-saving products. Process validation is a key means
to minimize the occurrence of unexpected process failures.
Process validation can also provide a manufacturer with
operational flexibility to respond to inevitable production
problems (e.g., power failures, equipment breakdown, and
scheduling conflicts). To the extent that they can be antic-
ipated in the process validation program, ranges can be
established for operational parameters that, if maintained,
will ensure that the products meet specifications.

These important benefits only accrue after considerable
investment because process validation is costly and time
consuming. It occupies the full period from producing sup-
plies for the first clinical trial through the start of produc-
tion in the commercial plant and continues throughout the

commercial lifetime of the product. During product devel-
opment, for example, more resources from process devel-
opment, operations, quality control, and quality assurance
groups can be consumed in validating the process, equip-
ment, and facility than were used to develop the process
and to produce clinical supplies. Nevertheless, careful
planning and sound scientific strategies make process val-
idation cost effective and meet regulatory requirements.

There are several different classes of process validation.
Clearance validations demonstrate the capability of a pro-
cess to remove or inactivate contaminants to and beyond
the degree necessary to ensure product safety. Of greatest
concern are contaminants that have toxic, pharmacologi-
cal, or infectious potential in humans. Typical contami-
nants in biopharmaceutical processes with these potential
liabilities include DNA and proteins derived from the re-
combinant host cell line, certain components of culture me-
dia (e.g., methotrexate and other drugs used to maintain
selection pressure, insulin, bovine serum albumin, growth
factors, and animal-derived components of culture media),
viruses derived from the host cell line or raw materials,
additives for viral inactivation (e.g., guanidine), and affin-
ity chromatography ligands (e.g., monoclonal antibodies,
protein A). Validation of operating ranges involves the de-
termination of a range for critical operating parameters
through which excursions can occur without affecting the
quality of the product. The usage of the term operating
parameters here is taken very broadly to include not only
compositions, temperature, pH, and related factors but
also holding times of in-process intermediates, variations
in raw materials, cycle limits on multiuse resins, age of
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raw materials, and age limit of cells used in the process.
Validation of process consistency must be established
through the characterization of multiple lots of product
produced by separate production runs operated and con-
trolled under the same conditions. Each of these classes of
validation are described in greater detail in this article.

PROCESS VALIDATION STRATEGY
AND DOCUMENTATION

Process validation generally starts after a process isdefined
in development and evolves with the progression of clinical
trials. Process validation for phase I and II trials is limited
to addressing potential product safety concerns. Valida-
tions for the clearance of model viruses and retroviruses
and host cell DNA are sufficient. More extensive validation
activities occur in parallel with production of phase II and
III clinical supplies and the conducting of the phase II and
III clinical studies. At this stage, the virus clearance vali-
dations are expanded to include a greater number of model
viruses spanning a greater range of virus characteristics.
The full range of clearance and operating range validations
are undertaken in a pilot plantordevelopment laboratories.
Process consistency validation, however, is derived fromthe
pilot and commercial plants. License applications can be
filed with consistency data derived from a pilot plant. How-
ever, the awarding of a license is contingent on the filing of
process and product consistency data derived from a pilot
plant or commercial manufacturing facility. In the United
States, three qualification lots are usually sufficient; the
European Union usually requires five lots. Process valida-
tion continues after product launch for the length of time
the product is manufactured. Validation maintenance pro-
grams often call for revalidation of specific aspects of the
process at regular intervals. Trending or control chartingof
process variables can lead to refinements of operatingrange
limits. Revalidation is also required when the process is
modified because of improvement, equipment alterations,
raw material changes, process scale-up, substitution of a
processing step with an alternate, resequencing process
step, and so forth.

Validation is subdivided into prospective, concurrent,
and retrospective according to the timing relationship be-
tween the validation work and production (1). Prospective
validation studies “are conducted prior to the [commercial]
distribution of a new product, or product made under a
revised manufacturing process, where the revisions may
affect the product’s characteristics” (1). Concurrent vali-
dation studies employ data derived from production runs
for product in distribution. How prospective and concur-
rent validations are conducted is often defined in preap-
proved validation protocols. Retrospective validation stud-
ies demonstrate, “in some measure, the adequacy of the
process by examination of accumulated test data on the
product and records of the manufacturing procedures used.
Retrospective validation can also be useful to augment ini-
tial premarket prospective validation for new products or
changed processes” (1). Retrospective validation is gener-
ally not conducted according to a preapproved validation
protocol, but this practice may change in the future.

In reality, most comprehensive process validation pro-

grams involve all three types of validation throughout the
lifetime of a product. Consistency validations are most of-
ten run prospectively in full-scale production equipment
for clinical supplies or commercial purposes. Concurrent
and retrospective validations can be used to set new op-
erating ranges not covered by previous validation work or
to modify (usually narrow) operating ranges based on
manufacturing experience using statistical process con-
trol, control charting, or related techniques. A final
precaution should be taken regarding recent regulatory
concerns on retrospective validation. Retrospective vali-
dations are acceptable as an adjunct to a well-defined and
comprehensive prospective validation program, but they
cannot substitute for it.

Another technical consideration to be defined is the scale
at which process validation studies are to be conducted.One
could assume that the most authoritative results would be
obtained by conducting validation experiments at the scale
intended for commercial manufacturing. This assumption
normally leads manufacturers to validate process consis-
tency using the equipment to be licensed. It is not unusual,
however, to identify 50 operating parameters for which low
and high operating range limits are sought. This could in-
volve 100 experiments (if interactions among parameters
were disregarded) and up to 1 � 1015 experiments (if inter-
actions are included), which is clearly not feasible in full-
scale equipment. The infectivity and limited quantity of vi-
ral reagents used in clearance validations prevent these
studies from being executed at full scale or in a GMPfacility.
GMP prohibits the intentional introduction of infectious
agents into processing areas (21). In other clearance vali-
dations, limitations on the quantity of reagents used for
spiking (e.g., host cell proteins, host cell DNA, and affinity
ligands) prevent these studies from being conducted in full-
scale equipment.

One approach to these problems is to scale down pro-
cessing steps. Scale-down factors from 10- to 10,000-fold
have been employed in industry. In some cases, validation
experiments can be run in parallel using multiple identical
scaled-down units (e.g., fermentors), which enable statis-
tical design of experimental techniques and a significant
shortening in the overall time expended for validation ex-
periments. In other cases a hybrid approach can be taken
in which samples of in-process streams taken from the full-
scale process are used as feed streams to scaled-down unit
operations to assess performance. Virus clearance studies
that employ live viruses and retroviruses are conducted in
this manner. The use of scaled-down systems for virus
clearance validations also facilitates adequate biological
containment.

If scaled-down models are to be employed, then it is nec-
essary to establish that the models are predictive of full-
scale performance. A useful scaled-down model may be de-
veloped by attending to three considerations: performance,
design, and quality (PDQ). The performance of the scaled-
down model should be identical to or at least predictive of
the full-scale process. Typical performance characteristics
are titer, cell density, viability, processing rates, and step
yields. In cases where there is a performance difference
between the scales, it should be quantified and the basis
for the difference should be understood from technical and
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scientific principles whenever possible. The degree of vari-
ation in the model should not be greater than variation at
full scale to ensure that process changes are distinguish-
able from natural variation in the model. During the de-
sign of the scaled-down model, it is important to observe
the same technical principles used to scale up a unit opera-
tion. Typical examples are maintaining constant culture
split ratios in cell culture and to preserve chromatography
bed heights and linear flow velocities in purification (22,23)
during scale-up or scale-down. The quality of the inter-
mediate produced by each scaled-down unit operation
should be identical or similar to its full-scale counterpart
in its analytical attributes. Finally, it is important to doc-
ument the qualification of scaled-down models used for
process validation.

As the definition of process validation states, documen-
tation of validation work is essential. The validation mas-
ter plan defines the overall validation philosophy, the sys-
tems to be validated, the general testing scheme to be
employed, the responsibilities of various groups, and the
approval mechanisms of the program. It may also define
the evolution of validation throughout the life cycle of the
process, from its origins in process development through
validation maintenance during commercial manufactur-
ing. Another class of document is the validation protocol,
which prospectively defines the details for testing of each
validation stage. The validation protocol is defined by the
FDA as “a written plan stating how validation will be con-
ducted, including test parameters, product characteristics,
product equipment, and decision points on what consti-
tutes acceptable test results” (1). The final document is the
process validation report, which includes the validation
protocol, deviations from the protocol, the results from the
validation experiment, and the conclusion regarding the
validation status for the processing stage. An important
phrase in the definition of process validation is establish-
ing documented evidence. Validation experiments must be
documented in reports to be acceptable to regulatory agen-
cies. Copies of the most critical validation reports and sum-
maries of the others are included as part of the license
application (20). All other process validation reports must
be available to the regulators for inspections as part of the
licensing process or during routine postlicense inspections.
Failure to submit essential process validation reports can
lead to a refusal to file determination by the FDA in the
United States. A failure to produce appropriate validation
reports during regulatory inspections can lead to a rejected
license application or other regulatory actions such as the
issuance of an FDA 483 form.

CLEARANCE VALIDATIONS

Clearance validations are generally concerned with the ca-
pacity of the recovery and purification process to remove
process contaminants. Of particular concern are contami-
nants with toxic, pharmacological, or infectious potential
in humans; studies of these risks are thus among the first
to be undertaken in a validation program. The overall ap-
proach to this form of validation can be illustrated using
the clearance of DNA.

DNA contaminants could contain genes that encode
harmful proteins (e.g., toxins and oncogene products), vi-
ruses, or retroviruses endogenous to the host. If these gene
contaminants could transfect patient cells (resulting in re-
tention and duplication of the gene), then expression of the
gene product is a theoretical possibility. The World Health
Organization (WHO) has established a 100 pg/dose limit
to DNA contaminants in biopharmaceutical products. Pro-
posals are under consideration to increase this limit to 10
ng/dose. One approach to validating adequate clearance of
DNA by the process is to measure the DNA level in the
BBS over the full range of process operating conditions. If
these measurements fall below the 100 pg/dose limit, then
the process is validated for this clearance capability. This
approach is taken for contaminants whose assays are suf-
ficiently sensitive to quantify levels in the BBS.

Often the assays for DNA and many other process con-
taminants are not sufficiently sensitive (24) to quantify the
contaminant in the bulk product, and an alternate vali-
dation approach must be used. Clearance factors are es-
tablished for upstream unit operations for which DNA lev-
els can be measured in the in-process streams. For
downstream steps for which DNA levels are immeasur-
able, host cell DNA is added (spiked) to the feed stream for
each unit operation at a level sufficient to detect it in the
output stream. Clearance factors for the downstream steps
can then be calculated. The clearance factors are then
summed together to give a total clearance factor for the
process. This total may be adjusted downward to eliminate
double counting steps that have similar mechanisms of
clearance. If, for example, a process includes two anion ex-
change steps, only one would be included in the analysis
of clearance. This is based on the notion that virus parti-
cles capable of being removed by this mechanism (i.e., an-
ion exchange) would only be removed by the first step. No
further clearance could be expected in the second or addi-
tional anion exchange steps. The total clearance factor is
then applied to the range of DNA levels present in unpro-
cessed bulk harvests. If the calculated DNA level in the
BBS is below the 100 pg/dose level, then the process is
validated with respect to DNA clearance.

Spiking studies frequently use a hybrid of the full-scale
process and scaled-down process models during validation.
During full-scale operation, samples of in-process streams
are collected and stored. Portions of these samples are
spiked with the appropriate contaminant(s) and are then
processed over a scaled-down model. In some cases, the
spiked species may be labeled with a radioactive label to
facilitate quantitative detection in in-process streams.
This approach is often used for measuring DNA clearance.

When animal cells are employed during production,
clearance of putative viruses constitutes the largest group
of clearance validations. The general approach is similar
to that described for DNA clearance (25). The product
safety concern is to minimize the risk of viruses or retro-
viruses contaminating the product. The viruses can origi-
nate as active or latent viruses associated with the host
cells (i.e., endogenous viruses) or can be introduced with
raw materials (i.e., adventitious viruses), particularly
those derived from animals. In most cases, if viruses exist
at all, they are present at levels below detection in in-
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Figure 1. Validation of a process can be simplified by dividing the
process into a sequence of validation stages, some of which include
multiple processing steps.

process streams, making spiking–clearance studies nec-
essary for all steps in purification. For infectious contam-
inants such as viruses, there are two modes of clearance.
The first involves removal by each purification step, simi-
lar to the manner in which DNA is removed. The second
involves inactivation, where additives or conditions are
used to disable the virus without removing it.

The determination of the viral load to the process de-
pends on the specifics of the host cell system. For Chinese
hamster ovary (CHO) cells, the load can be estimated by
measuring the level of retrovirus-like particles (RVLPs)
present in the unprocessed bulk harvest. CHO cells are
known to produce RVLPs, which resemble intracyto-
plasmic type A retroviruses and cell membrane budding
type C retroviruses (26). Even though these particles are
defective in their ability to infect other cells, they never-
theless provide a basis for estimating a retroviral load in
the process. Levels of 105 to 107 RVLPs per milliliter of
unprocessed bulk are typical. The level of viral clearance
to target depends on the perceived risk to the patient. One
target for retroviral clearance in processes involving CHO
cells is to allow no more than 1 RVLP per million doses of
final product (4). The total process retroviral clearance and
the level of RVLPs in the unprocessed bulk are used to
calculate an estimate of the RVLPs in the final product.
The process is considered to be validated for retroviral
clearance when the estimated level of RVLPs in the final
product is less than or equal to the target. Process clear-
ance factors of 15–20 logs are typical for murine retrovi-
ruses. The FDA has suggested that a minimum of 3 logs
of clearance is necessary based on the initial level of con-
tamination entering the purification process (16).

For most viruses other than endogenous retroviruses,
the validation exercise becomes more academic; there is no
reasonable basis for establishing the virus load in the pro-
cess because there should not be any present. In these
cases, measured clearance factors are reported to provide
some assurance that if these types of viruses were inad-
vertently introduced into the process, there would be a de-
fined capacity to clear them.

The spiking studies use model viruses that are repre-
sentative of the most likely contaminants and when
grouped together cover a broad spectrum of virus charac-
teristics. Clearance studies are often performed for a num-
ber of viruses to test the ability of the process to clear vi-
ruses in general. The choices of model viruses depend on
the cell line employed and the viruses could contain. For
CHO cells, typical model viruses include a small, non-
enveloped virus (e.g., simian virus [SV40], human polio vi-
rus 1, animal parvovirus), a medium-to-large enveloped
RNA virus (parainfluenza virus, influenza virus, Sinbis vi-
rus), a medium-to-large DNA virus (e.g., herpes simplex
virus 1 and pseudorabies virus), and a murine retrovirus
(e.g., murine leukemia virus) (6). The first three viruses
are chosen because they cover a range of virus character-
istics, and the murine retrovirus is chosen to model one
that could infect the CHO host cell line.

OPERATING RANGES

The purpose of validating process operating ranges is to
demonstrate the robustness of the process to excursions in

operating parameters that are likely to be encountered in
a practical manufacturing environment. The process can
be subdivided into a series of validation stages or modules.
In some cases, a stage corresponds to a specific processing
step (e.g., production fermentation or a chromatography
step). In other cases, a stage may be a series of steps (e.g.,
media preparation or seed expansion). The choice of defin-
ing validation stages depends on the specifics of the process
and the manner in which the process is controlled. One
validation staging strategy for a typical biopharmaceutical
process is shown in Figure 1.

Once the stages are identified, inputs and outputs to
each stage are defined. Typical inputs include the operat-
ing parameters, properties and storage duration of the
feedstock derived from the previous upstream step, and
quality attributes of critical raw materials used in the step.
Typical outputs include the performance attributes for the
stage (e.g., titer and yield) and the properties of the prod-
uct stream (product homogeneity, purity, contaminant lev-
els, and chromatogram shape). For chromatographic steps,
the shape of the chromatogram has been used to indicate
step performance. Suggested quantitative measures of
chromatogram shape have been proposed, such as SPEW,
for the retention times (or chromatogram distance) when
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Figure 2. Each validation stage is
driven by a set of inputs and pro-
duces a set of outputs. The outputs
may be related to process stage per-
formance or product quality. The
general goal is to validate that the
outputs are maintained within sat-
isfactory ranges when the inputs are
permitted to vary within defined
ranges. aForward linkage input–
output from previous stage; bfor-
ward linkage output–input to next
stage.

Fermentation
validation stage

Typical inputs

Temperature
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Medium osmolarity
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Typical inputs

Equilibration pH
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Feed product concentrationa
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Elution buffer pH
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Resin loading
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Typical performance
outputs

Cell growth rate
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Typical performance
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Chromatogram shape
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Typical product quality
output

Purityb

Chromatography
validation stage

the product collection starts, peaks, and ends and the
width of the elution peak (27). In general, all in-process
controls must be included within the list of process step
outputs. Representative inputs and outputs for a fermen-
tation stage and a purification stage are illustrated in Fig-
ure 2.

It is usual to prioritize the inputs to be validated based
on the (1) sensitivity of process outputs to variations in
each input, (2) proximity of the validation stage to the final
product, and (3) technical difficulty in controlling an input
to within a specified range. Assessment may be based on
an analysis of all data that are available and documented,
including process development, monitoring of clinical
manufacturing, and any experiments specifically designed
to gauge the sensitivity of the process to variations. The
most important stage inputs must be included in the op-
erating range validation program.

Having identified the parameters to be validated, the
next step is to define the criteria on the outputs that will
be used to determine whether a validation experiment is
successful. These criteria are typically a mixture of process
performance results (e.g., titer, yield, and concentration)
and quality of the product intermediate (e.g., protein pu-
rity, product homogeneity, and contaminant levels). The
need for both types of criteria is based on the assumption
that no amount of testing of the end product can ensure
consistency without also showing the process to be con-
trolled. These criteria are based on a variety of consider-

ations and experience with the process. In some cases,
these criteria are based on the output range results from
operational history of the process during development or
clinical supply production. In other cases, they may be
based on equipment limitations. For example, a minimum
titer from the production fermentation tank may be estab-
lished by the resin bed size and lower capacity limit for the
first chromatography step in a process. In still other cases,
output criteria may be derived from product specifications.
If, for example, product purity is primarily determined by
the performance of the first purification step of a five-step
process producing a monoclonal antibody, then the product
purity specification can be used to define a purity output
criterion for the first step.

It is then necessary to define an overall experimental
paradigm. Usually, the experimental program begins with
a set of proposed operating ranges for the inputs to be eval-
uated for each validation stage. These ranges may be based
on equipment capability, theoretical considerations, pro-
cess development data, operating history, the need for flex-
ibility in manufacturing, or other considerations. Each val-
idation stage is then run using inputs at the limits of the
proposed operating ranges. These experiments can be run
to investigate one input at a time or in parallel using sta-
tistical design of experiment (DOE) techniques. The out-
puts from these experiments are obtained, and the pro-
posed operating ranges become proven acceptable ranges
(PARs) (9) if the output criteria are met. If the output cri-
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teria are not met, then the input ranges are narrowed and
the experiments are repeated until the criteria are met.

This approach is taken for each validation stage. How-
ever, it may be necessary to explore interactions among the
validation stages. For example, the performance of a pu-
rification step or the quality of the product it produces of-
ten depends on the quality of the input feed stream. Be-
cause the input feed stream is an output from the previous
purification step, one way to handle these interactions is
to include the input stream properties as other inputs to
the validation stage. Input streams of high and low quality
are then required. One approach to obtain these streams
is to operate the upstream purification step under best-
and worst-case conditions. Alternatively, by knowing the
function of the purification step to be validated (e.g., en-
dotoxin removal, host cell protein removal, DNA removal,
or removal of product isoforms), one can prepare input
streams of high and low quality by spiking in the appro-
priate species to be removed. The pair-wise validation of
processing steps has been referred to as forward linkage
validation. Worst case and most appropriate challenge are
terms that describe the validation of a process run with its
critical operating parameters set at the limits of their op-
erating ranges (11).

PARs are generally used to establish maximum oper-
ating ranges (MORs) bounded by action limits for the im-
portant process variables. When a process variable exceeds
the outer limits of an MOR, then the impact on the process
and the product may be unknown. This event often re-
quires corrective action to be taken by operations staff and
various QA systems. Depending on the importance of the
variable, the duration and extent of the excursion beyond
the MOR, and other operating data from process opera-
tions, a variety of follow-up actions may be appropriate.
These actions can include relatively minor responses such
as requiring a more detailed batch record review or more
analytical testing than is normally required for product
release when appropriate analytical systems and data-
bases are available. Other QA responses include launching
an investigation to look for the cause of the problem, re-
quiring the demonstration of lot stability before release,
requiring reprocessing of the lot, or rejecting the lot.

VALIDATION OF PROCESS CONSISTENCY

From the standpoint of process control, it is necessary to
determine the extent to which the process and product
vary naturally under normal operating conditions. This
knowledge is important in defining the normal operating
range (NOR) bounded by alert limits for each important
process variable. When a NOR is exceeded, operations staff
may have to take corrective action. NORs must fall within
the MORs established in most cases by the PAR studies.
When NORs exceed MORs, the process is not sufficiently
controlled to provide “a high degree of assurance that a
specific process will consistently produce a product meet-
ing its pre-determined specifications and quality attrib-
utes” (1). NORs are typically calculated from replicate runs
of the process that produces product that meets specifica-
tions. The calculation of a 99% or 95% confidence interval
is a typical means of establishing NORs.

The relationship among ranges for any process variable
is shown in Figure 3. Process development or optimization
often establishes a desired value known as a target or set-
point (e.g., 37 �C) for a process variable. Under normal op-
erating conditions, however, a process variable varies
within an NOR (e.g., 37 � 0.5 �C). Validation studies can
determine a PAR (e.g., 37 � 2.0 �C), which can be used to
set the MOR (e.g., 37 � 2.0 �C). The MOR falls within a
broader range bounded by the edge of failure (e.g., 32–40
�C). A process variable that exceeds the edges of failure will
cause the process or product to fail, but the edges of failure
are not typically determined during process development
or validation except by accident. The ranges over which the
variable can be controlled (e.g., 20–80 �C) and for which it
can exist (e.g., � �273 �C) are still broader (9).

POSTLAUNCH PROCESS VALIDATION

Process validation is a requirement for product licensing.
However, it continues throughout the lifetime of the prod-
uct. Experience with a process in the commercial manu-
facturing facility is often very limited when the facility files
license applications. Experience may mean production of
as few as three or five lots to meet the qualification lot
requirements for filing in the United States or Europe, re-
spectively. These numbers of lots are insufficient to gen-
erate meaningful process or product specifications. As a
consequence, initial process validation data are generally
derived from pilot plant experiences obtained during the
production of supplies for clinical trials or the development
of the process. Regulatory authorities accept this infor-
mation as sufficient for licensing, but many of the MORs,
NORs, and product specifications may be refined during
actual commercial production experience. In most cases,
changes to these ranges are reported to regulatory author-
ities in annual updates, particularly when the change re-
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sults in a narrowing of a control range or an improvement
in product quality. In other cases, however, the change may
need to be proposed to the FDA and regulatory approval
gained before implementation.

FUTURE PROSPECTS

The significance of process validation has grown from its
origins in the mid 1970s to the present time. Of major im-
portance to the biopharmaceutical industry has been the
total absence of medical incidents traceable to process con-
trol problems, largely because of the application of vali-
dation principles. More recently, regulatory authorities
have reconsidered their former positions that most
changes to the manufacturing process, including relatively
minor ones, led to a product that might be different. In the
past, clinical studies were required to establish the safety
and efficacy of the new product. Today, many changes can
be justified using analytical data and process validation
studies without the need to undertake a clinical trial. More
recently, the FDA has dropped the requirement for filing
an establishment license application (ELA) for “therapeu-
tic recombinant DNA-derived products and/or monoclonal
antibodies” (20). The FDA has also dropped the require-
ment for the FDA Center for Biologics Evaluation and Re-
view (CBER) to release test each lot of product with this
classification. These changes are due largely to the in-
crease in powerful analytical methods that are available
to test these types of products and the greater sophistica-
tion of validation to characterize the process.

Because of the growing importance of process validation
and the absence of all but the most general guidance from
regulatory agencies, it is likely that process validation will
become the subject of future regulatory focus by the FDA
and the European Union. Most cGMP regulatory require-
ments are specified for final product, and efforts in the
United States to define cGMPs specifically for the produc-
tion of bulk pharmaceutical chemicals (also known as APIs)
are in progress (19). It is in these guidelines that we can
expect more practical directives on process validation to be
detailed. Given the expense of process validation work,
guidance that leads to improved definition of requirements
and elimination of process validation studies of marginal
significance will be welcome. A reexamination of the bal-
ance among prospective, concurrent, and retrospective val-
idation approaches will also be useful. Industry will need to
contribute to these debates to ensure that validation costs
and their impact on the overall health care system cost are
directed toward areas with the greatest impact on the
safety and efficacy of biopharmaceutical products.
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At present, fermentative and chemical synthetic methods
are used for the industrial production of L-amino acids in-
stead of conventional isolation from protein hydrolysates.
However, chemically synthesized amino acids are optically
inactive racemic mixtures of L- and D-isomers. The L form
is the physiologically active natural form and is therefore
the required form for medicine and food. To obtain L-amino
acid from the chemically synthesized DL form, optical res-
olution is necessary.

Generally, optical resolution of racemic amino acids can
be carried out by physicochemical, chemical, enzymatic,
and biological methods. Among these methods, an enzy-
matic method developed by Chibata et al. (1) using mold
aminoacylase is one of the most advantageous procedures,
yielding optically pure L-amino acids. The reaction cata-
lyzed by the enzyme is as follows.

Racemization

DL-R-CHCOOH � H2O D-RCHCOOH �
R�COOH

  
NHCOR�

L-Amino acid

Acyl-D-Amino acid

Aminoacylase

Acyl-DL-Amino acid

NHCOR�

L-R-CHCOOH � NH2 

Chemically synthesized acyl-DL-amino acid is asym-
metrically hydrolyzed by aminoacylase to give L-amino
acid and the unhydrolyzed acyl D-amino acid. After con-
centration, both materials are easily separated on the ba-
sis of the difference in their solubilities. Acyl-D-amino acid
is racemized and reused for the resolution procedure.

Chibata et al. (1) studied enzymes catalyzing the reac-
tion and found that aminoacylase produced by Aspergillus
oryzae has high activity and broad substrate specificity,
that is, it can asymmetrically hydrolyze many kinds of
acyl-DL-amino acids.

From 1953 to 1969, this mold aminoacylase was used
for the industrial production of several L-amino acids. This
method was one of the most advantageous procedures for
the industrial production of L-amino acids. However, be-
cause the enzyme reaction was carried out batchwise by
incubating a mixture containing the substrate and soluble
enzyme, the procedure had some disadvantages for indus-
trial purposes. For instance, to isolate L-amino acid from
the enzyme reaction mixture, it was necessary to remove
enzyme protein by pH and/or heat treatment. Thus, even
if enzyme activity remained in the reaction mixture, the
enzyme had to be discarded because there was no suitable
procedure for isolating the active enzyme from the mix-
ture. In addition, a complicated purification procedure was
necessary for the removal of proteins and coloring mate-
rials contaminating the crude enzyme preparations usu-
ally used for industrial purposes.

To overcome these disadvantages and to improve this
enzymatic method, we extensively studied the continuous
optical resolution of DL-amino acids using a column packed
with immobilized aminoacylase (2). An efficient and auto-
matically controlled enzyme reactor system was achieved,
and since 1969, we have been industrially operating a se-
ries of these reactors in our plants.

Various immobilization methods were investigated, and
relatively active and stable immobilized aminoacylases
were obtained by ionic binding to DEAE-Sephadex (3), co-
valent binding to iodoacetylcellulose (4), and entrapping
into polyacrylamide gel (5). However, for the industrial
operation of a continuous enzyme reaction using an im-
mobilized enzyme, it was necessary to satisfy many con-
ditions. Thus, the characteristics of these three immobi-
lized aminoacylases were compared, and aminoacylase
bound to DEAE-Sephadex was chosen as the most advan-
tageous enzyme preparation for the industrial production
of L-amino acids, because (1) preparation is easy, (2) the
activity is high, (3) the stability is high, and (4) regenera-
tion of deteriorated immobilized enzyme is possible.

To design the most efficient enzyme column, the follow-
ing are important factors: (1) the effect of flow rate of sub-
strate on the reaction rate, (2) the flow of the substrate
solution, (3) the effect of column dimension on the reaction
rate, and (4) the pressure drop in the column.
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Figure 1. Continuous hydrolysis of acetyl-DL-amino acids by an
immobilized aminoacylase column. Relationship between flow
rate of substrate and extent of hydrolysis. Aminoacylase was im-
mobilized by ionic binding to DEAE-Sephadex. Concentration of
substrate, 0.2 M (containing 5 � 10�4 M Co2�); reaction tem-
perature, 50 �C.

Table 1. Production of L-Amino Acids on 1,000-L
DEAE-Sephadex Aminoacylase Column

Yield (theory)
of L-amino acids per

L-Amino acid Space velocity 24 h (kg) 20 days (kg)

L-Alanine 1.0 214 6,420
L-Methionine 2.0 715 21,450
L-Phenylalanine 1.5 594 17,820
L-Tryptophan 0.9 441 13,230
L-Valine 1.8 505 15,150

Because it is one of the factors considered in the design
of an enzyme reactor, the relationship between the flow
rate of a substrate solution passing through the enzyme
column and the extent of the reaction must be investigated
in advance. We investigated the relationship between the
flow rate of a solution of acetyl-DL-methionine or acetyl-DL-
phenylalanine and the extent of the reaction, and the re-
sults are shown in Figure 1 (2). An aqueous solution of
acetyl-DL-amino acid (0.2M, pH 7.0 to 7.5, containing 5 �
10�4 M Co2�) was passed through a DEAE-Sephadex-
aminoacylase column at various flow rates at 50 �C. In Fig-
ure 1, flow rate is expressed in terms of space velocity. The
space velocity is the volume of liquid passing through a
given volume of immobilized enzyme in 1 h divided by the
latter volume. If the space velocity is reduced, that is, the
flow rate is slowed, the reaction proceeds more effectively
and the relationship between the flow rate and the extent
of the reaction is sigmoidal. As shown in Figure 1, when
the concentration of L-amino acid in the effluent reached
0.1 M, the reaction stopped. This result indicates that the
L-form of 0.2 M acetyl-DL-amino acid was completely hy-
drolyzed and its D-form was not hydrolyzed, that is, asym-
metric hydrolysis occurred.

The pressure drop of the enzyme column is also impor-
tant factor in the design of an enzyme reactor. Thus, the
relationship between the flow rate of substrate solution
and the pressure drop of the column was investigated us-

ing columns of various lengths. The pressure drop of the
DEAE-Sephadex-aminoacylase column was found to be
proportional to the flow rate of substrate solution and the
column length.

In addition, by considering some other properties of the
immobilized enzyme, such as optimum pH, the effect of
temperatures on the reaction rate and stability, and so on,
we designed an enzyme reactor system for continuous pro-
duction of L-amino acids, as shown in Figure 2. In this sys-
tem, the flow rate and pH of substrate solution and the
operating temperature can be automatically controlled
and recorded.

Since 1969, continuous optical resolution of acetyl-DL-
amino acids has been carried out using this system, and
several kinds of optically active amino acids such as me-
thionine, phenylalanine, valine, and others have been in-
dustrially produced at Tanabe Seiyaku Company, Japan.
Several examples of the production of L-amino acids are
summarized in Table 1, which shows the space velocity and
the theoretical yield for each amino acid produced in a
1,000-L aminoacylase column. That was the first indus-
trial application of immobilized enzymes.

The immobilized aminoacylase was very stable, as
shown in Figure 3, and maintained 60 to 70% of its initial
activity after continuous operation for 30 days at 50 �C.
The enzyme column can be completely regenerated after
prolonged operation by the addition of an amount of ami-
noacylase corresponding to the lost activity. The carrier,
DEAE-Sephadex, is also very stable and has been used for
more than 5 years in our column process without any
change in adsorption capacity for the enzyme, shape, or
pressure drop. A continuous enzyme reaction using such a
stable immobilized enzyme gives not only high productiv-
ity per enzyme unit, but also high product yield, because
contamination of the effluent by such impurities as pro-
teins and coloring substances does not occur, so the product
can be obtained by simple purification and the amount of
substrate required is reduced. Further, automatic opera-
tion reduces labor costs, and a significant reduction in
production cost can be expected in comparison with the
conventional batch process using soluble enzyme. A com-
parison of the production costs of L-amino acids by the con-
ventional batch process using soluble enzyme and by the
continuous process using immobilized enzyme in our plant
is shown in Figure 4. In the immobilized enzyme process,
the overall production cost is more than 40% lower than
that of the conventional batch process using soluble en-
zyme. Savings of enzyme and labor costs are the main con-
tributors, as are the increase in product yield from the easy
isolation of L-amino acids from the reaction mixture. Al-
though DEAE-Sephadex is a relatively expensive carrier,
production costs are not greatly affected by the cost of the
carrier, because it can be used for a very long period, as
mentioned.

Besides immobilization by ionic binding, mold aminoac-
ylase from Aspergillus sp. was also immobilized by cova-
lent binding to alkylaminosilanized porous glass with
glutaraldehyde or to the diazonium derivative of acylami-
nosilanized porous glass, and these immobilized amino-
acylases were used for continuous preparation of L-amino
acids from acetyl-DL-amino acids (6).
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Table 1. Production of Monosodium Glutamate

Years Production of MSG (t/year)

1954 7,652
1960 22,177
1970 92,935
1988 340,000
1994 592,000

Note: MSG, monosodium glutamate.

Bacterial and animal aminoacylases have been also im-
mobilized. Bacterial aminoacylase has been covalently
bound to diazotized polyaminostyrene (7,8). The aminoac-
ylase from pig kidney was immobilized by ionic binding to
DEAE-cellulose (9) and by covalent binding to the azide
derivative of Enzacryl AH (10) or diazotized Enzacryl AA
(11). However, these preparations were used batchwise
and on only a laboratory scale for the preparation of L-
amino acids from acyl-DL-amino acids.
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INTRODUCTION

L-Glutamic acid monosodium salt was first discovered by
Dr. Kikunae Ikeda as a taste component of konbu, a sea
tangle, which is a food taste-enhancing material tradition-
ally used in Japan. Based on this discovery, L-glutamic acid
monosodium salt was industrially produced from wheat
gluten by hydrolysis with hydrochloric acid (1). Later, the
raw material was replaced by soybean protein, and a syn-
thetic method was studied and finally industrialized. In
addition attempts were made to produce �-ketoglutaric
acid, which is a precursor of L-glutamic acid, by organic
acid fermentation. These attempts were aimed at produc-
ing L-glutamic acid by transamination from the resulting
�-ketoglutaric acid.

In 1957, Kinoshita et al. succeeded in establishing a
process to produce L-glutamic acid by direct fermentation
from a carbohydrate and ammonia using a microorganism,
Corynebacterium glutamicum, which they had isolated
from nature (2). Compared to the then conventional hy-
drolytic process comprising the hydrolysis of natural pro-
tein, this direct fermentation process made it easy to se-
cure the production raw material, and at the same time
facilitated a drastic reduction of cost.

With establishment of the fermentative process, the
monosodium glutamate production industry showed rapid
growth. In recent years, the production worldwide has
been estimated to reach to about 600,000 tons per year as
L-glutamic acid (Table 1). As the production cost was cut
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Table 2. Worldwide Capacity for Monosodium Glutamate,
1994

Area
Capacity (estimated)

(t/year)

U.S. 60,000
Japan 279,000
Far East (except Japan) 392,700
Europe 72,500
South and Central America 53,000
Total 857,200

owing to improvement in production technologies, the pro-
duction plants, initially operated only in Japan, have been
extended worldwide, particularly to South East Asia
where there are abundant supplies of raw materials and
also consumption of the product (Table 2).

SYNTHETIC PATHWAY OF L-GLUTAMIC ACID

In the biosynthesis of L-glutamic acid (Fig. 1), a key step
is a reductive ammonia-addition reaction of �-ketoglutaric
acid, which constitutes the TCA cycle:

��-ketoglutaric acid � NADPH � H � NH4
glutamate dehydrogenase

�} L-glutamic acid � NADPH � H O2

NADPH, the coenzyme of this reaction, is supplied through
coupling in the reaction to form �-ketoglutaric acid:

isocitrate dehydrogenase
�isocitric acid � NADPH }

��-ketoglutaric acid � CO � NADPH � H2

L-GLUTAMIC ACID FERMENTATION

Initially, a glutamic acid–producing bacterium was iso-
lated as a biotin-requiring mutant of C. glutamicum, and
a fermentative production process in which the strain is
cultured in a medium containing a limited concentration
of biotin was industrialized. Afterward, use of cheap cane
molasses attracted attention as a raw material carbohy-
drate; however, cane molasses contains a large amount of
biotin. To enable use of cane molasses, the penicillin shot
method was developed, which made it possible to accu-
mulate L-glutamic acid in the presence of excess biotin, and
the industrial technology had been further advanced. Sub-
sequently, techniques to use oleic acid–requiring strains or
to add saturated higher fatty acid esters (or saturated
higher fatty acid) such as polyoxyethyleneglycol parmityl
ester were developed. Also, use of various carbon source
materials other than carbohydrate was examined. L-
Glutamic acid fermentation from n-paraffin (3,4) has been
much studied, and the production process has become al-
most as well established as the use of carbohydrate. How-
ever, the production from n-paraffin has never been com-
mercialized because of the high cost of the main raw
material, as well as other reasons. Currently, the penicillin

shot method using cane molasses, beet molasses, glucose,
and so forth as raw materials is most frequently employed
in industry because of cost, stable production, and other
reasons.

METABOLIC MECHANISMS OF L-GLUTAMIC ACID
PRODUCTION

Change of the Membrane-Permeation System

As already mentioned, the L-glutamic acid production pro-
cess was initially established using a biotin-requiring bac-
terial strain and strict control of biotin concentration. It
was later found that production could be accomplished
even under excess biotin conditions by adding penicillin,
using oleic acid-requiring microorganisms, and adding sat-
urated higher fatty acid esters such as polyoxyethylene-
glycol parmityl ester or fatty acid itself. It was also found
that, under high oleic acid concentration, although L-
glutamic acid was not produced by the addition of higher
fatty acids or their esters, the penicillin shot method was
still effective. Today, these phenomena are explained as
attributable to dependency of L-glutamic acid accumula-
tion on the changes of the membrane-permeation system
(Fig. 2). More particularly, biotin plays a role in the bio-
synthesis of oleic acid by glutamic acid–producingbacteria,
and under the biotin-controlled condition, oleic acid for-
mation is repressed. This causes a change in fatty acid
composition and phospholipids that constitute the cell
membrane and, consequently, a change in permeability of
L-glutamic acid through the membrane. Oleic acid–
requiring mutants and the direct addition of saturated
higher fatty acid bring about a similar change in compo-
sition whether or not biotin is present, and produce a simi-
lar effect. Hence these conditions do not give rise to L-glu-
tamic acid accumulation at a high concentration of oleic
acid. On the other hand, it is believed that the addition of
penicillin inhibits synthesis of cell walls rather than
changes in the composition of fatty acid that constitutes
the membrane, thereby causing a difference in the osmotic
pressure between the outside and the inside of the mem-
brane. It is this pressure differential that causes the mem-
brane to undergo a change that leads to L-glutamic acid
accumulation.

When n-paraffin is used as a raw material, the mecha-
nism of L-glutamic acid production is explained by a
similar change of membrane permeability, although a
threonine-requiring strain is used in place of the biotin-
requiring strain used in carbohydrate fermentation; and
the presence of a copper ion additionally affects L-glutamic
acid formation (4).

Other Factors for Excess Formation of L-Glutamic Acid

There has been a report on the change in the activity of
the L-glutamic acid–producing enzyme system in its L-
glutamic acid formation phase (6). Furthermore, in some
cases, L-glutamic acid–producing strains with an enhanced
biosynthetic enzyme system have been obtained by recom-
binant technology. Thus, L-glutamic acid production may
not be totally explained by “leakage” of the amino acid.
This may be a problem to be studied in the future.



2084 PRODUCTION OF L-GLUTAMIC ACID

Figure 1. The biosynthetic pathway of
glutamate.
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In a recent report (7) a gene for detergent-sensitivity
(dtsR) carried by a wild-type strain was identified using a
polyoxyethylene sorbitan fatty acid ester–sensitive strain
of Brevibacterium lactofermentum, and a mutant lacking
this gene was found to accumulate L-glutamic acid in a
medium containing excess biotin and in the presence of
polyoxyethylene sorbitan oleate ester. Under these condi-
tions the wild-type strain did not accumulate the amino
acid. This strain had its specific activity of 2-oxoglutarate
dehydrogenase complex (an enzyme involved in the TCA
cycle that converts �-ketoglutaric acid to succinyl-CoA) re-
duced to one-third of that possessed by the wild-type
strain. From these findings, Kimura et al. (8) proposed a
mechanism of L-glutamic acid fermentation: “The target of
controlling biotin concentration and addition of surfac-
tants is biotin enzyme complex containing DtsR, and the
reduction of the activity of this biotin enzyme complex may
possibly cause glutamic acid formation.” According to this
report, the sensitive strain propagates in response to the
concentrations of oleic acid and polyoxyethylene sorbitan
oleate ester in the medium. Protein, a product of the DtsR
gene, had homology with a biotin enzyme derived from
other organisms and was involved in the biosynthesis of
higher fatty acid. Furthermore, accumulation of L-
glutamic acid has been reported by a mutant strain having
membrane permeability to L-glutamic acid. The mutation
was induced from a wild-type methanol-assimilating
strain that does not accumulate L-glutamic acid in the me-
dium (9).

These findings suggest some ideas for the improvement
of techniques to construct L-glutamic acid–producing
strains by the recombinant technology. In the future, more
efficient fermentation production of L-glutamic acid may
be possible through diverse analyses of production pro-
cesses and mechanisms, and construction of mutant
strains.

INDUSTRIAL PRODUCTION OF MONOSODIUM
GLUTAMATE

Fermentation Processes

The typical L-glutamic acid–producing wild strain of C.
glutamicum isolated from nature requires biotin for
growth and accumulates L-glutamic acid in the medium
when cultured under conditions that include sufficient
ammonium ions and controlled biotin concentration. This
glutamic acid–producing strain shows different forms of
fermentation, depending upon fermentation conditions
other than biotin concentration. Basic fermentation con-
ditions and the forms of fermentation corresponding to
them are shown in Table 3. Glutamic acid production re-
quires sufficient oxygen, appropriate amounts of phos-
phoric acid, and a nitrogen source, as well as controlled
biotin concentration. This strain grows vigorously in a me-
dium containing excess biotin and does not accumulate
L-glutamic acid. However, fermentation production under
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Figure 2. The excretion model of L-
glutamic acid in glutamate-producing
bacteria. Source: From Ref. 5.

Table 3. Coversion of Fermentation by Glutamic
Acid–Producing Bacteria with Nutrient and Atmospheric
Regulation

Regulatory
factors Coversion of fermentation

Oxygen Lactate or succinate } Glutamate
(anaerobic) (aerobic)

�NH4 �-ketoglutarate } Glutamate } Glutamate
(unsatisfy) (optimal) (oversatisfy)

pH N-Acetylglutamine } Glutaminate
(or Glutamine)

(acidic) (basic)
Phosphate Valine } Glutaminate

(high)
Biotin Lactate or succinate } Glutamate

(satisfy) (deficiency)

Source: From Ref. 10.

controlled biotin concentration involved two difficulties:
(1) available raw materials were restricted (particularly, it
was difficult to use cane molasses due to its high biotin
content) and (2) fermentation production lacked stability
because cell growth was not stable. Hence in order to solve
this problem, various processes were attempted to accu-
mulate L-glutamic acid under excess biotin conditions.
Among these, there are two methods that have become
employed as typical methods for industrial production.
One is the penicillin shot method in which penicillin

is added to cells cultured with sufficient biotin, and the
other is the addition of saturated fatty acids or their esters
to accumulate L-glutamic acid. The latter method was de-
veloped with the elucidation of the physiological effect of
the penicillin shot. At present, the penicillin shot method
is considered to be advantageous because it is stable in
industrial operation. This method is discussed in detail
later.

Raw Materials

From the viewpoints of stable supply and low cost, cane
molasses (hereinafter referred to simply as “molasses”),
beet molasses, and glucose are popular as the main raw
material carbon sources. When molasses is used, it is
necessary to employ a technique for excess biotin condi-
tions described in the article GLUTAMIC ACID PRODUCING

MICROORGANISMS because molasses contains excess biotin.
On the other hand, when beet molasses and glucose are
used, it is necessary to add biotin to the medium, whether
using conditions of excess biotin or limited biotin. The fol-
lowing discusses the penicillin shot method using molas-
ses.

When molasses is used as a main raw material, neces-
sary components such as carbon, nitrogen, phosphoric
acid, potassium, sodium, sulfuric acid radical, various
metal ions, vitamins, and so on can be derived from this
raw material. Any components revealed to be lacking by
preliminary tests are supplemented to the medium.
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In the following description of the penicillin shot
method of L-glutamic acid fermentation, C. glutamicum
and molasses are used, respectively, as the strain and the
raw material, and culturing is carried out by a fed-batch
system.

The fermentation tank is a basic aeration/agitation
tank, shown in Figure 3. Generally, jacket-type (small fer-
menter) and coil-type (large fermenter) cooling devices are
used for controlling the temperature, but cooling may also
be effected by a system that cools the fermentation liquor
with an external heat exchanger. In the L-glutamic acid
fermentation from carbohydrate, optimization of oxygen
supply is an essential condition, and equipment needs be
selected to satisfy this condition. A seed medium prepared
in a seed tank is transferred to a main fermenter contain-
ing a sterilized (using the equipment mentioned later) ini-
tial medium, and culturing is initiated after the culturing
conditions are adjusted as predetermined by earlier tests.
Penicillin G potassium salt is added (8–10 units/L) during
the logarithmic growth phase. By adding penicillin, the
strain undergoes changes, mainly in membrane perme-

ability, to produce L-glutamic acid, and L-glutamic acid ac-
cumulates in the medium. Culturing is then carried out by
continuously adding sterilized liquid molasses and con-
trolling the pH around neutrality with ammonia. Liquid
molasses is added until the strain no longer produces L-
glutamic acid. As shown in Figure 4, which gives one ex-
ample of a time course of fermentation, generally, the L-
glutamic acid production phase continues only 30 or so
hours after the addition of penicillin. L-Glutamic acid is
finally produced in a concentration of 90–105 g/L. Unlike
the culturing process with controlled biotin concentration,
it is a characteristic feature of the penicillin shot method
that culturing can be carried out under optimum condi-
tions for microbial growth during the early phase of cul-
turing. The advantages of this process are that culturing
can be controlled easily, cell concentration is maintained
almost at a constant level, and process control (i.e., the rate
of molasses addition) is relatively easy. As shown in Table
3, glutamic acid fermentation undergoes different patterns
as a result of certain factors. For example, an excessively
high rate of carbohydrate addition leads to increased con-
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sumption of oxygen, resulting in oxygen shortage and, con-
sequently, lactic acid and other organic acid formation. The
control of cell growth is delicate when accomplished by the
control of required substances, and the penicillin shot
method is superior in ensuring stable productivity. Fur-
thermore, the penicillin treatment concomitantly reduces
the fraction of insoluble cells to a remarkable extent, which
makes the recovery of L-glutamic acid from the fermenta-
tion broth much easier. This makes it possible to omit the
mechanical separation of cells, resulting in simplification
of the whole process.

It is, however, a problem that under the conditions cur-
rently used, the L-glutamic acid productivity lasts only
about 30 h, as already mentioned. Generally, continuous
processes are used because they improve productivity, but
there is no continuous process that can practically oper-
ated due to the limited period of L-glutamic acid formation.

Purification: Direct Concentration and Crystallization

The outline of the purification step is shown in Figure 5.
This step consists of two sub steps: recovering the slurry
of L-glutamic acid from the fermentation broth (GA step),
and producing the final product, monosodium L-glutamate,
from L-glutamic acid (MSG step).

The GA step is directed to efficient recovery of high-
purity GA crystals from the fermentation broth and the
MSG-crystallized mother liquor resulting from the MSG
step, and discharges the depleted GA-crystallized mother
liquor out of the system. According to the penicillin shot
method, in which most of the cells in the fermentation
broth are lysed and solubilized, physical separation of the
cells, such as with centrifugation, can be excluded, and the
cell components are discharged into the GA-crystallized
mother liquor. Precipitation is effected at the isoelectric
point. GA crystals are known to take either the �- or the
b-form. The �-crystal, which can be readily isolated, needs
to be selectively precipitated because removal of impurities
is accomplished by washing the crystals with water.

In the MSG step, ensuring high quality of the final prod-
uct is essential, and improvement of the yield is required.
To this end, both high purity of the GA crystals and effi-
cient use of activated carbon must be attained. The result-
ing MSG-crystallized mother liquor, which still contains a
high concentration of dissolved MSG, is sent back to the
GA step to enhance the overall purification yield. In the
whole process, from fermentation to final product, the GA-
crystallized mother liquor and a decolorized cake of acti-
vated carbon are the main wastes discharged from the sys-
tem. If the high quality of the product is to be ensured, it
is apparent that the properties of the fermentation broth
strongly affect the yield as a whole. Also, efficient use of
the GA-crystallized mother liquor in view of utility and
cost is an important factor in evaluating the process. Thus,
in MSG production by the direct concentration and crys-
tallization method, the process as a whole, from the selec-
tion of raw materials to the final product production, con-
sists of linked steps that cannot be simply compared with
other methods such as the resin methods. The purification
yield of MSG from L-glutamic acid contained in the fer-
mentation broth is estimated to be nearly 100% (78% in
terms of ratio by weight and L-glutamic acid recovery). If
the GA-crystallized mother liquor, which is rich in nutrient
sources of plant origin and is used as an organic fertilizer,
is efficiently used, this process as a whole constitutes an
efficient, recycleable production system.

As is already mentioned, yield of L-glutamic acid is
strongly affected by the ratio of this substance to the total
solids in the fermentation broth. This ratio varies depend-
ing upon the sugar purity of the raw material used (ratio
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Figure 6. Glutamic acid production by recombinant C. glutami-
cum. Source: From Ref. 12.

of sugar to total solids) and the conversion to L-glutamic
acid based on sugar. Because sugar purity varies greatly,
depending on the different raw materials used, selection of
appropriate raw materials is important.

FUTURE PROSPECTS OF COMMERCIAL MONOSODIUM
L-GLUTAMATE PRODUCTION

Genetic Recombination Technology

There have been many reports concerning the application
of current genetic recombination technology to the con-
struction of amino acid–producing bacterial strains.
Among them are studies on Escherichia coli, for which
there has been advanced analysis on the genetic level, and
those strains of coryneform bacteria that are most widely
used for amino acid production. As shown in Figure 1, the
biosynthetic pathway of L-glutamic acid is relatively sim-
ple compared with that of other amino acids and requires
strong assimilability of ammonia, which indicates that
coryneform bacteria are preferred producers of this sub-
stance. Figure 6 shows one example of improving L-
glutamic acid productivity using recombinants of coryne-
form bacteria. In this example, productivity was improved

by introducing a variant-type gene of L-glutamic acid bio-
synthetase into C. glutamicum. Although the productivity
did not reach a practical level, this suggests the possibility
of constructing an industrially feasible strain by making
further improvements to both the donor gene and receptor
microorganism. Currently, success in the application of re-
combinant technology to construction of amino acid–
producing strains has been reported in connection with
amino acids that have a relatively complicated mechanism
of metabolic regulation, such as the aromatic amino acids
histidine and threonine. With respect to amino acids that
are produced in good yields as a result of conventional con-
struction method, such as L-glutamic acid, so far there
have been no reports published on remarkable productiv-
ity improvements achieved by recombinant technology.
However, there is still high technical potential, and drastic
improvement in production may be expected in the future
using this technology.

Continuous Fermentation

The penicillin method batch-type L-glutamic acid fermen-
tation gives only a short period of high L-glutamic acid pro-
ductivity. Though continuous fermentation is desired to
improve productivity, it is difficult to establish a continu-
ous process with the currently available technologies.
Studies on measures to stabilize the productivity, and es-
tablishment of the process with techniques other than the
penicillin method are desired. Further improvement in
productivity may be expected in combination with genetic
recombination technology.

Replacement of Raw Materials: L-Glutamic Acid
Fermentation with Petrochemicals

In the fermentation processes, the main raw materials are
carbohydrate derived from molasses, corn, beet molasses,
and so forth, with ammonia as a nitrogen source. Although
industrial production has been carried out by fermentation
with carbohydrate, the possibility of using petrochemicals
including normal paraffin, ethanol, methanol, and acetic
acid as fermentation raw material has been extensively
studied (13–15). However, fermentation production using
petrochemicals as a raw material has not been industri-
alized, except for partial use of acetic acid, because of the
cost (16).

Acetic acid, derived from petrochemicals, may partially
replace molasses. Glutamic acid–producing microorgan-
isms from carbohydrate can easily utilize acetic acid if it
is in low concentration, and acetic acid may be used in in-
dustrial processes if its concentration in the culture me-
dium is kept at a low level. Acetic acid is supplied during
the fermentation. With this method, although the cost of
raw materials for culturing increases, the purification
yield can be enhanced by increasing the ratio of L-glutamic
acid to the total solid of fermentation broth. The feasibility
must be evaluated with respect to the process as a whole.

Due to the rising cost of petroleum, L-glutamic acid pro-
duction by fermentation from petrochemicals, particularly
normal paraffin, is presently not practical, and the pros-
pects for the future are not optimistic. However, this tech-
nology is discussed in this section because L-glutamic acid
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fermentation (and, similarly, fermentation to produce
other amino acids) from hydrocarbons may provide one op-
tion for replacing raw materials. Naturally isolated,
hydrocarbon-assimilating L-glutamic acid–producing mi-
croorganisms did not show a requirement for biotin, unlike
those producing L-glutamic acid from a carbohydrate such
as molasses; but they did require other vitamins for
growth. Typical L-glutamic acid producers of the genera
Corynebacterium and Arthrobacter had a requirement for
thiamin. As in the case with fermentation using carbohy-
drate, L-glutamic acid was accumulated in the medium un-
der the controlled concentration of the required vitamin,
and the membrane permeability underwent a change
when the microorganism was in the L-glutamic acid pro-
duction phase. Also, the addition of penicillin or saturated
fatty acids or their esters to the cells growing in the pres-
ence of a sufficient concentration of the required substance
converted the cell from the growing phase to the L-glutamic
acid production phase. Whereas carbohydrates are metab-
olized through glycosylation, hydrocarbons are metabo-
lized through b-oxidization. However, subsequently, L-
glutamic acid formation undergoes similar metabolic
regulation in both processes.

With respect to the reaction processes, carbohydrates
are used basically as an aqueous solution, whereas hydro-
phobic hydrocarbons separate into a layer of oil on water.
Furthermore, oxidization of hydrocarbons requires much
more oxygen compared with the oxidation of carbohy-
drates, although an advantage of the hydrocarbon process
is that continuous feeding of the raw material, as required
with carbohydrates, is not necessary, and, therefore, high-
concentration culturing is possible in a batch culturing
manner. The equipment for glutamic acid production must
provide efficient dispersion of the oil to enlarge the surface
area of the oil layer and also must provide efficient aera-
tion and agitation to supply the large volume of oxygen
required. Under optimum conditions, glutamic acid pro-
duction from hydrocarbons is very similar to production
from carbohydrate. There is no major difference between
the two processes in the purification step, except that fer-
mentation from hydrocarbons does involve steps for re-
moving trace residual oil and cells.

Environmental Problems

The main raw materials, molasses, beet molasses, and glu-
cose, are agricultural products. It is necessary to establish
a production process that takes into consideration the pos-
sibility of recycling the wastes produced. The current in-
dustrial process uses the remaining fractions to produce
organic fertilizers, and the process as a whole is designed
to be a closed system.
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INTRODUCTION

The primary purpose of this article is to benefit the tens of
thousands of individuals who either utilize biomolecular
analyses and syntheses provided by resource laboratories
or help to oversee, administer, and regulate the hundreds
of biopolymer core laboratories that are dedicated to sup-
port research, quality control, and quality assurance pro-
grams. The core laboratories that provide these biopolymer
analyses and syntheses are in turn supported by the As-
sociation of Biomolecular Resource Facilities (ABRF), an
international, nonprofit organization of more than 300 core
laboratories that is truly remarkable in terms of the ever-
widening expanse of its research and outreach activities;
the dedication, volunteerism, and extent of participation
of its members; and the laudable goals to which it aspires.
These are well summarized in its mission statement:

A. To promote and support resource facilities, research labo-
ratories, and individual researchers regarding operation, re-
search, and development in the areas of methods, techniques,
and instrumentation relevant to the analysis and synthesis of
biomolecules.
B. To provide mechanisms for the self-evaluation and improve-
ment of procedural and operational accuracy, precision, and
efficiency in resource facilities and research laboratories.
C. To provide a mechanism for the education of resource facility
and research laboratory staff, users, administrators, and in-
terested members of the scientific community.

Following a brief history, which describes the genesis of
bioanalytical core laboratories and the organization they
engendered, the ABRF, are nine sections that chronicle the
work of ABRF’s research committees. These sections are
followed by a section on the effective use of biomolecular
resource facilities, and the article concludes with a prog-
nostic look into the expanding role that core laboratories
are likely to play in the postgenome era.

HISTORY AND ACTIVITIES OF THE ABRF

RONALD L. NIECE
University Of California–Irvine
Irvine, California

The formation of shared biotechnological instrumentation
laboratories in the 1980s provided a major and highly ef-
ficient mechanism to bring state-of-the-art biomolecular
syntheses, analyses, and advice to tens of thousands of in-
vestigators at minimal cost. Growth in the number of bio-
technological core laboratories and the parallel growth in
the diversity of services they offer reflect the increasing
sophistication of the protocols and instrumentation needed
to conduct research in the life sciences. The ever-increasing
complexity of the equipment increases the cost of conduct-
ing research in multiple ways. In addition to higher capital
costs, operating expenses are higher due to high-purity
custom reagents and increased service contract and main-
tenance costs. Specialized parts and highly trained instru-
ment service representatives contribute to the cost of high-
performance instrumentation. Laboratory staff costs are
higher because of the need for experts in operation of the
instrumentation and interpretation of the resulting data.
The establishment of biomolecular resource laboratories
has provided expensive and sophisticated technology at
minimal cost.

Core laboratories began to evolve in the early 1980s
from individual research laboratories and programmatic
centers that were often equipped with an automated amino
acid analyzer and/or spinning cup protein/peptide se-
quencer and that provided analyses on an informal or col-
laborative basis. This evolution was spurred on by the in-
troduction and commercialization of the gas phase protein/
peptide sequencer (1) and automated oligonucleotide
synthesizers (2) and by the inauguration of the Shared In-
strumentation Grant Program of the National Institutes
of Health in 1981.

An awareness that many laboratories were providing
services for other researchers (i.e., they were carrying out
noncollaborative analyses on samples not prepared in their
own laboratories) emerged at the Symposium of American
Protein Chemists in San Diego, California, in 1985. This
led to the informal association of Research Resource Fa-
cilities (RRF) (3), which met annually to exchange views
on sample handling in the core facility setting, improve-
ments in protocols, and advances in technology. A signifi-
cant innovation of RRF was the inauguration of research
committees devoted to analyzing instrumentation capabil-
ities and to providing a realistic definition of state of the
art in terms of what could be accomplished by the majority
of the practitioners of the art. The first “unknown” sample
presented to affiliates was a peptide designed to assess the
performance of automated protein sequencers and amino
acid analyzers (4). In 1989 the informal RRF group incor-
porated as the Association of Biomolecular Resource Fa-
cilities (ABRF). ABRF research committees based on other
themes including peptide synthesis, mass spectrometry,
nucleic acids chemistry, DNA sequencing, laboratory qual-
ity and compliance, and carbohydrate analysis were estab-
lished subsequently (see following sections).
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As it has been from the beginning, a major focus of
ABRF is to establish realistic expectations of what can be
accomplished with currently available technology in re-
source and research laboratories. The laboratories using
the technology provide the best definition of requirements
for sample preparation or design, instrument performance,
and personnel proficiency. Since 1988 ABRF research com-
mittees have designed experiments and distributed test
samples and syntheses for membership participation (see
later sections) following the model described (4) for the
1988 sequence and amino acid analysis sample. An “un-
known” sample or synthetic project that reflects a typical
task is distributed to members with the recommendation
that it receive no more nor less care than would any other
request made to the laboratory.

The research committees analyze the resulting data
and synthesized products as described in the sections that
follow. The results help establish a useful assessment of
the range of performance and capabilities on instruments
in member laboratories. Because the data and products are
submitted anonymously, individual core facilities cannot
be identified. The anonymity helps ensure that samples
and data returned are in fact representative of what hap-
pens on a day-to-day basis and allows member laboratories
to compare their performance relative to that of their peers
and relative to the level appropriate to their constituency.
Unless a laboratory knows that it is performing below the
average level defined by peers using similar instruments,
reagents, and protocols, there is little incentive to improve.
The best analyses and highest-quality synthetic products
highlight the level of performance possible under actual
operating conditions and identify the conditions needed to
attain this high level of performance. Surveys of the com-
position, capabilities, and performance of core laboratories
provide a complementary means of defining realistic ex-
pectations (5–7). In addition, survey data on operations
and financial support and expenses of core facilities is col-
lected anonymously as with the “unknown” samples.

Comparison of performance in terms of sensitivity,
throughput, turnaround time, and so forth with the aver-
age provides a performance baseline that can serve as an
incentive for performing as effectively as one’s peers. The
detailed financial data provided by the surveys have doc-
umented the economics of core facilities. Although the cen-
tralized laboratory with shared instrumentation provides
considerable economies of scale and pooled expertise, the
survey data demonstrate that only a small percentage are
able to recover 100% of operating expenses from user fee
income.

Results of the research studies are distributed directly
to the members who participated and are also published
(3–50). Originally, the research results were presented at
an annual satellite meeting held in conjunction with the
Symposium of the Protein Society. Today symposia, work-
shops, and tutorials are presented by the ABRF. Symposia
on leading-edge technologies presented at national and in-
ternational scientific meetings introduce the scientific
community to the range of capabilities available in core
facilities while highlighting the constraints on sample
preparation or design required for success. Because ABRF
consists of the users of the technology, the workshops em-

phasize the practical tools needed for improved and high
performance. The tutorials are popular and effective tools
for helping core facility staff expand their repertoire of ca-
pabilities and increase their level of expertise.

The research undertaken by the ABRF has been funded
by federal grants, corporate sponsors, institutional contri-
butions, and membership dues. These funds are leveraged
by voluntary contributions of individual research commit-
tee members, their laboratories, and their institutions. Re-
search committees consist of volunteer ABRF members
with a designated liaison from the executive board. ABRF
is an incorporated, nonprofit organization led by an
elected, volunteer executive board. Business activities are
handled by the Federation of American Societies for Ex-
perimental Biology (FASEB) business office (ABRF, 9650
Rockville Pike, Bethesda, MD 20814-3998; 301-571-8300;
FAX: 301-530-7049; E-mail: abrf@faseb.org). Official ABRF
business is conducted at an annual business meeting.

The ABRF Corporate Sponsorship program provides a
unique opportunity to enhance communication between
the manufacturers and suppliers of biotechnological in-
strumentation and the laboratories that depend on this
equipment. ABRF research activities help define how ef-
fective the instruments and protocols are in the field, the
level of training required for their optimum use, and what
happens to this performance as the instruments age. Iden-
tifying performance levels, new applications, and unfore-
seen problems that accompany the running of “real” sam-
ples that were not anticipated by manufacturers promotes
improvements and corrective actions. ABRF surveys of sat-
isfaction with instrument performance, service support,
reagent and supply costs, and application support offer un-
biased group feedback from the day-to-day users who best
understand the instrumentation and protocols.

Since 1994 the ABRF has presented an annual award
for outstanding contributions to the development of tech-
nologies used in core facilities. An independent, anony-
mous panel of respected scientists presents the ABRF ex-
ecutive board with candidates for this award. This ABRF
award recognizes contributions to science through tech-
nological advances and is accompanied by $10,000 and an
opportunity to address the ABRF members at their annual
meeting. In 1994 and 1995 Beckman Instruments funded
the awards; in 1996 Hewlett-Packard began sponsoring of
the award. The first award was presented to Dr. Frederic
Sanger, the winner of two Nobel prizes, for his develop-
ment of methods for sequencing proteins (chemistry, 1958)
and for sequencing DNA (chemistry, 1980). In 1995 Dr.
Klaus Biemann was honored for his contributions in the
development of mass spectrometry for analysis of biomo-
lecular polymers and for his training of mass spectrome-
trists. Dr. David Lipman received the 1996 award for de-
velopments of computational methods for analysis of
protein and DNA sequences. The 1997 award was pre-
sented to Dr. Lloyd Smith for his contributions to the ad-
vancement of automation in DNA sequencing. The 1998
award went to Nobel laureate (chemistry, 1984) Dr. Bruce
Merrifield for developing the concept and strategies for
solid-phase synthesis of peptides, which opened the way
for peptide and other organic syntheses to become routine.
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ABRF educational initiatives target member laborato-
ries, the scientific community, which represents its user
base, the manufacturers of instrumentation and reagents
used in core facilities, and the administrators and decision
makers who deal with science, scientists, and the delivery
of research resources. To fulfill the educational needs,
ABRF promotes several activities beyond conducting and
publishing research reports. Since 1986 symposia have
been organized in conjunction with the Protein Society and
the International Congress of Biochemistry and Molecular
Biology and joint symposia have been presented at the
FASEB and American Society of Biochemistry and Molec-
ular Biology (ASBMB) annual meeting. Workshops and
symposia have been presented at meetings of the Ameri-
can Peptide Society, American Society of Cell Biology,
American Society of Mass Spectrometry, European Protein
Society, International Genome Sequencing and Analysis
Conference, and the Methods in Protein Structure Analy-
sis. From 1986 to 1998 the ABRF organized workshops and
symposia at 32 different meetings and held three indepen-
dent meetings, each of which were attended by 500 to 1,000
individuals.

Another significant medium for information exchange
and education of members has been the newsletter,
ABRFnews. The newsletter contains peer-reviewed arti-
cles including summaries of meetings, methods and review
papers, and laboratory tips. A new dimension in publica-
tion of methods in biomolecular research began in 1997
with the launch of the electronic Journal of Biomolecular
Techniques: The Official Methods Journal of the ABRF
(http://www.abrf.org/JBT/JBT.html) edited by John
Shively. Beginning in 1998, ABRFnews and the electronic
journal were merged into one under the title Journal of
Biomolecular Techniques, with Clayton Naeve as the editor
in chief. To maintain the advantages of the electronic jour-
nal, accepted rapid communications are immediately
posted on the Web site followed by reprinting in the next
issue of the journal. Electronic communications using an
E-mail bulletin board (abrf@aecom.yu.edu) connect more
than 900 members around the world; the novice and expert
can almost instantaneously assess instrument and reagent
problems, discover if other laboratories have similar con-
cerns, and help one another design experimental protocols.
The ABRF Web site (www.abrf.org) contains written pro-
tocols distributed at workshops and tutorials, the results
of many research studies, and comprehensive archives of
the discussions on the E-mail bulletin board. The Web site
averages more than 100 inquiries per hour to one or more
documents.

The concept that developed into ABRF began with six
scientists in 1986. In 1998 there were more than 900 mem-
bers listed in the ABRF directory. Members reside in 26
different countries on six continents. Three-quarters (76%)
are in the United States, from 40 different states, half
(55%) are in academic institutions, 13% in research insti-
tutions, 28% in industry, and the balance in government
laboratories. Although these numbers are illustrative,
they fail to adequately convey the underlying reason for
the success of ABRF: The ABRF is uncommon in terms of
the unrelenting volunteer spirit and commitment of its
members and its single-minded purpose of helping to bring

state-of-the-art biotechnology to bear on the myriad array
of biochemical and biomedical challenges that are its rea-
son for being. It is unique in its multipronged, targeted
research by its research committees, which study technical
capabilities, current protocols, and emerging technologies.

AMINO ACID ANALYSIS

DANIEL J. STRYDOM
Bio Nebraska, Inc.
Lincoln, Nebraska

JOHN W. CRABB
Cleveland Clinic Foundation
Cleveland, Ohio

Amino acid analysis (AAA) is one of the major analytical
techniques used in the biochemical and biotechnical envi-
ronments. It is the method of choice for reliable quantifi-
cation of peptides and proteins and also provides useful
qualitative information in the evaluation of synthetic pep-
tides and recombinant proteins, the identification of pro-
teins based on composition, and the detection of unusual
amino acids. AAA also has applications in protein sequence
studies, such as in the design of fragmentation strategies,
the identification of amino- and carboxy-peptidase reaction
products, and the quantification of samples subjected to
Edman degradation to detect those with blocked N-
termini. In addition, AAA is used for the characterization
of feed and food samples and physiological fluids.

Two basic approaches to quantitative AAA receive wide-
spread use, namely (1) classical postcolumn derivatization
followed by ion exchange chromatography and (2) precol-
umn derivatization followed by reverse-phase HPLC. Ex-
cellent instrumentation and more than one method is
available for these basic approaches. Because AAA appli-
cations are of such varied character, no single methodology
can be shown to be superior in all respects. The technology
is deceptively simple but actually is one of the more com-
plex and difficult in protein chemistry. The greatest benefit
of AAA is its quantitative capability; however, measuring
many different amino acids with quantitative accuracy is
precisely what makes the analysis so difficult. AAA is a
statistical type of measurement; amino acids vary widely
in their stability/lability to acid hydrolysis, oxidation, and
modification. Trp and Cys are destroyed by HCl hydrolysis,
Ser and Thr are partially destroyed, Ile and Val are slow
to cleave, Met is subject to oxidation, and Asn and Gln are
completely deamidated. Variable, but ubiquitous, back-
ground (most frequently Gly, Ala, and Ser) plus variable
instrument and analyst performance can confound the
analysis, particularly at and below the low picomole level.
As a consequence, realistic expectations concerning the ac-
curacy and precision of AAA must be tempered with an
appreciation for the difficulties of the technology.

The annual ABRF AAA studies between 1988 and 1997
provide a broad performance comparison of AAA methods
and instruments (Table 1). In addition to the reports in
Techniques in Protein Chemistry (Table 1), the ABRF AAA
studies have been highlighted in the ABRFnews and re-
ported elsewhere (12,13,49). The number of participating
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Table 1. Summary of ABRF Amino Acid Analysis Studies, 1988–1996

Year Sample description
Number of

participants

Sample
amounta

(lg)

Average
%

errorb Study focus Reference

1988 Synthetic peptide (STD-2) 45 5 19.3 Accuracy and sensitivity 4
1989 b-Lactoglobulin (89AAA) 17 0.2 25.3 Accuracy, precision, sensitivity 10

26 5.0 13.9 Hydrolysis methods; and Cys quantification
1990 Myoglobin control

(90AAA1)
41 1.3 13.5 AAA in the presence of buffer salts and on

PVDF membrane
15

Myoglobin � salt
(90AAA2)

35 1.3 19.7

Myoglobin on PVDF
(90AAA3)

30 0.9 26.9

1991 Bovine serum albumin
(91AAA)

51 150 9.5 Accuracy with unlimited sample; Trp and Cys
quantification

18

1992 Chymotrypsin (92AAA) 59 56 10.5 Trp and Cys quantification 21
1993 Synthetic peptide (93AAA) 50 23 12.5 Phosphoamino acids and hydroxyproline

analyses
26

1994 RNase � angiotensin
(94AAA1)

58 30 10.9 Hydrolysis and chromatography methods; cys
and glucosamine analyses

30

Prehydrolyzed 94AAA1 �

glucosamine (94AAA2)
60 30 6.5

1995 Myoglobin on PVDF
(95AAA)

77 30 21.4 AAA on PVDF membrane 35

1996 Triose phosphate isomerase
(96AAA)

71 10 11.9 Protein identification from AAA databases 48

1997 Bovine serum albumin, 40 1 30 AAA on electroblotted PVDF 49
lysozyme on PVDF 5 19 Protein identification from AAA
(97AAA) 10 19

aSample amounts provided since 1991 were meant to be adequate for all methods and not to restrict performance.
bAverage percentage compositional error for each study is shown for all methods combined without results for Cys, Trp, or unusual residues.

laboratories per year has varied from about 40 to 77 (Table
1); approximately 38% of the participants since 1989 have
used postcolumn ninhydrin methodology, approximately
48% have used precolumn phenylthiocarbamyl (PTC)
methods, and 14% have used other AAA methods. The
ABRF AAA studies are crafted to examine some aspect of
the AAA technology to help participating laboratories eval-
uate and improve their capabilities; participation is orga-
nized in an anonymous and noncompetitive manner. In
general, these studies demonstrate that more than one
AAA method works well and that the skill of the analyst
is probably the most important determinant of success.
More specifically, these collaborative trials have evaluated
AAA performance with high and low amounts of sample,
in the presence of salt, on PVDF membrane, with emphasis
on difficult residues (e.g., cysteine/cystine, tryptophan,
and phosphoamino acids), with special focus on hydrolysis
and chromatography conditions, or with attention to pro-
tein identification methods based on amino acid composi-
tion data. Each year, these studies have published the av-
erage levels of AAA performance and also typically
spotlighted the highest-quality analyses attained with dif-
ferent AAA methods.

The overall AAA accuracy in the past 10 years of ABRF
studies has ranged from 6.5% to 30% average composi-
tional error per study (Table 1). Accuracy is strongly de-
pendent on the type and amount of sample provided, hy-

drolysis conditions, and level of background contamination
during the analysis. The ninhydrin-based postcolumn
analyses require more sample (typically 5–10 lg per anal-
ysis) than precolumn derivatization–based techniques
(0.5–1 lg per analysis). Each year a broad range of accu-
racy is apparent, including some analyses that are grossly
wrong and others that are exceptionally good (e.g., 3–5%
average error). The studies indicate that knowledgeable
and skillful analysts can expect high-quality results with
approximately 10% average compositional error from more
than one AAA method.

Instrument calibration and peptide/protein hydrolysis
to individual amino acids are critically important for
high-quality AAA. General parameters for sample hydro-
lysis have been considered frequently in the ABRF studies
(e.g., vacuum, temperature, acid additives, liquid acid
versus acid vapor), and two trials have specifically
evaluated the hydrolysis process by providing both a hy-
drolyzed and an unhydrolyzed sample for analysis (10,30).
Study results clearly demonstrate the variability of the hy-
drolysis process from laboratory to laboratory (30) and em-
phasize the importance of controlling this step. Vapor-
phase acid hydrolysis has become the most popular
methodology over the course of these trials. Instrument
calibration has been examined also, and results demon-
strate that replicate analysis of amino acid standards such
as Pierce standard H provided superior results, whereas
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hydrolyzing the standard appears to be disadvantageous
(18).

Quantification of cysteine is difficult because hydrolysis
in constant-boiling HCl destroys cysteine and partially de-
stroys the disulfide-linked, dimeric form of the residue,
cystine. Tryptophan is destroyed by routine HCl hydrolysis
and is even more challenging to quantify than cysteine.
Cys is best analyzed by various pretreatments of the sam-
ple, such as oxidation, reduction and alkylation, or perhaps
optimally by adding disulfide exchange reagents during
acid hydrolysis (21). Trp appears best analyzed by adding
dodecanethiol to the hydrochloric acid used for hydrolysis
(21).

Rare and modified residues are of continual interest to
many investigators. Phosphoamino acids and hydroxyl-
ated and glycosylated residues have been examined in the
ABRF collaborative trials; such analyses are not routine
for most laboratories. No current AAA methodology allows
quantitation of phosphoamino acids in a single analysis in
conjunction with all the common amino acids (26). Optimal
hydrolysis conditions must be determined for each sample;
however, precolumn analyses such as the phenylthiocar-
bamyl (PTC) method were more effective in the chromato-
graphic resolution of phosphoamino acids than the postcol-
umn ninhydrin method (26). In analyses of the 93AAA
sample, 41% of the facilities detected an unknown amino
acid and 75% of these correctly identified it as hydroxypro-
line. Glucosamine in the 94AAA2 sample was detected by
only 13% of the participants, although all had been alerted
to its possible presence.

Comparison of ninhydrin and PTC methodologies in the
ABRF AAA studies reveals statistically significant differ-
ences. For example, the interlaboratory variability of Arg,
His, Leu, Lys, Met, Pro, and Val is dramatic between these
two techniques, perhaps due to chromatography issues
and reagent-related peaks. Pro is the only of these amino
acids that appears to be analyzed more consistently and
accurately by PTC than by ninhydrin methods, primarily
due to its low color yield with ninhydrin. Met is underes-
timated by ninhydrin sites, probably due to oxidation and
to chromatographic disturbances, and it is overestimated
by PTC sites. The latter can be due to overlap of the PTC
Met peak with reagent-related peaks. The oxidation of Met
leads to high Arg values in PTC analyses due to coelution
of the oxidation product with Arg, whereas ninhydrin
methods frequently underestimate Arg, most likely due to
the very broad chromatography peak and consequent in-
tegration problems. Other residue-specific problems were
addressed in the 1991 study (18), including low values for
PTC Asp and PTC Glu caused by metal contamination
from glass hydrolysis tubes that often can be remedied by
drying the samples with EDTA prior to hydrolysis. Al-
though more than one ABRF AAA study has shown pre-
column derivatization techniques more sensitive than nin-
hydrin methods, the 1990 study demonstrated that
postcolumn derivatization methods generally provided
better AAA results in the presence of buffer salts.

Two ABRF studies have evaluated AAA on PVDF mem-
branes (15,35), and both resulted in compromised accuracy
(21–27% average error) relative to nonimmobilized sam-
ples. The 1995 study further demonstrated significantly

high backgrounds on blank PVDF membranes (35), sug-
gesting that perhaps the higher error from PVDF immo-
bilized samples is due in part to background contamination
that is difficult to extract from the membranes. The 1997
ABRF AAA study readdressed AAA on PVDF by probing
whether PVDF electroblotted samples exhibit less back-
ground contamination. Results in 1997 indicated that the
average error for samples blotted to PVDF was still about
twofold higher than for solution samples (49).

The 1996 ABRF AAA study (48) demonstrated that 90%
of participating laboratories could correctly identify an un-
known sample protein (triose phosphate isomerase) from
their AAA data (11.9% average compositional error) using
the World Wide Web and either ExPASy (http://
expasy.hcuge.ch/ch2d/aacompi.html) or PROPSEARCH
(http://www.EMBL-heidelberg.de/aaa.html) database
computer query programs. Results from the 1997 AAA
study on PVDF membrane suggest that correct protein
identifications can be made with AAA data containing up
to 15% average error. In the years to come, AAA will likely
become a more widely recognized and valuable tool for the
identification of proteins.

PROTEIN SEQUENCING

JOSEPH FERNANDEZ
Rockefeller University
New York, New York

KATHRYN STONE
Yale University
New Haven, Connecticut

The ABRF Protein Sequence Research Committee focuses
primarily on providing member laboratories with “un-
known” protein/peptide samples that are representative of
samples routinely submitted for protein sequence analysis.
Participating laboratories characterize the primary struc-
ture of the protein/peptide, or the sequence, typically from
the amino-terminal end of the sample utilizing automated
Edman degradation chemistry.

Chemistry and Sample Preparation

The chemistry used during Edman degradation (51) con-
sists of consecutive cycles; one cycle contains the following
steps: (1) coupling of phenylisothiocyanate (PITC) with the
�-amino group or amino-terminal amino acid of the pro-
tein/peptide at pH 9–10 to form a phenylthiocarbamyl
(PTC) group, (2) removal of chemistry by-products using
organic washes, (3) cleavage with anhydrous trifluoro-
acetic acid (TFA) to generate a protein/peptide minus the
first amino acid (or N-1 protein/peptide, which contains a
free �-amino group for a subsequent cycle of Edman se-
quencing), along with an anilinothiazolinone (ATZ) deriv-
ative of the released amino-terminal amino acid, (4) ex-
traction of the ATZ derivative from the N-1 protein/
peptide, and (5) conversion of the ATZ derivative to the
more stable phenylthiohydantoin (PTH) form. The PTH
amino acid derivative can then be identified by its reten-
tion time on reverse phase HPLC, during which amino ac-
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ids, chemistry artifacts, and derivatized amino acids are
resolved from each other. Figure 1 shows chromatograms
distributed to ABRF members as a sequence assignment
exercise (46) and represent an example of a PTH amino
acid standard HPLC profile, along with Edman cycles
showing residues 1–7 of the peptide. Cysteine is destroyed
during the Edman chemistry and thus is usually reduced
and alkylated before automated sequence analysis (52).

The performance and capabilities of automated Edman
degradation chemistry are generally characterized by ini-
tial yields, repetitive yields, and lag (carryover). Initial
yield refers to the recovery of the first amino acid, typically
in picomoles, and is generally expressed as a percentage of
the total picomole amount of protein/peptide analyzed
(typically 50–80%). Repetitive yield provides a measure of
the average amino acid recovery after each cycle. Although
it usually ranges from 90 to 99%, repetitive yield also var-
ies with sample and instrumentation. Lag or carryover
means the yield, expressed as a percentage, of the amino
acid that appears in the subsequent cycle (n � 1) relative
to the actual cycle (n). Repetitive yield and lag indicate the
degree of completion of the Edman chemistry and gener-
ally determine how far a protein can be sequenced before
the signal becomes indistinguishable from the noise.

Edman degradation is only possible when the protein/
peptide has a free amino (N) terminus. If a naturally oc-
curring or other chemical group is present at the N-
terminus, no data can be obtained and the sample is
considered blocked. Some of the more common naturally
occurring blocking groups are acetylated amino acids, for-
mylated methionine, and pyroglutamic acid. Generally, the
percentage of naturally blocked proteins isolated from an
organism increases along with the complexity of the or-
ganism. Hence, while only a few bacterial proteins are
blocked, approximately 80% of soluble proteins isolated
from a mammalian tumor cell line appear to be blocked
(53). Artificial blockages can occur during electrophoresis,
but certain precautions, such as using high-purity re-
agents, can be taken to help decrease this type of blocking
(54). A lack of sequence or PTH amino acid signal can also
be due to an insufficient amount of protein/peptide used
during sequencing. The reason for a lack of sequence (a
blocked amino terminus or an insufficient amount of pro-
tein/peptide) can often be inferred by performing hydro-
lysis and an AAA (see previous section) of the sample and
its sequencing support, after sequencing.

Samples for sequence analysis by Edman degradation
are generally prepared in one of three forms: (1) in solu-
tions that often contain nonvolatile buffers (phosphate,
Tris, SDS, etc.), (2) in volatile buffers, such as the trifluo-
roacetic acid/acetonitrile solutions used to elute reverse-
phase HPLC columns, and (3) noncovalently bound (via
electrophoretic transfer) to PVDF membranes (55). All
samples in these forms can be directly sequenced, although
certain instruments are better designed for one sample
form over another.

ABRF Protein Sequence Studies

Over the past 10 years, the ABRF Protein Sequence Re-
search Committee has distributed annually an unknown

amino acid sequencing sample, along with a survey, to
member laboratories. The purpose of these studies is to
provide participating laboratories with a mechanism for
evaluating their own sequencing capabilities, particularly
as new instruments and techniques are introduced. Be-
cause many laboratories are involved in these studies (the
average number of participating laboratories is 69; see Ta-
ble 2), they provide a reasonable approach to determine
realistic expectations regarding the average amount of
protein/peptide that can be routinely sequenced. In addi-
tion, the quality or accuracy of the resulting data can be
determined because the identity of the sample was un-
known to the participants. Each study has been designed
with a particular emphasis: sensitivity of sequencing
(STD-1, ABRF-93SEQ, and 97SEQ), posttranslational
modification (ABRF-92SEQ), heterogeneity (ABRF-
89SEQ, ABRF-95SEQ, ABRF-96SEQ, and ABRF-97SEQ),
protein bound peptides (which mimic large proteins) on
PVDF or in solution (ABRF-90SEQ and ABRF-91SEQ),
identification of problematic residues such as cysteine and
tryptophan (ABRF-94SEQ, ABRF-95SEQ, and ABRF-
96SEQ), and distance sequenced (ABRF-95SEQ). In addi-
tion, emphasis is placed on positive correct calls or positive
accuracy, which is defined as the number of correct positive
calls per total number of positive calls. A summary of these
studies is found in Table 2.

The amount of sample supplied in these studies has
ranged from a high of 500 pmol (ABRF-92SEQ) to a low of
10 pmol (ABRF-97SEQ). In the first study (STD-1, 1988
[4]), 100 pmol of a unique 40-residue synthetic peptide was
supplied. The positive accuracy for this study was quite
good, with �95% correct. Because real samples often con-
tain some heterogeneity, the following study (ABRF-
89SEQ [8]) contained a mixture of two unique synthetic
peptides at a 5:1 molar ratio (248:48 pmol). The lengths of
these peptides were similar to the STD-1 sample, and the
positive sequence calling accuracy for the major sequence
was again �95%. This indicated that the participating lab-
oratories were quite good at differentiating a major se-
quence from a minor sequence when the abundance of the
minor sequence was �20% of the major. Furthermore, it
provided a guideline of about 80% for the minimal require-
ment of purity for samples destined for N-terminal se-
quencing. A sequence mixture was also provided as a se-
quence assignment exercise in the ABRF-96SEQB (46)
study, where participating laboratories received the HPLC
chromatograms of a sequence mixture in place of an actual
sample. The positive accuracy for the major, 10-pmol, 22-
mer sequence was still 95%. In this study, the accuracy for
the minor 14-mer sequence, which was at the 2-pmol level,
was also determined and found to be 85%. This lower se-
quence calling positive accuracy most likely resulted from
either the very low amount of sample sequenced or the fact
that it was a minor component.

The ABRF-93SEQ (25) sample had the same composi-
tion and length as the STD-1 sample. However, only 50
pmol of ABRF-93SEQ was supplied as compared with the
100 pmol of the STD-1 sample that was distributed for the
1988 study (Table 2). A comparison of several sequencing
performance parameters (positive sequence calling accu-
racy, number of positive correct assignments, and average
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Figure 1. PTH chromatograms from ABRF-96SEQ Dataset B that was distributed as a sequence
assignment exercise. Cysteine was present in both the standard and sample as the carboxamidom-
ethylated derivative. The derivative nLeu represents PTH norleucine and is present only in the
standard, and diphenylthourea (dptu) is an Edman chemistry by-product. The sequence of the
major peptide indicated was leucine-lysine-serine-tryptophan-threonine-cysteine-leucine
(LKSWTCL) and the minor was tyrosine-alanine-glutamic acid-glycine-aspartic acid-valine-
histidine (YAEGDVH).
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Table 2. Summary of ABRF Protein Sequencing Studies, 1988–1997

Sample Sample description
Number
mailed

Number
responsesa

Amount
sent

(pmol)

Positive
accuracy

(%) Reference

STD-1 40-residue synthetic peptide 103 47 (47%) 100 �95 4
ABRF-89SEQ 40-residue synthetic peptide (major) 123 49 (40%) 240 �95 8

43-residue synthetic peptide (minor) 48
ABRF-90SEQ 29-residue synthetic peptide covalently attached to

acetylated transferrin (90%) bound to PVDF
132 56 (42%) 30 83 14

ABRF-91SEQ 29-residue synthetic peptide dried with acetylated
transferrin (90%)

198 90 (45%) 80 83 16

ABRF-92SEQ 37-residue synthetic peptide with two unusual amino
acids

225 74 (32%) 500 94 22

ABRF-93SEQ 40-residue synthetic peptide with same composition as
STD-1

274 80 (29%) 50 91 25

ABRF-94SEQ Lactoferrin to assist sequencing labs in identification of
cysteine and tryptophan

258 78 (30%) 50 95 31

ABRF-95SEQ Recombinant protein to determine maximum length of
sequences that can be obtained; sample also contained
four heterogeneous positions

252b 71 (28%) 45 78 37

ABRF-96SEQA Sequence calling exercise (single sequence) 210b 95 (45%) 40 99.8 46
ABRF-96SEQB Sequence calling exercise (major) 210b 95 (45%) 10 96 46

Sequence calling exercise (minor) 2 85 46
ABRF-97SEQ 21-residue synthetic peptide (major) 215 50 (23%) 10 92

14-residue synthetic peptide (minor) 2 72

aPercentage based on number of responses divided by number mailed.
bSamples for ABRF-95SEQ, ABRF-96SEQ, and ABRF-97SEQ were mailed only to facilities that perform protein sequencing.

repetitive yield) between the STD-1 and ABRF-93SEQ
studies indicated there was no significant improvement in
sequencing performance over this 5-year period. Again,
however, the amount of peptide provided in the ABRF-
93SEQ study was half that provided in the STD-1 study.

To better study the factors that affect sequence calling
accuracy, the ABRF-96SEQA and ABRF-96SEQB (46)
studies were sequence calling exercises. In each case, the
PTH chromatograms were supplied to participants rather
than an actual sample to be sequenced. The ABRF-
96SEQA sample was at a relatively high level (40 pmol)
and had the highest degree of positive correct calls for any
ABRF sequence study, with an accuracy of 99.8%. This
study indicated that PTH chromatograms generated from
straightforward, high-level samples with no heterogeneity
can be used to assign a positively called sequence with a
very high level of confidence. ABRF-96SEQB was a se-
quence mixture as described previously, and here the posi-
tive sequence calling accuracy was 96%. ABRF-97SEQ also
contained a mixture of two peptides and was similar to
ABRF-96SEQB in quantity (�10:2 pmol ratio) and peptide
composition. The ABRF-97SEQ study, which involved
member laboratories running the sample and interpreting
the resulting data, was designed to be comparable with the
ABRF-96SEQB sequence calling exercise. The positive se-
quence calling accuracy of ABRF-97SEQ major was 92%,
which was slightly lower than the ABRF-96SEQB major
(96%). However, a comparison of the positive sequence call-
ing accuracy obtained from ABRF-97SEQ samples run by
the committee using the same instrumentation as the
ABRF-96SEQB analysis shows the same positive sequence
calling accuracy (96%). Thus, the positive sequence calling

accuracy appears to be more dependent on instrumenta-
tion (model and upkeep) and sample handling and loading
than on data interpretation.

ABRF-90SEQ (14) differed from all of the other studies
in that this sample was adsorbed to a PVDF membrane. A
major advancement in Edman sequencing was realized
when Matsudaira (55) discovered that proteins could be
sequenced from sodium dodecyl sulfate polyacrylamide gel
electrophoresis (SDS PAGE) after electroblotting to a
PVDF membrane. Sequencing from PVDF membranes
propelled SDS PAGE from an analytical tool to a prepar-
ative procedure; it is still the method of choice for the final
purification of proteins destined for N-terminal and inter-
nal (see next section) sequencing. The goal of the ABRF-
90SEQ sample was to mimic a large electroblotted protein.
Hence, a 29-residue synthetic peptide was covalently at-
tached to an acetylated transferrin, mixed with yeast
glucose-6-phosphate isomerase, and adsorbed onto a
PVDF membrane. The sequence identified for this sample
achieved only an 83% accuracy with respect to positive
calls. This decrease from �95% positive accuracy for pre-
vious studies may have been due to the difficulty of the
sequence, the PVDF support, or background from the acet-
ylated protein.

Therefore, the following study, ABRF-91SEQ (16), used
a sample similar to ABRF-90SEQ. In this study, the 29-
residue synthetic peptide was not covalently attached to
the transferrin, and the sample (also containing the
glucose-6-phosphate isomerase) was supplied in a dried
form, which was dissolved before loading onto the se-
quencer. The positive sequence calling accuracy was also
83% for this study, and thus the PVDF appeared to not
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have influenced the ability to call this sequence. The lower
sequence calling accuracy in these two studies was prob-
ably due to the sample itself, which demonstrates nicely
the dependence of the quality of the sequence data on the
sample. In this instance, the lower sequence calling accu-
racy for the ABRF-91SEQ (83%) as compared, for instance,
with the STD-1 sample (95%) may well be attributed to the
increasing background that would be expected to accom-
pany sequencing of the relatively high molecular weight
(�80,000) transferrin protein that was in the ABRF-
91SEQ sample. That is, the small fraction of nonspecific
cleavage that occurs during each cycle of Edman degra-
dation becomes more significant as the size of the protein
(and thus the probability that it will contain an increased
number of acid labile peptide bonds) is increased.

Two other challenges faced in amino acid sequencing
are identification of posttranslational modifications and
identification of difficult residues. ABRF-92SEQ (22) con-
tained two posttranslationally modified amino acids—hy-
droxyproline and phosphoserine. Hydroxyproline was
identified by 45% of the study participants using Edman
sequencing alone, whereas only 13.9% were able to identify
phosphoserine. Participants were encouraged to use amino
acid composition, mass spectrometry, capillary zone elec-
trophoresis (CZE), or other techniques to properly identify
these residues. However, very few participants used tech-
niques other than Edman degradation for sequence iden-
tification.

ABRF-94SEQ (31) focused on tryptophan and cysteine
identification, which tend to be problematic because PTH
cysteine is destroyed during Edman chemistry, and PTH
tryptophan, recovered in low yields, often elutes on or near
an Edman chemistry by-product, diphenylurea. Trypto-
phan identification in this study was somewhat improved
(86%) over several previous studies (�70%), possibly be-
cause of the addition of isopropanol to solvent B. The
isopropanol helps to separate the diphenylurea from tryp-
tophan. Because cysteine degrades during Edman se-
quencing to dehydroalanine, it is usually necessary to re-
duce and alkylate the cysteines in the sample before
sequencing. The ABRF-94SEQ study provided partici-
pants with seven different techniques that could be used
to modify cysteines, with the hope of improving cysteine
(Cys) identification. These techniques included cysteine
modification to carboxymethyl-Cys, carboxamidomethyl-
Cys, pyridylethyl-Cys, Cys-S-propionamide, Cys-S-
dimethylpropionamide, N-isopropylcarboxyamidomethyl-
Cys, and aminopropyl-Cys. Cysteine identification
improved from �53% in the ABRF-93SEQ sample to 82%
in the ABRF-94SEQ sample.

In the ABRF-96SEQB (46) study, the cysteines were
carboxamidomethylated with iodoacetamide by the com-
mittee, the sample was sequenced by the committee, and
the PTH HPLC chromatograms were sent out to partici-
pating laboratories. In this study, 99% of the cysteines
were identified correctly. This suggested that some diffi-
culty was being encountered by facilities in alkylating the
sample, willingness to alkylate the sample, or separating
the PTH cysteine derivative from the Edman chemistry by-
products or other PTH amino acids.

The ABRF-97SEQ study attempted to address this is-
sue by alkylating the cysteines to Cys-S-propionamide us-
ing acrylamide before distributing the sample. This test
sample contained a 10:2 pmol mix of two synthetic pep-
tides and was the lowest amount of sample provided thus
far in these studies. Two controls were also included with
the sample, a PTH-Cys-S-propionamide standard and an
internal sequencing standard. The PTH-Cys-S-propion-
amide standard was included so that separation of this
derivative could be obtained before sequencing the sample.
The cysteine calling accuracy for the ABRF-97SEQ sample
was 88% for the cysteine in cycle 4 and 97% for the cysteine
in cycle 13. Thus, although the positive sequence calling
accuracy for cysteine was not quite as high in the ABRF-
97SEQ study (Cys-13 � 97%) as in the ABRF-96SEQ
study (Cys-13 � 99%), there was definite improvement
over the ABRF-95SEQ study (Cys-15 � 63%). The 17-
residue internal sequencing standard peptide (56) was
composed of norleucine in cycles 1, 6, 11, and 16 and suc-
cinylated lysine in the other positions. Because this pep-
tide is composed of nonnaturally occurring amino acids, it
can be mixed with “unknown” sequencing samples. This
allows independent and continuous monitoring of the se-
quencer’s performance during all sequencing runs and
rapid detection of instrument problems. The low amount
of the ABRF-97SEQ sample was expected to be a challenge
for the participating laboratories. However, based on the
positive sequence calling accuracy for the 50 participating
laboratories, the accuracy (92%) was not significantly de-
creased even for this low amount of sample (see Table 2).

In the ABRF-95SEQ (37) study, the sample was a re-
combinant 20K protein that contained microheterogeneity
(2:1 molar ratio) in positions 6–9. The purpose of this sam-
ple was to assess participating laboratories’ abilities to rec-
ognize microheterogeneity and to determine the length of
sequence assignment that is possible. The longest correct
sequence observed was 62 residues, including 1 cysteine
and 2 tryptophans. The best responses (based on number
of residues sequenced and sequence calling accuracy) were
obtained on new-generation sequencers, specifically the
Hewlett Packard G1005A and Perkin Elmer/Applied Bio-
systems Division 494 sequencers. Hence, this study sug-
gests that these new instruments may result in improved
performance. The overall average positive sequence calling
accuracy on this sample was only 78%, which increased to
80% if the four cycles of microheterogeneity were excluded.
The majority of the errors occurred in the later cycles and
could have been minimized by terminating the sequence
earlier, which illustrates another common problem, over-
calling of sequences. Basically, the confidence of sequence
calling decreases as the sequencing run progresses due to
both loss of signal and (especially with relatively high mo-
lecular weight proteins) increased background.

Instrument Technological Improvement/Design
over the Course of ABRF Studies

The first automated protein sequencer, based on Edman
degradation chemistry, was designed by Edman and Begg
in 1967 (57) and was manufactured by Beckman. This in-
strument, a Series 890 Beckman Automated Protein/
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Peptide Sequenator (a liquid-phase sequencer), used a
spinning cup to perform the coupling and cleavage reac-
tions and was a major step forward in protein sequencing.
A solid-phase automated sequencer was developed by
Laursen in 1971 (manufactured by Sequemat) in which a
polypeptide was covalently attached to derivatized
controlled-pore glass beads to minimize sample washout.
The PTH conversion and PTH amino acid analysis for both
the liquid-phase sequencer and the solid-phase sequencer
were done off-line and required several nanomoles of start-
ing material.

A major advance in instrumentation occurred in 1981
with the introduction of the gas-phase sequencer (1), which
was made commercially available by Applied Biosystems,
Inc. The commercial instrument performed the entire Ed-
man chemistry (including conversion), delivered the cou-
pling base and TFA as gases (greatly reducing back-
ground), miniaturized the chemistry plumbing, and, most
importantly, increased sensitivity to �500 pmol of starting
material. Samples were analyzed by application to a glass
fiber disk coated with a polymer support (polybrene),
which helps retain the sample. Shortly after the introduc-
tion of the gas-phase sequencer, Applied Biosystems intro-
duced an on-line HPLC to serve as a dedicated PTH ana-
lyzer. This change automated the sequencing process,
increased the quality of the data, and decreased the
amount of starting material required to �100 pmol. Minor
improvements were made by Applied Biosystems such as
incorporation of computer control of the instrument, data
collection, and the introduction of pulsed-liquid delivery of
TFA, which increases repetitive yields. Another sequencer,
manufactured by Porton, was one of the first instruments
to run multiple consecutive samples in series on a single
instrument.

The next major change in Edman chemistry involved
the introduction of biphasic columns (half reverse-phase-
type material and half hydrophilic-silica-type material) by
Hewlett-Packard to analyze samples. This allows samples
to remain in the sequencer without use of a polymer sup-
port and also allows loading of samples in various salt-
containing solutions. In the past few years, Perkin Elmer/
Applied Biosystems Division has further miniaturized the
instrument design and incorporated in-line sensors to reg-
ulate exactly how much reagent is delivered, thus optimiz-
ing the chemistry. Perkin Elmer/Applied Biosystems Di-
vision recently introduced a sequencer that uses a
capillary HPLC, which increases sensitivity to below 1
pmol of starting material, so that PTH amino acid signals
of �50 fmol can be identified. Hence, the overall amount
of protein/peptide required for Edman sequencing has de-
creased over the years from nanomoles (Beckman spinning
cup) to subpicomole amounts (Procise cLC) and represents
a greater than 10,000-fold increase in sensitivity in 17
years.

Due to these developments, it is currently relatively
routine for a laboratory that specializes in high-sensitivity
sequencing to obtain sequence from �5 pmol of sample
and, if the sequencer and PTH analyzer are carefully op-
timized, from 1–1.5 pmol of sample. In this regard, it is
important to note that although reverse-phase HPLC-
purified peptides typically have initial sequencing yields of

�50%, initial yields for SDS-PAGE purified samples are
often less than 25% if electroblotting is not optimized or
artificial N-terminal blockage occurs. Assuming 50% elec-
troblotting efficiency from an SDS polyacrylamide gel to a
PVDF membrane and an initial sequencing yield of �15%
for a sample that has been subjected to SDS-PAGE, 700
femtomoles of protein would need to be subjected to SDS
PAGE to provide the minimum PTH amino acid signal of
�50 fmol required for the cLC instrument. It is important
to note that although such a sample might yield 5–10 res-
idues of sequence, a 10-fold greater amount would almost
certainly result in higher-quality data and more positively
called residues. Thus, it is difficult to respond to the often
asked question of how little material is required because
the answer depends on the quality and quantity of the se-
quencing data, the extent of N-terminal blocking that may
have occurred during sample preparation, the molecular
weight of the protein, the sequence itself, the instrumen-
tation available, and the level of experience of the instru-
ment operator. Current trends in amino acid sequencing
include the use of mass spectrometry for obtaining a pri-
mary sequence from low and in some instances subpico-
mole amounts of peptides generated from gel-separated
samples (58). In addition, much greater emphasis is being
placed on using amino acid composition and mass spectro-
metric data to identify proteins via protein database
searches without resorting to Edman degradation.

INTERNAL PROTEIN SEQUENCING
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Rockefeller University
New York, New York
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Wistar Institute
Philadelphia, Pennsylvania
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Ludwig Institute for Cancer Research
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One- and two-dimensional PAGE offer powerful methods
for the isolation of microgram quantities of individual pro-
teins (59,60). Two-dimensional gels (in which the first di-
mension is usually isoelectric focusing and the second is
SDS PAGE) are generally considered the method of choice
for highest-resolution separation of complex protein
mixtures at the microgram level and are often used to
study the phenotypic-dependent alterations of protein ex-
pression in total cellular extracts or enriched cell fractions.

Either one- or two-dimensional PAGE is also often used
for final purification of proteins destined for N-terminal
sequence analysis. In either case the separated proteins
are then electroblotted onto a PVDF membrane, first de-
scribed as a support for protein microsequencing 10 years
ago (55), stained with a dye such as Amido Black or Coom-
assie Blue, and the band of interest excised and placed in
an automated peptide/protein sequencer. However, if the
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protein has a blocked (e.g., acetylated) amino terminus (es-
timated occurrence of this modification is approximately
80% in soluble proteins from Ehrlich Ascites cells [53]), no
useful sequence data will result. In addition, there are
other reasons that may eliminate the direct N-terminal
sequencing approach, including the need for noncontig-
uous stretches of primary sequence data for DNA cloning
and/or the need to generate peptides that could be used for
rapid protein identification via an increasing array of mass
spectrometric approaches. All these considerations in-
spired the development of protein digestion methods that
can be carried out in gel slices and on PVDF membranes.
Although proteolytic digestion and peptide purification
have been essential methods for the protein chemist in the
study of protein structure and function, novel approaches
were needed that conserved the limited quantities of avail-
able protein.

In 1987 Aebersold et al. (61) described a method for gen-
erating internal sequence from tryptic peptides recovered
from proteins electroblotted to nitrocellulose. In rapid suc-
cession, methods were reported for in situ digestion of pro-
tein bands from Coomassie Blue–stained gels (62,63), pro-
teins bound to PVDF (64), and cationic derivatized PVDF
(65). It soon became apparent that microscale generation
and isolation of internal peptides were extremely useful in
obtaining primary sequence information from N-termi-
nally blocked proteins, and internal sequence analysis rad-
ically changed the approach taken in protein sequencing
laboratories. Additional refinements that improved each
procedure (66–71) resulted in the rapid emergence of in-
ternal sequence analysis as a technique for obtaining se-
quence data from low abundance proteins and has created
demands for these analyses that often are associated with
unrealistic expectations.

In keeping with its role of education and implementa-
tion of new techniques and methodologies, the ABRF cre-
ated the Internal Protein Sequence Research Committee
in 1995 with the purpose of helping member laboratories
evaluate or implement internal protein sequence analysis
in their laboratories. The study goals that the Internal Pro-
tein Sequence Research Committee seeks to achieve are
fivefold: (1) provide a mechanism for ABRF laboratories to
anonymously compare their internal sequencing capabili-
ties with those of other core laboratories; (2) provide a rea-
sonable sample and well-proven protocols to facilitate in-
troduction of this technology into laboratories that do not
offer these services; (3) obtain data that can help deter-
mine the relative efficacy of internal sequencing from
PVDF blots versus gel samples; (4) determine if there are
any significant commonalities among the best in-gel and
PVDF digestion protocols to help optimize these protocols,
and (5) compile data obtained by multiple laboratories on
the same “unknown” sample, to define more realistic ex-
pectations for internal sequencing.

The results of the two ABRF studies completed provide
a basis for estimating the amounts of protein that are
likely to be required for internal sequence analysis as well
as the protein- and methodological-dependent limitations
inherent to this approach and their probable impact on the
results. Refer to the work of Williams and coworkers (47)
for the details of the 1996 study. In brief, each ABRF study

involved a microscale enzymatic digestion of protein bound
to a membrane support or within an SDS PAGE, Coom-
assie Blue–stained band, followed by elution of the resul-
tant peptides into a volume of buffer that often ranges from
50 to 200 lL. This peptide mixture can then be subjected
directly to mass spectrometry and/or the peptides can be
fractionated and a limited number individually sequenced
by traditional chemical (Edman) degradation (see “Protein
Sequencing” for a brief description of Edman degradation).

Although it is possible to use mass spectrometry to di-
rectly sequence individual peptides from complex protein
digests, the expense (often more than $400,000) of the nec-
essary equipment and the considerable expertise needed
to successfully carry out this approach and to accurately
interpret the data has so far limited its availability to a
very small fraction of core laboratories. Increasingly, how-
ever, a much larger fraction of core laboratories are being
equipped with the instrumentation needed to determine
the masses (but not the sequences) of many of the peptides
present in proteolytic digests. The resulting peptide
masses are then searched against peptide mass databases
that contain theoretical masses for all peptides expected
from digesting known proteins with trypsin and other pro-
teases. Although peptide mass searching provides an ex-
tremely rapid approach to identifying known proteins (72–
75), which usually requires the use of only a small fraction
of the digest, we believe most laboratories recommend that
such an identification be confirmed by mass spectrometry
or Edman sequencing of at least one peptide.

Microanalytical preparation of peptides from in situ
proteolysis for Edman sequence analysis usually employs
reverse-phase HPLC using a C18 [CH3(CH2)17,-] station-
ary phase that is covalently linked to a silica-based resin
packed into a 2.1-mm or smaller internal diameter column
that is most often equilibrated with 0.05–0.1% trifluoro-
acetic acid in water. Peptides are eluted by linear aceto-
nitrile gradients that extend from 0–5% (v:v) in the begin-
ning of the gradient to 80–100% (v:v) at the end of the
gradient. One or more peptides are selected for Edman
degradation, with or without prescreening by mass spec-
trometric analysis (76), and the primary sequence is used
to search protein and DNA sequence databases (GenBank,
Protein Identification Resource [PIR], European Molecular
Biology Laboratory [EMBL], Swiss Protein) to determine
whether the protein has been previously identified.

As mentioned, two studies of these analytical strategies
have been carried out by the ABRF Internal Protein Se-
quence Research Committee. The 1996 study was a com-
parative HPLC mapping study in which the participants
received 70 pmol each of two recombinant proteins, 28 kDa
and 30 kDa, which were identical except for an insert in
the 30-kDa protein that generated a 15-residue tryptic
peptide unique to the 30-kDa protein. A mixture of these
two proteins was separated by one-dimensional SDS PAGE
and either provided as Coomassie Blue–stained in-gel
samples or electrophoretically transferred to PVDF mem-
branes and stained with Amido Black. A synthetic peptide
in which the sequence of the 15-residue unique peptide had
been randomized served as an external standard calibrant.
This standard was used to normalize data from various
laboratories for use of different flow cell path lengths, flow
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Figure 2. HPLC chromatograms submitted by participant 5 in
the 1997 ABRF Internal Sequencing Study. The upper two chro-
matograms were obtained from tryptic digests of 50 pmol of the
41-kDa protein that were carried out either in the Coomassie
Blue–stained gel band (upper panels) or on the Amido Black–
stained PVDF membrane (lower panels). In both cases the corre-
sponding digests carried out on blank sections of gels or PVDF
membranes are shown in the lower chromatograms. HPLC was
carried out at 50 lL/min on a 1- � 100-mm C18 column that was
equilibrated with buffer A (2% acetonitrile, 0.057% trifluoroacetic
acid in water) with detection at 214 nm. Peptides were eluted with
linear gradients to 40% B (60 min), 60% B (65 min), and finally to
100% B (100 min). Although hydrolysis and amino acid analysis
of several gel and PVDF protein bands indicated almost three-fold
more protein in the gel samples (Table 3), the similar peak heights
suggest a similar final yield of peptides from both the PVDF and
gel samples. This suggests the facility that submitted the data
may have obtained higher relative peptide yields from its PVDF
as opposed to their in-gel digests.

rates, absorbance wavelengths, and so forth. In-gel and
PVDF blanks and representative protocols for each type of
sample were provided. Participants who requested sam-
ples were asked to (1) perform a tryptic digestion of the
28-kDa, 30-kDa, and blank samples and subject all three
digests plus the external standard to comparative HPLC;
(2) identify the target peptide by its presence in the 30-
kDa chromatogram, absence in the 28-kDa chromatogram,
and elution near that of the external standard peptide; and
(3) determine the amino acid sequence of the target peptide
by traditional Edman degradation and/or mass spectro-
metric analysis.

For the 1997 Internal Sequencing Study, participating
laboratories were asked to perform a tryptic digest on 50
pmol of a known 41-kDa recombinant protein, either in-
gel or on PVDF, and to identify the target peptide con-
tained within. A predigested sample of a recombinant pro-
tein containing a 23.5-kDa portion of the 41-kDa protein
was supplied to assess the ability of the participating lab-
oratory’s instrumentation to perform the chromatography
required to separate tryptic digestion mixtures. An exter-
nal peptide standard was supplied that had similar, but
not identical, chromatographic behavior to the target pep-
tide. This peptide standard was used by the participants
to help identify the target peptide and by the Internal Pro-
tein Sequence Research Committee to calculate the rela-
tive recoveries of tryptic peptides from each participating
laboratory. In-gel and PVDF blanks and representative
protocols for each type of sample were provided. In addi-
tion to providing a predigested sample, the 1997 study dif-
fered further from the 1996 study in that whereas the 1996
target peptide sequence was not in any commonly used
database and was thus unique, the 1997 target peptide
corresponded to an expected tryptic peptide from a protein
whose sequence is included in all commonly used data-
bases. Thus, the 1997 target peptide sequence could be de-
duced by utilizing observed peptide masses and/or partial
Edman or mass spectrometric fragmentation data to
search sequence databases.

Figure 2 shows one of the data sets that were returned
in the 1997 study. In this instance, the participating lab-
oratory carried out both in situ gel and on-PVDF mem-
brane digests; as evident from this figure, both approaches
provided excellent results. Although almost all significant
absorbance peaks are unique to the samples, the digests
carried out on “blank” gel and PVDF pieces reveal a few
absorbance peaks that can be readily eliminated from fur-
ther study based on their appearance in these control di-
gests. These peaks may result from trypsin autolysis prod-
ucts, buffer-related contaminants, reagents used in SDS
PAGE, or residual Coomassie Blue or Amido Black stain.

Several important conclusions follow from the data that
resulted from the 1996 and 1997 studies, as summarized
in Table 3. First, because hydrolysis and amino acid anal-
ysis of representative gel and PVDF bands from the 1997
study indicated that almost threefold more protein was
present in the gel bands, the 41-kDa protein used in this
study probably has a blotting efficiency of only 19/50 pmol
(Table 3), or 38%, which is much lower than the �80% ef-
ficiency reported previously (77). Second, although the ap-
parent recovery of the 41-kDa gel band following SDS



2102 PROFESSIONAL SOCIETIES, ASSOCIATION OF BIOMOLECULAR RESOURCE FACILITIES

Table 3. Summary of ABRF Internal Sequencing Studies

In-Gel On PVDF

Parameter 1996a 1997 1996a 1997

Amount of protein subjected to SDS PAGE 70 pmol 50 pmol 70 pmol 50 mol
Amount of protein in stained gel or PVDF bandb ND 52 pmol ND 19 pmol
Median sequencing yield from target peptidec 2.3 pmol 8.9 pmol 2.5 pmol 2.9 pmol
Overall target peptide yieldd 6.4% 24% 7.6% 8.0%
Target peptide recovery from stained gel or PVDF bande ND 23% ND 21%

ND, no data.
aSee Ref. 47 for further information regarding assumptions that were made to calculate overall peptide yield and other data from the 1996 study.
bAs estimated by acid hydrolysis of the gel or PVDF band followed by amino acid analysis.
cYield of valine (4) and of phenylalanine (3) in the target peptides used in the 1996 and 1997 studies, respectively.
dCalculated from the estimated initial peptide sequencing yield in cycle 1 (which was based on the median sequencing yield from the target peptide corrected
to cycle 1 based on an estimated repetitive yield of 90%) divided by the estimated amount of protein loaded onto the SDS polyacrylamide gel.
eCalculated from the estimated initial peptide sequencing yield divided by the amount of protein in the stained gel or PVDF band.

PAGE and staining with Coomassie Blue was high, a pre-
vious study (70) demonstrated recoveries as low as 44%
following SDS PAGE, Coomassie Blue staining, and wash-
ing of gel bands that contained relatively low molecular
weight proteins. Hence, in the case of the six proteins
(which had a median size of 15 kDa) used in this study
(70), the median recovery of protein after washing of the
Coomassie Blue–stained gel bands before in-gel digestion
was 68% of the amount loaded onto the gel. Taken together,
these data demonstrate that some proteins exhibit unusu-
ally high losses during electrotransfer to PVDF mem-
branes, whereas other proteins exhibit unusually high
losses using in-gel digestion methods.

Comparison of the overall target peptide yields for the
two ABRF studies (Table 3) suggests that even when simi-
lar in-gel approaches are used, there can be substantial
differences in the recovery of an individual peptide from
two different proteins. As calculated from the estimated
initial amount of peptide that actually sequenced versus
the amount of protein subjected to SDS PAGE, the overall
target peptide recovery from the 1996 in-gel samples was
6.4% as compared with 24% in 1997. This four-fold differ-
ence in peptide recovery makes it difficult to provide a pre-
cise answer to the often asked question of how much pro-
tein is needed for internal sequencing. Clearly, the answer
can vary by at least fourfold, depending on the protein of
interest, assuming, of course, that the amount of the pro-
tein of interest that was subjected to SDS PAGE is accu-
rately known. Because we believe the most common means
of estimating the amount of protein submitted for internal
sequencing (comparative staining intensity) is also subject
to at least two- to fourfold variability (depending again on
the protein of interest), it is quite possible that a state-of-
the-art core laboratory might correctly provide a fourfold
or greater range in response to the question of how much
protein is needed for internal sequencing. Alternatively,
they may suggest an amount of protein that is sufficiently
large that the internal sequencing project will likely suc-
ceed even if the protein in question stains more intensely
with Coomassie Blue or Amido Black than an average pro-
tein and/or if peptide yields from this protein are below
average. In view of the apparent fourfold or greater range
in peptide yields following in situ enzymatic cleavage of
different proteins, it is also apparent that studies and pub-

lications based on results from only a few nonrepresenta-
tive proteins may underestimate the amount of an average
protein that may be needed to succeed with the same pro-
cedure. In this regard, it appears that neither of the two
proteins used in the studies summarized in Table 3 are
average. That is, the average recovery of 409 peptides that
were sequenced from in-gel digests of 191 “unknown” pro-
teins was 12.2% (70). In contrast, the 6.4% target peptide
recovery for the 30-kDa protein used in the 1996 ABRF
study (Table 3) suggests that this protein may be more
difficult than an average protein to digest, and the 24%
average in-gel target peptide recovery in the 1997 ABRF
study (Table 3) suggests the 41-kDa protein used in this
study may digest in a gel matrix much better than does an
average protein.

As one means of approaching the question of how much
protein is generally needed for internal sequencing, this
question was asked of the participants in the 1997 study,
which determined that the median response was 50 pmol
protein. The results from the 1997 study indeed suggest
that a core laboratory that routinely offers internal se-
quencing will indeed usually succeed if 50 pmol or more
protein is subjected to SDS PAGE. Hence, 83% of the core
laboratories that attempted to sequence a single peptide
derived from the 41-kDa protein distributed in the 1997
ABRF study succeeded in identifying the protein based on
database searches of the resulting sequence. Obviously,
the percentage of laboratories that could have succeeded
in this study is higher than 83%, because many laborato-
ries isolated numerous other peptides from this protein in
addition to the target peptide and many of these were prob-
ably suitable for sequencing. It appears from the 1997
ABRF Internal Sequencing Study that the 50-pmol esti-
mate is sufficiently robust that even when one step in the
procedure does not proceed optimally (such as the much
lower than average blotting efficiency of the 41-kDa pro-
tein used in the 1997 study), usable internal sequences are
nonetheless likely to be derived from the sample.

Another important response in the survey portion of the
1997 ABRF study was the answer to the question of what
percentage of received samples are already in the data-
bases. Because the median response was 75%, it is clear
that the overall goals of internal protein sequencing will
increasingly shift to protein identification (i.e., proteome
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research) and to the elucidation of posttranslational mod-
ifications that usually cannot be predicted a priori from the
ever-increasing wealth of cDNA sequences in nonredun-
dant databases and that mass spectrometry will play an
ever-increasing role in this endeavor.

Finally, the answer to the question of which approach
(in-gel or on-PVDF digestion) is best for internal protein
sequencing is that the two methods appear to be quite com-
parable. That is, when peptide recoveries are calculated
from the Edman sequencing yields divided by the amount
of protein in the stained gel or PVDF band (as opposed to
the amount that was loaded onto the gel), the target pep-
tide recoveries for both PVDF and gel samples were just
above 20% in the 1997 study (Table 3). The optimal method
for a specific project depends on the protein of interest and
the personal preferences and level of expertise that the
core laboratory workers to whom the sample will be sub-
mitted has with each of these approaches. Based on two
ABRF studies, each of which involved about 40 core labo-
ratories, we conclude that if a 50-pmol protein sample is
subjected to SDS PAGE and then prepared according to
the protocol recommended by the core laboratory to which
the sample will be submitted, the probability of obtaining
internal peptide sequences is likely to be much higher than
83%.

PEPTIDE SYNTHESIS

LYNDA F. BONEWALD
University of Texas Health Science Center
San Antonio, Texas

RUTH HOGUE ANGELETTI
Albert Einstein College of Medicine
Bronx, New York

The goal of peptide resource laboratories is not only to sup-
ply the biomedical researcher with the high-quality pep-
tides critical for scientific research at an affordable cost but
also to actively research, test, and design new investigative
peptides. To meet this challenge, the peptide chemist must
be aware of, be able to learn, and be capable of instituting
the latest techniques of peptide chemistry and evaluation.
The ABRF Peptide Synthesis Research Committee was es-
tablished to assist personnel of its member facilities in at-
taining this goal.

Use of peptides is diverse, ranging from use as antigens
for the production of antibodies and as enzyme substrates
or inhibitors to use for structure–function studies, for
screening purposes, or as agonists or antagonists in bio-
logical assays and systems. For these applications, either
large amounts of a small number of peptides or small
amounts of a large number of peptides are usually neces-
sary. More peptides with modifications are required to ad-
dress important scientific questions such as the roles of
phosphorylation and dephosphorylation in cell signaling.
Peptide chemists are in the process of improving and de-
veloping new strategies for synthesis and evaluation of
modified peptides. Examples of other modifications include
biotinylated and fluoresceinated peptides for detection and
quantitative assays, modifications that allow cross-linking
on exposure to ultraviolet light, cyclized peptides for en-

hanced stability leading to enhanced biological activity,
and a variety of other modifications of both the amino- and
carboxy-termini and modifications of amino acid side
chains.

To achieve the goal of supplying necessary, critical pep-
tides for research, the following two components are essen-
tial: skilled, knowledgeable personnel and state-of-the-art
instrumentation. Peptide synthesis laboratory personnel
must be flexible and learn and institute new technologies
quickly. Automated instrumentation belies the actual skill
and experience required for peptide laboratory personnel.
Peptide synthesis is not just “button pushing.” Each pep-
tide can vary considerably in the amount of design and
planning required for synthesis. Some peptides require
only routine synthesis, cleavage, desalting and/or purifi-
cation, and analysis, whereas others may generate unique
challenges at any or all phases of production. Many of
these challenges lead to research projects involving col-
laboration between the peptide chemist and the biomedical
researcher.

The laboratory must contain or have access to state-of-
the-art instrumentation. The standard peptide synthesis
instrument that produces a single peptide at one time is
becoming inefficient except in cases of producing longer
peptides. New instruments are being designed for multiple
arrays and for more stringent chemistries and synthesis
conditions. New instrumentation under development that
can produce multiple peptides at one time with on-line
cleavage is becoming state of the art. Though not perfected,
these instruments can meet the demand for the production
of large numbers of peptides. With the ability to produce
large numbers of peptides comes the need to desalt and
purify peptides efficiently and in a timely manner. HPLC
systems are being developed to provide autoinjection and
autocollection of either large numbers or large amounts of
sample. As discussed later, the optimal means to ensure
that the correct peptide has been made is by mass spectro-
metric analysis.

The Peptide Synthesis Research Committee’s raison
d’être has been to evaluate the quality of peptides pro-
duced by its member laboratories and to introduce and an-
alyze new chemistries and technologies in solid-phase pep-
tide synthesis. Since its inception in 1990 the Peptide
Synthesis Research Committee has addressed several as-
pects of peptide production. The first two studies (17,20)
were designed to determine and address potential prob-
lems in synthesis, cleavage, and side-chain deprotection.
For peptide analysis, mass spectrometry with an accuracy
of one atomic mass unit was found to be essential. HPLC
and capillary electrophoresis are useful for quantitation
but can be misleading. A single peak on a chromatogram
can represent an incorrect peptide. HPLC is most useful
for purification and collection. AAA is useful for quantita-
tion but cannot identify specific problems, only that a prob-
lem may or does exist. Amino acid sequence analysis is
costly, time-consuming, and cannot aid in identifying pro-
tected amino acids. Mass spectrometry proved to be most
useful in identifying problems in synthesis, cleavage and
deprotection, and identification of correct peptides.

Because cleavage from the resin was shown to be more
problematic than synthesis or side-chain deprotection in
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Figure 3. Analytical reverse-phase HPLC chromatograms from
three peptide samples submitted in the ABRF 1995 Peptide Syn-
thesis Study. Biomedical researchers should determine whether
their studies require purified (greater than 70% correct peptide)
or highly purified (greater than 95% correct) peptides. If the study
does not require highly purified material, then considerable time
and cost can be saved. Usually 70% correct peptide can be obtained
with a good synthesis followed by a desalting step. To obtain highly
purified peptides, HPLC is usually necessary. Examples of the lin-
ear peptide used from the ABRF 1995 study are shown (36).
(a) Greater than 96% pure peptide; (b) good peptide, greater than
76% pure; (c) poor synthesis. The major peak by HPLC from any
synthesis should always be analyzed by mass spectrometry to en-
sure that the peak represents the correct peptide.

the first and second study, this step was specifically ad-
dressed in the third study (27). However, no correlations
could be found between common side reactions occurring
during cleavage and specific cleavage methods. The human
element may play a critical role in the quality of peptide
production.

The fourth study (32) was undertaken to determine if
core laboratories had improved from the first study; there-
fore, the exact same peptide was requested for analysis as
was requested in the first study. The submitted peptides
were found to have increased considerably in quality from
the first to the fourth study (in the first study, 78% of sub-
mitted samples had less than 25% of the correct product
in contrast to the fourth study, in which 93% contained
greater than 25% of the correct product). The sixth study
(45) showed even greater improvement (almost 95% of the
submitted samples contained greater than 70% correct
product).

The fifth study (36) addressed problems in disulfide
bond formation and introduced cyclization to the member
laboratories. It was found that peptide cyclization can be
performed on a routine basis with high yield. The sixth
study (45) was undertaken to examine potential problems
in racemization. It was found that histidine racemization
may not be a major problem, but researchers should eval-
uate their peptide application beforehand to determine
whether racemization is important. If even low levels of
racemization could pose a potential problem, the race-
mized peptide can be separated from the correct peptide
by HPLC techniques.

In the seventh study, the Peptide Synthesis Research
Committee introduced and analyzed phosphorylated pep-
tides requested from its member laboratories. This study
was initiated because peptide modifications are becoming
necessary for a number of applications. One very impor-
tant modification is the role of phosphorylation in cell sig-
naling and transduction. This study should determine
whether it is feasible to synthesize posttranslational pep-
tide modifications, such as tyrosine phosphorylations.

Other important observations and conclusions drawn
from the studies conducted by the Peptide Synthesis Re-
search Committee include the following: A shift in the type
of chemistry used in solid-phase peptide synthesis has oc-
curred from Boc to Fmoc chemistry (from 50% in 1991 [17]
to 98% in 1996 [45]). This is probably due to Fmoc chem-
istry being safer, more flexible, and less problematic. One
observation that has been repeated with each year’s study
is the unexpected occurrence of human errors in peptide
synthesis. Each year’s study contains a few surprises. For
example, one year a submitted test peptide was synthe-
sized in the wrong direction. It is not known whether these
incorrect peptides are mainly due to inexperience or to hu-
man error, but they should convince all concerned that
postsynthesis peptide analysis is critical. The best combi-
nation of techniques to ensure the correct product is HPLC
(see Fig. 3) and mass spectrometric analysis (see Refs. 17,
20, 27, 32, 36, 38, 44, and 45).

The peptide laboratory must be flexible and capable of
constantly changing to meet the needs of biomedical re-
search. Academic peptide laboratories cannot compete
with commercial peptide facilities without support from

their institutions. The rationale for institutional support
is the availability of advice, consultation, potential col-
laboration, potential for modifications and chemistries not
readily available through commercial ventures, and re-
duced cost to the investigator. The common goal of the pep-
tide chemist and biomedical researcher should be scientific
endeavor and not profit or monetary gain. The future of
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Table 4. Monosaccharide Composition of Bovine Fetuin as Determined by HPLC (Mole Sugar per Mole Protein)

Monosaccharides Literaturea (1984–1991) CARCb (1995–1996) (%) External laboratories (%)

GalNAc (3)c 1.2–3.5 2.7 � 20d 2.2 � 41
Man (9) 6.4–8.3 9.6 � 15 8.0 � 50
GlcNAc (15) 11.5–16.4 17.2 � 9 15.2 � 27
Gal (12) 9.3–13.0 12.4 � 24 11.6 � 43
Neu5Ac (12) 7.2 14.8 � 9.5 15.2 � 27

aReviewed in Ref. 78.
bValues after iterative analyses by CARC.
cValues in parentheses are theoretical and estimated.
dBased on the amino acid analysis of the bovine fetuin test sample (25 nmol from an average of alanine and valine content). The percent standard deviation
is given in terms of rn�1.

peptide laboratories will definitely include new chemis-
tries, new peptide and amino acid modifications, the syn-
thesis of longer, larger peptides, and new instrumentation.
Perhaps in the future, combinatorial libraries may be gen-
erated for basic research or such exotic chemistries as pep-
tide nucleic acids will be utilized. The ABRF Peptide Syn-
thesis Research Committee will continue to assist its
members with these challenging and changing goals.

CARBOHYDRATE ANALYSIS

R. REID TOWNSEND
University of California–San Francisco
San Francisco, California

Determining the monosaccharide content of glycoproteins
(1) provides the basis for further structural studies, (2) sug-
gests classes of oligosaccharide chains, (3) provides un-
equivocal evidence that the polypeptide chain is glycosyl-
ated, and (4) may serve as a measure of production
consistency for therapeutic glycoproteins. The presence of
GalNAc (as GalNH2 after de-N-acetylation from acid hy-
drolysis) suggests mucin-type o-linked structures. Only
Man and GlcNAc suggest oligomannosidic-type structures;
GlcNAc, Man, Gal, and Fuc suggest lactosamine-type oli-
gosaccharides; and Glc and Gal suggest glycosylation of
hydroxylysine and hydroxyproline residues. Historically,
monosaccharide analysis has been a three step process of
(1) release of residues from oligosaccharide structures and
the polypeptide backbone (2) derivatization for gas chro-
matography (GC) or HPLC, and (3) chromatography with
quantitative detection. It is well recognized that breakage
of glycosidic and protein–sugar bonds by acid hydrolysis or
methanolysis is often incomplete and results in some de-
struction of monosaccharide residues, although many
studies have been performed to optimize the yield of re-
leased monosaccharides. For GC, volatile monosaccharide
derivatives must be prepared (78,79). For HPLC, deriva-
tization is used to increase hydrophobicity for reverse-
phase chromatography and to increase the sensitivity of
detection (for review, see Ref. 80). The chemical diversity
and lability among neutral, amino, and anionic classes of
monosaccharides necessitates different release and deriv-
atization methods to analyze all of the sugars from a gly-
coprotein. The detection of carbohydrates on gold elec-
trodes in a low-volume flow cell after separation using

high-pH anion-exchange chromatography (HPAEC) obvi-
ates the need for derivatization of neutral, amino, or an-
ionic monosaccharides in samples that contain �100 pmol
of individual monosaccharides (for review, see Ref. 81). The
commercialization of HPAEC with pulsed amperometric
detection (PAD) has resulted in a wider availability of
monosaccharide analysis using a single method. Most re-
cently, fluorophore-based methods, which are available in
a kit format from vendors, should further increase the gen-
eral availability of monosaccharide analysis. Finally, the
oligosaccharides on a single protein occur as an array of
structures whose proportions are difficult to quantify, and
the type and proportions of structures can vary from lot to
lot, even after isolation from the same source.

In 1995 the ABRF Carbohydrate Analysis Research
Committee (CARC) initiated a study to determine the abil-
ity of research laboratories and core facilities to identify
and quantify carbohydrates (43), which are commonly
found in N- and O-linked oligosaccharides of glycoproteins
from serum, cell membranes, and recombinant expression
systems. Test sample A was ultrapure grade bovine serum
albumin from Calbiochem (San Diego, California), and test
sample B was bovine fetuin, purified by the Spiro method
from Gibco (Grand Island, New York). The two test sam-
ples were lyophilized from water and quantified by hydro-
lysis followed by amino acid analysis. Based on the average
of the values for alanine and valine, test sample B con-
tained 25 nmol fetuin, which was chosen because it is one
of the most well-characterized glycoproteins (82–88). All
participating laboratories (n � 29) correctly identified
which sample was glycosylated. In 14 cases the glycosyl-
ated sample was identified by AAA or colorimetric assays.
The amino acid compositions were analyzed further using
PROPSEARCH (89), which can be accessed via the Web
site (www.embl-heidelberg.de/aaa.html) to identify the
test samples as bovine serum albumin and bovine serum
fetuin. Monosaccharides were quantified using HPAEC
PAD (14 laboratories), HPLC after precolumn derivatiza-
tion with 1-phenyl-3-methyl-5-pyrazolone (90) (one labo-
ratory), gas chromatography and mass spectrometry (four
laboratories), or gel electrophoresis after derivatization
with 2-aminoacridone (one laboratory) (91).

Analysis of the glycosylated test sample by 4 CARC lab-
oratories and 10 participating laboratories using HPAEC
PAD gave the following results (in mol/mol of protein):
GalN, 2.3 � 39%; GlcN, 16 � 23%; Gal, 12 � 44%; and
Man, 9 � 55%. (The error is expressed as percent standard
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deviation.) The results from GC analysis (alditol acetate
and trimethylsilyl derivatives) from four laboratories also
showed large errors: GalNAc, 1.7 � 43%; GlcNAc, 9.2 �
36%; Gal, 13.6 � 35%; and Man, 9.6 � 26%. The analysis
of N-acetylneuraminic acid by both the CARC and partici-
pating laboratories gave a lower percent standard devia-
tion by both HPLC (15.2 � 17%) and GC (13.2 � 23%).
Finding these errors too large, CARC undertook a system-
atic internal study to identify sources of error in monosac-
charide analysis by HPAEC PAD. First, it was established
that interlaboratory variability was significantly greater
than the analysis of the same bovine fetuin sample when
performed on a single instrument over a 6-month period:
GalN, 2.4 � 8.8%; GlcN, 16.4 � 8.6%; Gal, 12.8 � 15%
and Man, 7.8 � 4.6%. Because all studies were performed
with external standards, monosaccharide standards from
four CARC laboratories were analyzed in the same labo-
ratory. The percent standard deviation was no greater
than 15% and for most monosaccharides was less than 5%,
indicating that standard preparation was not a major con-
tributor to the error among CARC laboratories. Based on
literature reports and experience within CARC laborato-
ries, standard hydrolysis conditions were adopted for neu-
tral and amino sugars (2 M trifluoroacetic acid for 3 h at
100 �C) and sialic acids (2 M acetic acid for 3 h at 80 �C).
Because monosaccharides can be destroyed under acid hy-
drolysis conditions used for their release, CARC used ex-
ternal standards that had been hydrolyzed under the men-
tioned conditions. Untreated external standards and
standards that had been subjected to the same hydrolysis
conditions as the glycoprotein were then compared. Un-
expectedly, the amino sugar electrochemical responses in
the hydrolyzed standards were increased as much as two-
fold, suggesting that the higher values observed for amino
sugar determination, both in some CARC and participat-
ing laboratories, were due to this phenomenon. The lower
peak areas were attributed to either selective loss of amino
sugars through the injection path or reaction of free amino
groups on the standard nonacetylated sugars with the al-
dehyde functions of the monosaccharides in both the stan-
dard mixture and hydrolyzates.

To control further for variability associated with hydro-
lysis of samples, a single hydrolyzate of the bovine fetuin
sample was prepared in one laboratory (in a single vessel)
and then distributed to the other CARC laboratories for
analysis by HPAEC PAD. Hydrolyzed, external monosac-
charide standards were also used. The following reduction
in percent standard deviation was observed from four
CARC laboratories: GalN, 2.7 � 20%; GlcN, 17.2 � 9.1%;
Gal, 12.4 � 22%; and Man, 9.6 � 15%. In summary, by
adopting standard hydrolysis conditions, ensuring that the
external standards prepared in different laboratories gave
similar responses and using hydrolyzed external stan-
dards, the interlaboratory error of HPAEC PAD analysis
was significantly improved; however, interlaboratory error
remained greater than those observed using a single in-
strument.

Table 4 compares the monosaccharide compositions of
bovine fetuin from literature values with those obtained
by CARC after the iterative analyses discussed earlier and
with those from participating laboratories, all using

HPLC. Overall, the mean values obtained by both the
CARC laboratories and the participating laboratories vary
by no more than two residues; however, the error range
associated with the external study was significantly
greater. The theoretical values (indicated in parentheses
in Table 4) were estimated from the oligosaccharide struc-
tures and the number of modified sites on the protein. Bo-
vine fetuin has three N-linked sites that contain bianten-
nary (84,86) and triantennary structures (82,87,88; Fig. 4).
In addition, at least three O-linked sites, occupied with
sialylated di- and tetrasaccharides (83,85; Fig. 4), are pres-
ent (83). The value of three GalNAc residues assumes com-
plete site occupancy of three O-linked sites; however, it is
well recognized that glycosylation at serine and threonine
residues is frequently not stoichiometric. An approxi-
mately threefold range of values has been reported in the
literature and by the external laboratories participating in
the 1995–1996 study for the GalNAc composition of fetuin
(Table 4). The CARC laboratories found an average value
of 2.7, with a range of 2–3 residues.

If all three N-linked sites are fully occupied, nine Man
residues would be present in fetuin. The value obtained by
CARC approached this value, with an average of eight re-
ported in the external study and a larger error. The theo-
retical value of 15 for GlcNAc accounts only for the com-
position of three triantennary structures; however, the
O-linked tetrasaccharide also contains GlcNAc (Fig. 4).
Whether the value of 17 residues from the CARC analyses
reflects a significant amount of the tetrasaccharide in fe-
tuin will require further studies. The 12 theoretical Gal
residues are estimated from three triantennary structures
and three O-linked disaccharides, and the 1995–1996 re-
sults approach this value (Table 4). The determination
does not indicate the presence of biantennary structures
which have one less Gal residue, nor the tetrasaccharide,
which has one more Gal residue. Complete sialylation of
12 Gal residues would result in 12 Neu5Ac residues. The
greater value for Neu5Ac indicates complete sialylation
and is also consistent with the presence of the known tetra-
sialylated triantennary structures in bovine fetuin (87,88).

Overall, these results show that quantitative monosac-
charide analysis in combination with amino acid analysis,
to determine the amount of protein, gives molar ratios of
sugars to protein that are in agreement (within one to two
residues) with the oligosaccharide content. However, these
studies have also shown that there is a significantly larger
error associated with analyzing the same hydrolyzate on
different instruments (43). Future studies will focus on the
reanalysis of the same test sample to identify factors that
are related to differences in instrument configurations and
interlaboratory analyses.

NUCLEIC ACIDS

C.W. NAEVE
St. Jude Children’s Research Hospital
Memphis, Tennessee

P.S. ADAMS
Trudeau Institute
Saranac Lake, New York
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Bovine fetuin asialo-oligosaccharides

Gal�(1,4)GlcNAc�(1,2)Man�(1,6)

Gal�(1,4)GlcNAc�(1,2)Man�(1,3)

Gal�(1,3 or 4)GlcNAc�(1,4)

Man�(1,4)GlcNac�(1,4)GlcNAc

N-linked

Gal�(1       3)GalNAc

O-linked

Gal�(1       3)GalNAc

Gal�(1       4)GlcNAc�(1       6)

Gal�(1,4)GlcNAc�(1,2)Man�(1,6)

Gal�(1,4)GlcNAc�(1,2)Man�(1,3)

Man�(1,4)GlcNac�(1,4)GlcNAc

Figure 4. Structures of bovine fetuin
asialo-oligosaccharides.

The dramatic growth in the use of molecular biology meth-
ods in biomedical research over the past 15 years has seen
a corresponding increase in the number of core laborato-
ries engaged in providing essential DNA chemistry ser-
vices, especially automated DNA synthesis and DNA se-
quencing. To effectively utilize these resources, it is
important for the investigator to have realistic expecta-
tions regarding the current capabilities of this technology.
To determine the level of technology that can be routinely
reached, provide a means of self-evaluation, and gain valu-
able comparative data beneficial to the field, the ABRF reg-
ularly surveys member laboratories and tests facility ca-
pabilities through distribution of “unknown” samples for
analysis. Two ABRF committees have been established to
evaluate nucleic acid chemistries. The Nucleic Acids Com-
mittee has published three studies since its inception in
1991, the first designed to assess the type of nucleic acid
services provided by core facilities (24), the second de-
signed to assess the accuracy of automated DNA sequenc-
ing services (29), and the most recent designed to deter-
mine the quality of synthetic oligonucleotides produced by
member laboratories (33). The tremendous increase in use
of automated DNA sequencing led to the establishment of
a second committee in 1995 whose focus is specifically
DNA sequencing. The DNA Sequence Research Committee
recently completed a general survey and a study designed
to assess member laboratories’ capabilities in sequencing
a moderately difficult GC-rich template (39; http://
www.dfci.harvard.edu/abrfdnaseq). The results of the
most recent of these studies are summarized in the follow-
ing and provide an overview of the current capabilities of
core laboratories that provide DNA synthesis and DNA se-
quencing services.

ABRF DNA Synthesis Studies

The ABRF has conducted two studies regarding DNA syn-
thesis in core laboratories; the first in late 1992 was a sur-
vey designed to obtain information on instrumentation
used, favored chemistries, modifications, charge-back fees,
and so forth (24). The most recent study was conducted in
April 1995 when member laboratories were again asked to
respond to a brief survey but were also asked to provide
the crude trityl-off, deprotected, and lyophilized products
from a 25-base and 50-base 0.2-mmol-scale DNA synthesis
for analysis by the Nucleic Acids Committee (33). Seventy-
one laboratories participated in the survey and submitted
208 oligonucleotides prepared on a distribution of instru-
ments from various vendors that was essentially un-
changed from the 1992 survey. New developments in in-
strumentation (higher capacity or throughput, lower
reagent consumption), lower reagent prices, and increas-
ing competition from commercial providers has led to sub-
stantial reductions in charge-back fees; the median rates
for oligonucleotide synthesis decreased 20–30% from the
previous study to $1.90/base for the 40-nmol-scale synthe-
sis (the actual total cost of synthesis is estimated to be
$3.80/base, assuming an institutional subsidy of 50%). Me-
dian annual output from these facilities had increased
more than 20% to 1,440 oligonucleotides per year. Al-
though new developments in DNA synthesis chemistry
have occurred (e.g., fast deblocking reagents), most re-
spondents (80%) continued to use phosphoramidites with
the conventional N-benzoyl and N-isobutyryl protection
groups and controlled pore glass (CPG) supports, which
suggests that these traditional reagents continue to pro-
vide the highest overall satisfaction.
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The synthetic oligonucleotides submitted to the com-
mittee were analyzed by capillary electrophoresis (CE) to
estimate overall yield and purity and were used as primers
in DNA sequencing reactions as a functional measure of
quality. Overall yield by CE of most of the oligonucleotides
was very good. Purity ranged from 14 to 95%, with an av-
erage of 74% for 25-mers (Fig. 5) and from 1 to 92% with
an average of 50% for 50-mer (data not shown). Average
median coupling efficiencies of 98.9% for 25-mers and
98.7% for 50-mers were calculated. Coupling efficiencies of
�98% are usually guaranteed by reagent and instrument
manufacturers, and this number has been used previously
as a minimum standard. Thus, the vast majority (approx-
imately 85%) of crude oligonucleotides submitted for anal-
ysis exceeded the minimum standard. To put coupling ef-
ficiencies into perspective, it should be noted that with a
coupling efficiency of 98%, the maximum yield of desired
product for a 25-mer, 50-mer, and 100-mer synthesis would
be 61%, 37%, and 14%, respectively, with the remaining
material in each preparation resulting from n � 1, n � 2,
n � 3, . . . species. Because most facilities perform quality
assurance measures and offer purification services, many
of the substandard oligonucleotides would have been de-
tected or eliminated before distribution.

As an additional measure of quality, the crude 25-mers
were tested for their ability to function as primers in au-
tomated DNA sequencing reactions. A total of 103 of 104
25 mer submitted generated sequence data, and most of
the data were remarkably good. Four primers produced
perfect sequences over a 400-base window downstream
from the primer target; half generated fewer than four er-
rors (including insertions, deletions, substitutions, and

ambiguities), and only those in the bottom quartile gen-
erated more than seven errors. The number of sequencing
errors generated by each 25-base primer was compared
with the CE-measured purity of that primer (see Fig. 5).
Surprisingly, primer purity does not strictly correlate with
sequencing fidelity. Primers that were �70% pure gener-
ally produced sequence data with an accuracy �97.5% over
the 400-base window. Primers with a purity �70% yielded
mixed sequencing results, although 18 of 25 primers that
were only 54–70% pure still generated good (�10 errors)
sequence data. Overall, more than 85% of the crude 25-
mer oligonucleotides yielded unedited sequence data that
were �97.5% error free over the 400-base test window. Be-
cause unprocessed postsynthesis samples were requested,
these results also suggest that purification or desalting
provides only marginal benefit for the synthesis in which
the average coupling efficiency exceeds 98.5%.

ABRF DNA Sequencing Studies

The ABRF has conducted two formal studies that focus
exclusively on DNA sequencing services. A 1995 survey,
conducted by the Nucleic Acids Committee (29), was de-
signed to determine the accuracy of sequences obtained
using dye-primer or dye-terminator chemistry and Taq
polymerase. A standard double-strand DNA template was
mailed to 80 member laboratories; 44 responded by sub-
mitting 83 DNA sequence data sets for analysis. These
were grouped by chemistry utilized (dye terminator or dye
primer) and whether postrun editing was employed (edited
or unedited). The results showed that, using Taq polymer-
ase, dye-primer chemistry provided the longest and most
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accurate sequence. Edited dye-primer data were �95% ac-
curate out to 400–450 base pairs, whereas edited dye-
terminator data were accurate at this level only to 300–
350 base pairs. However, most laboratories in this
sampling (75%) prefer the dye-terminator protocol, pre-
sumably because of its versatility and convenience. Labo-
ratories that manually edit dye-primer data were able to
obtain an additional 100 base pairs of data. Surprisingly,
editing of dye-terminator data did not increase the length
of read for this template.

The DNA Sequence Research Committee’s 1996 survey
was designed to assess member laboratories’ ability to se-
quence a moderately difficult double-stranded plasmid
DNA sample containing a GC-rich insert (69% GC over 926
base pairs) while studying the effectiveness of protocols
developed for GC-rich samples, changes in sequencing
chemistry, performance according to sequencing hardware,
the type of products used, and the effect of editing. In ad-
dition, a questionnaire was included to allow comparisons
with previous studies (6,7,24). Responses to the question-
naire revealed that the number of facilities performing au-
tomated DNA sequencing and the number of samples se-
quenced per year continues to grow. In 1989, 12
laboratories participated in the survey and reported se-
quencing an average of 240 templates per year. In com-
parison, in 1993, 37 laboratories reported sequencing an
average of 2,100 templates per year, and the 1996 survey
showed 53 laboratories sequencing an average of 4,560
templates per year, of which 76% were double-stranded
plasmids and 21% were polymerase chain reaction (PCR)
products. Fluorescent techniques were used by all contrib-
uting facilities in 1996, dye-terminator chemistry was used
by 82%, and the new TaqFS (Perkin Elmer/Applied Bio-
systems Division [PE/ABD]) enzyme was used by two-
thirds. The 53 laboratories that participated in the 1996
study generated 78 sequencing data sets for analysis. The
majority of respondents submitted data obtained using
dye-terminator sequencing chemistry and the enzyme
TaqFS. The sequences were ranked according to length of
entirely correct sequence. Keeping in mind that this was a
difficult sequence and a routine run was requested, the
average length of correct unedited sequence for all ma-
chines was 284 bases and the longest was 615 bases. Gel
length, manual data review, and sequencing chemistry all
influenced sequence accuracy and length. The average cor-
rect unedited length of read for PE/ABD Stretch instru-
ments equipped with 36- or 48-cm plates was 362 bases
compared with an average of 232 bases for all other in-
struments. In several direct comparisons, it was shown
that an average of 157 more bases of correct sequence were
obtained by manual editing for this difficult template.
Some facilities submitted data plus or minus dimethyl-
sulfoxide (DMSO) in the sequencing reactions. In most
cases DMSO increased the length of correct sequence; how-
ever, many of the top-ranked responses did not use DMSO.
The 1997 study focused on elucidating the benefits of
DMSO, altered thermocycling procedures, and editing
when sequencing difficult GC rich templates. A summary
of the average error-free length of read depicted by ma-
chine, well to read (length of the gel), and a comparison of
edited versus unedited sequence can be seen in Figure 6.

In summary, studies conducted by the ABRF reveal that
the vast majority of DNA core facilities that offer DNA syn-
thesis services produce synthetic oligonucleotides of high
quality. The typical facility in 1996 utilized cyanoethyl
phosphoramidite chemistry to produce more than 1,400
synthetic oligonucleotides per year. The average charge-
back fee was $1.90/base for 40-nmol scale (an estimated
total cost of $3.80/base assuming an institutional subsidy
of 50%). Surprisingly, even crude primers of relatively low
purity were found to function well when used in automated
DNA sequencing. Primers with a purity of �70% were
found to function well as DNA sequencing primers without
any further purification or even desalting, whereas prim-
ers with purity �70% were less likely to function well in
DNA sequencing reactions. The average DNA core labo-
ratory that offered automated DNA sequencing services in
1996 typically used dye-terminator chemistry and TaqFS
polymerase. A median of 4,560 templates per year were
sequenced for an average fee of $29.50/template (esti-
mated total cost $59/template assuming an institutional
subsidy of 50%). Minimum template requirements were
0.5–1.0 lg DNA, from which the user could expect to obtain
400–800 base pairs depending on the length of the gel. A
recent study (39) has shown that postrun editing of the raw
data can substantially increase the sequence accuracy
from difficult GC-rich templates when using the most pop-
ular chemistry and enzyme.

MASS SPECTROMETRY

GARY HATHAWAY
California Institute of Technology
Pasadena, California

KRISTINE M. SWIDEREK
ZymoGenetics
Seattle, Washington

Often regarded as a supportive or adjunct technique by
biomolecular resource laboratories, and initially employed
by them largely as a procedure for the quality control of
synthetic peptides (17), mass spectrometry is rapidly be-
coming a major analytical tool for biopolymer analysis (in
several instances it has become the only available tool for
their structural analysis). With the advent of electrospray
ionization (ESI) and matrix-assisted laser desorption ion-
ization (MALDI) methods, mass spectrometry has become
a popular and powerful method for analyzing large biopoly-
mers such as peptides, proteins, and both native and mod-
ified oligonucleotides (92–97). No longer an exercise re-
served for specialty laboratories, the use of mass
spectrometry for sequencing picomole quantities of pep-
tides and proteins is becoming widespread (see test sample
results later in this article), with a few laboratories able to
achieve results in the femtomole range (98,99). Used in
conjunction with automation and databases, such se-
quence and fragmentation mass data can provide identi-
fication of biologically interesting proteins isolated by two-
dimensional gel electrophoresis (100–102). This technique,
when applied to the study of cellular response to a given
stimulus as reflected by its entire complement of proteins
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at a particular point in time, has come to be known as
proteome science (103) and is an area of intense effort. If
compared with the conventional N-terminal sequence
analysis by Edman degradation, the direct generation of
peptide fragments and their sequence analysis within cou-
pled mass analyzers (MS/MS) is faster and more sensitive
(although data interpretation can sometimes take longer)
(104). It has the advantage that modified amino acids can
be identified more easily and that a blocked N-terminus
does not present a problem for a successful analysis. On
the other hand, amino acids of equal mass (such as isoleu-
cine and leucine) generally cannot be distinguished, and
glutamine and lysine, which differ by only 0.036 mass
units, are determined only with difficulty or after chemical
modification of lysine. Another disadvantage is that se-
quence analysis utilizing mass spectrometric techniques is
limited to relatively short peptides. Peptides longer than
about 25 amino acids can be sequenced with mass spec-
trometry, but only if special techniques (which may not be
generally available in core laboratories) such as ladder for-
mation through cyclic chemical degradation are employed
or by the use of exoproteases such as carboxypeptidase and
aminopeptidase (105,106). This allows readout of the se-
quence by a single mass determination. Automated se-
quencing by Edman degradation is often less ambiguous
and easier to interpret than de novo sequence analysis of
peptides by mass spectrometry, which remains a some-
what laborious technique that requires great expertise.
Nevertheless, for the identification of peptides and pro-
teins of known sequence, mass spectrometry has become
the method of choice.

The goals of the ABRF Mass Spectrometry Committee
include determining current state-of-the-art mass spec-
trometry capabilities in resource laboratories, providing
test samples to permit anonymous self-evaluation, and fos-
tering mass spectrometric techniques relevant for the bio-
chemist. As part of an initial research study, the committee
conducted a survey designed to obtain information about
current mass spectrometric capabilities in 284 ABRF lab-
oratories. The survey revealed that close to 90% of the re-
spondents were engaged in mass spectrometry, and the re-
spondents expressed a desire to receive a test sample
designed to address basic issues of mass accuracy and res-
olution. In addition, the test sample would measure how
well the laboratories identified peptides in mixtures that
utilize mass spectrometric data with database analysis. To
assist them in the identification of the unknown sample,
participants were allowed to use adjunct methods such as
HPLC separation of components, amino acid analysis, and
enzymatic digestion by endo- and exoproteases. The more
advanced laboratories were invited to perform collisional
activated dissociation (CAD) and/or postsource decay
(PSD) fragmentation to achieve direct mass information on
fragments and to use this information for the process of
identification.

Initial Results of the Survey

As mentioned, 95 out of 107 (88.8%) laboratories that re-
sponded reported using some form of mass spectrometry.
The majority of the laboratories had only recently added
the technique; 19 had less than 1 year experience, 60 re-
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ported between 1 and 10 years experience, and only 8 re-
ported more than 10 years experience in mass spectrome-
try. More than 98% of the mass spectrometers were
reported to have been obtained commercially, and although
most laboratories had only one, surprisingly, six laborato-
ries reported having more than three. The choice of hard-
ware showed about half (52.5%) that used MALDI or time
of flight (TOF) and close to 37% used ESI/quadrupole in-
strumentation. A few used the newer technology of ESI
quadrupole ion trap analysis. Only two laboratories re-
ported using fourier transform ion cyclotron resonance
mass analyzers (FTICR). According to the results, the most
frequently analyzed samples were peptides and proteins,
but 36 laboratories reported doing carbohydrate or glyco-
protein sample analysis and 24 reported analyzing oligo-
nucleotides, and other samples were lipids, peptide nucleic
acids (oligonucleotide analogs that have a peptidelike
backbone), and small organic molecules. Most sites ask for
1 to 10 pmol of sample for a mass determination. Surpris-
ingly, and despite recently reported and dramatic results
using mass spectrometry as the sole means for the iden-
tification of proteins (98,99), a majority surveyed said they
perceived mass spectrometry as a supportive technique.

Finally, to gauge current interest, respondents were
asked what they felt was most important in terms of ad-
dressing the future needs of the core laboratory in the field
of mass spectrometry. The highest responses were in-
creased testing, more education in mass spectrometry,
mass spectrometric techniques, evaluation of instrumen-
tation, and methods development.

Preliminary Results of the Analysis of ABRF
MS1 and MS2 Test

Participants were asked to analyze two samples. MS1 was
N-acetylated porcine angiotensinogen with average mass
1,801.085. MS2 was the same peptide mixed in equal por-
tions with the N-acetylated peptide from human, mass
1,802.075. The two peptides differed only in four residues
at their C-termini. Laboratories were asked to determine
these values with highest accuracy and to report both mass
values and resolution (calculated by the full width, half
mass [FWHM] method) as a test of ability to separate
closely spaced ions. Participants were told that the second
sample contained two peptides and that HPLC might be
required to separate them. Also, it was suggested that cer-
tain other procedures such as AAA, exoprotease or endo-
protease digestion, and CAD or PSD fragmentation might
be helpful in identifying the peptides.

Preliminary results based on 26 sites reporting show an
average error of 387 ppm (this is equivalent to 99.96% ac-
curacy and gives an uncertainty of �0.8 Da for a 1.8-kDa
peptide). This amount of error is close to the difference in
mass of the two peptides in MS2. Routine introduction of
error at this level would prevent the distinction of an ami-
dated from a free carboxylic acid at the C-terminus of a
2-kDa peptide. Error ranged from a high of 1,873 ppm
(99.81% accuracy) to a low of 3 ppm (99.9997% accuracy).
Interestingly, the error spread for two samples reported by
a single site ranged from a low of 5 ppm to a high of 1,327
ppm, with an average spread of 227 ppm. Because it is

assumed that the same technique and hardware were used
to determine both samples, the explanation for this differ-
ence in accuracy may lie with the particular methodology
employed or operator technique. The overall dependence
of accuracy on hardware was similar for the two most
prominent types, with values ranging from 8 to 541 ppm
for ESI or quadrupole equipment and 3 to 1,435 ppm for
MALDI or TOF. Resolution varied widely, with a high of
10,606 measured with a quadrupole ion trap. Values
ranged from 514 to 3,001 FWHM for ESI or quadrupole
and 120 to 5,457 for MALDI or TOF instruments. Five lab-
oratories correctly identified both peptides, and 13 identi-
fied at least one of the peptides. Thus nearly 70% (18 of 26)
of the respondents were able to identify one or both pep-
tides. This result demonstrates that a significant number
of resource laboratories possess a high degree of develop-
ment both in the ability to use mass spectrometry and in
the sophisticated adjunct methods such as database anal-
ysis for the identification of peptides and proteins.

Conclusions

The results of the survey and test sample analyses showed
that although the average resource laboratory is relatively
young in the field of mass spectrometry it already pos-
sesses a high degree of expertise not only for the accurate
measurement of peptides but also in the ability to analyze
a diverse set of sample types, to employ advanced tech-
niques, and in general bring mass spectrometry to bear in
a concerted way with other established methodologies in
solving difficult analytical problems in biology. This was
exemplified by the many laboratories that correctly iden-
tified test samples not only from mass measurements but
also by combining data from AAA enzymatic digestion, and
advanced mass spectrometric techniques. Results clearly
demonstrated the high general expertise and awareness of
many laboratories of a wide variety of database search al-
gorithms and the ability to access them via the Internet.

This initial research study better defines the work of
the mass spectrometry research committee. Based on the
results of the survey and test samples, future studies may
now be devised to focus exactly on the interests of labora-
tories engaged in the application of mass spectrometry to
problems of biological significance.

SURVEYS OF CORE LABORATORIES

RONALD L. NIECE
University of California–Irvine
Irvine, California

KATHRYN M. IVANETICH
University of California–San Francisco
San Francisco, California

The typical, or average, biotechnology core laboratory can
be characterized by a description of the instruments,
space, staff, budget, and performance parameters for the
resources provided. This information has been periodically
obtained from general surveys of ABRF member labora-
tories. The first survey to provide a formal description of
biomolecular core laboratories was conducted in 1987 (5);
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Figure 7. The number of core facilities offering selected services. Data from survey of laboratories
interested in the informal organization, Research Resource Facilities (RRF) (5), respondents to
survey conducted by the ABRF Survey Committee in 1992 (7), and the 1996 ABRF Membership
Directory, Section II (Yellow Pages): Facilities Offering Services to Outside Investigators (available
from ABRF business office or ABRF Web site).

it identified several services including protein/peptide se-
quencing, AAA, HPLC purification of proteins and pep-
tides, peptide synthesis, and DNA synthesis, which are
now considered traditional services. The most recent pub-
lished data from a survey of facility operations (7) have
shown that core facilities have been quick to incorporate
new instrumentation into their repertoire and now offer
technologies as diverse as capillary electrophoresis, DNA
sequencing, mass spectrometry, and carbohydrate analysis
(see Fig. 7). The survey data also show that many core
facilities are resources not only for their home institutions
but for outside investigators as well. These core facilities
offer a broad range of services (Fig. 7), with outside charges
usually being higher than in-house charges (7).

Combined data from several surveys of ABRF member
core laboratories (7,34) have shown that academic insti-
tutions and research institutes house more than three-
quarters of member laboratories, and industry has most of
the remaining 25%, with only a small percentage of such
core facilities in governmental settings (universities ex-
cluded). Core facilities require instrumentation, suitable
laboratory and office space, appropriately trained person-
nel, and financial resources. A typical core facility is staffed
with four full-time staff members, including one member
with a doctoral degree, one with a master’s degree, and
two with bachelor’s degrees. Directors have a median of 13
years experience in the analysis and synthesis of biological

molecules, and staff have a median of 6.9 years experience
(34). A typical facility houses six major instrument systems
(50) in 1,000 sq. ft. of laboratory space. An average, non-
capital, annual operating budget is $250,000, half of which
comes from charge-back fees for services and reagents.
Nearly all core facilities require substantial subsidization,
averaging 50% of total operating budget, to cover the dif-
ference between user fee income and total expenses.

Performance with respect to the quantity of sample
needed or scale of synthesis, turnaround time, and charge
for selected services is listed in Table 5. The level of subsidy
an institution provides its core facility is largely deter-
mined by the portion of operating budget that the facility
obtains from its users. For highly subsidized facilities the
user charges are relatively low, reflecting the high subsidy;
for the 1–2% of facilities that operate without subsidy, the
charge is the actual cost of performing the service, which
very likely is much higher than the corresponding charge
from a heavily subsidized facility. The spread in charges
as shown by the large standard deviations may reflect both
differences in subsidy and specifics of what is included in
the standard charge. Both lower subsidy from institutional
sources and higher levels of performance by the facility
(including sensitivity, scale, extent of service, and turn-
around time) are reflected in higher charges for users. Ser-
vices for outside users generally incur an additional
charge.



PROFESSIONAL SOCIETIES, ASSOCIATION OF BIOMOLECULAR RESOURCE FACILITIES 2113

Table 5. Services, Turnaround, Charges, and Costs Determined from ABRF Surveys

Turnaround In-house charge ($)

Subsidy
(% of

operating
Calculated

cost without
Scale of service (days) Setup Per cycle costs) subsidy

Mean � SD Units mean � SD mean � SD mean � SD mean � SD ($)

Amino acid analysis 32 � 220 lg 6 � 4 35 � 19 45 � 45 64
HPLC 0.51 � 1.4 nmol 7 � 6 106 � 74 47 � 39 200
Protein sequencing 73 � 92 pmol 9 � 7 117 � 79 17 � 10 42 � 41 788a

Peptide synthesis 0.56 � 1.3 mmol 20 � 12 194 � 156 35 � 12 35 � 36 1,214a

Carbohydrate analysis 81 � 74 lg 6 � 4 20 � 14
Capillary electrophoresis 17 � 18 pmol 3 � 2
Mass spectrometry 0.15 � 0.2 nmol 6 � 4 74 � 48 30 � 33 106
DNA synthesis 0.2 � 0.1 lmol 4 � 2 22 � 13 3 � 1 21 � 33 123a

DNA sequencing 2 � 2 lg 6 � 4 41 � 32 30 � 37 59

Note: Mean � standard deviation (SD) for scale of service with units noted, anticipated turnaround time for completion of the synthesis or analysis, in-house
charge with setup and per-cycle charges (where appropriate), subsidy, and calculated charge for full cost recovery.
aProtein sequence (25 residues), synthetic peptide (15 residues), oligodeoxyribonucleotide (25 bases).
Source: Data from Ivanetich et al. (7).

The self-reported data on performance in the member
laboratories collected by the surveys describe analytical ca-
pabilities in operating laboratories. This assessment of
performance level is corroborated by the analysis of results
from the “unknown” samples distributed by the ABRF re-
search committees (see other sections of this article). In
addition, members of ABRF have critiqued instrumenta-
tion by rating performance, service, technical support, and
manufacturer-provided reagents. These evaluations, pro-
vided by many instrument users, have helped guide man-
ufacturers in meeting the needs of the research and quality
control communities by identifying deficiencies and useful
features (11,50). A continuing concern of core facilities and
their users has been the cost of consumables (7,11) because
these expenses most frequently are included in the portion
of operating costs that is not subsidized.

A number of trends can be discerned from the responses
to these surveys conducted over a period of nearly 10 years.
First, the number of core facilities continues to increase,
from 146 ABRF member facilities in 1988 to well over 300
today. The average operating budgets of these facilities
have increased from $158,000 to $279,000 per year; the
level of institutional subsidization has remained fairly con-
stant at approximately 50%. Although the majority of
ABRF member facilities are rooted in protein chemistry,
the number of core facilities that provide DNA chemistry
services has increased substantially. For example, the
number of ABRF core laboratories that offer DNA sequenc-
ing has doubled in the most recent (1996) survey. Although
costs for protein chemistry services have either remained
steady (e.g., amino acid analysis) or increased (e.g., peptide
synthesis and protein sequencing), the cost of DNA chem-
istry services has declined dramatically. DNA synthesis
costs decreased �74% between 1988 (5) and 1993 (7). Core
facilities are often the providers of advanced technology, as
evidenced by the rapid implementation of new instrumen-
tation and methodologies. Mass spectrometry was not
listed as a service by any of the respondents in 1987, but
in 1992 more than 10% offered the service and in 1998

nearly half of the respondents offered mass spectrometry
(K. Ivanetich, unpublished data).

In summary, the average core facility characterized by
survey data includes six instrument systems operated by
four staff in about 1,000 sq. ft. Services offered include the
traditional protein/peptide sequencing, AAA HPLC puri-
fication of proteins and peptides, peptide synthesis, and
DNA synthesis and newer technologies such as capillary
electrophoresis, DNA sequencing, mass spectrometry, and
carbohydrate analysis. Most core facilities receive about
50% of their operating budgets from institutional funds to
supplement their cost-recovery income. Core facilities
evaluate instrument performance and service and techni-
cal proficiency through anonymous surveys. These data
identify instrument performance levels and define the
state of the art in real-world settings.

LABORATORY QUALITY AND COMPLIANCE

NADINE RITTER
Abbott Laboratories
Abbott Park, Illinois
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Autoimmune, Inc.
Lexington, Massachusetts
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Indianapolis, Indiana
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The roles of analytical resource facilities in biotechnology
range from supporting early research and discovery efforts
to conducting validated testing for product development.
Facilities that comply with the specific regulations govern-
ing product manufacturing and testing can also test drug
products manufactured for commercial purposes. There
are significant differences in the documentation and com-
pliance requirements placed on analytical laboratories de-
pending on how a client intends to use the data generated.
Discussions between the client and the facility should iden-
tify these considerations, preferably before the analyses
are conducted. If the facility can meet the client’s quality
and compliance needs, using a contract analytical facility
can provide numerous advantages in biotechnology prod-
uct development.

Most resource facilities have the instrumentation and
expertise needed to investigate and physicochemically
characterize many biomolecules of interest. In the research
and discovery phase, most investigations are aimed at
identifying active moieties. A company’s research and de-
velopment team could contract with a resource facility to
perform selected analytical techniques that may yield criti-
cal clues about the nature of the biomolecules being stud-
ied. This strategy leverages the research and development
resources across a greater breadth of technologies than
may be available in-house.

In later developmental phases, an analytical profile or
physicochemical “fingerprint” of the product in its final pu-
rified form may be needed. The objectives include deter-
mination of the composition of the biological material, its
impurities or degradation products, and its stability under
various conditions. These data may be used to establish
the product’s identity, purity, potency, and strength. As in
discovery, the analytical methods employed may go beyond
a company’s in-house capabilities.

Some analytical methods, such as protein or DNA se-
quence analysis, are needed for only short periods in the
product’s development cycle. Final product characteriza-
tion studies may utilize numerous methods but only on a
few lots of material. Methods used in stability studies may
be required only at periodic intervals over the study’s life-
time. Rather than establishing and maintaining a complex
analytical laboratory, clients can choose a facility with the
exact instrumentation needed to perform a given analysis.
A client can stay abreast of advances in technology each
time a new study is contracted by choosing laboratories
with the desired analytical capabilities. In addition, highly
skilled resource facility scientists can assist in planning
the appropriate experiments needed to obtain the best re-
sults. Finally, outsourcing selected analytical services al-
lows a company to focus more of its internal resources on
controlling the critical quality parameters of the product
itself.

The level of quality assurance in a resource facility can
be matched to the needs of the client base. For any labo-
ratory, clients (and staff) are principally concerned with
data integrity. Properly functioning instrumentation, ad-
equate documentation of experiments, and traceability of
results to the samples tested are minimal expectations in
all laboratories. If the objective of the analysis is to provide
information used in product discovery, additional quality

measures may be employed. Calibration of equipment, con-
trolled temperature storage of materials, expiration dating
of reagents and materials, and documentation of these and
other routine laboratory activities demonstrate the quality
control of facility operations. In addition, when sample
storage, handling and preparation, general and specific ex-
perimental protocols, instrument operation parameters,
and data analysis methods are well documented according
to established facility procedures, the client may consider
such a laboratory well suited to provide reliable, reproduc-
ible analyses on which to base product design decisions.

A sometimes misused designation for general labora-
tory quality measures is the term good laboratory practices
(GLPs). GLPs are a specific set of U.S. Food and Drug Ad-
ministration (FDA) requirements for nonclinical (i.e.,
animal-based) laboratory studies conducted to support
product development in the preclinical safety phase (107).
The GLPs apply to the procedures used to characterize the
test article (the substance used for dosing in the animal
and toxicology experiments) to determine its stability, ho-
mogeneity, and concentration (108).

The GLP regulations include requirements that must
be met by contract facilities that perform specified parts of
the total study. At this phase, product’s dosing formula-
tion—usually a mixture—is being analyzed rather than
the purified active biomolecule. Although a biomolecular
resource facility may support the study with selected bio-
chemical analyses, it typically does not perform the entire
GLP study. The extent to which the GLP regulations apply
to a laboratory depends on the role it will have in design-
ing, conducting, documenting, archiving, and auditing the
quality assurance of the study.

One element of setting up a GLP study is the designa-
tion of two key parties: a study director and a quality re-
viewer. The responsibilities of these entities are outlined
in the regulations. Also included in the regulations are lab-
oratory operational measures aimed at ensuring the qual-
ity of the testing results, such as those listed earlier. These
measures are sometimes called good laboratory practices
in casual use. When selecting a facility that claims to be a
GLP laboratory, a client should clarify the meaning of this
designation, discuss the role of the laboratory in the overall
study plan, and define the directing and reviewing activi-
ties to prevent any misunderstandings.

Analytical procedures to support the chemical, manu-
facturing, and controls (CMC) sections of pharmaceutical
product applications are more likely performed by contract
resource facilities. Typically, this function is termed char-
acterization of the product. Analytical tests such as protein
sequence analysis, mass spectrometry, and AAA may be
among these procedures. For these types of analyses, GLP
conditions are not formally required, particularly the es-
tablishment of the study director and quality reviewer.
However, facilities that implement some of the operational
elements of quality described in the GLP regulations are
better able to provide traceable, auditable proof of the
analyses performed. As such, clients can have more confi-
dence in reporting these results in the product application
for regulatory approval.

Analytical resource facilities may be contracted to per-
form lot release testing on commercial products. The U.S.
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regulations governing such testing are called current good
manufacturing practices (cGMPs) and are published in the
Code of Federal Regulations section 610 for biological prod-
ucts (109) and sections 210 and 211 for pharmaceuticals
(110). There are significant regulatory requirements for
virtually every aspect of laboratory operations, including
the physical environment in which the laboratory is
housed. An analytical laboratory that is designated cGMP
must meet stringent quality measures including instru-
ment and equipment standard operating procedures, es-
tablished method testing procedures, personnel training
procedures, data review and approval, and archiving of all
files associated with laboratory activities and results. In
addition, most process and testing methods are expected
to be validated. Modifications to any of these operating pro-
cedures or validations must be controlled via an estab-
lished change control system. Before contracting with (or
designing) a laboratory for cGMP testing, the facility
should be audited by individuals knowledgeable in both
the federal regulations and analytical laboratory opera-
tions to ensure the facility meets or exceeds the level of
quality expected.

Another type of quality designation that some analyti-
cal laboratories may obtain is the ISO 9000 series of mea-
sures (American National Standards Institute, 11 West
42nd St., 13th Floor, New York, NY [111]). These measures
were established to provide defined levels of quality met-
rics in businesses ranging from law firms to lamp manu-
facturing and can be applied to resource facilities. The ba-
sis of these measures is to define and document the quality
system of an organization: namely, to designate the re-
sponsible individual and the method of data management.
ISO 9000 registration is obtained when the organization
seeks and passes inspection from an accredited third party
(112,113). Certification is conferred for a specified period
of time, after which reinspection and recertification are re-
quired. ISO 9000 certification adds to the quality of an an-
alytical facility in direct proportion to the level of opera-
tions already present. Usually, such laboratories are
relatively small organizations with clearly defined roles
and responsibilities. Interviews with facility directors and
audits of laboratories allow the client to assess the quality
system in place and to evaluate its integrity.

An additional global regulatory initiative is taking
shape in the European Union (European Standard EN
46001 [see Ref. 114]). Similar to the ISO 9000 require-
ments, EN 46000 is currently expected to apply to a spe-
cific classification of medical products, although the nature
of the regulations may expand in the future. Likewise,
quality principles are being codified in many other coun-
tries around the world. This trend reflects a movement to-
ward global harmonization of quality practices and prod-
uct regulation, as seen in activities by the International
Committee on Harmonization (see Ref. 115).

It is important to note that these quality and compli-
ance designations are not mutually inclusive or exclusive.
A laboratory may be ISO 9000 registered without comply-
ing with the GLP or cGMP regulations. Samples desig-
nated for a GLP study may be handled in the same facility
that performs analyses for other, nonregulated studies, as
long as the GLP samples are handled in accordance with

applicable FDA regulations. Both the client and the re-
source facility must understand the differences among the
various quality measures to have confidence in the com-
pliance of laboratory operations and the appropriate use of
the data generated.

In general, analytical resource facilities are ideally
equipped to provide the various types of biomolecular anal-
yses required for biotechnology products. As analytical
methods and techniques evolve, these facilities are posi-
tioned to incorporate technical advances as ongoing im-
provements to their services. In addition, many of these
laboratories may be able to provide the level of quality
needed to support specified regulatory uses of the data ob-
tained. As partners in product development, these facili-
ties provide highly skilled, technically advanced teams of
scientists with the instruments and expertise needed to
perform complex, ever-changing methods. Additionally, as
regulatory agencies begin to accept specified biotechnology
products for licensing (116), adopting a strategy of out-
sourcing special bioanalytical services may prove to be an
effective way to manage product development costs while
ensuring the quality of biotechnology products.

EFFECTIVE USE OF BIOMOLECULAR RESOURCE
FACILITIES

CLAYTON NAEVE
St. Jude Children’s Research Hospital
Memphis, Tennessee

Progress in biomedical research is becoming increasingly
dependent on the utilization of shared resources or core
facilities. These facilities typically provide biotechnology
reagents and services that require skilled staff and expen-
sive instruments that are most effectively and economi-
cally provided by an institution in the form of shared re-
sources. Such core facilities span a broad range in the size
and spectrum of services and reagents offered and may
include protein or DNA sequencing; DNA, RNA, or peptide
synthesis; mass spectroscopy; carbohydrate analysis; and
many other possible services. Because the use of sophisti-
cated instrumentation is high in these core facilities, the
investigator often assumes that these are turnkey opera-
tions (i.e., submit a request, get a reagent or result). In
reality, these resources play a critical partnership role in
the research endeavor and should be viewed as such to
succeed. If you have a core facility available that provides
the services you require, the following suggestions may
help optimize your use of their expertise.

Before Submission of a Request

Familiarize Yourself with the Core Facilities Available to
You and the Range of Expertise, Services, and Reagents They
Provide. Knowing that the protein core facility at your in-
stitution can or cannot sequence proteins at the femtomole
level or knowing that the DNA core facility at your insti-
tution will only accept DNA sequencing templates cloned
into specific vectors may influence your experimental de-
sign. If cost is a deterrent, communicate with the facility
to understand the basis for its service charges; some fa-
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cilities and services are highly subsidized by their host in-
stitutions and some are not (see the “Surveys of Core Lab-
oratories” section of this article). One of the reasons for the
seemingly high charges at your facility may be that its de-
gree of subsidization via nonuser fee income is much less
than the �50% average level (7); hence, its charges may
cover much more than just 50% of the cost of providing the
requested service.

Talk to Your Core Facility Director and Staff before You
Write the Grant, Design the Protocol, Plan the Experiment, or
Run the Sample That Will Utilize Their Facility. Communi-
cating with facility staff will ensure that funds can be bud-
geted for the needed analyses and syntheses, and the core
laboratory can verify that the biotechnological aspects of
the proposal are indeed reasonable. Proposing to load an
SDS PAGE gel slice directly onto a protein/peptide se-
quencer or proposing a postsource decay (sequencing)
study on a laser desorption or TOF mass spectrometer that
is not equipped with a reflectron would not enhance the
probability of your grant application being funded. Take
advantage of the resource of expertise and services avail-
able.

Understand the Limits of the Technology. For instance,
although protein hydrolysis and amino acid analysis pro-
vide the amount of individual amino acids in a protein or
peptide sample, they do not provide the number of amino
acid residues unless an accurate mass is available, the
sample is pure, and corrections are made for peptide bonds
that are difficult to hydrolyze and for loss of less-stable
amino acids.

Follow Your Core Facility’s Sample Preparation Guidelines.
Proper sample preparation is probably the most important
step in ensuring success with most biotechnology chemis-
tries. Preparation of clean DNA templates for automated
sequencing is a classic example; follow the guidelines given
to you explicitly and you will greatly increase your proba-
bility of success. Consult with facility staff in planning the
appropriate sample preparation strategy before sample
submission.

After Receipt of Your Data or Reagents

Understand the Significance of the Data Produced. If your
DNA sequencing facility provides you with four-color elec-
tropherograms and unedited sequence data, you must be
aware that miscalls occur and that it is your responsibility
to evaluate the quality of the data and correct errors. Sup-
pose you have submitted a sample for MALDI or TOF mass
analysis and the observed mass differs from the predicted
by 0.01% using reflectron mode analysis. Is this within the
accuracy range of the instrument (thus helping to confirm
the identity of the peptide) or does this suggest the pres-
ence of a modification? To assess significance, you must
familiarize yourself with the technology in use to judge the
results obtained. Obviously, the core facility staff will help
you with this assessment, but the ultimate responsibility
is yours.

Work with the Facility to Correct Any Real or Perceived
Deficiencies. If you are unhappy with the results obtained,
talk to the facility’s staff or director. If problems do occur,
your input and experience can often be critical in diagnos-
ing and correcting difficulties. On the other hand, the prob-
lems that you believe are present (e.g., absence of cysteine
during the amino acid sequencing of a peptide known to
contain this amino acid) may reflect an oversight or lack
of knowledge on your part (in this case the failure to ap-
propriately modify all cysteine residues before submitting
the sample for amino acid sequencing).

What Should You Do If Your Core Laboratory Does Not
Provide the Service You Need? First, ask why this partic-
ular service is not available. There are many reasons why
a given service may not be available, including insufficient
demand, staff, expertise, equipment, or space to justify of-
fering the service. For instance, many core laboratories do
not offer automated C-terminal protein sequencing be-
cause of the relatively meager demand, the large amounts
of protein required, and the relatively few amino acid res-
idues that can be sequenced. It is thus important to first
determine why the service is not available. Second, if there
is sufficient demand to justify the addition of this service,
help the core laboratory bring this new service to fruition.
Third, ask for a referral, because your core laboratory may
well know an outside core laboratory that is particularly
well suited to providing the requested service. In this in-
stance, it is important to tell staff at your core laboratory
what happened at the outside core laboratory so they may
better advise others who follow.

Support Your Core Laboratory. A close partnership be-
tween the core laboratory and its users is critical for suc-
cess. Just as the user needs access to state-of-the-art bio-
technologies, the core laboratory can only succeed with the
support of its users. Support includes acknowledging all
services provided by the core laboratory and forwarding
reprints of these publications to the core laboratory, re-
sponding to requests made by the core laboratory for re-
search proposals and other support of their shared instru-
mentation grant applications, and helping the core
laboratory gain institutional support, which may range
from subsidization of operating costs (to help lower user
fees) to equipment acquisitions to gaining additional
space. Finally, because much of the work carried out in core
laboratories goes without reward in terms of publications,
be appreciative of the efforts of core laboratory staff and
do not hesitate to coauthor publications with them when
their efforts and input go beyond that which justifies a sim-
ple acknowledgment.

FUTURE OF CORE LABORATORIES

JOHN STULTS
Genentech
San Francisco, California

What does the future hold for core laboratories? The needs
of the biological community are changing rapidly, as are
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the economics and technology of science. As a result, the
twenty-first century will present challenges and exciting
new possibilities for core laboratories.

Paradigm Shift in the Postgenome Era

The single most important transforming factor in the im-
mediate future is the availability of enormous amounts of
genomic sequence. Partial nucleotide sequences from hu-
man expressed sequence tags (ESTs) (117,118) already
number in excess of 1,000,000 (119). Complete genomes
have been sequenced for a number of organisms, including
Saccharomyces cerevisiae (120). The imminent completion
of a number of other genomes, including human, and the
advent of the postgenome era will provide an information
resource previously unimaginable. This information glut
will trigger a paradigm shift in the ways that core labo-
ratories operate and in the services they provide. The
emphasis on sequence determination for new proteins,
particularly by DNA sequencing and cloning, an over-
whelming and perhaps inordinate goal of biology for the
past 20 years, will give way to renewed emphasis on bio-
logical principles and protein function and its relationship
to structure (121). For core laboratories, this information
will likely mean that much of traditional protein sequence
determination will give way to protein identification via an
array of rapidly evolving approaches and technologies,
many of which utilize mass spectrometry, and that tradi-
tional DNA sequencing will give way to powerful genetic
analysis techniques based on hybridization to high-density
DNA oligonucleotide arrays (122).

Automation

Automation of many tasks will continue to be a key factor
in further reducing operating costs and increasing produc-
tivity and reproducibility. Proper, efficient sample prepa-
ration for analysis has been and will continue to be a bot-
tleneck for rapid and reliable analyses, making it a
primary target for automation. DNA synthesis chemistries
and instrumentation have already reached a state of ex-
tremely high throughput and reliable operation that is per-
haps manifested best by the 10-fold reduction in the in-
house charge for a 25-mer DNA oligonucleotide that has
occurred over the past 10 years (5,33). Instrumentation is
now available that can synthesize and, in some cases, au-
tomatically purify 48 or more DNA oligonucleotides. DNA
sequencing is rapidly approaching high-throughput opera-
tion such that some instruments can analyze as many as
96 samples in parallel. To keep pace with this instrumen-
tation, increased attention is being given to the use of ro-
botics to automate DNA template preparation. Peptide
synthesis is moving more and more toward automation
and high-throughput operation with the availability of in-
struments capable of synthesizing 12 or more peptides fol-
lowed by the cleavage of the newly synthesized peptides
from their solid supports. In the case of both DNA and
peptide synthesis, increased automation accompanied by
decreased reagent costs due to the smaller synthesis scales
adopted has resulted in further cost reductions. Amino
acid analysis has been a reasonably high-throughput
method for years, with a typical instrument able to com-

plete an analysis in 1 h. Protein sequencing remains slow
by comparison, yet its operation continues to be simplified
and its sensitivity of detection increased, and automated
operation for analyzing multiple samples in tandem is now
available. In contrast, mass spectrometry is inherently a
rapid technique. Automation of mass spectrometry, al-
though done for years with GC and MS, has only recently
become available for protein and peptide analysis. The ca-
pabilities of the instrumentation are sure to keep advanc-
ing; in general, the higher the throughput of the instru-
mentation, the more suited it is for use in core laboratories.

Future Opportunities

Undoubtedly, the availability of the sequences of the ap-
proximately 100,000 human proteins will pose many more
questions than it answers and will spawn a new area of
investigation called proteome research. This availability
will also result in a renaissance in studies directed toward
understanding how protein structure relates to function.
In their simplest form, the questions are as follows: What
are the functions of these proteins? How do they accom-
plish their tasks? How can we take advantage of this
knowledge to intervene in a bewildering array of diseases?
It is not difficult to illustrate our ignorance in this regard.
Currently, the only reliable means for predicting three-
dimensional structure and function from a newly discov-
ered protein sequence is to carry out a database search and
hopefully identify homologous proteins in the same family
or in other organisms. If the sequence is truly unique, no
laboratory currently is capable of accurately predicting the
function of this protein, its three-dimensional structure, or
how the intricate folding of its one-dimensional amino acid
sequence gives genesis to function. Compared with the
100,000 human proteins, the current availability of only a
few dozen structures for protein–ligand complexes surely
pales in comparison and bodes extremely well for increas-
ing the need for identifying sites of protein–protein and
protein–ligand cross-linking and for the use of synthetic
peptide analogs and other approaches to identify active
sites in proteins. Similarly, opportunities for core labora-
tories abound in terms of the biophysical instrumentation
(e.g., spectrofluorometers, scanning and isothermal calo-
rimeters, analytical ultracentrifuges, surface plasmon res-
onance, and circular dichroism instruments) needed to
quantitatively characterize these interactions.

All these factors suggest that the future of biotechnol-
ogy core laboratories is indeed bright and far more inter-
esting than in the past, with the tedium of determining
primary sequences being replaced rapidly by the more
interesting and pertinent task of determining the reason
for that order. Core laboratories are a tremendous intel-
lectual and biotechnological resource whose importance
can only be increased by the increasing financial con-
straints that helped promote their rapid emergence and by
the ever-increasing complexity that seems to lie beneath
each biochemical and biomedical discovery. Although core
laboratories are synonymous with sophisticated instru-
mentation, in the end it is the efforts of people that lead to
advancements in science. Ultimately, it is the interdisci-
plinary knowledge, research experience, dedication, and



2118 PROFESSIONAL SOCIETIES, ASSOCIATION OF BIOMOLECULAR RESOURCE FACILITIES

ingenuity of core laboratory personnel that will lead to
their continued importance and success.
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BACKGROUND OF THE ORGANIZATION

The Society for Industrial Microbiology (SIM) is a nonprofit
professional association dedicated to the advancement of
applied microbiological sciences, especially as they apply
to industrial products, biotechnology, materials, and pro-
cesses. A primary objective of SIM is to serve as a liaison
among the various specialized fields of applied microbiol-
ogy. It promotes the exchange of scientific information
through meetings and publications.

Industrial microbiology is the application of scientific
and engineering principles to the processing of materials
by microorganisms or other biological agents to create use-
ful products for the benefit of humankind. These microor-
ganisms may be natural isolates, laboratory-selected mu-
tants, or genetically engineered microbes. Members of SIM
include bacteriologists, molecular biologists, mycologists,
chemists, engineers, geologists, marine biologists, and
plant pathologists. These scientists, engineers, techni-
cians, administrators, and educators represent many or-
ganizations in industrial, educational, federal, and state
laboratories, and are involved in research, process devel-
opment, production, and quality control for a wide variety
of products and services including antibiotics and other
pharmaceuticals, vaccines, diagnostic tests, foods, and
beverages; biocides; microbial products such as enzymes,
amino acids, and carbohydrates; agricultural biotechnol-
ogy; oil recovery and mining; and bioremediation. SIM
sponsors an annual scientific meeting as well as special
topic conferences.

In 1995, then-president-elect of SIM, Steve Orndorff,
commissioned the Strategic Planning Committee with re-
sponsibility for charting a course for SIM for the next 5
years. The committee developed a statement of the mis-
sion, visions, and values of SIM as well as a strategic plan.
These concepts were published for comment by the mem-
bership, and after due consideration were formally
adopted by the board to become part of the society’s formal
charter.

Mission: To enhance and strengthen the professional ac-
tivities of all those who practice, teach, or study micro-
biological and related sciences to solve practical or in-
dustrial problems for the benefit of humanity. We do
this by providing high-quality publications, informative
and congenial scientific meetings, synergistic career de-
velopment interactions, practical education of our suc-
cessors, and effective advocacy of relevant issues.
Vision: To be the most valued representative of profes-
sionals in our field. To be the most productive catalyst
of career development interactions in our field. To be the
most widely acclaimed organizer of scientific confer-
ences in our field. To be the most respected publisher of
scientific work in our field.
Values: We perform to the highest standards of profes-
sional integrity and scientific ethics. We direct our in-
tellectual resources to benefit and protect humankind.
We respect and treat fairly our employees, colleagues,
employers, and suppliers. We inform and educate the
public within the framework of our nonprofit status. We

rely for our effectiveness on the productive volunteer-
ism of our members. We value the benefit of interactions
between scientists with common interests. We hold our-
selves accountable for being responsible public citizens
and scientists. We take responsibility for educating and
nurturing our successors.

In 1996, the board of directors recommended to the
membership to change the society’s name to the Society for
Industrial Microbiology and Biotechnology to reflect the
careers and technologies that have developed since the
1980s. In 1998, the society membership rejected the name
change (390 to 369 votes) in favor of remaining the Society
for Industrial Microbiology.

The common denominator of applied or industrial mi-
crobiology is microbial science in the service of humans. In
fact, the science of microbiology developed from problems
associated with some microbial processes that had imme-
diate application to humans. Microorganisms have been
used for the production of food, clothing, and drink for cen-
turies but leavening bread, fermenting wine, producing
vinegar, and retting flax had been practiced in ignorance.
It was not until 1864 that Louis Pasteur defined the role
of microorganisms in fermentations. Industrial microbiol-
ogy was slow to develop after Pasteur’s initial experiments,
probably because of the lack of good culture methods and
selective media. In the late 1800s, Jokichi Takamine
brought the Koji process for producing amylase to the
United States. He received the first U.S. patent on an en-
zyme production process and established the first fermen-
tation company in the United States (1). Except for a few
outstanding contributions mainly involving lactic acid,
acetone–butanol fermentations, and production of yeast
and yeast products, industrial microbiology did not pro-
gress very rapidly until after 1900. Samuel C. Prescott ini-
tiated the first course in industrial biology in 1896 at the
Massachusetts Institute of Technology. The first textbook
in industrial microbiology was not published until 1940,
however (2).

Industrial microbiologists in the 1940s worked with de-
terioration of military material, solvent fermentations,
and penicillin production. As these scientists began to ac-
cumulate experimental results, there was a natural desire
to share their findings with scientific colleagues at a na-
tional society meeting and in scientific journals. However,
there was no central organization in which to share their
findings because these scientists came from a variety of
scientific specialties including plant pathology, medical
laboratories, materials engineering, and academic mycol-
ogy and bacteriology. Moreover, it was difficult for a purely
practical paper in microbiology to secure a place on the
program of existing societies or to find an opportunity for
publication in the established journals. These scientists
became unhappy, and a conflict developed between basic
and applied microbiology practitioners. In 1951, the Soci-
ety of American Bacteriologists (SAB) authorized a new
journal called Applied Microbiology. However, the first is-
sue was not published until January 1953.

The decision to publish Applied Microbiology took too
long in the minds of the industrial microbiologists of the
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late 1940s. By that time, industrial microbiologists felt
that applied and industrial aspects of microbiology were
being neglected by the SAB. Walter Ezekiel, Bureau of
Ordnance, Department of the Navy (Washington, D.C.)
wrote to and spoke with a number of individuals during
the summer and autumn of 1949 and suggested formation
of a new Society for Industrial Microbiology. Ezekiel ar-
ranged with Raymond L. Taylor, associate administrative
secretary of the American Association for the Advance-
ment of Science (AAAS), to schedule and advertise a meet-
ing of interested persons during the AAAS meeting in New
York (3). Ezekiel published a short announcement of the
meeting in Science, in which he stated that “a new society
of industrial microbiologists is to be organized to cover the
borderline work in application of microbiologic knowledge
or processes to work with industrial materials. The society
plans to handle . . . microbiologic manufacturing processes
and microbiologic assay. The organization meeting will be
held December 29 at 4:00 P.M. at the Hotel McAlpine Ball-
room” (4).

On that date, more than 250 interested persons met in
the ballroom of the Hotel McAlpine in New York City.
There, it was decided to form a new society to affiliate with
the newly formed American Institute of Biological Sciences
(AIBS). Charles Thom, Northern Regional Research Lab-
oratory (Peoria, Ill.) was elected acting chair and Charles
L. Porter, Purdue University (West Lafayette, Ind.), acting
secretary. Ezekiel’s motion to establish a scientific orga-
nization known as the Society for Industrial Microbiology,
with its general scope the field of microbiology as applied
to industrial materials and processes, was passed. It was
decided at that meeting, over the objections of a few, that
the group would meet the following year, again with AIBS.
Thom appointed the following members of the Organizing
Committee: Maynard M. Baldwin (Battelle Memorial In-
stitute, Columbus, Ohio), F. G. Walter Smith (University
of Miami Marine Laboratory, Coral Gables, Fla.), Earnest
A. Walker (U.S. Department of Agriculture, Washington,
D.C.), William L. White (Farlow Herbarium, Harvard Uni-
versity), Ezekiel, and Porter (5).

The committee met several times during the first year
to prepare a program and write a constitution for the new
society in preparation for the first annual meeting to be
held with AIBS at Ohio State University, September 11–
13, 1950. In Ohio, Thom was elected the first president and
Porter the secretary-treasurer. In 1951, the new SIM met
with AIBS at the University of Minnesota and Thom was
elected president for a second term. In 1952, the meeting
was held at Cornell University.

The need for an interdisciplinary society first conceived
by Ezekiel became apparent, and membership grew at a
rapid pace. In 10 years, membership in the new society had
grown from 75 to 550. SIM was incorporated as a nonprofit
organization in 1960 in Washington, D.C. Membership
reached 2,000 in 1989. In 1989, Paula Myers-Keith was
the first woman elected president of SIM. For many years,
the annual meetings were held along with AIBS on uni-
versity campuses. In 1967, SIM held its first independent
annual meeting, at the University of Western Ontario.
Since 1985, all annual meetings have been held at com-
mercial convention centers rather than universities. The

annual meeting is a weeklong event featuring plenary ses-
sions, roundtables, poster sessions, workshops, and exten-
sive technical exhibits.

Between 1960 and 1970, SIM sponsored summer insti-
tutes on microbiological problems of current interest with
topics including industrial microbial genetics and federal
regulations for disinfectants, drugs, and cosmetics. In
1960, SIM sponsored the initial conference on antimicro-
bial agents. This was a mammoth undertaking for the
small organization, and sponsorship was subsequently re-
leased to the American Society for Microbiology (Intersci-
ence Conference on Antimicrobial Agents and Chemother-
apy, ICAAC) (6). In 1978, the Alma Dietz actinomycete
roundtable discussions were included and have since be-
come a part of all subsequent annual meetings.

In 1987, reaffirming its commitment of service to the
microbial biotechnologist, SIM approved the organization
of the Special-Topic Conference Series. These conferences
run 2 to 3 days and usually result in the production of a
monograph. Initiated by George Somkuti (president,
1985–1986), the first event in the series was the Interna-
tional Conference on the Biotechnology of Microbial Prod-
ucts: Novel Pharmacological and Agrobiological Activities
(BMP), held March 13–16, 1988. BMP is held every 3
years. Since then, SIM has sponsored or cosponsored spe-
cial conferences on a regular basis. Other conference series
include Recent Advances in Fermentation Technology
(RAFT), initiated in 1995. RAFT is held biannually and is
cosponsored with the Biochemical Technology Division of
the American Chemical Society. The aim is the free ex-
change of newly developed fermentation technologies re-
lated to current highly productive, consistent, scaleable,
and economic processes. Fermentation microbiology, bio-
chemistry, biocatalysis, and biochemical engineering as-
pects are explored. The Sixth Genetics and Molecular Bi-
ology of Industrial Microorganisms (GMBIM) Conference,
cosponsored with Indiana University Institute of Molecu-
lar and Cellular Biology, was held in 1996 at Indiana Uni-
versity. This continuing series provides a forum for aca-
demic and industrial scientists to exchange information on
the latest developments in the genetics and biochemistry
of microbes of industrial interest.

The business of SIM is conducted by the board of direc-
tors (which is elected by the membership), 12 standing
committees, and the executive secretary. The board con-
sists of the president, president-elect, secretary, treasurer,
past president, and four directors. In 1959, as president of
SIM, Porter said, “There are a number of organizations
including the Society of American Bacteriologists and the
American Chemical Society which have grown so large
that they have become unwieldy. The administration of
these groups has lost personal contact with the member-
ship . . . They must enforce rules and regulations which
hamper individual initiative, incentive, and recognition.At
their meetings the sessions devoted to volunteer papers
are so clogged that each presentation is limited to 10 or 12
minutes. . . . Membership beyond 1200–1500 should be dis-
couraged, for then, we like other groups mentioned, would
lose that personal contact which is one of the principal at-
tractions” (7).
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At present, most of the membership is in the United
States, but interest in industrial microbiology is interna-
tional and SIM has more than 200 members in 38 countries
outside the United States. Employment opportunities in
industrial microbiology and biotechnology have increased
dramatically since 1959; consequently, SIM now has a
membership of more than 1,900, in addition to 75 corpo-
rate members. However, SIM continues to foster an envi-
ronment in which individuals are recognized and have op-
portunities to participate. Modern communications
including the Internet are available so that members have
fast and easy access to society resources via electronic mail
and a World Wide Web home page. At the annual meetings,
speakers give 30-minute presentations of their work. Ad-
ditionally, there are numerous opportunities for members
to serve on committees and become officers. Local sections
provide more opportunities for scientists, engineers, tech-
nicians, and students to meet and form personal contacts.

AWARDS

SIM has established the Committee on Awards and Honors
to provide monetary and honorary awards to its members
and others eminent in the field. Awards are made at the
annual meeting. In 1967, the first Charles Thom Award
was presented to Kenneth B. Raper (president, 1952–
1953). This award is bestowed annually to persons making
outstanding contributions in the field of industrial micro-
biology. The second Thom Award was presented to Arthur
M. Kaplan (president, 1960–1961) at the 1970 annual
meeting held at the University of Rhode Island. The
Charles Porter Award of Merit is given in recognition of
outstanding contributions to the growth and success of
SIM. The first Porter Award was given to Earnest A.
Walker in 1960.

A fellowship status was approved by the SIM member-
ship at the 1984 Annual Business Meeting. Fellowship is
a membership grade of distinction in the Society acknowl-
edging significant research and/or service contributions to
the professions of applied microbiology. A sustained record
of such contributions while a member of SIM is the main
criterion for consideration to fellowship. No more than 10%
of the members are eligible for fellowship status at any
given time. The first group elected as SIM fellows in Au-
gust 1985 were Arnold L. Demain (president, 1990–1991),
Arthur E. Humphrey, Richard P. Elander (president, 1973–
1974), Warren P. Iverson, Clifford W. Hesseltine (presi-
dent, 1957–1958), H. Boyd Woodruff (president, 1954–
1956), Leland A. Underkofler (president, 1967–1968),
Kaplan, and Raper.

The Selman A. Waksman Teaching Award was estab-
lished in 1989, and the first recipient was Douglas E. Ev-
eleigh. The award is presented to a recipient every other
year at the annual meeting. The nominee must be an ac-
tive, full-time professor at a recognized institution of
higher education for a minimum of 10 years or have at-
tained emeritus status. The nominee must be actively in-
volved in research in an area of industrial or applied mi-
crobiology or biotechnology. Annually, SIM present the
Student Abstract Award for the best abstract submitted
for the annual meeting.

The Panlabs Award Lecture is sponsored by Panlabs
and is presented by individuals of world renown in the field
of microbiology. Each Panlabs Lecturer presents an ad-
dress at the annual meeting. The Schering–Plough Re-
search Institute Young Investigator Award is made to a
society member who is under 36 years of age at the time
of nomination. The nominee must have made a significant
contribution in industrial microbiology or biotechnology
that indicates promise of a professional career of merit.
This award is made on alternate years with the Waksman
Teaching Award.

LOCAL SECTIONS

Regional groups called local sections are governed by their
own constitutions and elected officers. Local sections pro-
vide an opportunity for individuals involved in biotechnol-
ogy to meet, discuss topics of interest, attend talks given
by noted industrial and academic speakers, and attend lo-
cal symposia on important contemporary subjects. Mem-
bership includes all interested microbiologists, chemists,
and engineers from students to advanced industrial, aca-
demic, and government professionals.

PUBLICATIONS

SIM News is the official publication of the society. It was
first published in 1951 and entitled SIM News Letter; the
name was changed in 1972. SIM News is distributed bi-
monthly to all members. It contains technical review ar-
ticles, news of special significance in the field of applied
microbiology, and reports of many activities of the society
including local sections reports, placement opportunities,
and meeting notices.

The first volume of Developments in Industrial Micro-
biology (DIM) was published in 1960. This peer-reviewed
annual publication contained papers from the annual
meeting. DIM was published annually for 30 years (31 vol-
umes).

The Journal of Industrial Microbiology and Biotechnol-
ogy (JIMB) is an international, peer-reviewed journal that
seeks to further scientific knowledge and to disseminate
information in biotechnology, fermentation and industrial
microbiology, biodegradation, biodeterioration, quality
control, and other areas of applied microbiology. The con-
cept for a new technical publication for the society was pre-
sented by SIM President C. Herb Ward (1983–1984), and
the first issue of JIMB was published in March 1986 as the
Journal of Industrial Microbiology (JIM). The first editor
in chief was George E. Pierce. The name JIM was used
continuously through 1996, when the board of directors
adopted the new name, JIMB. JIMB will consider publi-
cation of original research papers, critical reviews, short
communications, and letters to the editor. All papers sub-
mitted are subject to peer review.

The Developments in Industrial Microbiology Series
complements JIMB and SIM News by providing in-depth
reviews of specific subject areas. The monographs are fo-
cused on topics of interest to scientists in industrial and
environmental microbiology. Authors for the individual
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series are identified from presentations at special confer-
ences sponsored by SIM and selected symposia at the an-
nual meeting. The address for SIM is 3929 Old Lee High-
way, Suite 92A, Fairfax, VA 22030-2421. Internet:
�info@simhq.org��www.simhq.org�.
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PROFESSIONAL SOCIETIES, THE PROTEIN
SOCIETY

ROBERT NEWBURGH
The Protein Society
Bethesda, Maryland

Protein science is the study of proteins. The development
of new techniques, including those from molecular biology,
analytical chemistry, immunology, spectroscopy, diffrac-
tion, and computations, has provided opportunities to
probe structural and functional relationships of proteins
in detail undreamed of until recent times. These opportu-
nities underscore the importance of broad interactions
among investigators of diverse backgrounds to resolve fun-
damental questions. The Protein Society was established
in 1986 to promote these interactions by providing regular
opportunities for protein scientists to exchange ideas, find-
ings, and techniques via both scientific meetings and the
society’s journal, Protein Science.

The goal of the society is to promote the discipline of
protein science by these means:

1. Promoting research and scientific endeavor in the
field of protein science

2. Promoting education in protein science to a wide va-
riety of constituencies including established inves-
tigators, young scientists, students, others inter-
ested in science, and physicians interested in
diseases pertinent to the field

3. Promoting and extending current understanding of
the importance of protein science, particularly in re-
gard to the methods, concepts, and problems of struc-
tural biology, cell and molecular biology, and biotech-
nology, as they relate to the behavior and properties
of proteins.

The society attempts to foster effective interactions be-
tween investigators who share these interests. To further
this objective, the society seeks to expand its membership
and activities in ways that will enhance interpersonal com-
munication among scientists.

To achieve these goals, the society invests its resources
in

1. Management of the Society
2. Conduct of scientific meetings
3. Publication of scientific research
4. Educational activities
5. Fostering relations with scientists in other countries

interested in protein science

Further information regarding the society can be ob-
tained from the executive officer, Dr. Robert Newburgh,
The Protein Society, 9650 Rockville Pike, Bethesda, MD
20814-3998 (phone 301-571-0662; Fax 301-571-0666;
e-mail newburgh@protein.faseb.org).
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INTRODUCTION

Traditional biochemical processes can be characterized
into three major operational divisions: (1) the upstream
process, which deals primarily with preparation and pre-
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Intracellular Extracellular

Target
product

Expanded bed
chromatography

Disruption
• Homogenization; bead mills
• Enzymatic; detergents
• Osmotic shock, freeze-thaw

Initial recovery
(solid–liquid separation)
• Centrifugation
• Cross-flow microfiltration
• Aqueous two-phase systems

Secondary purification
• Precipitation
• Membrane process
• Chromatography

Final purification
• Chromatography
• Formulation

Final product

Figure 1. Typical sequence of operation in the recovery and pu-
rification of proteins from biological feedstock. The relative posi-
tion of expanded bed as a viable alternative operation is also in-
dicated.

treatment of the raw material from which the specific tar-
get product is to be directly or indirectly obtained, (2) the
actual production phase, in which the chemical transfor-
mation of the raw material takes place to produce the end
product in which the desired target product is obtained
along with associated by-products, and (3) the downstream
processing, which is specifically involved with the recovery
and purification of the target product. Progress in the area
of recombinant DNA technology has made it commonplace
to clone and express specific products for diagnostic and
therapeutic applications within a variety of host microor-
ganisms. This advancement has resulted in a pace of de-
velopment of production phase technology that has far sur-
passed that of the recovery and purification areas. Recent
years have seen significant advances in this latter area,
and, with the incorporation of affinity-based interactions,
it is now possible to include more powerful and specific
operations for improving the overall efficiency of the recov-
ery process (1).

Downstream processing refers to the collective set of
operations involved in obtaining the target product in its
required end form. The name derives from its relative po-
sition to the actual production stage in the process flow
sheet. Factors such as the starting concentration of the
target product, its final required purity, and the type of
impurities to be removed dictate the exact choice of opera-
tions, and the sequence is necessarily adapted for each par-
ticular process. The use of microorganisms in biochemical
processes makes cell harvesting, disruption (for the prod-
uct residing within the cytoplasmic spaces as an intracel-
lular product), and solid–liquid separation essential initial
stages in the sequence of operations. Processes in which
the product is expressed as an extracellular component re-
quire no cell disruption stage, although clarification of the
feedstock from whole cells or cellular debris is always es-
sential before subsequent treatment. The common solid–
liquid separation methods traditionally used are centrifu-
gation (2,3) and cross-flow microfiltration (4). The use of
aqueous two-phase systems for primary treatment of feed-
stock (5) and cell debris removal has also been reported
(6–9).

Biochemical product recovery nearly always involves
one or more packed bed chromatographic processes as an
often essential step of the separation protocol, usually in
the secondary and final purification stages (10). It has now
developed into a powerful tool for product separation at the
analytical and preparative (11) scale of operation. The
wide variety of modes of interaction between the solubi-
lized product and ligands on the solid adsorbent (11–13),
ease of scale-up and cleaning-in-place procedures, com-
mercial availability of equipment and consumables, and
the well-documented operation have given this technology
wide acceptance in academic and commercial research and
development. There is now a significant amount of infor-
mation on the optimization of chromatographic separa-
tions (14). However, full utilization of its potential implies
clarification of the biological feedstock before application
onto a packed bed, failing which bed blockage is inevitable.

This article describes in some detail the use of expanded
bed chromatography, which has been described as the only
new unit operation that the bioprocess industry has seen

for decades (15). This technique offers the possibility of di-
rectly applying the unclarified feedstock onto the bed, by-
passing the conventional solid–liquid separation tech-
niques while simultaneously capturing the desired product
from the liquid phase. A typical sequence of separation
operations is shown schematically in Figure 1, in which
the relative position of expanded bed chromatography is
also indicated. As will become clear from the description of
its operation, the incorporation of this unit will enable fa-
cilities to replace cost-intensive and often problematic
solid–liquid separation techniques such as centrifugation
and cross-flow microfiltration. In addition, there is the
added benefit of a chromatographic step early in the sep-
aration protocol. One must bear in mind that this technol-
ogy is still in its development phase, and it is too early yet
to conclude that it will become an integral part of a down-
stream processing protocol. However, as witnessed from
the Second International Conference on Expanded Bed Ad-
sorption recently held in the United States, there has been
a growing awareness of the potential of the technology and
it may indeed prove to have a promising future in biosep-
arations.

Before a detailed description of various aspects of ex-
panded bed systems, a point of explanation should be made
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regarding the use of the terms fluidized bed and expanded
bed. During the initial development of this technology, the
terms were often used exclusively of one another. In clas-
sical chemical engineering operations, fluidized beds were
associated with catalytic reactors in which a high degree
of solid–fluid mixing was maintained to ensure good heat
and mass transfer. Expanded beds, on the other hand,
would benefit product capture if good plug-flow-type hy-
drodynamics could be obtained. Clearly mixing needed to
be minimized and bed stability ensured. The two terms
were clearly in contradiction with each other; to maintain
the existence of the critical difference, the use of the term
fluidized beds was avoided in the context of biological sep-
arations by expanded beds. Over the years, however, this
distinction has eroded, and now both are interchangeably
used to mean essentially the same thing. The same applies
in this article.

THEORY

To understand the physical process by which an expanded
bed is obtained and some of the basic expressions describ-
ing its various states, we begin with a settled bed of ad-
sorbent packed in a column with no top flow adapter. When
an upward flow of liquid is introduced at the lower end,
there is a tendency for the adsorbent particles to move in
the direction of flow. This movement occurs only when the
liquid velocity exceeds the minimum fluidization velocity
of the particles. The bed then undergoes a transient ex-
pansion phase, at the end of which the adsorbent particles
attain a steady position when the upward force due to the
liquid flow exactly counterbalances the downward gravi-
tational force on the particles. The bed is then said to be
fluidized and will remain in this state as long as the two
forces counterbalance each other.

When the fluid velocity equals the minimum fluidiza-
tion velocity of the particles, the bed is said to be in a state
of incipient fluidization. At this point the bed can be con-
sidered packed for the purpose of estimating the pressure
drop across it and fluidized for calculating the buoyant
weight of the particles. By using the Ergun equation for
pressure drop and equating the two forces, we obtain an
expression for the minimum fluidization velocity:

2 2(1 � e ) l • u 1 � e qumf mf mf mf150 • � 1.75 •2 2 2e d e dmf p mf p

� (1 � e )(q � q)g (1)mf p

The pressure drop term on the left-hand side of equation
1 has two parts; the first term denotes the contribution due
to laminar flow, and the second is due to turbulent flow.
Depending on the flow regime, one could simplify the ex-
pression by neglecting the appropriate term. In the lami-
nar flow region, the minimum fluidization velocity can be
derived from equation 1 as

2e 1mf 2u � • d (q � q)g (2)mf p p150(1 � e ) lmf

The physical parameters that affect the velocity at which
a settled bed of particles begins to fluidize can be seen from
equation 2 and are the viscosity of the fluid, the particle
size of the adsorbent beads, and the density difference be-
tween the adsorbent and the liquid. An accurate estimate
of the bed voidage at the point of minimum fluidization is
also important for estimating umf. For spherical particles,
0.4 is always a good first approximate valid when the pack-
ing is not overly compact. Wen and Yu (16) have found a
value of 0.42 to be satisfactory.

Once the bed is in a fluidized state, a simple relation
exists between the bed voidage and the fluid velocity. This
relation is valid over a given range of the latter, and the
most commonly used relationship is that described by
Richardson and Zaki (17), which relates the superficial
fluid velocity, the terminal settling velocity of the particle,
and the bed voidage. The relationship is expressed as

u n� e (3)
ut

where n is the Richardson–Zaki coefficient. The determi-
nation of n and ut is usually obtained from a logarithmic
plot of experimentally determined values of the bed void-
age and the corresponding flow velocity and forms a fun-
damental part of the study of these systems.

However, bed voidage is not an easily measured param-
eter and would in turn require further experimentation. A
more convenient approach is to use the relationship be-
tween the bed voidage at a given bed expansion, �, in terms
of the expanded bed height, Hexp, the initial (or settled) bed
height, Ho, and the voidage of the settled bed �o. Thus we
have

Ho
e � 1 � • (1 � e ) (4)oHexp

The ratio Hexp/Ho is referred to as the degree of bed expan-
sion. Experimentally, one would measure the stable ex-
panded bed height, Hexp, at a given flow velocity through
the column (18–20). The data can then be plotted to obtain
n and ut for the bed. Analysis of equations 3 and 4 shows
us that a high ut for a particle results in a lower bed ex-
pansion and vice versa.

The terminal velocity is the upper limit of validity of the
Richardson–Zaki expression, indeed of fluidization in gen-
eral. At a fluid velocity equal to the terminal velocity of the
particles, the particles are no longer suspended in the fluid
but travel along with it. In the context of expanded bed
chromatography, this leads to what is known as elutria-
tion, where the adsorbent particles are physically removed
from the column. Clearly, the latter phenomenon is highly
undesirable, and it is therefore essential that for effective
operation of expanded beds, the velocity range lies well
within the limits of the minimum fluidization velocity at
the lower end and the terminal velocity at the higher. The
value of ut can also be determined theoretically from
Stokes law; thus

2d (q � q)gp pu � (5)t 18l
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Table 1. Fluidization Parameters for Uniform-Sized Spherical Particles

Reference Validity range Equations

Richardson and Zaki (17) 100–6,350 dp (lm)
1.06–11.25 qp (g/mL)
0.81–2.89 q1 (g/mL)
10�3–113.10�3 l (Ns/m2)

where
u n� e
ut

dpn � 4.65 � 20 (Re � 0.2)
dc

dp �0.03n � 4.4 � 18 Re (0.2 � Re � 1)� �dc

dp �0.01n � 4.4 � 18 Re (1 � Re � 200)� �dc

n � 4.4Re�0.1 (200 � Re � 500)
n � 2.4 (Re � 500)

Garside and Al Dibouni (xx) 167–3,070 dp (lm)
2.8 qp (g/mL)
1.0 q1 (g/mL)
10�3 l (Ns/m2)

(u/e • u ) � At (e�0.2)� 0.06Re where
B � (u/eu )t

A � e4.14

B � 0.8e1.28 for e � 0.85
B � e2.65 for e � 0.85

Wen and Yu (16) 200–350 dp (lm)
2.37–7.84 qp (g/mL)
1.0 q1 (g/mL)
10�3 l (Ns/m2)

d • g • (q � q )qp p 1 14.7 1.687e � 18Re � 2.7Re� �2l

0.01 � Re � 104

The coefficient n has been estimated by Richardson and
Zaki (17) to be a function of both the particle to column
diameter and the Reynolds number. The correlations are
valid for uniform spherical particles �100 lm in size. Gar-
side and Al Dibouni showed that a different set of corre-
lations are required when the fluidized bed voidage is
greater than 0.85. Two expressions were proposed by
them—one general type and a second similar to the
Richardson–Zaki type of formulation. Both are valid over
the entire range of Reynolds number. Some common ex-
pressions developed by different workers for estimating
the values of n and ut are shown in Table 1. Values deter-
mined experimentally or through the correlations are used
for comparative evaluation of different adsorbents for their
potential use as fluidized bed adsorbents. The equations
are a simple and effective starting point for evaluating
some of the fundamental characteristics of an expanded
bed.

PRINCIPLES OF OPERATION

The operational procedure for protein recovery using an
expanded bed is similar in principle to that of a conven-
tional packed bed column and is schematically depicted in
Figure 2. As mentioned in the previous section, the initial
step involves formation of the stable expanded bed from
its settled or packed state. This is done by first moving the
top flow adapter to a sufficient height to permit free move-
ment of the top of the bed in the upward direction of liquid
flow. When flow of the equilibrating buffer is initiated, bed
expansion occurs and the top of the bed rises. The bed
height increase is usually characterized by a linear phase
followed by a progressively reducing nonlinear rate of
change until a final stable height is achieved. This ex-
panded height depends on a number of physical factors of
the system, which are described in the next section. Once

a stable bed has been obtained, the top flow adapter is
usually repositioned to lie anywhere between 1 and 15 cm
above the top of the bed. The actual position depends on
the mode of operation employed (see later section). With
the top adapter in position, the bed is essentially ready for
initiation of feedstock load.

The flow is then switched from the buffer to the unclar-
ified feedstock, usually by an appropriate valve mecha-
nism. During the feedstock load, the solid matter, consist-
ing of cell debris or sometimes whole cells, travels directly
through the column while some of the solubilized products
are adsorbed onto the column. Ideally there will be no re-
tention of the particulate debris within the column, but in
practice one could well observe a degree of nonspecific
binding to the adsorbent particles. This issue becomes of
particular relevance during cleaning-in-place and column
regeneration. Feed load is usually terminated when the
outlet concentration of the product being recovered is ap-
proximately 5–10% of its concentration in the feed. At this
point the inlet flow is then switched back to the equili-
brating buffer to wash out the residual particulate matter
from the expanded bed.

When the outlet liquid is completely clear of insoluble
material, the product can be eluted from the column, most
commonly in the packed mode and after the bed is first
allowed to settle by terminating the flow of liquid. The top
flow adapter is then lowered onto the settled bed, bringing
it to a packed mode. The bound products are then eluted
by the appropriate elution buffers, usually in a single step
because specific separation is not the primary objective at
this stage of the recovery process. When elution is com-
plete, the column is regenerated and where required
cleaned. The bed is then expanded with the equilibration
buffer and made ready for the next cycle of feedstock load.

Bed Stability

The sequence of steps in the operation of an expanded bed
is relatively straightforward and simple to incorporate. As
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Figure 2. The various stages of operation of expanded bed chromatography from start-up to col-
umn regeneration. (a) Starting with a settled bed of adsorbent, (b) the adapter is moved up to
remove any limitations on the movement of the bed. (c) Liquid flow through the column is then
initiated from the bottom in the upward direction, during which time the bed undergoes a transient
phase until (d) it finally reaches a stable steady-state height. The bed is equilibrated with buffer
and (e) feedstock load initiated until the column is saturated, as seen from the breakthrough of
bound product from the column. (f) The load is terminated and buffer wash started until (g) all
the homogenate is washed out from the column. (h) The flow is then terminated, the bed allowed
to settle, and the flow adapter lowered to attain a packed bed configuration, after which (i) the
products are eluted, usually in the reverse direction. (j) The column is then cleaned and regener-
ated and made ready for the next run.

described earlier, the first step is obtaining a stable ex-
panded bed; although not immediately obvious, this is a
critical requirement with implications for overall process
efficiency. A stable bed can be defined as one in which the
liquid–liquid and solid–liquid mixing is low. Bed stability
becomes a necessary requirement for good plug-flow-type
hydrodynamics, which in turn affects the product binding
characteristics. This is best quantified through residence
time distribution (RTD) studies by analyzing the outlet
profile of a tracer pulse in exactly the same manner in
which it would be done for a packed bed system. Tracers
such as acetone are effectively used in the absence of any
particulate material. However, RTD experiments con-
ducted in the absence of such particulates only indicate the
state of the bed before feedstock load is initiated. Unlike
packed bed chromatography, in which the hydrodynamics
of the bed can be assumed to be more or less the same
throughout the load phase, expanded beds are more than
likely affected to a certain degree by the presence of the
particulate matter. Although the influence need not nec-
essarily be significant, it is nevertheless an important
point to remember when conducting stability tests in these
systems.

The tracer outlet profile can be evaluated by the mo-
ments rule to obtain an estimate of the Peclet number or
the vessel dispersion number (21), defined as

u
Pe � (6)

D • Lax

where Dax is the liquid axial dispersion coefficient. Values
of Pe greater than 40 are considered acceptable in terms
of the flow hydrodynamics. The Peclet number is used in-
terchangeably with the Bodenstein number, defined in the
same manner and used extensively by Karau et al. (20) and
Thommes et al. (22).

For the experienced user of expanded bed chromatog-
raphy columns, the power of visual observation, although
highly qualitative and impossible to validate, can often
prove to be sufficient in ascertaining the extent of bed sta-
bility. Liquid–liquid (and thus solid–liquid) mixing is often
a result of radial flow inequalities. Some of the common
causes are poor distribution at the inlet to the column
(which often transmits through the full length), inaccurate
vertical alignment of the column (which is particularly im-
portant in scale-down systems), and aggregation of the ad-
sorbent particles (which leads to significant variation in
the bed voidage along the length of the column and thus
affects the flow pattern). The consequential gross flow in-
adequacies can be more than sufficiently detected by the
naked eye, and although an accurate determination of the
Peclet number is not possible, visual observation often
gives sufficient indication when a bed has yet to reach a
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Figure 4. Schematic diagram showing the stratification of par-
ticles based on size along the length of the column going from
(a) the randomly distributed settled bed state to (b) the stable
expanded one.
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Figure 3. Schematic diagram showing the effect of flow velocity
on the fluidization of two particles of different sizes. (a) As the
flow velocity is increased such that ut,large, ut,small, umf,large � u �
umf,small the smaller particles fluidize and attain a steady-state
position somewhere along the length of the column. (b) Continual
increase in the flow until ut,large, ut,small � u � umf,large, umf,small

results in both the small and large particles being fluidized. The
increased flow velocity, however, requires a longer column length
for the inertial forces to drop to the level to be sufficiently coun-
terbalanced by the buoyant force of the smaller particle. It there-
fore attains its steady state higher up along the column relative
to both its initial position and that of the larger particle. (c) A
further increase such that ut,large � u � ut,small, � umf,large, umf,small

would wash the small particles out from the column and move the
steady-state position of the larger particles higher up. Finally,
when u � ut,large the larger particles are also elutriated. The ver-
tical line shows the flow velocity range on a relative scale between
the limits.

stable configuration. Experience clearly plays a significant
role in the use of visual observation as a tool for determin-
ing bed stability, and it has only limited applicability. Nev-
ertheless, it may often prove sufficient when a rigorous res-
idence time distribution experiment is not essential.

Stability of expanded beds is achieved through the in-
herent particle size distribution of the adsorbent. From the
theory of fluidization outlined in the previous section,
smaller particles fluidize more readily than larger ones in
a given liquid stream, assuming that the particles are uni-
formly dense. For fluid velocity ranging between the min-
imum fluidization velocity of the smaller particle to the
terminal velocity of the larger one, different situations
arise, as depicted in Figure 3. As the flow velocity is in-
creased such that umf,large, ut,large, ut,small � u � umf,small the
smaller particles fluidize and attain a steady-state position
somewhere along the length of the column. Continual in-
crease in the flow until ut,large, ut,small � u � umf,small,
umf,large results in both the small and large particles being

fluidized. However, the increased flow velocity requires a
longer column length for the inertial forces to drop to the
level to be sufficiently counterbalanced by the buoyant
force of the smaller particles. It therefore attains its steady
state higher up along the column relative to both its initial
position and that of the larger particle. A further increase
such that u � umf,large, ut,small would wash the small par-
ticles out from the column and move the steady-state po-
sition of the larger particles higher up. Finally, when u �
ut,large, the larger particles are also elutriated.

Extending the preceding discussion to an expanded bed
of adsorbent with a defined particle size distribution
means that the particles will be stratified along the length
of the column. This is schematically depicted in Figure 4
for a bed of adsorbent in the settled and stable expanded
states. In the absence of gross flow inequalities, each par-
ticle remains in its steady-state position, with the larger
ones at the bottom or inlet to the column and the smaller
ones near the top (23). This configuration can be main-
tained indefinitely. In reality there is localized movement
of the particles, but it contributes little to liquid–liquid
mixing within the system.

The other most notable method for stabilizing fluidized
beds is through the use of magnetic fields (24–27). A mag-
netic material is incorporated within the adsorbent beads,
and the superimposition of the magnetic field acts to limit
the movement of the adsorbent particles. The flow of
particulate-laden feedstock can often be conducted at rela-
tively higher flow velocities, enhancing the efficiency of its
wash through the column.

Modes of Operation

Although stability has been discussed in terms of liquid–
liquid and solid–liquid mixing, bed height movement must
be considered. Because the top of the bed is not restricted
in any way, changes in the flow or physical properties of
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the inlet liquid directly, although not always instantly, in-
fluence the bed height. Thus, when switching between buf-
fers of different viscosities, densities, or both, the bed ex-
hibits a concomitant movement to achieve a stable height
corresponding to the new physical conditions to which it
has been subjected. This movement is also seen when feed-
stock load onto a stable expanded bed is initiated. The sig-
nificantly different physical properties of the particulate
containing feedstock from the equilibrating buffer implies
that on switching to feedstock, the bed height will change
to a new stable position, assuming that the flow rate
through the entire operation is kept constant. Conse-
quently, there are two distinct possibilities for modes of
operation of the bed:

1. In a constant flow rate mode, the bed is operated with
the flow rate maintained at its initial value, allowing
the bed height to vary if necessary. Because biologi-
cal feedstocks are in general more viscous and dense
than the standard buffers commonly used in bio-
chemical processes, switching from buffer to feed-
stock load is manifested in terms of the expanded
bed height increasing through an initial transient
phase to a new position. This increase is further in-
fluenced by the presence of particulate matter.Two
operational implications arise as a result. Firstly, the
position of the top flow adapter needs to be managed
appropriately, either through continuous reposition-
ing during the course of the run or by selecting an
initial position significantly higher than the top of
the bed before the feedstock load. In this mode the
gradually increasing bed voidage during the course
of feedstock load would be beneficial in the context
of solids removal. Protein adsorption could be ad-
versely affected, however, because of increasing
mass transport distances, likely making it a critical
rate limiting step in the process. The latter effect
would be more pronounced for high molecular weight
proteins.

2. In a constant bed height mode the bed is maintained
at its initial expansion, and any tendency for the bed
height to change is corrected by appropriate adjust-
ment in the flow rate. An obvious advantage is that
there is no need to adjust the position of the top flow
adapter, simplifying equipment design. It is imper-
ative, however, to be able to monitor the top of the
expanded bed and any changes that it undergoes to
effectively control flow rate.Protein adsorption in
this case would perhaps be more efficient but would
be offset by slower solids removal because of the pro-
gressive reduction in the flow rate to maintain the
bed height at its initial level. The extent to which
flow rate adjustment is required depends on the per-
centage of solids in the feedstock, with their removal
being hindered at the higher solid content.

EQUIPMENT

Because of the nature of the feedstock typically used in
expanded bed chromatography applications, the equip-

ment varies from that used in conventional packed bed
chromatography, although in principle the equipment un-
dergoes only minor modifications. Certain design consid-
erations with respect to the column and flow distributor
would need to be satisfied, as discussed in the following
sections.

Column

Expanded bed chromatography is a low-pressure operation
that requires minimal modification of conventional packed
bed columns. A principle design consideration is the inlet
flow distributor, which must be able to handle particulate
material in the feedstock being loaded onto the column.
This aspect is discussed in detail later. Another point of
practical relevance is that the column must be of sufficient
length to handle the desired degree of bed expansion.
Two- to threefold bed expansions are typical; for a settled
bed height of 20 cm, this translates to a minimum of 60-
cm column length. In practice, columns are usually 1 m
long so that the top flow distributor can be suitably posi-
tioned to allow for an increase in bed expansion when un-
clarified feedstock is being processed in the column.

The commercially available columns now range from
2.0 to 1,200 cm in diameter. The first column to be mar-
keted was the STREAMLINE 50�, which is extensively
used by researchers today. Given the potential for com-
mercial application, the subsequent generation of columns
was scaled up to 20, 60, and 120 cm in diameter. Although
useful for process scale operations, the size clearly limited
their use for methods development and process validation
work. Scale-down of the expanded bed columns followed,
and column sizes of 2.0 and 2.5 cm are now available. I
conducted the first scaled-down validation, and data from
columns sizes of 0.5, 1.0, 5.0, and 25.0 cm in diameter
showed excellent correlation in expansion properties and
protein adsorption breakthrough.

Table 2 shows the major suppliers of the expanded bed
chromatography columns and available specifications. In-
cluded in the table is the small glassware company that
tailor-made the small-diameter columns I used in the
scaled-down studies described earlier. These columns are
fitted with a sintered glass disk as the inlet and outlet flow
distributor. Columns up to 20 cm in diameter are con-
structed of glass, and larger ones are made from stainless
steel. Glass columns have the advantage of allowing vi-
sualization of the process. This observation is particularly
useful when column blockage results in excessive back
pressure, reducing the flow through the column and caus-
ing the bed to rapidly settle.

Flow Distributor

The importance of the flow distributor at the inlet has been
a neglected issue in column design. There are several par-
allel requirements, beginning with the need for a uniform
distribution of the liquid at the column inlet. A degree of
variation from this ideal situation is always encountered,
and this particular parameter is not considered to be criti-
cal in determining the overall performance of the bed. One
of the reasons is the higher ratio of length to diameter,
which offers a dampening effect for poor flow profiles that
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Table 2. Commercial Suppliers of Columns for Expanded Bed Chromatography

Supplier
Column diameters

(cm) Materials Distributor type

Amersham Pharmacia Biotech AB. 2.5, 5.0, and 20.0 Glass Stainless steel disk and mesh arrangement
Amersham Pharmacia Biotech AB. 60 and 120 Stainless steel Stainless steel disk and mesh arrangement
UpFront Chromatography A/S. Distribution through stirred baffles in the column base

result from maldistribution at the inlet. A more relevant
requirement of flow distributors in the context of expanded
bed chromatography is that it should allow free passage of
the particulate material present in the feedstock. The high
voidage of the bed itself permits almost unhindered flow,
and bed blockage is therefore more likely to be a problem
at the flow distributor. Although larger pore sizes are
clearly beneficial in overcoming this limitation, it is also
important to remember that the adsorbent particles them-
selves must be retained within the column.

The most common distributor type is the perforated
stainless steel plate fitted with a stainless steel wire mesh
on top. This type is found in all of the Amersham Phar-
macia Biotech (APB) columns available commercially. The
number of holes in the perforated plate depends on the
column diameter it fits. The wire mesh serves to prevent
the liquid from jetting into the bed at the column inlet by
offering a distribution surface. It also has a dual purpose
of preventing the adsorbent particles from leaking out
from the bottom of the column. De Luca et al. (19) have
investigated bed expansion characteristics using distribu-
tors with various numbers of orifices and arrangements
from the center. The settled bed height and bed expansion
were found to be important parameters that influence mix-
ing within the bed.

Although all expanded bed work using APB columns
relies on these distributors, little has been published about
the problems of blockage when using unclarified feedstock.
This is not to say that the problem is nonexistent. Column
back pressure buildup occurs because of gradual accumu-
lation of the particulate material in either the pores of the
perforated disk or the space between the disk and the
mesh. In new columns and those seeing their first feed-
stock challenge subsequent to cleaning and regeneration,
the buildup is relatively slow, and a much longer load time
is possible before the column needs to be back flushed to
clear the appropriate blockage. Back flushing is usually
done by reversing flow direction for a short period, often at
an enhanced rate. When the loading is resumed, the back
pressure will be at its initial value; however, the buildup
to the next back flush condition often occurs more quickly.
The procedure can in principle be repeated until the end
of the load cycle. The exact length of the initial and sub-
sequent load periods depends on the parameters of the sys-
tems in question, including the solids concentration in the
feedstock, the type of flow distributor, and the flow rate.
Thus no reports on investigations of the influence of dif-
ferent parameters on the load efficiency of flow distributors
have been published.

An interesting approach to flow distributor design has
been adopted by UpFront Chromatography (Denmark).

Its novel method essentially bypasses the conventional
type of distributor and mesh from the flow path of the
feedstock. In contrast to the commonly used method for
load described earlier, the UpFront system introduces
the feedstock from a side inlet and above the bottom sup-
port mesh. Distribution of the material is ensured through
the use of a stirring device located immediately above the
bottom support mesh. Although distributor blockage is
clearly avoided in this system, the stirring speed needs
to be carefully selected, balancing the requirement for
uniform distribution over the inlet area with the need to
avoid vortex formation and increased liquid–liquid mixing
in the column itself. The scale-up potential of this distrib-
utor type needs to be addressed. The company manufac-
tures 2-, 5-, and 20-cm-diameter columns using this tech-
nology.

Bioprocessing (England) has another approach to ob-
taining uniform flow distribution. Standard chromatogra-
phy columns in which beds of glass ballotini are placed
directly above the bottom support mesh are used. The ex-
panded bed adsorbent is then added on top. When flow of
buffer is initiated through the column, the bed of adsorbent
fluidizes but the glass ballotini do not because of their sig-
nificantly higher density. Uniform distribution is obtained,
and the mixing of adsorbent and ballotini beads is avoided.
Proper selection of ballotini size is important. The smaller
ones have been shown to offer better distribution, equiva-
lent to the use of a perforated disk with many orifices.
However, one must remember that smaller particles have
a lower minimum fluidization velocity, and the selection
needs to balance the need for small-sized ballotini with
maintaining a larger difference in the minimum fluidiza-
tion velocity between it and the adsorbent beads.

Adsorbent

As with packed bed chromatography, the adsorbent must
offer a basis for interaction with the solubilized compo-
nents of the feedstock to enable product capture. In addi-
tion, expanded bed adsorbents must also possess good flu-
idization characteristics. During the flow of particulate
bearing feedstock through an expanded bed, the adsorbent
should, under the flow conditions employed, remain in a
fluidized state and not tend to elutriate from the column.
This can be achieved if the terminal settling velocity of the
adsorbent is significantly higher than any of the other solid
matter present in the system. The three physical proper-
ties of the system that most significantly influence the ter-
minal velocity of the adsorbent—particle diameter, density
difference between the particle and the liquid, and liquid
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Table 3. Commercial Suppliers of Tailor-Made Adsorbents for Expanded Bed Chromatography

Supplier
Adsorbent trade

name Ligands
Density
(g/mL) Size Matrix type

Amersham Pharmacia
Biotech AB.

STREAMLINE� DEAE
SP
Phenyl
Recombinant protein A

1.2 100–300 lm, mean
size �200 lm

Cross-linked agarose
with crystalline quartz
core

Bioprocessing Ltd. PROSEP� Protein A
Thiosorb

1.3 100 lm; pore size
�70–1,000 Å

Porous, dense glass beads

UpFront
Chromatography
A/S.

Mimo� Mixed mode 1.0–1.6 Cross-linked agarose
with core of one glass
particle

FastMabs� Antibody 1.0–1.5
UFC Ion exchange 1.0–1.6 40–300 lm

Hydrophobic 1.0–1.6
Metal chelate 1.0–1.6

Biosepra HyperD Mineral oxide based

viscosity—can be seen from the Stokes equation, described
earlier.

Liquid viscosity is essentially dependent on the feed-
stock and is for the most part not an adjustable parameter,
although some feed pretreatment is certainly possible.
However, regarding the adsorbent, one can essentially
experiment with the particle diameter and the density
difference between the adsorbent and the liquid. The prob-
lem of suitably dense adsorbents can be offset to some
extent by using size as a parameter for increasing the
terminal velocity of an adsorbent particle. Thus a material
of lower density and higher particle size can be used
in expanded bed chromatography. However, a significant
disadvantage lies in the resulting increase in mass trans-
port resistance. The diffusion time is related to the square
of the particle diameter; pore diffusion thus becomes the
rate-limiting step in larger particles. Another disadvan-
tage of expanded beds is increased interparticle distances,
which may lead to slower transport of solute from the
bulk to the surface of the adsorbent. The presence of par-
ticulate debris may cause further mass transport limita-
tions and pose problems of adsorbent fouling and pore
blockage.

The optimal adsorbent for use in expanded bed chro-
matography should therefore be small and very dense,
and, as with any chromatography adsorbent, the dynamic
bed capacity (DBC) should be acceptably high. There is an
intrinsic link between these different parameters for effec-
tive expanded bed operation. DBC can be improved by us-
ing smaller particle sizes; however, efficient removal of the
particulate debris present in the feedstock is an essential
process requirement, and the two conditions can be simul-
taneously satisfied through the use of high-density adsor-
bents. Although good adsorbent design is critical in ex-
panded bed operation, only limited work has been
undertaken on its improvement, and most applications of
this technology thus far have centered on the use of com-
mercially available material. Only a few such materials
exist currently. Table 3 summarizes some of the more com-
mon adsorbents currently used in expanded bed applica-
tions.

APPLICATIONS

The growing realization of the potential of expanded bed
chromatography is borne out by the rapidly increasing
number of reported applications of this technology in bio-
logical product recovery. The growth of this subject area
over the last decade can be judged by following the litera-
ture for reported work during that period. The pioneering
work in this field by Chase and coworkers relied on the use
of conventional packed bed chromatographic adsorbents
(28,29). Yeast cell homogenates were also commonly used
in model systems. They are a suitable starting material
given the many proteins present, any one of which can be
targeted for recovery by expanded bed operation and offer-
ing the scope for use with ion exchange and affinity adsor-
bents (30,31).

Applications of expanded bed chromatography for the
recovery of product directly from feedstock has moved on
from the yeast homogenate systems that were studied a
few years ago. There are now examples of applications for
the recovery of both native and recombinant proteins from
yeast (32) and bacterial cells (33–35), milk (36), and mono-
clonal antibodies from hybridoma cells.

The examples mentioned are but a few of the grow-
ing list of new applications that are being reported. The
recently held Second International Conference on Ex-
panded Bed Chromatography gives further evidence of the
growing awareness of the potential of this technology in
biological product recovery (see the book of abstracts for
further information). In following the work in this area, it
is obvious that the applications are for the most part based
on conventional operational procedures and differ only in
the system for which the recovery is being studied. Al-
though the theory-oriented investigations have strived to
tackle interesting issues of this technology, the applica-
tions mostly been bound by conventional operating proto-
cols, similar to what has been described in the previous
sections.

Two applications warrant specific mention because of
their novel and interesting approach and are briefly high-
lighted. The work by Chase and coworkers on the use of a
continuous countercurrent extractor (37–39) extends the
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principles of expanded bed chromatography to continuous
protein separation. A perfluorocarbon-based adsorbent
(40) was pumped between four different contactors, each
representing in sequence one of the four stages (i.e., load,
wash, elution, and regeneration). Crude unclarified feed-
stock was pumped into the first contactor and product ob-
tained from the third. The use of a specific affinity ligand
permitted highly purified product to be collected at the out-
let of the elution stage.

Another interesting methodology has been demon-
strated by Lyddiatt and coworkers in which a fluidized bed
was coupled with batch fermentation for direct product re-
moval through either continuous or intermittent recycle of
the reactor contents through the fluidized bed. Inherent
problems of holding the fermentation material outside the
controlled reactor environment were addressed through
the use of a multibed manifold comprising smaller beds.
Each bed was operated until the adsorbent was saturated
and then removed from the flow loop for product recovery,
cleaning, and regeneration.

Expanded bed protein adsorption has now reached
a stage in its development where a good understanding
of the potential and drawbacks can be effectively assessed.
Issues related to the bed design, performance, and ap-
plication have been addressed in the literature. Although
the potential of this technology is well accepted, it is
dangerous to assume that it will offer the solution to many
recovery and separation problems. Many aspects are still
either not considered important or not understood. The
worth of the technology will be seen only when they be-
come an integral part of bioprocesses. Toward this goal, the
first step may already have been taken: There is now at
least one report of a biotechnology company having pat-
ented a process for plasmid DNA production in which ex-
panded bed adsorption is incorporated in the purification
protocol.
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INTRODUCTION

Because some protein components, such as the tyrosine
side chain, have negligible solubility in water, proteins in

solution exist in a precarious equilibrium. Most proteins
form oligomers or aggregate at higher densities, a phenom-
enon that can to some extent be prevented by the addition
of solvent additives (1) and mutations targeted to surface
areas involved in aggregate formation (2). Solvent addi-
tives have proved invaluable in areas ranging from protein
formulation for drug purposes to sample preparation for
high-resolution structure determination techniques. Using
cosolvents is, however, a matter of trial and error, with
little framework for predicting their effects or even opti-
mizing concentration. This is partly because of the inher-
ent problems in following the early stages of protein ag-
gregation.

This article summarizes biophysical techniques useful
for measuring solubility and following precipitation. Main-
taining solubility depends on subtle interactions of side
chains and backbone atoms to balance the cavitation en-
ergy needed to maintain a solvent pocket for the bulk of
the protein by the energy of interaction of hydrophilic
groups with the solvent. Traditionally, proteins are pre-
sented as unique but ill-characterized globules remarkable
only with respect to size and net surface charge. Direct
methods to determine the characteristics of the protein
surface may allow a better accounting for protein–solvent
interactions in the presence of cosolvents. Energy func-
tions that account for the various forces on the protein
have been derived; their application to different solvents
is now being tested. Interpreting empirical data to derive
atomic solvation parameters or deriving bulk solvent pa-
rameters may lead to a thermodynamic or kinetic account-
ing for the effect of cosolutes on protein stability and sol-
ubility.

Designing mutations that prevent aggregation can be
greatly helped by a high resolution three-dimensional
structure of the protein–protein complex. A relatively un-
sophisticated home computer or work station now allows
easy assess to the steadily increasing data banks of de-
tailed 3-D protein structures, which were previously ac-
cessible only with expensive viewing systems. Faster and
more efficient computational methods have greatly ex-
panded our abilities to model protein structures by homol-
ogy to proteins of known structure or ab initio using pro-
tein threading and other algorithms from the primary
sequence. Thus, a section is also dedicated to methods for
obtaining and using structural information to predict ar-
eas of the protein that may be involved in oligomerization
and aggregation.

METHODS FOR MEASURING SOLUBILITY AND PROTEIN
ASSOCIATION

For details about the molecular interactions involved in
complex formation, many methods measure the absorption
or scattering of some form of electromagnetic radiation by
the sample (UV/vis and IR/Ramen spectroscopy, light scat-
tering, laser light scattering, neutron diffraction and X-ray
crystallography) (3). A beam of radiation sent through the
sample can:
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Figure 1. Methods used for analyzing the structure of biological molecules and complexes thereof
as a function of position in the electromagnetic spectrum.

1. Pass through the sample unchanged
2. Be absorbed by the sample and emitted at the same

wavelength
3. Be absorbed by the sample and emitted at a different

wavelength
4. Be scattered by the sample

Various methods can be used to detect the effects of the
sample on the beam (4). Figure 1 is a summary of methods
aligned according to the electromagnetic radiation spec-
trum. At opposite ends of this spectrum lie the two highest
resolution methods, X-ray crystallography and NMR spec-
troscopy, which yield complete structural information at
the atomic level. However, combining results from lower
resolution methods can be used to develop a working model
of complexes and to obtain information about the aggre-
gation process. In the simplest and most commonly used
method to measure protein concentration and aggregation,
a coherent beam of visible or UV light is passed through
the sample. The light emerging on the other side of a cu-
vette of known path length is measured and related to the
concentration of the sample. Some information about the
nature of the sample can be obtained by observing how
much light is absorbed when the wavelength is varied over
the whole spectrum (a so-called UV/vis scan). In large pro-
teins, the tryptophan side chains within the protein may
be shielded, and as the protein unfolds, this tryptophan
absorption at 280 nm becomes more pronounced. Absorp-
tion in the visible range is usually due to the presence of

a chromophore (e.g., Haem absorption) or particulates.
Fluorescence spectroscopy measures the energy of the
emitted light, and laser light scattering measures the an-
gle of the reflected light to determine particulate size (5).
Many other, more advanced methods, summarized in Ta-
ble 1, have been used to measure the quaternary state of
proteins in solution.

Combining Methods to Follow Aggregation and Precipitation
and Determine the Structure of Complexes

The size of small complexes in solution can be accurately
determined by equilibrium centrifugation, native gel elec-
trophoresis, or gel sizing chromatography (using for ex-
ample Sephadex beads or HPLC). However, these methods
are not particularly useful for studying aggregated protein.
In vitro aggregation can have many forms, extending from
a drastic, sudden precipitation of large flocculent masses
of protein, often visible to the naked eye, to the gradual
formation of tiny, invisible particles. The most valuable ex-
periments look at the initial phases. The simplest direct
quantitation of aggregation is thus to measure the absorp-
tion of visible light by the sample, if the particles are small
enough to remain in solution, or to follow the precipitation
by the drop in UV absorption of a protein solution where
the particles are allowed to settle or are removed by cen-
trifugation. If aggregation is related to unfolding, it may
be possible to follow the increase in OD280 (as the trypto-
phan residues become exposed upon unfolding) and then
its decrease as the protein aggregates.
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Table 1. Physical Methods for Monitoring Changes in Protein Structure and Interprotein Interactions Involved in Aggregation

Method
(abbreviation) Brief description Protein neededa

Sample preparation/
buffer interferenceb Best used for

Equilibrium (ultra)
centrifugation (EC)

Protein complex is centrifuged at high speed
in a density gradient, and its equilibrium
position used to determine the size of the
molecule or complex.

High Gradient components may
affect protein association.

Determining the oligomeric or
aggregation state of soluble
complexes. Insoluble aggregates
settle at the bottom of the tube or
float on the surface of the gradient.

Gel sizing
chromatography (GSC)

Soluble proteins are passed over a column of
porous polymer. Molecules small enough to
enter the pores are held back and elute
according to size, larger ones pass through
unimpeded with the void volume. Can be
done with capillary HPLC columns on the
microscale.

Moderate to high Sample should be concentrated
for application, a step that
may induce aggregation or
oligomerization.

Sizing small, soluble complexes of
proteins; large aggregates either
elute with the front or precipitated
at the top of the column (latter may
slowly redissolve, giving unreliable
data).

Polyacrylamide gel
electrophoresis (PAGE)

Proteins are separated according to size by
electrophoresis through acrylamide gels of
varying density. Proteins may be detected
in a variety of ways: by staining,
autofluorescence, or after transfer to a
membrane, by reaction with a specific
antibody or nucleic acid fragment.

Concentrated sample
required, but small
amounts of protein
may be visualized by
silver or gold staining.

If the sample is not to be eluted
for further analysis, apply
less protein and use more
sensitive dyes for accurate
size determination.

Sizing small, soluble complexes of
proteins; large aggregates stick in
the slot.

UV/Vis absorption
(UV-abs)

A beam of coherent light is passed through
the sample, and the absorption by the
protein constituents is measured. Proteins
absorb between 210 and 220 nm because of
orbital transitions of the peptide backbone,
which are overwhelmed by that of the side
chains of D, N, E, Q and R, and at 280 nm
because of aromatic side chains of W, Y, F;
chromophores in the protein may absorb
throughout the visible range as well.

Low Only for protein in solution;
samples should be diluted to
be in the linear range of the
spectrophotometer

The denaturing effect of cosolvents on
proteins; following aggregation by
decrease in the fluorescence
absorption and/or increase in
absorption in the visible range.

Fluorescence transfer
(FT)

A fluorescence acceptor and donor group are
coupled to a protein. When excited by
light, the quenching of donor fluorescence
by the acceptor serves as a measure of the
distance in the complex between them.

High Only for protein in solution,
buffer interference; requires
coupling of donor and
acceptor molecules usually to
free cysteine groups in the
proteins.

Distance between labeled side chains
in a single molecule or oligomer;
most useful with protein complexes
with a well-established 3-D
structure.
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Optical rotatory
dispersion (ORD)/
Circular dichroism
(CD)

In ORD, the rotation of a beam of polarized
light by the sample is measured by a
coupled polarizer/photomultiplier on the
exit side of the cuvette. The angle of
rotation of the second polarizer to obtain
the highest intensity of emitted light is
plotted as a function of the wavelength. In
CD, molar ellipticity is measured as the
difference in absorbence by the sample of
an incident beam rotated to the left or
right (IL and IR) by a timed electric field
change. A photomultiplier on the exit side
measures absorbence as a function of time,
and a microprocessor interprets the data
to determine the mean residue ellipticity
(which is proportional to IL � IR) as a
function of wavelength.

Moderate Only for protein in solution,
buffer interference possible.

Secondary structure of proteins in
various media; also to follow
changes in the secondary structure
as a function of denaturation or
aggregation. Computer-aided
spectral interpretation can be used
to obtain more complicated data
about the protein configuration.

Electron microscopy (EM) In vacuo, a beam of electrons is passed
through a target with the (usually stained
or coated) object affixed to it or imbedded
in a matrix to obtain a 2-D image. In
essence, one measures the electron density
of the sample after coating to obtain a 2-D
image. Cryo-EM techniques use unstained
samples embedded in vitreous ice. High-
speed calculations can be used to phase
many images of particles (6,7).

Low Fixation/staining may be
needed. Consistent sample
preparation, crucial to the
cryo-EM technique, can be
quite difficult.

Determining the ultrastructure of
large, electron-dense, complexes;
particularly useful to determine the
shape of particles and their size
distribution. Current resolution is in
the range of 10 Å.

Electron diffraction (ED) By tilting the target during EM and
measuring reflection of the electron beam
at various angles from the incident, a 3-D
image can be reconstructed.

Low to high 2-D crystals or membrane
patches; viral particles.

Obtaining ultrastructural data about
regularly structured monolayers
such as the membranes of purple
bacteria.

Scanning tunneling
microscopy (STM)

The electron stream from the object is
detected across a vacuum barrier by a
sensitive probe. The microscope itself is in
reality the probe, and the name comes
from the tunnel current, which flows when
there is a small electric current between
the tip of the probe and the conducting
surface to be scanned (which should be
less than 1 nm away).

Low Resolution is higher for
conductive samples; fixation/
staining may be needed for
proteins and nucleic acids.

Determining the shape and size of
fixed and coated large complexes or
protein-DNA complexes; resolution
is theoretically at the atomic level;
suited to the study of larger protein
aggregates because it gives a 3-D
image directly without the image
reconstruction methods used for 3-D
transmission EM images.

Atomic force microscopy
(AFM)

Technique (also called scanning probe
microscopy) related to STM and using
similar apparatus, more suited to
biological samples because it is done under
a solvent phase rather than in vacuo (8).
Very little different from hydration STM,
based on the electrical conductivity of
molecularly thin water layers that adsorb
to the sample surfaces in a humid
atmosphere.

Low Attachment to a surface
necessary, can be done in a
variety of solvents.

Direct viewing of the ultrastructure of
large, not necessarily regular
biomolecular complexes without
staining. Methods are being
developed for viewing protein-RNA
complexes.

Table 1. Physical Methods for Monitoring Changes in Protein Structure and Interprotein Interactions Involved in Aggregation (continued)

Method
(abbreviation) Brief description Protein neededa

Sample preparation/
buffer interferenceb Best used for
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Table 1. Physical Methods for Monitoring Changes in Protein Structure and Interprotein Interactions Involved in Aggregation (continued)

Method
(abbreviation) Brief description Protein neededa

Sample preparation/
buffer interferenceb Best used for

Fourier transform-
infrared absorption
(FTIR)

Absorption of light in the infrared region
(2.5–250 lm) by the sample is measured
and the output beam resolved by Fourier
transformation. IR difference spectra,
deconvoluted in the amide I band region
(between 1620 and 1700 cm�1) can show
secondary structure in terms of % �-helix,
b-sheet, etc. (9,10).

High Can also be used for
precipitates.

Determining secondary structure
elements and alterations thereof
under different conditions.

Infrared attenuated total
reflection spectroscopy
(IR-ATR)

Infrared beam is reflected through an
optically transparent germanium plate
coated with sample; internal reflections
along the plate increases sensitivity.

Low to moderate Membrane patches attached to
a special plate.

Membrane protein interactions with
each other and external molecules.

Scanning fluctuation
correlation
spectroscopy (FCS)

Measures particle number concentrations by
monitoring spontaneous equilibrium
fluctuations in the local concentration of
fluorescent species in a small (femtoliter)
subvolume of a sample.

Low Little problem with buffer
interference

Detect molecular aggregation for
dilute, submicromolar samples by
directly counting particles.

Elastic (classical, static)
laser light scattering
(SLLS)

For elastic (classical, static) light scattering,
the scattering of a beam of polarized laser
light as it passes through the sample is
measured and the obtained scatter factor
can be used to calculate both the weight
average molecular weight of the particles
in solution as well as the radius of
gyration.

Moderate Scattering methods are usually
not greatly affected by the
buffer.

Determining the size of aggregates
and precipitates. To obtain the
scattering weight of a particle, one
measures the scattering factor at
several different scattering angles
(q) and then plots the scattering
factor as a function of q.
Extrapolating back to q � 0 will
yield the scattering weight.

Quasielastic (dynamic)
laser light scattering
(DLLS)

Similar to SLLS; but changes in the
frequency from the translational
(Brownian) movement of the scattering
particles are also measured. The
broadness of the intensity distribution of
the emitted light for frequencies around
the primary monochromatic beam
frequency is directly related to the
diffusion coefficient of the particles, which
can then be related to the hydrodynamic
radius if a model for the particle shape is
available.

Moderate The beam should not be strong
enough to damage the
sensitive biological specimen.

Kinetics of particle coagulation by
following the decrease in diffusion
coefficient as the particle size
increases (11); determine particle
molecular weight as a function of
time; to follow course of aggregation
in any solvent; compare samples in
different buffers if viscosity is
accurately measured.
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Raman, Raman
resonance (RRS)

Light scattered at the incoming frequency,
so-called Raleigh scattering, is measured
in classical (elastic) and quasielastic
(dynamic) light scattering. A small fraction
of the laser light is scattered at
frequencies higher (anti-Stokes) and lower
(Stokes) than the incident beam. These
scattered beams are measured in Raman
scattering, which has many variations.

High Sample fluorescence may
interfere with Raman
resonance measurement of
precipitates.

Follow quaternary interactions of
soluble complexes and to compare
the secondary structures of proteins
under various conditions; to
compare the effects on secondary
structure of precipitating agents.

Neutron scattering (NS) Scattering of a neutron beam by the sample
is measured.

High Beam time is limited. Determining the size of larger proteins
and complexes.

Mass spectrometry (MS) The magnetic field induced deflection of a
vaporized, ionized molecule is used to
determine its mass. Types are
characterized by the method used to ionize
and detect the sample. Advanced
computational methods can be used to
interpret structural data from the cracking
pattern of larger molecules.

Varies Usually protein is bound to a
solid (e.g., nitrocellulose).

Very accurate molecular weight of
monomers; use in combination with
chemical cleavage methods may aid
in determining tertiary and
quaternary structure. Electrospray
ionization (ESI-MS) has been used
to characterize complexes of
proteins and protein/nucleic acids
(12).

Electron spin resonance
(ESR)

Microwaves are absorbed by paramagnetic
substances, and the change in the energy
level of the electron spins measured.

Moderate Structure and dynamics of lipid
membranes; free radical detection in
proteins; state of transition metals
in proteins.

Nuclear magnetic
resonance (NMR)

A concentrated solution of sample, possibly
isotopically enriched for nuclei with a
magnetic moment different from 0 (1H,
13C, 15N, 31P), is subjected to a high
magnetic field. In the most common
method, after the sample is pulsed, the
decay in amplitude of the emitted
radiowaves with time is measured and
converted to a frequency spectrum by
Fourier transformation. The magnitude
and direction of the pulse can be altered to
detect certain types of interactions
between nuclei. The strength of the local
magnetic field around an individual atom
is decreased by the presence of covalently
bound or spatially close neighboring
groups, causing changes in the position of
the resonance lines (chemical shifts) in the
output frequency spectrum. Peak
intensities in NOESY spectra reflect the
distances between individual spins.
Distance geometry methods and restrained
molecular dynamics calculations are used
to calculate the 3-D structure of proteins
or protein–protein complexes.

High Most solvents interfere with
measurements. Labeling of
the sample with stable
isotopes may be necessary.
Oligomers may be artificially
generated by the high protein
concentration required for
measurement.

Determining the exact tertiary
structure of small proteins, nucleic
acids, and complexes. Combining
results from different NMR
experiments can be used to monitor
changes in the resonance
frequencies upon complex formation,
and thus give specific information
on binding sites. Various techniques
(e.g., resonance transfer) can be
used to measure interactions
between two molecules even without
establishing a structure. See Ref. 13
for a discussion of NMR techniques
to study protein complexes.

Table 1. Physical Methods for Monitoring Changes in Protein Structure and Interprotein Interactions Involved in Aggregation (continued)

Method
(abbreviation) Brief description Protein neededa

Sample preparation/
buffer interferenceb Best used for
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Table 1. Physical Methods for Monitoring Changes in Protein Structure and Interprotein Interactions Involved in Aggregation (continued)

Method
(abbreviation) Brief description Protein neededa

Sample preparation/
buffer interferenceb Best used for

Protease mapping (PM) Fragments left after cleaving with a site-
specific protease are analyzed (by gel
chromatography and sequencing or MS/
MS sequencing) to determine surface
accessible areas

High Need to have specific sites for
proteases in the protein;
buffers should not interfere
with techniques used to
identify protein fragments.

Tertiary structure of an isolated
protein or protected areas in
complexes.

Chemical-based cleavage
(CC)

Like PM, but an activated metal ion cleavage
agent is incorporated at a free sulfhydryl
group, and the cleavage is triggered by
chemical or physical stimuli.

High Buffers used cannot stimulate
cleavage or interfere with
subsequent methods to
determine the size and
constitution of fragments;
need free sulfhydryl groups in
the protein

Tertiary structure of an isolated
protein or areas of contact in
complexes.

Surface plasmon
resonance biosensors
(SPR)

A surface plasmon is an oscillation of free
electrons that propagates across the
surface of a conductor, typically a thin film
of gold or silver. The sample to be
measured is immobilized on one side of the
gold film, e.g., in a hydrogel, and plasmon
excitation is started with a beam of light.
The intensity of plasmon generation
(measured as the reflected light reaching
the detector) is related to the refractive
index of the sample. This can be altered by
flowing a binding substance over the
surface where it is immobilized.

Low to moderate No labeling of the biomolecules
is required, but the two media
must have different refractive
indices. To avoid rebinding
artifacts, the bound protein
should not be overloaded.

Real time analysis of (unlabeled)
protein binding reactions (14).

Total internal reflection
fluorescence (TIRF)

Fluorescently labeled proteins in aqueous
solution interact with a solid phase (e.g.,
fused silica) coated with bilayers of
synthetic phospholipids, unlabeled
proteins, or even whole cells.

Moderate Two media must have different
refractive indices.

Determining interactions between
membrane-bound and free proteins.

Small-angle X-ray
scattering (SAXS)

The scattering of X-rays at small angles can
be used to obtain greater resolution of X-
ray crystal structures.

Moderate Crystals required and special
detection/computation
systems.

Resolving the structure of large
complexes to higher resolution than
possible with diffraction data alone.

X-ray diffraction (XRD) A protein crystal is bombarded with a high
intensity X-ray beam of known wavelength
and polarity. The diffraction pattern of the
emitted energy, measured as spots on X-
ray film or using an area detector, can be
used to determine the position of
individual atoms in the 3-D structure of
the protein or complex.

High Crystals required and extensive
experimentation must be
done to solve the phase
problem.

The only method now in use that can
give the 3-D structure of large,
regular protein complexes at the
atomic level. Adaptations are now
being developed to use it to
determine dynamics as well.

Note: Data presented with respect to the protein requirements, impedance by common buffers, and the type of information obtainable about the protein in solution or precipitate. For more details, see related
references in Table 2; for general information about the methods, see Galla (4), cited specific references, or other books on protein characterization techniques.
aProtein concentration required for measurement. Low is in the nM–lM range, high means 0.1 mM or higher. Note that highly concentrated protein solutions are usually required to obtain crystals and that a
lot of protein is wasted during the process of crystallization. Thus, one needs to start with about 100 mg of purified protein for X-ray analysis, although only a few lgs may find their way to the beam.
bBuffers used for sample preparation for all methods should be sterile and ultrafiltered (0.45 l or smaller pore diameter filter) to remove particulate matter. Buffer requirements for various methods are discussed
in the references given.
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Although rapid onset suggests aggregation is a noncon-
trolled process, there are reports of sequence specificity
based on the pattern of higher molecular weight aggre-
gates seen on gels (15). An approximately similar pattern
of bands was seen, whether a protein formed inclusion bod-
ies alone or in the presence of another aggregating protein.
Although this would indicate that each protein was only
aggregating with itself, the authors could only study ag-
gregates small enough to enter a nondenaturing gel, and
a substantial portion of the protein in all the experiments
remained at the top of the polyacrylamide gel (PAG). More
recent data using computer simulations and light scatter-
ing suggest a cluster–cluster mechanism rather than a
stepwise monomer addition polymerization (16). The ag-
gregation of polypeptide chains during refolding occurred
by multimeric polymerization, in which two multimers of
any size could associate to form a larger aggregate and did
not require a sequential addition of monomeric subunits.

Generally, combinations of methods are applied to pro-
teins, such as the HIV-Rev, where it is important to deter-
mine the 3-D structure, but problems arise in obtaining
this by high resolution methods. The Rev protein, whose
function is to move viral unspliced RNA from the nucleus
to the cytoplasm, is essential for the establishment of in-
fection. Although establishing its 3-D structure would be
very useful for designing inhibitors that could be used ther-
apeutically, severe aggregation problems have hindered its
characterization by X-ray or NMR spectroscopy. Data from
STEM, cryo-EM of lysine cross-linked filaments, and Ra-
man spectroscopy have been used to develop a low reso-
lution (21 Å) model of Rev filament structure that may be
useful in designing inhibitors (17). Structural modeling
tools possibly useful for this protein are discussed later. To
further illustrate how the methods of Table 1 can be ap-
plied to study the interaction of proteins, Table 2 is a list
of some of the protein complexes that have been studied
by combining biophysical methods.

CHARACTERIZING PROTEIN–SOLVENT INTERACTIONS

Protein Stability in a Practical Sense

As Privalov has pointed out (85), if one assumes that all
deviations from the X-ray crystal structure represent a
new and separate state of a protein, the net thermody-
namic stability of a protein at any temperature above a
few degrees Kelvin is essentially zero. The thermodynamic
framework works well for small molecules that can assume
a limited number of stable conformations. However, pro-
teins change conformation continuously; phenylalanine
side chains are often free to rotate around the Cb-phenyl
bond and as many as 40% of the amide protons of a protein
exchange with the solvent in a few seconds (86). Solvent
effects make these dynamic considerations even more com-
plicated; the rate of hydrogen exchange of a protein
changes when even the isotopic nature of the solvent is
changed (87).

To simplify the problem, thermodynamic stability has
been defined as the energy needed to switch the protein
structure from a folded, active native state (in reality a
collection of substates around a mean native structure) to

a completely unfolded, denatured state. Formation of the
denatured state in a dilute protein solution can be induced
by slowly increasing temperature until the transition is
indicated by extreme changes in the protein’s activity or
protease susceptibility, or in the protein’s characteristic
UV absorption, circular dichroism, or more recently, NMR
spectrum. The temperature at which this change occurs is
referred to as the thermal denaturation temperature, or
Td. Thermodynamic stability data can be collected in a few
hours, but the measurements cannot be done at high-
protein density because aggregation usually precedes total
denaturation. The Td varies considerably from one protein
to another and is a function of the pH and other properties
of the solution in which the measurement is made. The free
energy of unfolding ( ), which can be calculated�DGunfolding

from the Td, is approximately 12 � 5 kcal/mol at 30 �C for
all proteins. This number is equated with the free energy
of stabilization of proteins in aqueous solution according
to the two-state model (88). As native, properly folded
structures aggregate less than unfolded, denatured ones,
there is an intimate relationship between solubility and
thermodynamic stability. However, although extreme dif-
ferences in the Td can be used as a direct indication of the
stability of the protein structure (peptides may lose their
secondary structure at T � 12 �C, whereas thermophilic
proteins retain it in a boiling water bath), the Td of typical
proteins is in too narrow a range to serve as an indicator
of structure or purity. We know that proteins vary greatly
in their stability in solution or the dry state. It has been
shown that the DGunfolding for RNase T1 can be almost dou-
bled by adding 0.2 M Na2HPO4 or certain other salts, but
the increase amounts to only 5 kcal/mol (86). Many addi-
tives that stabilize proteins against aggregation do not af-
fect the Td. Aggregation occurs at temperatures well below
the Td for proteins, indicating that a protein need not un-
fold completely to aggregate.

Thus, other methods must be used to determine protein
stability in solution under nonextreme conditions. A two-
state model ignores the less abrupt (and therefore less easy
to measure) changes in the protein structure that precede
complete unfolding. Such changes, coupled with an in-
creased rate of aggregate-producing encounters, probably
lead to temperature-dependent protein precipitation. Sta-
bility for practical purposes is the empirically determined
resistance of a protein to oligomerization or to inactivation
by other mechanisms. Stability can then be equated with
the persistence of solubility or activity and determined ki-
netically as the protein half-life (measured by protein con-
centration or activity after centrifugation) in a solution of
specified pH, solute concentration, and temperature (1).

The kinetic method of measuring stability requires sev-
eral days and moderate amounts of protein. To shorten the
time required for kinetic measurements of solution stabil-
ity, an additional stress can be put on the system by agi-
tating it or adding a protease. For example, resistance to
mechanical shaking was found to be a useful indicator of
solution half-life for 10 enzymes present in liver extracts
(89). Use of more sensitive methods to detect protein ag-
gregation should reduce the protein required for stability
measurements. Osmolytes useful for formulating recom-
binant human growth hormone and interferon-c were de-
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Table 2. Model Systems for the Study of Protein Aggregation

Model system Studied with Examples and key results

Multiprotein complexes

Ribosomes XRCrys, SANS, EM,
neutron diffraction

Early crystals of ribosomes from thermophilic organisms diffracted to �20 Å
were used for comparing the exterior structure with EM photos. Crystals
diffracting to �5 Å were used, combined with image reconstruction, to
determine structural details (18). Neutron diffraction of ribosome crystals was
used to localize the RNA within the core of the particles using difference maps
prepared at different D2O/H2O (altering the relative concentrations of D2O
and H2O in the solvent changes the relative diffraction caused by RNA or
protein in the crystals) (19). Freezing crystals stabilized them in the X-ray
beam.

A 37-Å resolution 3-D structure of ribosomes from rabbit reticulocytes was
calculated from electron micrographs of uranyl-acetate stained single-particle
specimens (20); whereas cryo-EM and neutron scattering data can be used to
model the protein/nucleic acid interactions (21).

Nucleosomes EM, XRCrys The crystal structure of the nucleosome core particle was developed to high
resolution using a variety of isolation and protein techniques and modern
image analysis (22).

Photosynthetic reaction
center and other
membranes

EM, XRCrys, NMR,
electron diffraction

Crystals diffracting to �3 Å resolution required the development of small
amphiphilic molecules (23). Other techniques include NMR of 19F-labeled
bacteriorhodopsin fragments in a membrane-like milieu (24) and IR difference
spectra to monitor structural changes in 15N-labeled or deuterated
bacteriorhodopsin (25).

EM of purple membranes from bacteria are a natural 2-D crystalline array of
lipids and bacteriorhodopsin. As the array is only one unit cell thick, it is not
suitable for X-ray analysis, but yields electron diffraction patterns with spots
to beyond 4 Å resolution. By tilting the sample, a series of patterns are
obtained that can be converted to a 3-D model of the structure of
bacteriorhodopsin in the membranes (26, 27). EM images the hexagonally
packed regular protein monolayer from the cell wall of the bacterium
Deinococcus radiodurans (28).

Virus assembly CD, EM, XRCrys, SAXS,
STM

CD showed the membrane-associated coat protein of bacteriophage M13 (5.2 kD)
changed from an �-helical conformation when it was in a membrane
environment (i.e., in solution with cholate or in the capsid) to a b-sheet form
when aggregated (aggregation followed with PAGE) (29).

NMR studies of detergent-solubilized M13 coat protein, in combination with the
results of sedimentation equilibrium, Raman and CD studies, indicated two
conformers that represent the nonequivalent monomers of an asymmetric
dimer (30) STM was used to view bacteriophage T4 polyheads (31).

Small-angle X-ray scattering was used to follow the rapid assembly of tobacco
mosaic virus protein induced by a temperature jump. The minimum counting
time was 7.5 seconds (32).

Assembly of the icosahedral shells of the dsDNA bacteriophages, herpesviruses,
and acid adenoviruses requires proteins not found in the mature virion,
termed scaffolding proteins. The bacteriophage P22 precursor procapsid
contains approximately 300 scaffolding molecules within a shell composed of
420 coat protein subunits (33). Cryo-EM has been used to characterize the
scaffolding/assembly of herpes simplex virus particles (34).

Antibody–antigen
interactions

XRCrys, NMR, SLLS,
DLLS, STM

Crystal structures of antibodies or bacterially produced antibody fragments with
peptide antigen (35) or proteins can diffract to �2.5Å (36) and can be used to
identify the atomic features of the binding site.

NMR studies of binding of an antibody fragment (Fab) to a peptide (37). As the
on/off rate of the peptide is short compared to the spin-lattice relaxation time
of the Fab and peptide protons, a NOESY spectrum in the presence of a vast
excess of peptide has extra cross-peaks (transfer NOEs) that are due to
magnetic exchange between the bound and free peptide fractions and are not
present when the peptide and Fab are present in a 1:1 ratio (38).

Dynamic light-scattering measurements of antibody–antibody complex aggregate
formation indicated fractal dimensions rather than a defined geometric shape
(39). STM ultrastructural images of unstained immunoglobulin G, air dried on
the surface of highly oriented pyrolytic graphite (HOPG), required only 1 ll of
a 0.5 mg/mL solution of protein in 50 mM of tris buffer (40).

Casein micelles SANS, light scattering,
EM

Neutron scattering from suspensions of casein micelles measurements were
combined with EM data to characterize the structure as packed micelle
monomer subunits (41).
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Table 2. Model Systems for the Study of Protein Aggregation (continued)

Model system Studied with Examples and key results

Inclusion body formation EM, SLLS The traditional method to determine the presence of aggregation after
differential centrifugation is gel electrophoresis (also coupled with
immunoblotting or isoelectric focusing [42]). Inclusion bodies contain protein
polymers (43,44) resistant to SDS and b-mercaptoethanol solubilization.

Inclusion bodies (IBs) are seen as electron dense particles in EM thin sections of
whole E. coli cells; the morphology of isolated IBs was studied by scanning
and freeze-etch EM (45).

IBs (at least the polymeric forms that will enter a PAG) appear to consist of only
one protein, not nonspecific coaggregates with other proteins (15). More recent
data using computer simulations and light scattering suggest a cluster–cluster
mechanism rather than a stepwise monomer addition polymerization (16).

b-amyloid fibril formation CD, static and dynamic
light scattering

b-amyloid peptide (A-b) is the primary protein component of senile plaques in
Alzheimer’s disease patients. Assembly of synthetic A-b into amyloid fibrils in
phosphate-buffered saline was followed by static and dynamic light scattering.
CD was used to show A-b’s structure varied when dissolved in organic solvents
commonly used in neurotoxicity assays. In pure DMSO, A-b had no detectable
b-sheet content; in 0.1% trifluoroacetate, the peptide contained one third b-
sheet; and in 35% acetonitrile/0.1% trifluoroacetate, A-b was two-thirds b-
sheet, equivalent to the fibrillar peptide in physiological buffer (46).

Bacterial flagella
assembly, microtubules

EM and cryo-EM EM demonstrated in vitro reconstruction of organelles such as Salmonella
flagellar filaments (phosphotungstic acid stained preparations) (47) and
microtubules (frozen hydrated or glutaraldehyde/tannic acid fixed and stained)
(48).

Lipoxygenase substrate
binding

EMR, X-ray absorption
spectroscopy, infrared
CD magnetic CD

Spectroscopic studies, including electron magnetic resonance, X-ray absorption
spectroscopy, infrared circular dichroism, and magnetic circular dichroism,
have been applied to compare lipoxygenases from varied sources and with
different substrate positional specificity. Soybean lipoxygenase-1 contains a
novel three-turn p-helix near the iron center (49).

Nucleotide binding NMR The conformation of MgATP bound at the active site of Salmonella typhimurium
5-phospho-�-D-ribose 1-diphosphate synthetase (PRibPP synthetase) (50) and
conformations of the adenosine moiety of MgADP and MgATP bound to rabbit
muscle creatine kinase (51) have been investigated by 2-D transferred-NOE
spectroscopy (TRNOESY).

Fibrinolase/Zn binding NMR and CD The Zn binding enzyme fibrolase (pI is 6.7) shows a minimum in its solubility
profile (which can be followed with CD or NMR spectroscopy as a structural
change) below pH 5. Zn loss, induced by rising temperature or lowered pH or
adding chelators (EDTA, DTT), leads to a rapid loss of �-helical structure,
exposure of hydrophobic residues, and aggregation (52).

Calmodulin/Ca XRCrys, SANS Small angle X-ray and neutron scattering of calmodulin in complex with two
peptides (53).

Specific protein interactions

Profilin/actin XRCrys Crystals of profilin/actin diffracting to 1.8-Å resolution required ATP hydrolysis
to form and a 3.2 M ammonium sulfate/ATP bathing solution for stability (54).

RecA protein/DNA EM, SANS, STM RecA protein complexes with itself and with DNA were characterized under
various conditions by combining EM and small-angle neutron scattering (55)
STM images to a resolution of a few nM has been obtained for coated
specimens of RecA bound to DNA (56).

Other protein DNA
complexes

EM, STM A combination of electron microscopy, image analysis, 3-D reconstruction (57)
and STM has been used to show that the active form of the DnaB protein, the
primary replicative helicase in E. coli, is a hexamer. Depending on the
presence of different nucleotide cofactors (ATP, ATP c-S, AMP-PNP or ADP),
two different hexameric forms of the DnaB ring were found, one with a three-
fold symmetry and one with six-fold symmetry. EM and image analysis was
used to establish the relative orientation E. coli RuvA and RuvB bound to
model Holliday structures (58,59).

Clotting factors with
inhibitors

XRCrys Crystals structures of the complex of thermitase (279 amino acids) with the
inhibitor Eglin C (70 amino acids), resolved to �2 Å resolution (60) and
human �-thrombin with its inhibitor hirudin to 2.3 Å resolution (61).

Cyclosporin/cyclophilin XRCrys, NMR NMR of the binding of cyclophilin to cyclosporin indicate that cyclosporin A and
FK506 (but not rapamycin) undergo drastic conformational changes when
bound to their respective binding proteins (62).
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Table 2. Model Systems for the Study of Protein Aggregation (continued)

Model system Studied with Examples and key results

�-Crystallins EM, SLLS, DLLS Dynamic light scattering data (determine particle molecular weight as a
function of time) combined with EM to determine shape of aggregates of
bovine �-crystallin. Static light-scattering data indicated that the sample
preparation methods used for (negative staining) EM had induced some
particle breakdown (63).

Making lac repressor
tetramer into a dimer
or monomer;
mechanism of isopropyl
1 thio-b-D-galactoside
(IPTG) binding

SAXS, SANS, XRCrys,
SDM, equilibrium
sedimentation,
fluorescence emission
quenching

Tetrameric (4 � 360 amino acid) wild-type lac repressor was modeled based on
scatter data (size and shape of tetramer) initially until a crystal structure was
available. Targeted SDM-generated monomers formed preferentially dimers or
did not associate, while retaining DNA binding function. A point mutation
(Y282D) was sufficient to disrupt tetramer formation and generate monomeric
protein (64). IPTG (inducer) binding reduced the fluorescence emission
intensity of the repressor in solution. Low concentrations of IPTG reduced the
fluorescence quenching effect of KI on the emission intensity (65).

Making a dimer from
monomeric
staphylococcal nuclease

XRCrys, sedimentation
equilibrium

A serendipitous mutant of staphylococcal nuclease (6 amino acids in a surface
loop, D114–119) forms a stable dimer (Kd � 10�8 M). The carboxyterminal
helices of each monomer swap places in the dimer (66).

In vitro aggregation

Light scattering, laser
light transmission
fluctuation

For monoclonal antibody aggregation in the presence of antigen, the estimates of
the radius of gyration in solution, as measured by both classical and dynamic
light scattering, agreed very well with those estimated from electron
micrographs of the same aggregates (67). The aggregation of low-density
lipoprotein (LDL) induced by acetylation, carbamylation, maleylation, or
oxidation was evaluated by laser light transmission fluctuation. Aggregated
LDL, but not unmodified monomer, stimulates the uptake of cholesteryl ester
in arteriosclerotic cells (68).

Protein denaturation CD, FTIR, IR-ATR, RS,
SLLS, NMR

Raman spectroscopy has been used extensively to study the quaternary
interactions of hemoglobin and to compare the secondary structures of
proteins under various conditions (69,70). For example, 10–20% solutions of �-
chymotrypsin and chymotrypsinogen were used for a Raman spectroscopic
analysis of secondary changes induced by pH and pressure (71).

A relationship between the salt type and concentration used for precipitation of
�-chymotrypsin and the disordering of the secondary structure was
determined from Raman spectroscopy (72). When the method was extended to
another 11 proteins, the general result was that the precipitated protein
contained on the average a higher percentage of b-sheet structure as
determined by the amide I band intensity and location; the effect was more
pronounced when the chaotrophic salt KSCN was used compared to the
structure stabilizing salt, Na2SO4 (73).

Salt precipitation of
protein

RS, SANS, fluorescence
scatter peak, SLLS,
DLLS

SANS in combination with ultracentrifugation has been used to determine the
particle weight of malate dehydrogenase from a halophilic bacteria in different
salt solutions. In 1–2 M NaCl solution, the protein is a stable dimer and binds
much more water and NaCl than in low salt solution, where the salt-loving
protein unfolds (74). Stopped-flow turbidimetry has been used to derive a
kinetic model for the precipitation of �-chymotrypsin by different salts (75).

Crystallization pathways Fluorescent light
scattering, EM, SLLS,
DLLS

Quasielastic light scattering study of the effect of salts on lysozyme and
concanavalin A showed precipitating salts decrease translational diffusion
coefficient, whereas those furthering crystallization do not change it and
solutions remain monodisperse with increasing salt (76). Light scattering
studies of solutions of canavalin at a fixed salt concentration (where the
protein was known to form rhombohedral crystals) (77).

Stereo-electron microscopy of frozen specimens used to characterize
crystallization methods for lysozyme and tomato bushy stunt virus particles
(330 Å). Crystallization intermediates had a more compact structure than
aggregates that lead to amorphous precipitates (78).

A symmetric dimer of a polypeptide in an organic solvent suggested as a model
for the effects of crystal packing and solution dynamics on structure
determination by X-ray crystallography and solution NMR methods (79).
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Table 2. Model Systems for the Study of Protein Aggregation (continued)

Model system Studied with Examples and key results

Complexes with
phospholipids and
surfactants

Solid state NMR, NMR,
ATR/IR, ESR

The complete structure determination of a polypeptide in a lipid bilayer derived
from solid-state NMR observations (80).

IR has also been used to study the binding of CO2 to carbonic anhydrase and
mutants thereof (81), and combinations of 31P-NMR and ATR-IR have been
used to study pulmonary surfactants (82,83).

The interaction of phospholipid with (R)-3-hydroxybutyrate dehydrogenase, a
phosphatidylcholine-requiring membrane enzyme, has been studied using ESR
spectroscopy of spin-labeled lipids, both as ordered multibilayers and in lipid
vesicle suspensions (liposomes) (84).

Note: The systems described in this chapter are amenable to characterization by several methods. See the section under the appropriate method for details
and references. CD � circular dichroism; EM � electron microscopy; FTIR � Fourier-transformed infrared spectroscopy; IR-ATR � infrared attenuated
total reflection spectroscopy; RS � Raman spectroscopy; SE � sedimentation equilibrium; SANS � small-angle neutron scattering; SAXS, small-angle X-ray
scattering; SLLS/DLLS � static or dynamic laser light scattering; STM � scanning tunneling microscopy; XRCrys � X-ray crystallography.

tected by their ability to protect the native state of the
protein against the stress of emulsification in organic sol-
vent and re-extraction into buffer. Recovery of native pro-
tein was determined by native size exclusion HPLC fol-
lowed by circular dichroism (CD), both rapid techniques
that require relatively little protein (90).

Determining the Surface Charge and Hydrophobicity
of a Protein

Again, practicality dictates the use of chromatographic
methods to determine the approximate surface charge and
hydrophobicity of a protein in solution. Because aggrega-
tion of integral membrane proteins after transfer to an
aqueous environment is a well-described phenomenon
(91), there is a tendency to regard precipitation in aqueous
solvents as an indication that a protein is hydrophobic. In
reality, all proteins are to some extent hydrophobic, with
tightly packed cores that exclude water (92,93), and even
proteins with many polar residues at their surfaces, such
as interferon-c and RNase A, will aggregate at high con-
centrations.

As with stability, the surface charge of a protein is not
easily defined. An isoelectric point (pI) measured by iso-
electric focusing or chromatofocusing indicates the pH at
which the protein has no net charge at very low salt con-
centrations (high ionic strength prevents proper electro-
phoresis and interferes with the establishment of the am-
pholyte-pH gradient). These methods cannot be used for
proteins (e.g., T7RP) that precipitate in low salt buffers.
Further, the effective pI of a protein is greatly affected by
buffer conditions. Due to the binding of salt, one cannot
assume that a protein in solution will be negatively
charged at a pH above its pI in a solution containing salts
or metal ions (e.g., acidic caseins bind Ca2� and appear
positively charged at pH 7 (16). Oligomerization can alter
the apparent isoelectric point of a protein by more than a
pH unit, as has been shown for insulin (94).

At pH 7.5 and 50 mM salt, most proteins will bind to
DEAE-coupled (positively charged) resins if they are nega-
tively charged and to phosphate and other negatively
charged resins if they are positively charged. The degree
of surface charge can be estimated from the salt concen-
tration required for elution from DEAE or CM-conjugated

resin columns; this can also give indirect evidence about
the degree of surface exposure of altered residues. For ex-
ample, when positively charged residues (Arg10 or Lys7)
were changed to uncharged glutamine by site-directed mu-
tagenesis from the N-terminus of RNase A, the mutants
eluted at lower salt from CM-Sepaharose at pH 8 than did
the wild type; the double mutant did not bind to the column
at this pH (95). Similarly, C-terminal deletions of human
interferon-c eluted at progressively lower salt concentra-
tions from CM-Sephadex as more positively charged resi-
dues (Lys [K] and Arg [R]) were deleted (Table 3).

Later in the purification, after the solubility of the pro-
tein has been better defined, chromatofocusing in an ap-
propriately stabilizing buffer can be used to more accu-
rately estimate the protein’s pI. Once one has enough
purified protein, the pI can be determined by measuring
the amount of KOH necessary to increase the pH of a so-
lution of protein in buffer from 2.5 to 11 compared to that
needed to titrate the buffer alone. Gel methods for follow-
ing the changes in surface charge during protein folding
and aggregation have also been developed (42).

Similarly, binding to resins coupled with hydrophobic
groups, such as Phenyl- or Octyl-Sepharose� (Pharmacia)
indicates the presence of hydrophobic residues at the pro-
tein surface. Proteins are applied in high salt (0.7 to 1 M
ammonium sulfate), which increases hydrophobic inter-
actions, and then eluted with a decreasing salt gradient.
Most proteins elute between 0.5 and 0.1 M salt; very hy-
drophobic proteins will not elute into low salt buffer unless
the polarity is decreased by adding ethylene glycol. If a
protein does not bind to Phenylsepharose, it either has a
very hydrophilic surface (e.g., RNase A) or is aggregated.

One can determine the hydrophobicity of a purified pro-
tein or follow changes in exposure of hydrophobic groups
during folding by measuring interaction with a hydropho-
bic dye or radioactive tracer [e.g., 1-anilino-8-napthalene-
sulfonate (98), or 125I-TID, 3-(trifluoromethyl)-3-(m-125io-
dophenyl)diazirine (99)].

Empirical Models for Salting-in and Precipitation
with Various Agents

Empirical Models to Account for Salt/pH Effects. Gener-
ally, charged proteins can be salted-in by counterions. This
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Table 3. Proteolytically Cleaved Human IFN-c Elutes from CM-Sephadex at Progressively Lower Salt
Concentrations Depending on the Number of Positively Charged Residues Removed from the
C-Terminal

Human IFN-c C-Terminal [NACl] eluted

Full length �PAAKTGKRKRSQMLFRGRRASQ 300–500 mM
IFN-cD12 �PAAKTGKRKR 200–300 mM
IFN-cD14 �PAAKTGKR 80–100 mM

Note: After overnight cleavage at room temperature with one unit of either the protease Factor Xa (Biolabs) (for the D12 protein) or
Endopeptidase Arg-C (Sigma) for the D14 protein, samples were diluted fivefold with 10 mM NaHPO4 buffer, pH 5.7, and applied to
small columns of CM-Sephadex C25 (Pharmacia) (96,97). The indicated eluates were then concentrated by centrifuging in Centricon-
3 microconcentrators (Amicon). After automated Edman degradation, which indicated that the N-terminus of the proteins was unal-
tered, the number of amino acids deleted was determined by electrospray ionization mass spectroscopy.

Table 4. Electronegativity Values for Protein Atoms and Common Ions Associated with
Proteins

Electronegativity
of protein atom
constituents

Ionic character of bond and
(percent ionic)

Electronegativity
of ions

H 2.1 C-H, S-H 0.4 (4%) Li 1.0
C 2.5 C-O 1.0 (22%) Na 0.9
N 3.0 N-C 0.5 (7%) K, Rb 0.8
O 3.5 OH 1.4 (39%) Ca 1.0
S 2.5 NH 0.9 (19%) Cu 1.9
P 2.1 P-O 1.4 (39%) Zn 1.6

Fe 1.8
Cl 3.0
F 4.0

is caused by the ion binding to the protein and neutralizing
the net charge at its surface (see Table 4 for dielectric con-
stants of common ions). The solubility of lysozyme, a pos-
itively charged protein, was shown to vary more with the
nature of the anion added than the cation; the anion de-
pendence followed the Hofmeister series (100). On the
other hand, the solubility of caseins with pI between pH 3
and 5 varies with the nature of the cation: sodium, potas-
sium, and ammonium caseinates are soluble; calcium ca-
seinates form micelles (101). Casein solubility varies in-
versely with the atomic radius of the divalent cations
added; Zn2� and Cu2� are more effective precipitants than
Co2� (102).

The interaction of salts as a function of pH with very
soluble proteins can be accounted for mathematically, on a
case-by-case basis. Detailed studies have been reported for
a few proteins, including porcine pancreatic amylase (103)
and ovalbumin (104). The latter study found that at 30 �C,
the solubility of ovalbumin (Co) in ammonium sulfate so-
lutions of varying concentration CA could be described by
the simple quadratic equation:

log (C ) � 5.06 � 0.006t-0.205 C � 0.5(pH-4.58)10 o A
2� 1.1(pH-4.58)

where concentrations of both ovalbumin and ammonium
sulfate are expressed in g/100g H2O, and 4.58 is the iso-
electric point of ovalbumin. The data agreed quite well
with earlier measurements made at 18 �C if the tempera-
ture correction was added.

Precipitation with Polyethylene Glycol and Other High
MW Polymers. Precipitation as a means of purifying or
storing a protein in a dry state must be done in such a way
that after removal of the precipitant, a soluble and active
product is obtained. Organic solvents that perturb the
aqueous shell around the protein (ethanol, acetone, and
even trichloroacetic acid [105]) are used industrially for
large-scale protein precipitation, where maintaining a low
temperature during the procedure is usually required, but
the most useful general precipitants are those that do not
denature the protein, such as polyethylene glycol (PEG).
Models for precipitation with such compounds are usually
based on excluded volume, meaning that the protein is
forced into a progressively smaller area as the polymer oc-
cupies more of the solvent until the critical solubility limit
of the protein is reached.

One recent study analyzed precipitation of common pro-
teins (bovine serum albumin, human serum albumin, and
ovalbumin) with various weights of PEG, and assumed:

1. the protein is globular and has homogenous surface
properties

2. the precipitating polymer is linear, nonionic, and ho-
mogenous

With regard to the first assumption, the model is only
useful for charged proteins if the ionic strength of the sol-
vent is adjusted to minimize electrostatic protein–protein
interactions (106). To predict the phase diagram, the Gibbs
free energies (evaluated using a second-order perturbation
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theory around a hard sphere as the reference) of protein in
the solid and liquid phases were equated. Protein solubil-
ity was lowest (concentration of protein in the solid phase
increased) for higher polymer concentrations, larger pro-
tein sizes, higher molecular weight of polymer, weaker
protein–polymer interactions, poorer solvent, higher ionic
strengths, and pH values close to the isoelectric point
(107).

Because precipitation models are typically based on
data for large, quite soluble proteins with the polymer used
for precipitation of the same size and at about the same
density as the protein being precipitated, it is difficult to
apply the results directly to most laboratory-scale pro-
cesses. Here, typically, the polymer greatly outweighs the
protein in solution, and the intrinsic solubility of the pro-
tein is much less than the standard proteins.

Models for Determining the Effect of Co-solvents
on Protein Folding

Accounting for the interaction between parts of the protein
and the surrounding solvent is one of the most rapidly de-
veloping areas in protein folding. There are several theo-
ries to explain the effects of denaturants and osmolytes on
protein solubility. The eventual outcome of this work is to
understand how a protein folds, with an eye to predicting
tertiary from primary structure. Determining the effects
of osmolytes and denaturants on protein stability in solu-
tion should enable us to predict a priori what cosolutes are
best suited to a protein of a given composition.

Osmolytes have strikingly different effects on different
proteins. One cannot simply add any osmolyte to a protein
solution and assume it will increase solubility; indeed, ad-
dition of carbohydrates or other osmolyte to a concentrated
protein solution will often induce precipitation. The os-
molytic amino acids betaine and proline, which protect
Escherichia coli against urea and salt stress (108), can de-
stabilize DNA helices (109). Adding side chains to betaine
generated forms that are protective against high salt but
not urea and vice versa (108). Curiously, although osmo-
lytes have the general property of increasing the net sol-
ubility of proteins in solution, that is, one can achieve a
higher concentration of the protein before aggregation oc-
curs, none of the individual amino acids are more soluble
in the osmolytic solutions for which there are data (0.5 M
sucrose [110]; 1 M trimethyl amine N-oxide [TMAO] [111]).
There is also no really significant increase, regardless of
side chain, in amino acid solubility in the presence of 2 M
urea, although a cyclic glycine dipeptide designed to mimic
the backbone unit is about 20% more soluble (111).

The Thermodynamic Approach. The thermodynamic ap-
proach is based on the relative ability of molecules to sta-
bilize the native state or the denatured state, thus account-
ing for their effects in a thermodynamic framework. As one
cannot explain the specificity of osmolytes by difference in
solubilities of the amino acid side chains, the preferential
hydration theory suggests that osmolytes are repelled from
the surface of the protein, whereas denaturants bind. The
basic theory resembles the excluded volume theory of pro-
tein precipitation and deals with the protein as a hydrated

ion. The binding of water molecules to the surface of the
protein serves to shield charges and protect the protein
from interaction with other proteins. According to the
model, the concentration of the cosolvent in the immediate
vicinity of the protein is either less than (for osmolytes) or
greater than (for denaturants) that in the bulk solution.
Thus, the water shell around a protein in osmolytic solu-
tion will be relatively richer in water molecules than the
bulk solution. The theory assumes first that such a con-
centration gradient surrounding the protein exists and
that this can serve as a driving force for stabilization.

The concentration of cosolvent near the protein surface
is not easily measured. Experimental results to demon-
strate that this is different from that in the bulk solution
are based on measurements of the partial molar volume of
the protein in various solutions or more recently, infrared
spectroscopy to measure O-H stretching rates in the vicin-
ity of the protein (112). Barrier effects caused by the pres-
ence of high concentrations of cosolvents in the binding of
CO to myoglobin have been analyzed by frequency resolved
calorimetry (113). To develop more general ways to account
for the effects of solvent at the protein surface, computer
models have been developed. Explicit modeling of solvent,
by inserting the protein into a shell of solvent of varying
thickness, is computationally inefficient. Drastic pertur-
bations have to be imposed in the unfolding simulation,
such as high temperature or pressure or by applying spe-
cial algorithmic means to unfold a protein (114–116),
which are likely to induce pathways not found in nature.
Alternatively, one can implicitly model solvent molecules,
in an approach based on the continuum approximation and
the calculation of the solvent accessible surface area
(SASA).

This approach was experimentally validated by a recent
statistical data analysis that showed that for 45 proteins,
the measured free energy and heat capacity of unfolding
correlates directly with the change in SASA during the pro-
cess (117). A recent method was introduced to efficiently
calculate the SASA (118). By changing the protein–solvent
interaction via the SASA and extrapolating to zero cosol-
vent concentration, a folding pathway that should have
more physiological meaning can be induced and monitored.

In this case, the protein–solvent interaction term Ehyd

is computed in the continuum approximation by

E � r Ahyd � i i
i�1,atoms

where Ai is the SASA of atom i and ri is a solvation-param-
eter (119–121) depending on the atom type and solvent
composition. A variety of data are available for the deter-
mination of ri values for individual protein atoms. Several
such atomic solvation parameter (ASP; ri) sets have been
derived (119,120,122–126) based on deriving a transfer
free energy (DGtr) for moving organic molecules (usually
amino acids or their analogues) from one medium to an-
other. Determination of the DGtr can be calculated from the
relative solubility of the groups in the two media. In the
latter case, solubilities in the two solutions (Cw and Cs for
maximal solubility in water or alternative solvent, respec-
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tively) yield DGtr, by assuming that the ratio of the activity
coefficients is �1, according to the equation (127):

Cw
DG � RT lntr Cs

These DGtr values can be directly related to the accessible
surface area of each amino acid (Ai) by the equation: DGtr

� DriAi, and it is assumed for parameter extraction that
the DGtr of a residue R is the sum of the free energies of
each atom:

RDG � Dr Atr � j j
atomsj

Eisenberg and McLachlan (119), in one of the earliest sys-
tematic studies, used data from Fauchère and Pliska on
the energy of transfer of amino acid side chains from n-
octanol to water (128) to derive a set of five ASP values
(Dr(C), Dr(N/O), Dr(O�), Dr(N�), Dr(S)). Their calcu-
lated DGtr for the side chains using this set was linearly
related to the observed values, and others have shown that
the parameter sets, with slight modification, can drive dis-
turbed structures back to their native state (118,129–131).
Although one can also expand the parameter list by distin-
guishing aliphatic, methylene or carbonyl-C, and backbone
or guanidyl nitrogen atoms, too many parameters may be
detrimental in determining accurately the effect of the in-
teraction. Other data well suited to the derivation of ASPs
are those for the transfer potential of side chain analogues
to a vapor phase (132) or based on measurement of the
hydration enthalpy of N-acetyl amino acid amides (133),
or the isoentropic pressure coefficients of tripeptides (134).
Data are also available to derive ASP sets for solvents con-
taining denaturants (135) or osmolytes (110).

There are data available for the solubility of protein
components in ethanol, octane, and other solvents that
could be used to derive ASPs for calculation purposes and
direct data for purifying proteins with aqueous ethanol ex-
traction, or following the unfolding of proteins or peptides
in various solvent conditions (136,137). As the ability of
water-miscible organic solvents to solubilize naphthalene
is logarithmically related to the concentration at which
they denature well-known proteins (trypsin, cytochrome c,
chymotrypsinogen, chymotrypsin, laccase, and myoglobin)
(138), ASP sets derived for one solvent may be related to
other solvents according to simple correlation constants.

In support of using such ASPs, the hydrations seen
around atom types in protein crystals (Table 5) show spe-
cific chemical interactions of the individual atoms with wa-
ter that are unaffected by the crystal lattice. Neutral and
negatively charged oxygen atoms are the most hydrophilic,
followed by positively charged nitrogen atoms, neutral ni-
trogens, carbons, and sulfurs (O� � O � N �� N � C �
S, where � means approximately the same).

Interactions between protein and bound water are fun-
damentally similar to those between protein and bulk fluid
water, measured in partition experiments (139). The linear
correlation coefficient of the data from Table 5 with side-
chain free energy of transfer between cyclohexane and wa-
ter (132,140) was r � �0.95 and with residue retention

on reversed-phase HPLC using a pH 7.5 average scaler �
�0.93 and r � �0.86 for the data of Fauchère (128).

The Kinetic Approach. A kinetic-based accounting for
the effects of cosolvents on aggregation is based on their
alteration of bulk solution properties, primarily the viscos-
ity, macroscopic dielectric constant, and the chemical po-
tential, which affect also the unfolding of the protein and
its thermodynamic equilibrium energy. These changes can
also have pronounced effects on the kinetics of unfolding,
refolding, and transitions between substrates, which must
be dealt with to account for the effects of osmolytes on ag-
gregation and solubility. Aggregation, the major barrier to
obtaining clear thermodynamic data, accelerates with in-
creasing protein concentration. This strongly suggests
that protein precipitation is directly related to the rate of
protein–protein interaction. Kinetically, the role of osmo-
lytes in maintaining proteins in equilibrium solution can
be described by equations initially based on Newton’s law
of viscosity and Archimedes’ principle. A protein in solu-
tion is in buoyant equilibrium with the water structure
and viscosity-based forces accelerating its precipitation. To
remain in aqueous solution, the protein must inhabit a cav-
ity in the solvent structure somewhat larger than its sur-
face area. The energy to create such a cavity has been es-
timated, based on the surface tension of water being 72
dyn/cm, to be 104 cal/Å/mol (141). This energy must be
offset by the energy of binding of water molecules to the
charged groups on the protein molecule. This may explain
why more highly charged proteins, such as RNase A, are
quite stable in solution in the presence of moderate
amounts of salt, in contrast to proteins with large hydro-
phobic surface areas. A compact globular shape has the
lowest surface area; unfolding the protein increases its sur-
face area (and area for interaction with other molecules)
and alters its specific density. For example, for a protein
in a temperature gradient, the change in velocity of the
molecule can be summarized as a function of the
(temperature-dependent) viscous forces [� • s] and buoy-
ant forces [qbgDT]:

Dv
q � �[� • s] � qbg(T � T)

Dt

where q is the specific density (mass/unit volume), g is the
gravitational constant, and b is the coefficient of volume
expansion.

The second term in kinetic effects in protein unfolding
states simply that the viscosity of the solution will affect
the time required for folding, an effect summarized (142)
as:

2(DE(n) /k T)bt̄(n) � t e0

where t(n) is the lifetime of a typical microstate, and t0 is
the time scale for a typical motion of a large segment of
the chain, which is a factor of the local barriers and the
solvent viscosity. For the case of viscosity (friction) effects
on geminate binding reactions, please see Ansari et al.
(143) for a restatement of Kramer’s law in order to apply
it to proteins.
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Table 5. Hydrations Seen in Crystal Structures

Protein atom group Atom types included in group Water ions/occurrence

Neutral O Q, N, D, T, Y and all carbonyl O atoms 0.53
Negative O D and E side chain O 0.51
Positive N H, K, R side chain N except Arg Ne, which is fairly nerutral 0.44
Neutral N W, N and Q side chain N and Arg Ne, plus all main chain N 0.35
Carbon/sulfur All carbon and sulfur atoms 0.08

In addition, one must account for changes in the dielec-
tric constant of the medium and for the polarizability (�)
of the protein and its cosolvents on the interaction energy
between protein particles as a function of distance (R).
Classic thermodynamics says that this energy, for an os-
cillating system with no limits on the sphere of motion,
should be:

2 6DE(R) � �3hm/4(� /R )dis

where the oscillator energy hm can be equated with the ion-
ization potential (IP). Thus, the energy of interaction de-
creases as the distance between particles decreases to the
sixth power and the polarizability increases. As the dis-
tance between particles decreases directly with the con-
centration of the protein, small increases in concentration
will greatly accelerate the aggregation rate.

With respect to the ionization potential, the constituent
atoms of proteins, with the exception of hydrogen, have
very similar electronegativity values (Table 4), and most
of the bonds within a protein are basically covalent. Note
that hydration is seen in crystal structures at precisely the
atoms in proteins where the ionic character of the bonds is
most pronounced (Table 4). Obviously, substituting a hy-
drogen atom for any of the alkali metals will increase the
local dipole moment within the protein. The polarizing ef-
fect of substituting a larger ion is intermediate. These con-
siderations may be used as the basis for analysis of salt
interactions with proteins, if the surface charge is known.
Although such models will still require experimentation,
they may be used as an optimization framework that may
reduce the data needed.

COMPUTER DESIGN OF MORE SOLUBLE PROTEINS

Combinations of the methods discussed in the first section
have been used to generate mutants of insulin with altered
oligomerization and solubility and to change the lac re-
pressor from a tetramer to a dimer or monomer, to name
but a few examples (see Table 2). Residues involved in ag-
gregation were identified with the help of a detailed 3-D
structure, generated by high-resolution methods, and site-
directed mutagenesis was used to test which residues
could be altered without affecting function or the global
fold of the protein (144). All these studies required years
of work. Fortunately, computational advances now allow
us to have a reasonable view of the protein structure for
many proteins based on their sequence homology to other
proteins. This sort of modeling can be implemented to solve
problems even during the initial isolation of a protein of
known sequence. As discussed elsewhere (2), thereareafew

empirical rules for identifying areas of proteins that cause
aggregation. The few good examples of controlling aggre-
gation of proteins through alteration of primary structure
started from high resolution X-ray crystallographicorNMR
structures of protein complexes or oligomers. It is now pos-
sible to view the 3-D structureofproteinswhosecoordinates
have been deposited in the protein data base (PDB) (for
downloading from the Internet, see the notes to the Internet
site “Pedro’s Macromolecular Tools”) on a regular Macin-
tosh or PC terminal; stereo viewing software can also be
had for a reasonable price. Good viewing systems such as
the Silicon Graphics Indigo series or the Evans and Suth-
erland Molecular Graphics systems allow more detail and
sophisticated, real-time rotation of the molecule. Even
when the 3-D fold of the protein is known, it is still not easy
to identify aggregation sites; one can, however, identify
surface-exposed amino acid stretches that might be in-
volved in aggregation or intermolecular contacts rapidly
and test the effects of site-directed mutagenesis at these
positions on solubility. New methods for mimicking protein
folding by computer allow hope that we may soon be able to
identify problem areas in the primary sequence. Two basic
assumptions may greatly simplify calculations of the pro-
tein aggregation problem:

1. Protein folding proceeds first by folding into a series
of domains, which then interact with each other spe-
cifically to form the final stable global structure.

2. During this process, certain domains may form inter-
rather than intramolecular contacts. Once two mol-
ecules are so intertwined, their residual domains
may be forced to associate with other molecules,
leading rapidly to a mass of partially folded, inter-
locked protein monomers. This idea, based on the do-
main swapping hypothesis of Bennett et al. (145), is
from structural analysis of oligomeric proteins, in-
cluding Diphtheria toxin, staphylococcal nuclease, �-
spectrin, and antisialidase, with swapped domains
ranging from 14 to 252 amino acids.

The problem would then become identifying probable
domains within the protein that are sufficiently separated
during folding so as to allow another molecule to interca-
late during the folding process. One can view surface
groups on proteins, searching for areas of exposed hydro-
phobic surface, for example, that may be involved in ag-
gregation. There are also specific programs that allow one
to view the dynamics of interaction between molecules
(DOCK, from Kuntz’s group at UCSF, can be obtained over
the Internet). DOCK is most suitable for viewing the in-
teraction between small sections of the molecule and small
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Aligned multiple
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and inside/outside

Experimental data, incl.
local struct. information

MASIA

TRANSLATE

FANTOMa
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torsion constraints

Distance and
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Initial
(crude) models

Refined models
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Figure 2. Flow chart describing protein modeling strategies de-
pending on the degree of homology of the protein sequence to those
of known structure. The shaded boxes enclose names of compu-
tational biology software that is being developed in the computa-
tional biology group at UTMB. The left and right sides of the flow
chart represent procedures for generating models by independent
routes. See text for details. Source: Figure kindly supplied by Dr.
Kizhake Soman of UTMB, who retains copyright.

ligands. For example, the 3-D structure of neurotrophin
(also called p75NGFR or LANR) was modeled by its ho-
mology to regions in the receptor of tumor necrosis factor.
Hypothetical complexes of this neurotrophin model struc-
ture with nerve growth factor were then modeled with
DOCK 3.5. Viewing of hundreds of predicted orientations
with MIDAS revealed similarities between motifs in
ligand-binding domains of the neurotrophin and tumor ne-
crosis factor receptor and pinpointed differences that could
account for specificity (146).

However, experimental structural data are not avail-
able for most proteins, and structures of complexes of pro-
teins are even rarer. For a significant percentage of newly
identified protein sequences, which have homology to a
protein of known sequence homology, one can predict with
some degree of confidence their overall topology and
stretches of amino acids likely to be surface exposed. This
does not mean that such models can replace experimental
data. The protein-folding problem is mathematically de-
scribed as a system with frustration, because the number
of computing steps required to solve the problem increases
faster than any power of the size of the system (147). This
section covers some of the possibilities for using sequence
data and molecular graphics tools to generate model 3-D
structures. Some programs from the Internet are pre-
sented in addition to the self-correcting distance geometry
(SECODG) approach to the modeling being developed in
the computational biology group of the UTMB. Several dif-
ferent pathways, starting from an initial sequence align-
ment, can be used to obtain such constraints (Fig. 2).

Automatic Homology Modeling

If a structure for a protein with significant (�30 to 40%)
sequence identity exists, a 3-D-structure model can
be obtained over the Internet. For example, we tested
SWISSMODEL using a 62-amino-acid section that aligns
with other homeobox proteins from the Pem protein (in-
volved in control of hormone generation in the testes). The
murine Pem homeodomain homologous area

RQMPLQGSRFAQHRLRELESILQRTNSFDVPREDL
DRLMDACVSRVQNWFKIRRAAARRNRR

sequence was cut out of a text file and pasted into
the appropriate area of the form for submission to
SWISSMODEL, a program on the Internet that is under-
written by Glaxo Research and constructed by Peitsche. An
e-mail response with coordinates for a 3-D structure based
on the structure of the Fujitaratsu homeodomain (PDB
files 21FJL and 11 FJL) was returned quickly. Although
for proteins with sufficiently high homology to one in the
PDB the template selection is automatic, it is always a
good idea to choose an appropriate model oneself by exten-
sive homology (BLAST or equivalent) searches before re-
questing the modeling.

SWISSMODEL uses the PDB to obtain structural in-
formation and automatically generates a model for se-
quences that share significant similarities with at least
one protein of known 3-D structure. Given an unknown
sequence, SWISSMODEL uses a FastA and BLAST search
to determine what protein in the PDB could be a possible

structural homologue based on the degree of primary se-
quence similarity. A sequence with a FastA score 10 SD
above the mean of the random scores and a Poisson un-
likelihood probability P(N) of 10–5 will be considered. The
program as of 1998 requires at least 35% residue identity
with 40% of the target sequence (or overall 25% identity).
The automatic alignment tool used within the program
suite is SIM, but the user on a second level can choose to
submit other alignments or structures for use in the mod-
eling (148). Hyperlinks between SWISSMODEL and the
2-D gel electrophoresis data bank of SWISS-2DPAGE (see
http://expasy.hcuge.ch) can be used to map E. coli, Hae-
mophilus influenzae, Mycoplasma genitalium, M. tuber-
culosis, and Bacillus subtilis sequences on the basis of
charge and size to proteins seen on the gel grid. A similar
gel database is being accumulated for yeast and human
proteins (149).

The ease, speed, and impressive level of prediction of
SWISSMODEL is certainly a tribute to the Glaxo team. A
significant amount can be learned from visualizing the
structure using Midas software on a Silicon graphics ter-
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minal, and residues involved in DNA binding, on the basis
of the homologous protein used to develop the model, can
be predicted. However, the program only works for pro-
teins where a high degree of sequence homology exists to
protein of known structure. By some estimates, only 10 to
15% of E. coli proteins have a suitable modeling template
in the PDB using the above cutoff levels of residue identity;
one would anticipate an even lower probability for an un-
known mammalian sequence. For our example, when the
whole PEM protein sequence, or even the 63-amino-acid
sequence mentioned earlier that aligns with many other
homeodomain proteins, was sent in the same fashion to
SWISSMODEL and submitted without naming a target
protein for modeling, the program was unable to generate
even a model of the area that contained the homeobox. A
second problem with using such simple models to design
site-directed mutagenesis experiments is that although
the program will be able to predict a global fold for the
protein, local conformations that can account for specific
properties are less easy to predict. For this reason, devel-
oping a working model (as of the date of this article) means
using manually interactive programs that require more
work on the part of the investigator.

Other methods are available from the Web and should
also be investigated. For example, one can use the TOPITS
program, which threads protein sequences onto model
structures (150). Here, sequence residue identity is less
important than the stability of the final structure. An ex-
ample of using this program is shown in Figure 3.

Modeling Using Self-Correcting Distance Geometry
with the Programs CLUSTAL, MASIA, NOAH, DIAMOD,
and FANTOM to Develop a 3-D Model of a Protein

Figure 2 summarizes methods used by our group for struc-
ture prediction based on a unique algorithm based on self-
correcting distance geometry (SECODG) from Dr. Werner
Braun and coworkers. The SECODG-based program suite
has the advantage that experimental results can be di-
rectly incorporated into the modeling process by manual
insertion of distance constraints (DCs), limits on the dis-
tance between two atoms in a 3-D structure. Experimental
DCs can be derived experimentally from NMR or crystal
data or from other types of biophysical data, for example,
from knowing where secondary structure elements lie,
which two cysteine residues form a disulfide bond, or which
residues lie within the active site (which means they must
lie within a certain distance from each other). The method
starts with BLAST searches and multiple sequence align-
ment to determine whether a structure exists for a protein
with reasonable sequence homology. If a homologous struc-
ture is available, the PDB coordinates can be regularized
and DCs extracted automatically by related software pro-
grams.

Step 1: Proteins with a significant identity pattern to
the test protein are searched for in a protein sequence
database (for example, SWISSPROT).
Step 2: CLUSTALW (downloaded from the Internet) is
used to align the best-matched proteins in a block to
identify areas of high homology with other proteins.
These sequences are then used to search for known 3-D

structures in the PDB, a composite of tertiary structure
details.
Step 3: The program MASIA (formerly MULTAN [130])
analyzes the aligned sequences and identifies areas of
probable secondary structure.
Step 4: The results from steps 2 and 3 are combined to
generate a list of distance and dihedral angle con-
straints. These constraints can be combined with re-
sults from other biophysical methods, such as knowl-
edge of where disulfide links and active site residues are
in proteins.
Step 5: The SECODG-based package of NOAH/
DIAMOD then uses these constraints to generate a fam-
ily of structures that best fit these constraints. The
NOAH program is a structure-based filter, which means
in simple terms that it uses a rough 3-D structure to
determine whether a list of distance constraints is in-
ternally consistent.
Step 6: The local structure is refined using the energy
minimization program FANTOM, to determine struc-
tures with lowest energy.

For examples of how this method can be applied to real
situations, see the discussion by Mumenthaler and Braun
(130). Figure 4 is an example of the structure generated by
this method, before energy minimization, for the rat and
murine Pem homeodomains by the author and Hong Yao
Zhu (Univ. of Texas Medical Branch).

Modeling Complexes

Modeling the interaction of several molecules is important
for our understanding of aggregation. Extensive modeling
studies for protein complexes has been done, for example,
to analyze the allosteric mechanism of the tetrameric lac
repressor. Here, years of site-directed mutagenesis studies
were done before a crystal structure of the repressor was
available for study (152). If crystal structures of the pro-
teins involved are available, and there is some biophysical
data about the binding site, one can make relatively exact
models using graphics programs such as MIDAS.

Of course, a model must be validated experimentally
and theoretically. Tests for structure validity can be based
on a binary code where all residues are considered polar
except for seven nonpolars (CILMFWV). The arrangement
of hydrophobic and polar residues alone as evaluated by a
scoring scheme (hydrophobic fitness score) (153) recog-
nized the native fold out of 2,000 near-native structures
generated for each of five small monomeric proteins. Other
tests for structural validity based on identifying structures
with minimum thermodynamic energy are being devel-
oped.

Protein Design

The field of protein design (designing proteins that fold in
a certain manner) is proving to have nearly as much im-
pact on our understanding of protein folding as the direct
measurement of natural proteins. Proteins can be designed
to have a specific overall structure with defined secondary
elements and selected for solubility (154,155). There have
been several recent protein design projects that have illus-
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RANK EALI LALI IDEL NDEL ZALI PIDE LEN2 PDB-ID NAME

1
2
3
4

5
6

7

8
9

10
11
12
13

14
15
16

76.87
76.25
75.98
75.40

75.20
75.15

74.43

74.38
74.15

73.68
73.62
73.57
73.22

73.18
73.15
72.38

124
117
120
124

123
124

122

120
110

123
117
112
117

120
123
124

22
47
16
48

33
19

20

42
22

33
25
15
26

25
41
38

4
6
6
8

4
3

4

6
5

6
4
6
5

5
4
3

1.76
1.72
1.71
1.68

1.67
1.66

1.62

1.62
1.61

1.58
1.58
1.58
1.56

1.56
1.55
1.51

10
10
14
13

11
15

15

15
14

20
14
19
12

17
10

6

625
378
576
272

373
1189

285

1078
280

403
228
314
449

421
279
338

1nfk
7api
1vnc
1dih

2ach
1prc

2ebn

1nir
1pyp

1atl
1udh
1tag
1rtm

1ses
1thm
1cse

Nuclear factor �B
Modified �1 antitrypsin
Chloroperoxidase
Dihydrodipicolinate reductase

�1 Antichymotrypsin
Photosynthetic reaction center

Endo-�-N-acetylglucosaminidase

Nitrite reductase
Inorganic pyrophosphatase

Atrolysin C
Uracil DNA-glycosylase
Transducin � � GDP � Mg
Mannose-binding protein a

Seryl-tRna Synthetase
Thermitase
Subtilisin carlsberg

Figure 3. Output files from the TOPITS program (151) for template proteins when an alignment
of HIV-Rev protein sequences was submitted as input. Listed are the best 16 hits of protein struc-
tures whose folds Rev is predicted to adopt. EALI � alignment score; LALI � length of the align-
ment (between rev and each of these proteins); IDEL � number of inserted residues; NDEL �

number of insertion points; ZALI � alignment score based on which the list has been ranked; PIDE
� % pairwise sequence identity; and PDB-ID � the 4-letter PDB code for each protein. For reliable
predictions, ZALI � 3.0. Thus, the fold prediction only reflects remote homology with Rev. Source:
Unpublished data used with the kind permission of Kizhake Soman and Werner Braun, Structural
Biology, UTMB Galveston, who retain copyright.

Figure 4. Stereo view of a model struc-
ture for the murine PEM homeodomain
region, derived by homology modeling
based on the 1TTF structure in the
PDB using the DIAMOD program. The
side chains shown are identical in both
the modeled sequence and the template
structure. Source: Unpublished data
from the author and Dr. Hong Yao Zhu,
who retain the copyright.
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trated how well we can plan a primary sequence that will
form a desired structure. Although the design of �-helical
proteins is fairly advanced, b-sheet design is still hindered
by solubility problems.

For this reason, the Paracelsus prize (small in cash
value but honorable in the extreme) was claimed many
years after it was offered to any group who could change
the structure of a protein from helical to a sheet (or v.v.)
without altering more than 50% of the residues. The win-
ning protein was a composite of an area of protein G that
formed a b-sheet, which was altered to a four-helix bundle
by substituting residues at discrete positions from the ROP
protein. Helix-forming residues were inserted, and resi-
dues known to favor sheet formation were removed (156).
Despite the apparent difficulty humans have in changing
the structure of a peptide from �-helical to b-sheet, such a
mechanism has been proposed for natural puzzles. For ex-
ample, aggregation of the proteins associated with scrapies
is suggested to be a conversion from a largely helical con-
formation to a b-sheet-based structure in the aggregate
(157,158).

Computational methods have also been introduced into
the area of protein design. For example, a protein that con-
tained no histidine, cysteine, or chelated metal ion was de-
signed that exactly fit the X-ray crystal structure of the
zinc finger protein. The structure of the synthesized model
protein, which required no metal ion for maintenance, was
determined by NMR to be identical to the original Zn finger
region (159). With time, similar modeling algorithms will
presumably allow the design of proteins that match in both
structure and their functional abilities, for example, DNA
binding (160,161).

CONCLUSION

The study of protein oligomerization with various methods
is leading to a better understanding of the atomic basis for
aggregation. Many different forms of biophysical data can
be used to develop better models of the processes. Under-
standing how the interactions between solvents and the
structure of proteins affects interprotein contact will help
design better methods for controlling aggregation and pro-
cesses dependent on resolubilizing proteins after precipi-
tation.
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31. M. Amrein, R. Dürr, H. Winkler, G. Travaglini, R. Wepf, and

H. Gross, J. Ultrastruct. Mol. Struct. Res. 102, 170–177
(1989).

32. Y. Hiragi, H. Inoue, Y. Sano, K. Kajiwara, T. Ueki, and H.
Nakatani, J. Mol. Biol. 213, 495–502 (1990).



2154 PROTEIN AGGREGATION, DENATURATION

33. B. Greene and J. King, Virology 225, 82–96 (1996).
34. Z. Zhou, S. MacNab, J. Jakana, L. Scott, W. Chiu, and F.

Rixon, Proc. Natl. Acad. Sci. U.S.A. 95, 2778–2783 (1998).
35. R.L. Stanfield, T.M. Fieser, R.A. Lerner, and I.A. Wilson, Sci-

ence 248, 712–719 (1990).
36. G. Boulot, J.-L. Eisele, G.A. Bentley, T.N. Bhat, E.S. Ward,

G. Winter, and R.J. Poljak, J. Mol. Biol. 213, 617–619 (1990).
37. R. Levy, T. Assulin, T. Scherf, M. Levitt, and J. Anglister,

Biochemistry 28, 7168–7175 (1989).
38. J. Anglister, Q. Rev. Biophys. 23, 175–203 (1990).
39. J.G. Rarity, R.N. Seabrook, and R.J.G. Carr, Proc. R. Soc.

London, Sec. A. 423, 89–102 (1989).
40. R.J. Leatherbarrow, M. Stedman, and T.N.C. Wells, J. Mol.

Biol. 221, 361–365 (1991).
41. P. Stothart, J. Mol. Biol. 208, 635–638 (1989).
42. P.J.M. van den Oetelaar, B.M. de Man, and H.J. Hoenders,

Biochim. Biophys. Acta 995, 82–90 (1989).
43. C.H. Schein and M.H.M. Noteborn, Bio/Technology 6, 291–

294 (1988).
44. C. Albiges-Rizo and J. Chroboczek, J. Mol. Biol. 212, 247–

252 (1990).
45. G.A. Bowden, A.M. Paredes, and G. Georgiou, Bio/Technol-

ogy 9, 725–730 (1991).
46. C. Shen and R. Murphy, Biophys. J. 69, 640–651 (1995).
47. T. Ikeda, S. Asakura, and R. Kamiya, J. Mol. Biol. 209, 109–

114 (1989).
48. R.H. Wade, D. Chrétien, and D. Job, J. Mol. Biol. 212, 775–

786 (1990).
49. B. Gaffney, Ann. Rev. Biophys. Biomol. Struct. 25, 431–459

(1996).
50. G.M. Jarori, N. Murali, R.I. Switzer, and B.D. Rao, Eur. J.

Biochem. 230, 517–524 (1995).
51. N.J. Murali, G.K. Jaori, S.B. Landy, and B.D. Rao, Biochem-

istry 32, 12941–12948 (1993).
52. D. Pretzer, B. Schulteis, C.D. Smith, D.G. Vander Velde, J.W.

Mitchell, and M.C. Manning, Pharm. Biotechnol. 5, 287–314
(1993).

53. J. Trewhalla, D.K. Blumenthal, S.E. Rokop, and P.A. Seeger,
Biochemistry 29, 9316–9324 (1990).

54. C.E. Schutt, U. Lindberg, J. Myslik, and N. Strauss, J. Mol.
Biol. 209, 735–746 (1989).

55. E. DiCapua, M. Schnarr, R.W.H. Ruigrok, P. Lindner, and
P.A. Timmins, J. Mol. Biol. 219, 557–570 (1990).

56. M. Amrein, A. Stasiak, H. Gross, E. Stoll, and G. Travaglini,
Science 240, 514–516 (1988).

57. A. Stasiak, I.R. Tsaneva, S.C. West, C.J. Benson, X. Ya, and
E.H. Egelman, Proc. Natl. Acad. Sci. U.S.A. 91, 7618–7622
(1994).

58. X. Yu, S.C. West, and E.H. Egelman, J. Mol. Biol. 266, 217–
222 (1997).

59. X. Yu, M.J. Jezewska, W. Bujalowski, and E.H. Egelman, J.
Mol. Biol. 259, 7–14 (1996).

60. P. Gros, C. Betzel, Z. Dauter, K.S. Wilson, and W.G.J. Hol, J.
Mol. Biol. 210, 347–367 (1989).

61. T.J. Rydel, K.G. Ravichandran, A. Tulinsky, W. Bode, R.
Huber, C. Roitsch, and J.W. Fenton, Science 249, 277–280
(1990).

62. W. Braun, W. Kallen, V. Mikol, M.D. Walkinshaw, and K.
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INTRODUCTION

My first publications on techniques to avoid the formation
of inclusion bodies in Escherichia coli (1,2) were met with
many positive responses. Many others had experienced the
problems summarized in the second column of Table 1 and
were tired of dealing with “solutions of renatured proteins”
that were in reality particulate microdispersions of inac-
tive protein. They also shared my concern that proteins
treated with strong denaturants were not the best starting
point for biophysical studies, especially in cases where the
specific activity had not been determined previously. Tech-
niques such as protein NMR revealed structural hetero-
geneity in proteins purified from inclusion bodies (IBs),
and few proteins purified from IBs have been useful ther-
apeutically.

However, a recent review of the literature would indi-
cate that renaturation from IBs, probably because it was
the earliest-described method for producing large quanti-
ties of protein in E. coli, is still the predominant method.
Generally, if isolation from IBs does not work, usually for
the reasons in the second column of Table 1, the next step
is to express the protein in yeast, insect cells, or trans-
fected mammalian cells. Although expression in yeast is a
fine alternative (see Refs. 3 and 4 for a summary of meth-
ods), both of the latter methods are significantly more ex-
pensive than bacterial cell culture. Insect cell cultivation
is an excellent method for production of larger proteins,
but stably transformed lines are given to variability, tests
for expression are time-consuming, and the scale-up is
more difficult than with bacteria or yeast.

Isolation from inclusion bodies is frequently used to pu-
rify proteins for characterizing the results of site-directed
mutagenesis, precisely the area where accurate determi-
nation of specific activity and physical properties is most
needed. University groups, who often appear to be racing
with competitors to study the greatest number of mutants
in the shortest time, frequently resort to IB purification
schemes. Having little access to bioreactors and fermen-
tors, they rely on shaker flask cultivation. The medium
during growth in shaker flasks rapidly becomes anaerobic
and acidic, meaning that the bacteria are struggling to
grow and not able to produce optimal levels of product.
Under these conditions, significant production requires
completely subverting the bacterial metabolism into re-
combinant protein production, which usually means the
use of induction methods such as temperature shock that
favor IB production.

Obtaining an apparently pure protein in solution after
renaturing from IBs is no guarantee of activity (5). For
example, human tyrosine kinase Lck was completely in-
active if expressed insolubly in E. coli and renatured from
inclusion bodies. The protein was active, however, as mea-
sured by autophosphorylation, if solubly expressed by co-
production with either gro ESL or TRX (6).

Further, a mutant of a protein that renatures well from
IBs may differ considerably from the wild type in solubility
as well as specific activity. Ribonuclease A is probably the
most common model for protein refolding experiments.
However, a graduate student with experience in express-
ing RNase A mutants in E. coli and isolating them from
IBs was unable to obtain any of a mutant that represented
the ancestral protein of the hooved animals (the gene con-
tains 16 amino acid changes chosen by evolutionary con-
siderations). Undergraduate students in a lab course re-
cloned the gene into an E. coli secretion system (7),
expressed the mutant protein in a soluble form, and were
able to determine its specific activity with respect to that
of the modern protein (author’s unpublished results).

As illustrated by the this example, expressing recom-
binant proteins solubly does not necessarily require great
expertise. However, unlike expression in IBs, which can be
done under relatively uncontrolled conditions, high-level
expression of proteins in a soluble form requires control
over many variables during growth and induction. These
include temperature, medium pH, oxygenation, and con-
centrations of essential nutrients such as glucose (or glyc-
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Table 1. Perceived Advantages and Actual Disadvantages of Expressing Recombinant Proteins as Inclusion Bodies in
Escherichia coli

Advantages of IBs Disadvantages

Many mutants can be tested because a single flask (or
multiplate well) per mutant suffices for comparative studies.

Mutants of proteins can differ greatly in their specific activity
and ability to refold.

High expression level means reduced fermentation costs. Refolding shifts problems and costs downstream.
Production can be monitored with PAGE or immunoblotting. Production cannot be monitored directly by activity.
Cytoplasmic proteins are washed away, simplifying purification.

95% purity can be quickly achieved.
The other 5% contaminants are hydrophobic, insoluble

membrane proteins and cell wall fragments
Removal of cytoplasmic proteins early means less proteolysis. Significant proteolysis accompanies refolding in dilute solution
The major contamininants are oligomers and misfolded or

proteolyzed forms of the desired protein.
Separation of multiple forms of the same protein is the most

difficult purification step.
The pL promotor induced by raising temperature often yields

where other systems fail.
If the protein does not refold well, another expression system

will still be needed.

erol) and toxic by-products of the bacteria, including ace-
tate and carbon dioxide. Several industrial biotechnology
groups have developed elegant solutions for all the prob-
lems encountered in soluble expression (8,9). Presumably
because of stability problems with respect to both the host
strain and plasmid, continuous culture methods are gen-
erally not used. The highest-yielding processes to date are
based on fed-batch technology, which is also the standard
for antibiotic production.

Most researchers wish to obtain their protein in a sol-
uble form with a minimum amount of work. I thus begin
by suggesting alterations in growth conditions that can be
tested with most expression systems. The second section
then discusses alternative host strains and plasmids that
are better for directing soluble protein expression. The
third section is devoted to discussing ways of altering the
protein itself to avoid IB formation.

Today, bacterial culture and cloning techniques are used
by many whose specialties are far removed from the area
of microbiology. For this reason, the fourth section contains
detailed suggestions for preparing and maintaining stock
cultures and inocula, as well as a phage-free environment.
One must stress the importance of good sterile technique,
a topic that is never presented in other areas of the physi-
cal sciences. The last section includes tips on maintaining
solubility during harvesting and the preliminary washing/
lysis steps. Cosolvents for retaining solubility of proteins
in solution are discussed elsewhere (10).

ALTERING GROWTH CONDITIONS TO INCREASE
SOLUBLE PROTEIN EXPRESSION

Lowering Growth Temperature

For intracellular production, simply lowering the growth
temperature (T) (1,11) can greatly increase the soluble
fraction of protein. Table 2 lists many recombinant pro-
teins from many different sources that are more soluble
when expressed in E. coli at a lower growth temperature.
The list includes several fusion proteins, for example,
mouse DNA polymerase delta expressed as a glutathione-
S-transferase conjugate (19). Although most of the exam-
ples in Table 2 used 25–30 �C for production, there is evi-
dence that one can lower the temperature much further to

increase the yield of soluble protein. The vaccinia virus
large subunit of ribonucleotide reductase (vvR1, 87 kDa)
was completely insoluble in E. coli when expressed at 37
�C, but mostly soluble if induced at 15 �C (29). The quantity
of soluble and insoluble human androgen receptor (AR) fu-
sion protein produced at different times following induc-
tion at 12, 22, and 37 �C indicated that while much more
insoluble protein was expressed at higher temperature,
soluble receptor expression was much higher at the lower
temperatures. The amount of soluble protein did not cor-
relate well with the ligand-binding capability of the recep-
tor, indicating there was some bacterial factor needed for
folding to a binding-competent state whose capacity was
exhausted at higher expression levels (there is little evi-
dence of proteolytic degradation of the cytosolic fraction
from their gels) (15). Six different areas of the protein were
converted to insoluble protein at the higher temperatures.

There is a lower limit of about 8–10 �C below which E.
coli will not grow at all. In general, K12 strains grow very
slowly below 23 �C; at 10 �C only a few dozen proteins are
produced (42).

Point mutations may make a protein more or less prone
to temperature-induced aggregation. For example, human
triose phosphate isomerase is soluble at 37 �C during pro-
duction in E. coli, as are two mutants, Met14Gln and
Arg98Gln, which are partially and completely inactive, re-
spectively. The (inactive) protein containing both muta-
tions, however, was produced in a soluble form only at a
growth temperature of 28 �C (43).

Although in some cases the production of soluble pro-
tein may appear to be the same at different growth tem-
peratures (44), lowering the growth temperature has two
additional great advantages. The first is that at lower tem-
perature the O2 solubility in the growth medium is much
higher. Thus the cell density can be increased before the
culture grows anaerobically. Anaerobic growth, and par-
ticularly the production of acetate, has been shown to limit
cell growth and the production of protein (45).

The second advantage is that several plasmid expres-
sion systems have been shown to be more stable when bac-
teria are grown at lower temperatures. This may be due to
the fact that the half-life of the antibiotics used to select
plasmid-bearing bacteria during the cultivation also have
a longer half-life at the lower temperature.
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Table 2. A Few Proteins That Are More Soluble When
Produced in Escherichia coli Grown at 30 �C or Less

Protein Ref.

Animal/mammalian

Bovine heart mitochondrial ubiquinol–cytochrome c
reductase (fusion protein)

12

Chick brain b-tubulins, 33 kDa
Chicken riboflavin carrier protein 13
Cystic fibrosis transmembrane conductance regulator

(fused to glutathione-S-transferase)
14

Human androgen receptor (AR) fusion protein 15
Human initiation factor-4E 16
Human Interferon-�2
Human Interferon-b 17
Human Interferon-c
Human transforming growth factor-b 18
Human triose phosphate isomerase double mutant

(M14Q/R98Q)
Mouse DNA polymerase delta 19
Murine cAMP-dependent protein kinase (catalytic

subunit)
20

Murine Mx
Rabbit muscle glycogen phosphorylase 21
Rat phosphatidylinositol transfer protein 22
Regulator of chromosome condensation (RCC1) 23
Xenopus Cu, Zn superoxide dismutase 24

Plant

Radish 3-OH-3-methyl glutarylcoenzyme A reductase 25
Rice lipoxygenase L-2 26
Yeast �-glucosidase P1 27

Viral

Herpes simplex thymidine kinase fusion protein 28
Vaccinia virus large subunit of ribonucleotide reductase

(vvR1, 87-kDa)
29

Yeast/fungal

Cephalosporin-C acylase from Pseudomonas N176 30
Isopenicillin-N-synthases 31

Bacterial

Bacteroides fragilis metallo-b-lactamase (truncated
protein)

32

Diphtheria toxin and fusion proteins thereof 33
Heparinase II and III from Flavobacterium heparium 34
Lycopene cyclase from Erwinia uredovora 35
P22 tailspike 36
Ricin A-chain 37
Salmonella typhimurium CheY mutant 38
Salmonella typhimurium tryptophan synthetase C-

terminal deletions
39

Shigella flexneri invasion plasmid antigens his-fusion 40
T4 DNA polymerase 41

Note: Where no reference is cited, the data are from Ref. 11. Proteins are
not listed that are produced in a soluble form at 30 �C but for which no
comparative data is provided in the reference concerning solubility at a
higher growth temperature.

Higher growth temperature can also inhibit processing.
When chicken riboflavin carrier protein, a phosphoglyco-
protein, was expressed in the T7 system, at 37 �C, two
products were seen in whole cells lysates for protein with
and without the pelB leader sequence encoded in the
pET20b vector. Protein solubilized primarily from IBs did
not contain the signal sequence, which was also absent in
soluble protein expressed at 22 �C (13).

Possible Reasons for the Effect of Temperature. The rea-
sons for the effect of lowering growth temperature are hard
to pinpoint. The temperature effect is not simply due to
slowing the production rate of the protein or to a decreased
growth rate. The rate of synthesis of a particular protein
does not necessarily increase with temperature. The pro-
tein Mx was sequestered into IBs at 37 �C, regardless of
the absolute production rate (which was controlled by
varying the distance between the Shine–Dalgarno se-
quence and the initial ATG in otherwise similar expression
plasmids) (11). Further, decreasing the growth rate in
other ways does not increase soluble expression; to the con-
trary, substrate limitations lower recombinant protein ex-
pression (9).

It is possible that compartmentalization of protein pro-
duction is more efficient at the lower growth temperature.
For example, RNase A was insoluble at 37 �C when pro-
duced cytoplasmically, but soluble at this temperature
when directed to the periplasm/medium in a secretion sys-
tem (7). In mammalian cells, proteins expressed in the nu-
cleus were more susceptible to thermal denaturation in
situ compared with those expressed in the cytoplasm (46).

Another possibility is the presence or lack of some pro-
teins important for folding or aggregation at the different
temperatures. Phosphorylation may occur at the higher
temperature, thus altering the characteristics of the pro-
tein, as has been shown for Gro EL (8). Proteolysis in-
creases at higher temperatures, as does the catabolism of
amino acids involved in central metabolic pathways, such
as serine (47). Studies of the expression of various heat
shock proteins, which are induced by growth at higher
temperatures, have indicated that their presence alone
cannot mimic the effects on cell growth of increasing tem-
perature. Indeed, as we will see in the section “Altering
the Host Strain and Vector to Direct Soluble Expression”,
coexpression of some of these proteins can selectively in-
crease the amounts of soluble recombinant protein. A pos-
sible explanation for the effect of primary sequence on IB
formation is discussed in the section “Altering the Protein
for Solubility.”

Medium Composition

Use of a defined medium (i.e., one in which poorly defined
nitrogen sources such as yeast extract or casein hydroly-
sate are not used) is preferable. Several defined media
have been developed to allow high-density bacterial
growth (48). Glycerol may be a better carbon source than
glucose because less acetate is produced (45). In general,
growth limitations should be avoided, with the exception
of expression with negatively regulated induction systems,
such as those based on the tryptophan promotor. Batch
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feeding during induction has been shown to increase pro-
tein yield considerably. Mathematical models have also
been developed to aid in increasing cell density (49).

Before eliminating casein hydrolysates from the growth
medium, as one does for example in producing labeled pro-
teins for NMR experiments, one should insure that their
presence is not essential for controlling protease activity.
Addition of protease inhibitors to the growth medium, in
the form of an ill-defined extract of potato, was essential
for production of interferon in Bacillus subtilis (50). Spe-
cific inhibitors of toxic enzymes may also be added to the
growth medium. Yields of vvR1, for example, were im-
proved by adding the ribonucleotide reductase inhibitor
hydroxyurea (29).

Adding compatible cosolvents during the culture may
also help maintain solubility, whereas in some cases their
positive effect may actually be during harvesting (see sec-
tion “Controlling Other Variables That Affect Solubility”).
Increasing medium osmolarity by the addition of nonme-
tabolizable sugars may also increase protein solubility at
higher temperatures: 0.4 M sucrose in the growth medium
increased the production of soluble b-lactamase protein
(51). There seem to be relatively few examples, however,
where compatible cosolvents have been tried, perhaps be-
cause the levels of the compounds must be optimized and
their use can greatly increase medium costs. The solubility
of bovine heart mitochondrial ubiquinol–cytochrome c re-
ductase, expressed as a fusion protein with glutathione,
was improved by adding 2.5 mM betaine and 440 mM sor-
bitol to the growth medium. Presumably, the increased os-
molarity of the growth medium forced the uptake of beta-
ine and a corresponding increase of glycyl-betaine within
the cells (12).

Good aeration, even beyond the O2 uptake require-
ments of the culture, can increase production of proteins
in E. coli. Rapid aeration reduces the concentration of CO2

and acetate, both of which can be toxic. High acetate pro-
duction has been implicated in reducing yields, especially
in shaker flasks, even when the pH is controlled by using
highly buffered media. Strains that produce less acetate
have been created by metabolic pathway engineering; how-
ever, these may grow too slowly to be useful. Controlling
the growth conditions of a prototrophic strain with few mu-
tational markers so that it did not experience anerobiosis
or stress has been shown to be a more useful way to reduce
acetate production in large-scale, high-density culture (9).

Proteins induced under stress conditions may serve to
control the production of acetate. The universal stress pro-
tein (USPA), a 13.2-kDa protein, is induced by a variety of
stress conditions. This protein’s role during stress may be
to control the pathways of glycolysis, because mutants in
the USPA gene secrete large amounts of acetate (52).

Other methods to increase the oxygen availability may
be preferable to heavy aeration, which can lower the yields
of secreted proteins by increasing the shear force (in-
creased agitation) and denaturation at the air–liquid in-
terface of bubbles. For example, surface aeration with sup-
plemental O2 was used to produce interferon-� in Bacillus
subtilis because large activity losses were found when air
or even plain nitrogen was bubbled through a solution of
medium and the purified protein (53). The antifoam agent

needed to control foaming at high volumetric airflow rates
(VVM) can also seriously lower yields, especially for se-
creted proteins, and should be used sparingly.

Induction Conditions

The amount and time of inducer addition should be strictly
controlled. Many have found it advantageous to induce at
low cell density in shaker flask culture to insure that the
cells are growing actively. However, in a bioreactor with
efficient batch feeding and good aeration, much higher
densities can be used. A higher cell density may be pref-
erable with induction at very low temperatures, as for ex-
ample when using a cold shock promotor, because the cells
will grow quite slowly after that point. Most industrial pro-
cesses use very high cell density; for example, production
of the fusion protein of fibroblast growth factor–Saponin (a
mitotoxin designed to treat cancer and restenosis) relied
on fed-batch cultivation with a rich medium feed to reach
A600 � 85 before inducing with isopropyl-D-thiogalacto-
pyranoside (IPTG) at 30 �C (pET11a vector/BL21 [DE3]
host). The yield of soluble mitotoxin, which could be iso-
lated in good yield using heparin affinity chromatography,
was 2.2 mg/L/A600 (54). The concentration of inducer may
also be important; several authors have reported better
yields of soluble protein if the IPTG inducer concentration
was reduced from the usual 1 mM (22,23,55). Yields of
vvR1, for example, were improved by inducing at a low cell
density and using a low concentration (0.05 mM) of IPTG
(29).

ALTERING THE HOST STRAIN AND VECTOR TO DIRECT
SOLUBLE EXPRESSION

Choice of Host Strain

Expression versus Transformation. Correct host strain se-
lection is also essential. Table 3 lists the markers carried
by a few commonly used E. coli strains. Although some of
their markers may determine how well a strain produces
protein, several of them are potentially dangerous left-
overs selected for the use for which the strain was origi-
nally designed. For example, supE is an amber suppressor
that inserts a glutamine at UAG codons; it was added to
strains of E. coli to allow the replication of early M13 vec-
tors. These vectors were required to contain amber muta-
tions that would control their propagation on accidental
release, according to NIH guidelines that no longer apply
(62). For this reason, older bacterial strains with fewer
markers may be preferable for production purposes (9).

Careful cultivation and preservation of host strains is
essential for optimal production. Because host strains for
protein production often do not transform well, strains
such as JM101 or HB101 are used for transformations af-
ter ligation or for vector propagation. Choose a host strain
that is suitable for the problem at hand.

Low Protease Strains and Those with Better Redox Char-
acteristics. Use of protease minus host strains (63) is often
an advantage. E. coli BL21 (DE3), a protease-deficient
strain, was used to express bacterial glutamyl tRNA re-
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Table 3. Several Common Escherichia coli Cloning or Host Strains and Their Genotypes

Strain Genotype Ref.

C600 supE44, thi-1, hsdR, thr-1, leuB6, lacY1, tonA21, mcrA 56
HB101 supE44, hsdS20(r-Bm-B)recA13ara-14proA2lacY1gal/K2rpsL20xyl-5mtl-1 57
JM101 F�, traD36, proAB, lacZ, DM15/D(lac,pro), supE44, thi-1 58
JM109(DE3) [F�, traD36, proAB, lacIq, lacZ, DM15] k(DE3), D(lac,pro), endA1,hsdR17(Rk�Mk�)supE44, thi-1, recA1,

gyrA96,relA1
45

RV308 lac74-galISII::OP308-strA 59
XL1-Blue endA1, hsdR17(Rk�Mk�)supE44, thi-1, k-, recA1, gyrA96, relA1, lac[F�, proAB,lacIqDM15,TN10(tetR)] 60

Note: See tables by Sambrook et al. (61) for more strains and an explanation of the abbreviations.

Table 4. Useful Expression Partners for Recombinant
Proteins

DNA-k and DNA-J
E. coli GroESL
Phospholipids
Thioredoxin
Antibodies to the protein
Vitreoscilla hemoglobin

ductase. The synthesis of 5-aminolevulinic acid (ALA) and
porphyrins, which were secreted into the medium, could be
used to follow the production of the protein, which was
soluble when produced at 37 �C (64).

Protease-minus strains of E. coli are particularly valu-
able for production of soluble proteins and those expressed
from secretion vectors. A lon� htpr� strain (lacking the lon
protease of E. coli [65]) significantly increased the produc-
tion of RNases in a secretion system (7), and the strain
SG21173 (lon�, htpR�, clp) was used to express the hu-
man T-cell receptor V beta 5.3 under the control of the hy-
brid trc promoter containing the E. coli heat-stable entero-
toxin II (STII) signal sequence for protein secretion (66).
There are also strains that facilitate the formation of di-
sulfide bonds in the reducing environment of the cytoplasm
(67). These should be considered for expression of proteins
with multiple cysteine disulfides.

Coexpressing Other Proteins. Cocloning of molecular
chaperones, which can include such diverse molecules as
thioredoxin reductase (68) and, for membrane proteins,
phospholipids (69) can be of help, but they must be selec-
tively chosen (Table 4). Coexpression of the E. coli heat
shock protein GroESL has solubilizing effects only on cer-
tain mammalian proteins. For example, coexpression of
GroESL increased the solubility of four of eight mamma-
lian proteins (c-myb, CRE-BP1, p53, and the Xenopus pro-
tooncogene product Mos), while coexpression of thiore-
doxin increased the solubility of these and the other four
(SnoN, c-Myc, adenovirus E1A, and the human tyrosine
kinase Lck) (6). Thioredoxin also increased the production
of antibodies (68).

There is also a report that association with GroEL
actually decreased the solubility of the cystic fibrosis
transmembrane conductance regulator (expressed as a
glutathione-S-transferase fusion protein). A 60-kDa pro-
tein coeluted from affinity columns with the protein and

was shown by sequencing to be GroEL. The authors were
able to break up the complex and purify the protein (which
was induced at 25–28 �C) by adding 5 mM MgATP to the
bacterial extract and incubating at 37 �C (14).

Other reports indicate that GroESL may have a solu-
bilizing effect only at certain temperatures. The aggrega-
tion of preS2-S�-b-galactosidase, a three-domain fusion
protein in the cytoplasm of E. coli, was reduced three- to
sixfold by cooverexpression of the DnaK and DnaJ molec-
ular chaperones over a wide range of growth temperatures
(30–42 �C), while an increase in the concentration of the
GroEL and GroES chaperonins had a significant effect only
at 30 �C. Coimmunoprecipitation experiments confirmed
that preS2-S�-b-galactosidase formed a stable complex
with DnaK, but not with GroEL, at 42 �C. When the intra-
cellular concentration of chromosomal heat shock proteins
was increased by overproduction of the heat shock tran-
scription factor r (33), or by addition of 3% ethanol (v/v) to
the growth medium, a two- to threefold higher recovery of
active enzyme was observed at 30 and 42 �C, but not at 37
�C. The overexpression of all heat shock proteins or specific
chaperone operons did not significantly affect the synthesis
rates or stability of preS2-S�-b-galactosidase and did not
lead to the disaggregation of preformed inclusion bodies.
Rather, the improvements in the recovery of soluble and
active fusion protein resulted primarily from facilitated
folding and assembly. The authors suggested that titration
of the DnaK–DnaJ early folding factors may trigger the
formation of preS2-S�-b-galactosidase inclusion bodies
(70).

Coexpression of proteins that improve solubility or the
overall growth of the bacteria can also be useful. For ex-
ample, coexpression of Vitreoscilla hemoglobin can in-
crease the total cellular protein of various common E. coli
cloning strains (JM101, pRed2 and W3110) and B. subtilis
(71). Their production characteristics should also be im-
proved because onset of oxygen limitation is delayed (72).
Cocloning demonstrated that the function of at least one
of the six homologous insulin-like growth factor binding
proteins is to assist in the formation and maintenance of
the native disulfides of IGF-I (73).

Cocloning of specific antibodies to the protein may in-
crease yields. For example, the heat-induced aggregation
of carboxypeptidase A could be greatly reduced in vitro in
the presence of monoclonal antibodies that did not inhibit
its activity (74). In addition, coexpression of tRNA genes
for the preferred mammalian codons may increase the ex-
pression of mammalian genes in E. coli. For example, the
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expression of argU tRNA enhances expression of inter-
feron (coded from the mammalian sequence) in E. coli (75).

Alternative Hosts to E. coli. Despite the millions of dif-
ferent bacteria in nature, very few are used currently as
hosts for protein production. E. coli itself, isolated origi-
nally from infant diarrhea, was chosen as an experimental
strain by Jacques Monod soon after World War II because
it was relatively nontoxic and grew quickly. Other bacteria
that have been used as hosts for recombinant protein pro-
duction were selected because they were known for medi-
cal reasons (Straphylococci, Bacillus calmette-guerin),
were approved for use in some food-related applications
(Lactobacillus [76]), or were used industrially for enzyme
or antibiotic production (Bacillus subtilis and Bacillus am-
yloliquefaciens).

B. subtilis systems, based on previous industrial pro-
cesses for enzyme production, are mostly suitable for the
production of stable proteins that are resistant to prote-
ases (77). If the basic problems of protease degradation and
processing problems that may lead to insoluble product
(53,78) can be avoided, there are several good expression
vectors, including one based on the �-amylase signal se-
quence and promotor (50). Bacillus licheniformis, useful
for producing bacterial enzymes on the industrial scale
(79), has been used to produce active human IL-3 of ther-
apeutic quality (80). B. calmette-guerin has been used to
produce a Schistosoma mansoni antigen (81). Lactobacil-
lus lactis, found in cheese cultures, is also a useful expres-
sion host (82) and may have promise for vaccines (83).

Recently, Staphylococcus carnosus was used for surface
display of a malaria antigen (84), and a secretion/expres-
sion system in Salmonella has been suggested for vaccine
production (85). There are “shuttle vectors” available that
can function in both E. coli and various alternative host
bacteria. For example, expression of Trympanosoma cruzi
polyantigens using the vector pRIT21, which contains the
origins of replication for both E. coli and Staphylococcus
aureus, allowed expression in both strains. Seven different
antigens showed less proteolysis when secreted from S. au-
reus; with purification yields of 80%, between 4 and 16
mg/L of the different antigens for vaccine production were
obtained (86).

Various Vibrio species were used to express the nontoxic
B-subunit of E. coli heat-labile enterotoxin linked to a 27-
residue C-terminal fragment of Pol, the catalytic subunit
of DNA polymerase of herpes simplex virus type 1. The
highest yields were reported to be 3.5 mg/L; 0.3 mM EDTA
added to the growth medium blocked proteolysis of the se-
creted protein (87).

Altering the Vector

Choice of Promotor. Using a prokaryotic promoter that
is tightly regulated and can be induced to express large
amounts of protein at low temperatures (23–30 �C) is es-
sential for soluble expression. For example, expression lev-
els in the T7 system can be increased by tighter transcrip-
tional control before induction (88). In view of the effect of
temperature on solubility, it is interesting that a whole
group of E. coli proteins is induced when the culture tem-

perature is lowered to below 20 �C. The promotor for one
of these genes, cold shock promotor CspA, is the basis of a
vector developed specifically for low-temperature induc-
tion of recombinant proteins (89). The expression levels
possible with this promotor at the optimal induction tem-
perature compare favorably with those obtained with the
tac promotor (90). The Csp promotor has the advantage
that temperature shift alone induces production. It should
certainly be considered for expression of highly aggrega-
tion-prone or unstable gene products.

Older promotors, such as those based on the tryptophan
operon, are useful for low-temperature expression, as is a
modified tryptophanase promotor (91). Secretion of specific
proteins from E. coli is already possible using a variety of
vectors (7,92). Secretion expression systems are particu-
larly suited to mutant analysis (93) because the culture
supernatant can be directly analyzed. Further study of the
factors affecting transport of proteins is needed.

Selecting Signal Sequence or Fusion Partners. The se-
quence of the protein itself can be altered by adding linkers
to improve protein folding, solubility, protease resistance,
yield, and secretion into the culture medium (Table 5). Ex-
pression of small proteins or fragments of a larger protein
may be possible only if the desired sequence is expressed
as a fusion protein (98). The E. coli maltose binding protein
(MalE) is particularly useful because fusion molecules with
it, besides being easily purified, are often secreted. For ex-
ample, CD4, the human T-lymphocyte receptor for the
AIDS virus, HIV, as well as many different functional de-
letions that retained their ability to bind monoclonal an-
tibodies and HIV gp160 and inhibit HIV binding to CD4�

cells, were fused as multiple repeats to both ends of a sin-
gle MalE molecule. The hybrid molecules (expressed in L-
broth at 30 �C) were exported into the periplasm (95). Pol-
len major allergen Bet v1 from Betula verrucosa (White
Birch) has been cloned and expressed in E. coli as a fusion
with maltose-binding protein and a factor Xa proteolytic
cleavage site. The cloning strategy, based on a polymerase
chain reaction, positioned the factor Xa proteolytic site so
that the authentic amino terminus of Bet v1 was generated
after cleavage. Fusion protein (expressed solubly at 37 �C)
was isolated by amylose affinity chromatography and en-
zymatically cleaved by incubation with factor Xa (99). The
kringle V domain of the lipoprotein apolipoprotein(a) from
human liver was solubly incubation with factor Xa (99).
The kringle V domain of the lipoprotein apolipoprotein(a)
from human liver was solubly expressed in E. coli as a
MalE fusion protein. As with the other MalE fusions, this
protein was purified by amylose–agarose affinity chroma-
tography by eluting with 10 mM maltose (100).

Several linkers, such as hexahistidine, can aid in the
detection and purification of recombinant proteins. Most
vectors also include a protease site between the linker and
the protein. The 54-kDa subunit of the canine signal rec-
ognition particle (SRP) was expressed E. coli using a T7
expression system with an amino-terminal extension en-
coding an initiating methionine and 10 histidine residues
followed by an enterokinase cleavage site. His-SRP (54
kDa) was purified to give a single band on SDS-PAGE in
20% yield (0.3 mg from 500 mL culture) (101). The hexo-
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Table 5. Linkers That Improve the Solubility of Fusion Proteins or Allow More Specific Purification

Linker Comments

Calmodulin (94) Calmodulin binds to phenol sepharose tightly.
E. coli maltose binding protein

(MBP or MalE)
Purify fusion protein by binding to amylose beads and eluting with maltose. Secretion into the

periplasm of soluble fusion protein is often possible even with 37 �C growth. Proteins and
deletions thereof may be cloned at either or both ends (95).

Glutathione-S-transferase (GST) Purify fusion protein by binding to glutathione beads. Fusions may be more soluble.
Hexa- (or more) polyhistidine

linker
Allows purification with metal chelate columns.

Thioredoxin (TRX) Very commonly used vector system. Antibodies to thioredoxin may be useful in purifying the
fusion proteins (96).

Ubiquitin (97) Easily cleavable fusion protein.

kinase of Schistosoma mansoni has been expressed in E.
coli as a fusion protein including an N-terminal polyhisti-
dine tag and enterokinase cleavage site. The enzyme was
purified by metal chelate chromatography to � 95% ho-
mogeneity, based on analysis by SDS gel electrophoresis
and isoelectric focusing (102). This sort of expression sys-
tem has the advantage that the protein can often be ex-
pressed without an N-terminal methionine, but the dis-
advantage that yields are reduced due to the additional
processing step. Even specific proteases may cleave the
protein itself. Thus initially high expression levels may
turn into disappointing bottom-line figures.

Thioredoxin fusions of many proteins are soluble, es-
pecially if produced at a lower growth temperature, active
in some cases before removal of the thioredoxin portion,
and may be purified by heating lysates to 80 �C.
A-DDDDK-linker, the recognition site for mammalian in-
testinal protease enteropeptidase, allows removal of the
thioredoxin moiety (103). IGF-1 was more than 100 times
more soluble when fused to one or two Z-domains (from
Staph protein A), and the solubilizing effect could also be
seen during in vitro refolding (104).

There is a fine interplay between the temperature effect
on solubility and the linker. For example, the solubility of
the his fusions with the IpaC invasion plasmid antigens of
Shigella flexneri (antibodies to which may be useful in
treating Shigellosis dysentery) was improved by produc-
tion at 30 �C. However, no protein was found when the
IpaB antigen was similarly cloned. Both histidine-linked
proteins were partially soluble at 37 �C if expressed as fu-
sions with Trx (40).

Human osteocalcin (hOC), a 49–amino acid peptide pro-
duced mainly by bone osteoblasts, was fused to the gluta-
thione S-transferase (GST) gene, and the fusion protein
was produced mainly in a soluble form. The affinity-
purified fusion protein was cleaved with activated protease
factor X, releasing the rhOC portion. The structure of
rhOC was confirmed by mass spectrometry and amino acid
sequencing (105).

Changing Codon Use without Altering Sequence. Bacte-
rial and mammalian codon usage differ significantly.
Genes for several proteins have been synthesized to reflect
the bacterially preferred codons for degenerate amino ac-
ids and to eliminate elements in the noncoding region of
genes that lower productivity. For example, RNase A was

expressed at a much higher level when synthesized from
a synthetic gene that reflected codon usage than was its
murine counterpart expressed from the natural mamma-
lian gene (7). Alternatively, one can look for specific mam-
malian codon usage in the cDNA that may inhibit trans-
lation. For example, 4.9% of the adult isoform of human
cardiac troponin (288 amino acids) is arginine coded by the
(rarely used in E. coli) codons AGG and AGA. Changing
two areas where these codons occurred consecutively (AGG
[165] and AGG [166], and AGG [215] and AGG [216]) to
the bacterially preferred codon CGT increased expression
10-fold (one pair); there was a 40-fold increase when both
pairs of the rare arginine codons were replaced (106). In a
similar example, electrospray ionization mass spectrome-
try of recombinant link module from human tumor necro-
sis factor–stimulated gene 6 protein revealed that much of
the protein was a mixture of forms where between one and
four of the arginine residues had a lysine substitution.
When the AGA codons for the arginine residues were sub-
stituted to the bacterially preferred codon CGT, the sub-
stitution problem was eliminated, and the level of expres-
sion was greatly increased (107). One can also try using
strains that express tRNAs for the mammalian preferred
codons, as already discussed.

A combination of methods may be necessary. For ex-
ample, the aggregation of the vaccinia virus large subunit
of ribonucleotide reductase (vvR1, 87 kDa) (29) was pre-
vented by lowering the induction temperature to 15 �C, the
cell density during induction, and the concentration of the
inducer (to 0.05 mM IPTG). Addition of hydroxyurea, an
inhibitor of ribonucleotide reductase, further increased
production of soluble vvR1 in a dose-dependent manner.

ALTERING THE PROTEIN FOR SOLUBILITY

Why Do IBs Form?

The reason for the formation of IBs has been the subject
of much debate since the phenomenon was first observed.
An answer to this question is vital to achieving maximum
soluble expression in E. coli. Lowering growth temperature
to achieve more soluble protein does not work for all pro-
teins; further, we do not understand the physical charac-
teristics that account for why some proteins are perfectly
soluble even at 42 �C, but point mutations thereof can ren-
der the proteins insoluble at all temperatures. Size is not
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a variable because even very large proteins (e.g., hepari-
nases II and III, see Table 2, are over 700 amino acids long)
can be expressed in soluble form.

Although even point mutations can render proteins
more or less soluble (for reviews see Refs. 2 and 108), spe-
cific effects cannot be directly related to hydrophobicity
(Gravy scores [31]) or content of a specific amino acid such
as cysteine or proline. A multifactorial analysis (109) also
did not yield a satisfactory explanation for the effect of se-
quence on solubility.

The only general observation is that there is a good deal
of misfolded protein and proteolytic fragments in IBs. IB
formation in E. coli was probably first observed when cells
were treated with amino acid analogues (110); this rela-
tionship between abnormal protein and aggregation has
been born out by other studies. In general, proteolysis ac-
companies IB formation (11); indeed several authors at-
tributed the effects of a lower growth temperature on sol-
ubility to reduced proteolytic cleavage of their proteins
(17,55). Certain intermediate states in protein aggregation
are detectable by some physical techniques but difficult to
define at the sequence level (111).

Two recent observations may shed some light on the
process of aggregation. The first is that protein aggregates,
as viewed by PAGE, appeared identical in the presence or
absence of another protein. Thus the protein appeared to
aggregate only with itself and not to coaggregate with a
potential partner (112). Of course, the authors could not
analyze the more insoluble, larger molecular weight ag-
gregates that did not penetrate into the gel, but the results
strongly suggest that aggregation follows a very specific
pathway.

The second observation is that the oligomers seen in
many crystal structures are not due to the monomers
aligning themselves at surface-exposed hydrophobic sites.
Rather, the monomers actually exchange a whole section
of the protein to form a compact structure. Requirements
for the swapped domain are that it have both a hydrophilic
and hydrophobic face and that it be joined to the rest of
the protein by a flexible linker. “Domain swapping” is one
possible mechanism for aggregation that accounts for
many of the observations about IB formation (113):

• Specificity. The swapped domain is connected to the
oligomeric partner in much the same way as to the
original monomer.

• Speed. Thermodynamically speaking, the major bar-
rier to overcome during the initial formation of the
dimer molecule is the barrier toward simultaneously
opening two monomers that lie within a permissible
distance of one another to permit establishing a bond.
Once a dimer has formed, however, addition of an-
other monomer requires only the opening up of one
more molecule at a time. Thus aggregation will pro-
ceed quite quickly once the initial template exists.

• Proteolysis. IB formation is usually accompanied by
proteolysis, and proteolytic fragments are often seen
in solubilized preparations from IBs. If one assumes
that a long, flexible linker joins the swapped do-
mains, this essentially unstructured area would

present a good site for the attack of proteases. The
domains liberated by hydrolysis of the linker might
serve as fragments to further participate in the ag-
gregate formation.

• Association with synthesis. Pulse labeling studies
with E. coli overexpressing the Salmonella typhi-
murium gene CheY have shown that newly formed
protein aggregates more quickly than existing pro-
tein (38). However, preexisting protein can also be-
come involved in IBs if incubation is continued for a
sufficiently long time (11). This makes sense if one
assumes that protein immediately after synthesis is
not yet completely folded. Possibly the stable do-
mains fold first, followed by the folding of the whole
protein. A protein in solution exhibits a certain
amount of folding-out (so-called breathing) that can
be observed by techniques such as hydrogen ex-
change. Presumably, new protein whose secondary
structure is formed but is still unfolded at the tertiary
level can exchange domains easily, whereas existing
protein can join the aggregate only at the appropriate
stage in its breathing state. The movement increases
with temperature, which can also account for the ob-
served temperature dependence of aggregation. Ag-
gregation would thus be one aspect of the protein so-
lution half-life, which can be related to temperature
by an Arrhenius plot (ln k vs. 1/T, where k is an in-
trinsic instability constant and T is the temperature
in �K) (114).

• Irreversibility. Because the area of the domain that
is swapped is substantial, the energy required to
form (and hence to separate) oligomers is very large.
The domain-swapping model can also explain to some
extent the influence of heat shock proteins and chap-
eronins on solubility.

• Other Miscellaneous Observations. It has also been
noted that there is active protein in IBs (115), which
suggests strongly that the protein is not completely
misfolded. Some IBs have the ability to be separated
by ion exchange. Also there is a lack of a general re-
lationship between protein sequence and aggrega-
tion. Domain swapping accounts quite neatly for the
effects of specific point mutations (116) and their cor-
responding supressors on the solubility of proteins
(117).

If one accepts that domain swapping is involved in olig-
omer formation, designing peptides to prevent aggregation
may be a greatly simplified process, especially if a crystal
structure is available or one has knowledge of interacting
faces withing the protein. One can direct changes in the
protein itself to inhibit its aggregation, or design peptides
that will bind reversibly to these sites and prevent the
initiation of aggregation (106).

These peptides need not be very large; for example, a
simple tetramer, Arg-Gly-Asp-Ser, from fibrinogen was
sufficient to inhibit the aggregation of platelets (118). A
few discrete amino acid changes at the end of the B-chain
of insulin considerably reduced the oligomerization state
(119).
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Two examples show that this mechanism can be ex-
ploited if one can detect amino acid regions in turns. In the
first, a monomeric k-cro protein was made from the hom-
odimer by duplicating the dimer interface region (six
amino acids) at the C-terminus of the molecule. The mo-
nomeric mutant was more thermostable and appeared
from NMR studies to have a solution structure similar to
that of the dimer (120). E. coli maltose-binding protein is
soluble, but a double point mutant (Gly32Asp/Ile33Pro) is
insoluble whether it is targeted to the cytoplasm or peri-
plasm by expression without or with its signal sequence,
respectively. These mutations are located in a turn/loop
region between two helical regions in the crystal structure
(121).

Mutation to Increase Solubility

Single point mutations may greatly improve solubility,
whereby the observed increase in soluble protein may also
be a secondary effect of increased stability to proteolysis
or improved interaction with a chaperone (122). Single
point mutations may alter the effect of temperature on sol-
ubility. The solubility and stability to proteolysis during
production in E. coli of a 101–amino acid fragment from
the human respiratory syncytial virus (RSV) major glyco-
protein (G-protein) was significantly improved by altering
several phenylalanine residues. Two cysteine-to-serine
changes, did not affect the solubility or stability of the gene
product. The mutant G-proteins appeared antigenically
similar to the parent and had similar secondary structures
(123).

Destruction due to proteases can be minimized by iden-
tifying degradation “hot spots” in proteins (124). Some of
these sites have been discussed elsewhere (2,108). It
should be noted that such sites in mammalian proteins
may be one mechanism for controlling their activity. For
example, proteolytic cleavage at the C-terminal of human
interferon-c, which also occurs in blood, can increase activ-
ity several fold. Efficient production of this cytokine in E.
coli was possible only if the N-terminal residues Cys-Tyr-
Cys, which are also not found in serum isolates, were re-
moved from the coding sequence (125).

CONTROLLING OTHER VARIABLES THAT AFFECT
SOLUBILITY

Inoculum Preparation and Storage

One of the greatest causes of variation in the production
of proteins in bacteria is plasmid and host strain instabil-
ity. The plasmid should be checked periodically during
large-scale cultivation. Loss of plasmid, or alterations, in-
cluding changes in the sequence of the desired protein or
even deletion of the whole segment and insertion of unre-
lated DNA into the plasmid, can occur. Several different
insertion sequences are known in E. coli. Correct prepa-
ration of inocula to minimize variation is essential and is
thus dealt with here in some detail.

Most strain stability problems are not discussed openly
in papers dedicated to studying the proteins themselves
(with notable exceptions [126]). Because many expression

problems can be ameliorated by care in preparing the in-
oculum, a detailed protocol is included here for several
stages.

The following general recommendations are made for
the start of culture:

1. Larger inocula are preferred.
2. Glycerol cultures should not be reused, and they

should never be stored at temperatures above
�70 �C.

3. Glycerol cultures should be made from the first cul-
ture after a transformation.

Glycerol Culture Preparation and Storage. The following
protocol proved reliable for culture of various E. coli strains
producing interferon and other proteins in differing vector
backgrounds:

1. A transformation was done by standard protocols
(62), and the bacteria were grown up on selective
solid medium.

2. Five to six colonies from the transformation were
picked individually into numbered flasks containing
50 mL of selective media (L-broth plus antibiotic)
and grown up on a shaker to midexponential phase.
Then between 50 and 100 glycerol cultures were
made from each flask by combining 0.4–0.5 mL of the
culture with 0.5 mL 50% glycerol in L-broth. (In
practice, sterile Eppendorf tubes—with a freezer-
safe lock closure—or cryotubes were filled with the
glycerol solution, closed, and autoclaved. The culture
was added sterilly and the tube was reclosed.) The
cultures were stored on ice for 2 h, frozen overnight
at �20 �C, and then moved to �70 �C or liquid ni-
trogen storage. In addition, 2� 1 mL of each culture
was centrifuged (5 min centrifugation in a cold room
in an Eppendorf centrifuge) and the pellet frozen for
plasmid analysis.

3. The remaining culture was induced in an appropri-
ate fashion, the cells were lysed, and the amount of
protein or its activity was determined. A plasmid
prep was made of the selected colony, and the restric-
tion map compared to that expected. The culture
with the highest yield was chosen for further anal-
ysis (assuming its restriction map was in order), and
the other cultures and the glycerol cultures made
from them were discarded.Note: It is unwise to ig-
nore oddities in the restriction map. Because 1 lL of
a commercial EcoRI or BamHI preparation will cut
an entire miniprep of plasmid completely in a matter
of minutes, unexplainable high molecular weight
bands are probably not residual host DNA. Unex-
pected bands may indicate either latent bacterio-
phage contamination or insertion sequences in the
plasmid. When in doubt, throw it out (the culture
that is) and do another transformation.

4. To each of the chosen glycerol cultures, afix a freezer-
stable label with the plasmid name, host strain, re-
sistance marker, date, and initials of the experi-
menter. Cultures should be stored in numbered
boxes, and a file kept of their location in the �70 �C
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or liquid nitrogen storage. Excess glycerol cultures
of strains no longer in use should be weeded at reg-
ular intervals (it is best not to wait until the com-
pressor needs replacing or the contents of the freezer
must be moved).

Cultures prepared and selected in this fashion are rela-
tively stable; the author recently prepared Mx protein from
a culture that had been frozen in a �70 �C freezer (with
all the temperature variations that can represent) for more
than 10 years. Nonetheless, one should maintain a good
plasmid library of minipreps of vectors as the ultimate
backup.

Trouble-Shooting Protein-Producing Recombinant Bacteria

Most host E. coli strains carry a portfolio of mutations that
may be essential to their success in producing protein. Sev-
eral cloning and expression strains and their genotypes are
listed in Table 5. The requirements for a cloning strain
(basically, high efficiency of transformation) are different
from those for a good expression host. The latter should
grow vigorously on minimal media and be low in proteases,
whereas the former, such as HB101, should have few host
restriction systems and high sensitivity to the selection
marker. Do not store host strains on agar plates in the cold
room; the best method is to prepare them as glycerol cul-
tures and store at �70 �C or liquid nitrogen temperature.

It is vital to continuously monitor the quality of these
host strains, especially when several researchers share
stock cultures. For best results, one should prepare several
hundred glycerol cultures of common host strains when
they are obtained in the lab. One of these should be used
per experiment, preferably by adding the whole 1 mL to 50
mL of growth media used to induce transformation phe-
notype. Although not suitable for long-term storage or in
cases where a high yield is necessary from the transfor-
mation, competent cells can be stored frozen and used for
several weeks after. When performing a transformation, a
control plate of competent cells with no DNA added should
be used to test for development of antibiotic resistance.
Look for differences in the characteristic color, size, and
odor of host strain colonies streaked on a nonselective agar
medium.

If necessary, one can test the host strain for the presence
of markers. Reversion to a protease-producing phenotype
can be detected by plating on agar containing 1% casein.
A complete listing of the meaning of various markers for
E. coli, with alternate notation possibilities, can be found
on the internet (61); the more common mutations are de-
scribed by Sambrook et al. (62).

Protecting Your Cultures from Contamination. When bac-
teriophages were first introduced, in the 1960s, several labs
were sufficiently afraid of their invasiveness as to limit
work with them to discrete areas. This procedure should be
adhered to today. A wide-spread M13 phage contamination
can be caused from one shaker accident that is not ade-
quately cleaned up, and months and even years of subse-
quent work can be wasted if the problem is ignored.Because
switching to an F� E. coli strain will limit possible hosts,
the best method is to prevent the original contamination.

Frequent hand washing with antiseptic hand soap and
even wearing disposable gloves is essential to avoid cross-
contamination of cultures when handling plasmids and
other replication-competent nucleic acids. Surfaces should
be covered with absorbant paper that is changed regularly,
preferably at the end of every experiment. The counter un-
derneath and all cold room surfaces should be washed
down with 2% chlorine bleach or Javell water, or 0.5% hy-
drogen peroxide, frequently. Isolation precautions such as
those used throughout the medical field and the food prep-
aration industry should be automatic during work with re-
combinant organisms. One should avoid touching hair or
face during work, and long hair should be tied back. Pro-
tective coats should be removed at the door to the lab and
never worn in public areas, especially lunchrooms.

Discourage other groups from using your shakers un-
less they are willing to conform to the following rules,
which seem to be obvious:

1. All cultures must be stoppered properly (preferably
with a cotton wad wrapped in cheese cloth or some
other thick filtering substance) and the stopper fixed
in position with tape so that it will not fly off during
culture. Aluminum foil is not adequate. Flasks
should fit the holder, and one should avoid wrapping
paper towels and such around smaller flasks to ac-
commodate them to a larger holder. Multiple test
tube cultures must be in a properly secured rack, not
taped to the side of a flask holder.

2. Flasks should be removed from the shaker area or
room if additions are made after inoculation.

3. The shaker should be cleaned often with an antisep-
tic solution.

4. UV sterilization using a fluorescent light (one with a
time switch can be installed for little expense in any
area) is an excellent method to halt the growth of
microorganisms, if the light has not been used for
more than 300 h of operation and is not left on for
more than 15 min at a time. Improperly used, UV
irradiation is worse than no sterilization at all be-
cause a weak light can select for mutant bacteria
that will be resistant to most killing methods. An
easy way to determine if the lamp is still in order is
to inoculate an agar plate with 1 mL of a dense cul-
ture of bacteria (preferably an aerobic spore former
such as Bacillus, but E. coli will do) and leave it open
under the lamp for 15 s (time accurately!). If any col-
onies grow on the plate after 24 h at 30–37 �C, install
a new fluorescent bulb.

Fermentor Culture Starting from Glycerol Cultures. Even
a 30,000-L fermentor can be inoculated from 1 mL of cul-
ture if the plasmid is stable. Do not reuse a glycerol cul-
ture; use it once and dispose of it.

Several methods can be used to determine plasmid sta-
bility as a function of culture time. One can compare the
specific plasmid content of the bacteria at the end of a plas-
mid miniprep and determine the colony-forming units of a
transformation into HB101 or a high frequency of trans-
formation strain.
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Stability of Selection Stress. Most antibiotics (in partic-
ular, penicillin derivatives) should not be stored in frozen
aqueous solution, nor should antibiotic-containing agar
plates be stored before use. The half-life of the closed b-
lactam ring is extremely short in aqueous solution, par-
ticularly at neutral pH. Ampicillin should be dissolved in
sterile water, filter sterilized, and added to the growth me-
dium as close to time of inoculation as humanly or me-
chanically possible.

Before ignoring this caveat, note that those frozen am-
picillin solutions inherited from the previous lab genera-
tion, while most certainly lacking their ability to lyse bac-
teria, may inhibit growth of nontransformed bacteria.
Week-old refrigerated antibiotic-containing plates used for
transformation selection will show no colonies for the con-
trol Ca2� cells. As the transformed bacteria grow, they se-
crete b-lactamase that, coupled with the instability of the
antibiotic itself at 37 �C, will rapidly eliminate any selective
pressure in that area of the plate (or in the vessel during a
large-scale cultivation). The invisible nontransformed bac-
teria will start to grow. Colonies picked from the transfor-
mation plates will perforce contain nontransformed but not
necessarily nonviable bacteria. The initially inhibited non-
producers will be able to grow, diluting the plasmid bearers
and lowering yield. If the plasmid confers any negative
growth characteristics, the plasmid-containing bacteria
will rapidly become the minority in the culture vessel. Ad-
ditional proteins from all those nonproducing bacteria will
render the purification even more difficult.

Maintaining Solubility during Harvesting and Cell Lysis

If one is fortunate, the protein to be isolated has distinct
characteristics that separate it from the pack. Unfortu-
nately, the majority of naturally occurring proteins are
moderately hydrophobic, with a pKa of between 6 and 7.
This means they will elute from hydrophobic interaction
columns at salt concentrations between 0.1 and 0.5 N, and
from ion exchange resins with the vast majority of bacte-
rial proteins. Thus a typical protein, if expressed at low
concentration in the bacterial cytoplasm, will be difficult
to separate by general methods of purification and may be
destroyed by proteases before ever being seen on a gel.

Here, IB formation would appear to confer an enormous
advantage. The protein is clearly visible from the earliest
stages of expression on a polyacrylamide gel, and an ap-
parently purified preparation can be quickly obtained. The
denaturants used at the early stages of preparation inhibit
most proteases, and the overall yield, estimated visually,
would seem to be very high.

The apparent ability to wash away contaminants from
IBs is often a Trojan horse. Membrane fragment and other
insoluble proteins persist through many detergent washes
(indeed, there is a report that some proteins are rendered
insoluble by these agents, particularly Triton X-100).
These high molecular weight, often highly modified pro-
teins are not always visible on gel electrophoresis because
they “stick in the slot” or do not stain with silver stain
reagents or Coomassie blue. An even greater problem
arises: the protein is contaminated with proteolytic frag-
ments, alternate folded forms, and oligomers of itself. If

solubly expressed protein requires isolation from bacterial
proteins with similar characteristics, the problem in IB
schemes comes down to isolating the protein from what is
essentially the same protein. This is the hardest of all pu-
rification steps.

Even proteins that are initially soluble in the bacteria
may be induced to aggregate, sometimes irreversibly, dur-
ing cell breakage and washing. Aggregation and proteoly-
sis can be minimized by adding a proteolysis inhibitor to
the cell culture at the end of growth and maintaining a low
temperature during centrifugation. Especially on the large
scale, this may require special cooling equipment for cen-
trifuges, and small batch processing for producing cell ly-
sates using high-pressure equipment such as a Manton/
Gaulin or French press.

As noted earlier, detergents such as Triton X-100 and
Nonidet P-40 can render proteins insoluble when added
during cell washing/breakage steps. However, others have
noted that extraction with 1% Triton X-100 was necessary
for obtaining high yields of bovine heart mitochondrial
ubiquinol–cytochrome c reductase (fusion protein with glu-
tathione). They solved later aggregation problems by re-
solubilizing the protein in the detergent dodecyl maltoside
in 300 mM NaCl; the resultant protein appeared active
because it gave a blue shift in the visible spectrum when
incubated with ubiquinone (12). The preliminary breakage
steps to maintain the solubility of T7 RNA polymerase had
to be done in buffer containing large amounts of glycerol
and detergent to prevent the protein from precipitating.
Once its extremely narrow solubility range was deter-
mined (10), the purification was straightforward.

Even the pH of the extraction buffer can have a pro-
found effect on solubility. For example, UMP-kinase from
E. coli was insoluble if extracted from cells with a pH 7.4
Tris buffer, but was soluble if 1 mM UTP was added to this
buffer or if 100 mM borate buffer pH 9 was used for the
extraction. Reversible aggregation could be induced by
adding Mg to the UTP-containing solutions or lowering the
pH. A point mutant, D159N, was soluble at up to 5 mg/mL
at pH 7.4 (127).

As the last example demonstrates, the effects of point
mutations on solubility do not fit easily into a clear set of
empirical or theoretical rules. The reader is referred to
Refs. 92 and 108 for further examples and discussion.

CONCLUSIONS

Proteins produced in a soluble form in bacteria are easier
to purify and work with than those refolded from inclusion
bodies. Expression of soluble proteins can be improved by
judicious choice of the vector and host strain, and manip-
ulation of the inoculation, growth, and induction condi-
tions. Very high per liter yields of purified product have
been achieved, and the overall yield for some secretion sys-
tems is higher than those possible with inclusion bodies.

BIBLIOGRAPHY

1. C.H. Schein, Bio/Technology 7, 1141–1149 (1989).
2. C.H. Schein, Curr. Opin. Biotechnol. 2, 746–750 (1991).



PROTEIN EXPRESSION, SOLUBLE 2167

3. M.C. Hensing, R.J. Rouwenhorst, J.J. Heijnen, J.P. van
Dijken, and J.T. Pronk, Antonie van Leeuwenhoek 67, 261–
279 (1995).

4. A.R. Mistry, L. Falciola, L. Monaco, R. Tagliabue, G. Acerbis,
A. Knight, R.P. Harbottle, M. Soria, M.E. Bianchi, C. Cou-
telle, and S.L. Hart, BioTechniques 22, 718–729 (1997).

5. J.W. Harper and N.J. Logsdon, Biochemistry 30, 8060–8066
(1991).

6. T. Yasukawa, C. Kanei-Ishii, T. Maekawa, J. Fujimoto, T. Ya-
mamoto, and S. Ishii, J. Biol. Chem. 270, 25328–25331
(1995).

7. C.H. Schein, E. Boix, M. Haugg, K.P. Holliger, S. Hemmi, G.
Frank, and H. Schwalbe, Biochem. J. 283, 137–144 (1992).

8. P. Carter, R.F. Kelley, M.L. Rodrigues, B. Snedecor, M. Ca-
varrubias, M.D. Velligan, W.L.T. Wong, A.M. Rowland, C.E.
Kotts, M.E. Carver, M. Yang, J.H. Bourell, H.M. Shepard,
and D. Henner, Bio/technology 10, 163–167 (1992).

9. U. Horn, W. Strittmayer, A. Krebber, U. Knupfer, M. Kujau,
R. Wenderoth, K. Muller, S. Matzku, A. Plückthun, D. Rie-
senberg, Appl. Microb. Biotechnol. 46, 524–532 (1996).

10. C.H. Scein, Bio/Technology 8, 308–317 (1990).
11. C.H. Schein and M.H.M. Noteborn, Bio/Technology 6, 291–

294 (1988).
12. L. Yu, K.P. Deng, and C.A. Yu, J. Biol. Chem. 270, 25634–

25638 (1995).
13. Sooryanarayana, P.R. Adiga, and S.S. Visweswariah, Protein

Express. Purif. 7, 147–154 (1996).
14. C. Randak, A.A. Roscher, H.B. Hadorn, I. Assfalgmachleidt,

E.A. Auerswald, and W. Machleidt, FEBS Lett. 363, 189–194
(1995).

15. B. Cooper, J.A. Gruber, and M.J. McPhaul, J. Steroid
Biochem. Mol. Biol. 57, 251–257 (1996).

16. S. Morino, H. Hazama, M. Ozaki, Y. Teraoka, S. Shibaata,
M. Doi, H. Ueda, T. Ishida, and S. Uesugi, Eur. J. Biochem.
239, 597–601 (1996).

17. T. Mizukami, Y. Komatsu, N. Hosoi, S. Itoh, and T. Oka, Bio-
technol. Lett. 8, 605–610 (1986).

18. H.F. Seow, C.R. Goh, A.G. Porter, and L. Krischnan, Gene 83,
117–129 (1989).

19. R. Hindges and U. Hubscher, Gene 158, 241–246 (1995).
20. L.W. Slice, and S.S. Taylor, J. Biol. Chem. 264, 20940–20946

(1989).
21. M.F. Browner, P. Rasor, S. Tugendreich, and R.J. Fletterick,

Protein Eng. 4, 351–357 1991.
22. J.M. Tremblay, G.M. Helmkamp, and L.R. Yarbrough, J.

Biol. Chem. 271, 16139–16143 (1996).
23. A.M. Tsai, M.J. Betenbaugh, and J. Shiloach, Biotechnol.

Bioeng. 48, 715–718 (1995).
24. A. Battistoni, M.T. Carri, A.P. Mazzetti, and G. Rotilo,

Biochem. Biophys. Res. Commun. 186, 1339–1342 (1992).
25. A. Ferrer, C. Aparicia, N. Nogués, A. Wettstein, T.J. Bach,

and A. Boronat, FEBS Lett. 266, 67–71 (1990).
26. Y. Shirano, and D. Shibata, FEBS Lett. 271, 128–130 (1990).
27. E. Kopetzki, G. Schumacher, and P. Buckel, Mol. Gen. Genet.

216, 149–155 (1989).
28. J. Fetzer, and G. Folkers, Pharm. Pharmacol. Lett. 2, 112–

114 (1992).
29. M.B. Slabaugh, R.E. Davis, N.A. Roseman, and C.K. Ma-

thews, J. Biol. Chem. 268, 17803–17810 (1993).
30. Y. Saito, Y. Ishii, T. Fijimura, H. Sasaki, Y. Noguchi, H. Ya-

mada, M. Niwa, and K. Shiomura, Ann. N.Y. Acad. Sci. 782,
79–86 (1996).

31. S. Tiow-suan, and D.S.H. Tan, Biochem. Mol. Biol. Int. 35,
1069–1078 (1995).

32. J.H. Toney, J.K. Wu, K.M. Overbye, C.M. Thompson, and
D.L. Pompliano, Protein Express. Purif. 9, 355–362 (1997).

33. W.R. Bishai, R. Rappuoli, and J.R. Murphy, J. Bacteriol. 169,
5140–5151 (1987).

34. H.S. Su, F. Blain, R.A. Musil, J.J.F. Zimmermann, K.F. Gu,
and D.C. Bennett, Appl. Environ. Microbiol. 62, 2723–2734
(1996).

35. G. Schnurr, N. Misawa, and G. Sandmann, Biochem. J. 315,
869–874 (1996).

36. A. Mitraki, and J. King, FEBS Lett. 307, 20–25 (1992).
37. M. Piatak, J.A. Lane, W. Laird, M.J. Bjorn, A. Wang, and M.

Williams, J. Biol. Chem. 263, 4837–4843 1988.
38. J. Klein and P. Dhurjati, Appl. Environ. Microbiol. 61, 1220–

1225 (1995).
39. L.H. Yang, S. Ahmed, and E.W. Miles, Protein Express. Purif.

8, 126–136 (1996).
40. W.L. Picking, J.A. Mertz, M.E. Marquart, and W.D. Picking,

Protein Express. Purif. 8, 401–408 (1996).
41. T.C. Lin, J. Rush, E.K. Spicer, and W.H. Konigsberg, Proc.

Natl. Acad. Sci. 84, 7000–7004 (1987).
42. P.G. Jones, R.A. VanBogelen, and F.C. Neidhardt, J. Bacter-

iol. 169, 2092–2095 (1987).
43. V. Mainfroid, P. Terpstra, M. Beauregard, J.M. Frere, S.C.

Mande, W.G.J. Hol, J.A. Martial, and K. Goraj, J. Mol. Biol.
257, 441–456 (1996).

44. M.-C. McKenna, C. Muchardt, R. Gaynor, and D. Eisenberg,
Protein Express. Purification 5, 105–111 (1994).

45. S. Sakamoto, I. Terada, Y.C. Lee, K. Uehara, H. Matsuzara,
and M. Iijima, Appl. Microbiol. Biotechnol. 45, 94–101
(1996).

46. A.A. Michels, V.-T. Nguyen, A.W.T. Konings, H.H. Kampinga,
and O. Bensaude, Eur. J. Biochem. 234, 382–389 (1995).

47. R.G. Matthews, and F.C. Neidhardt, J. Bacteriol. 171(5),
2619–2625 (1989).

48. D. Riesenberg, Curr. Opin. Biotechnol. 2, 380–384 (1991).
49. L. Andersson, L. Strandberg, L. Haggstrom, and S.O. Enfors,

FEMS Microbiol. Rev. 14(1), 39–44 (1994).
50. I. Palva, P. Lehtovaara, L. Kèèrièinen, M. Sibakov, K. Can-
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INTRODUCTION

Protein glycosylation, the addition of sugar residues to the
polypeptide backbone, is the most extensive of all the cel-
lular posttranslational modifications made to proteins in
the eukaryotic cell. It entails attachment and remodeling
of oligosaccharides in the endoplasmic reticulum (ER) and
Golgi apparatus prior to secretion of the protein or its ap-
pearance at the cell surface (1,2). Almost all proteins on
the mammalian cell surface (including receptors) are gly-
coproteins (3), and the majority of secreted proteins are
also glycosylated (with notable exceptions such as insulin,
growth hormone, and some interleukins). Glycosylation
has been shown to influence the secretion, solubility, sta-
bility, antigenicity, and blood clearance of glycoproteins. In
some cases, carbohydrates form part of the ligand binding
site. In cases where this does not occur, the influence of
carbohydrates may be overlooked until the protein enters
animal and human clinical trials. There have been four
major areas of advance in recent years:

1. Development of methods for the accurate structural
analysis of carbohydrates attached to glycoproteins
(glycans)

2. Cloning of key glycosyltransferase enzymes in the
glycan biosynthetic pathways.

3. Understanding the cellular influences on protein gly-
cosylation.

4. Understanding the varied biological functions of car-
bohydrates in glycoproteins.

In this article the methods and findings that underpin
the science of glycobiology are reviewed, with particular
focus on their application in the biotechnology industry.
Differences in carbohydrate structures that may arise from
choosing alternative gene expression systems and cell cul-
ture conditions are discussed, together with methods of
carbohydrate analysis that are appropriate at each stage
of product development. For reviews of other aspects of
glycobiology the reader should consult reviews on biosyn-
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Figure 1. Common oligosaccharide
structures found on glycoproteins.
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thetic pathways (4,5), the biological properties of carbo-
hydrates (6), and the cellular influences on the glycosyla-
tion process (2,7).

Oligosaccharide Structures

Three distinct types of glycosylation are known to occur in
higher plants and animals, two of which are shown in Fig-
ure 1:

1. N-linked glycosylation of proteins; oligosaccharides
are attached to the amino group of asparagine resi-
dues, usually within the sequence Asn-X-Ser/Thr.

2. O-linked glycosylation; smaller oligosaccharides are
linked to serine or threonine residues.

3. Glucosamine and mannose residues are incorpo-
rated into the glycosyl–phosphatidylinositol (GPI)
anchor of some membrane proteins.

In addition, single fucose residues (8) or small glycans
linked via Asn-X-Cys have been found on some blood pro-
teins (9).

N-Linked Glycosylation

N-linked glycosylation is characterized by a glycosidic
bond to the R-group of an asparagine residue of the peptide
backbone. A tripeptide core or the consensus peptide se-
quence Asn-X-Ser/Thr (where X is any amino acid apart
from proline) must be present for this particular form of
glycosylation. The presence of this amino acid sequence by
no means guarantees its glycosylation, because other fac-
tors such as protein secondary structure and its folding

status within the ER are important influences (10,11). For
example, the immunomodulator interferon-c (IFN-c) has
two potential N-glycosylation sites (Asn25 and Asn97), but
exists in three glycoforms: doubly glycosylated (at both
Asn25 and Asn97), singly glycosylated (at Asn25 only), and
nonglycosylated (12). Similarly, in the blood protease tis-
sue plasminogen activator (tPA), only two N-glycosylation
sites (Asn117 and Asn448) are fully occupied: Asn184 is only
50% glycosylated due to steric hindrance (11).

N-linked oligosaccharides fall into three structural cate-
gories: complex, high-mannose (or oligomannose), and hy-
brid, dependent on the extent of glycan remodeling in the
later stages of the glycosylation process (Fig. 1). All three
categories contain the same chitobiose core structure of
two N-acetylglucosamine (GlcNAc) units attached to the
asparagine containing sequon, which is extended by three
mannose (Man) units, with a single fucose (Fuc) residue
sometimes attached to the GlcNAc of the reducing end
(next to its peptide attachment site).

1. Complex oligosaccharides contain two or more
branches attached to the core, and the terms bian-
tennary, triantennary, and tetraantennary reflect the
number of branches. Sugar residues such as GlcNAc,
galactose (Gal), N-acetylgalactosamine (GalNAc),
Fuc, and sialic acids (N-acetyl [NeuAc] and N-
glycolyl [NeuGc] neuraminic acids) extend the struc-
tures.

2. Oligo (5–9) and high-mannose (�9 Man) structures
contain only mannose residues attached to the core
structure.
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3. Hybrid structures contain at least complex sugar-
containing antennae, with other �1-3 branches con-
taining only mannose residues.

N-glycosylation occurs in both the ER and Golgi appa-
ratus and is controlled by a large number of glycosyltrans-
ferases and glycosidases. Glycosyltransferases are
grouped into families, based on the type of sugar they
transfer to the protein (e.g., galactosyltransferases and
sialyltransferases) (5). Theoretically, if all enzymes in the
pathway are fully active, the required donor sugar nucle-
otides are present, and no structural hindrances are pres-
ent, all glycans will be fully processed into complex struc-
tures terminating in sialic acids. But in practice, this is
rarely observed and a mixture of partially and fully pro-
cessed glycans is more typical of N-linked glycoproteins.

Figure 2 shows a simplified pathway in the biosynthesis
of N-glycans. A common core glycan (Glc3Man9GlcNAc2) is
built on a dolichol pyrophosphate lipid carrier, first in the
cytoplasm and then in the ER. This oligosaccharide core
structure is attached to the target asparagine of the na-
scent polypeptide chain as it enters the ER. The enzyme
responsible for catalyzing this reaction, oligosaccharyl
transferase, is closely associated with the ribosome (step
1). Within the ER lumen the three terminal glucose units
are removed by �-glucosidases to give Man9GlcNAc2 (steps
2 and 3) that is further modified to Man8GlcNAc2 by �2-
mannosidase (step 4). This trimmed structure is no longer
recognized by the ER chaperone calnexin and is trans-
ported to the cis-Golgi via an intermediate compartment.
Here it is further trimmed by additional mannosidases un-
til a Man5GlcNAc2 structure remains (step 5), which is a
substrate for GlcNAc transferase I to add GlcNAc to the
1-3 antenna (step 6). The presence of the GlcNAc on this
arm of the glycan acts as a signal for possible further mod-
ifications. These include the removal of further Man resi-
dues (mannosidase II, step 7); addition of antennary
GlcNAc (via GlcNAc transferase II, step 8), and bisecting
GlcNAc residues (via GlcNAc-transferase III); creation of
further branches (via GlcNAc-transferase IV and V); and
core �6-fucosylation (step 9).

Therefore, the absence GlcNAc transferase I activity, or
the subsequent removal of GlcNAc, as has been suggested
for some insect cell lines (13), may result in simple oligo-
mannose or hybrid structures being present on the mature
glycoprotein. There appears to be no requirement for more
complex glycan processing to precede secretion of glyco-
proteins from the cell or their appearance on the plasma
membrane. Certain pathways are mutually exclusive, for
example, the addition of a bisecting GlcNAc residue via
GlcNAc-transferase III can prevent further branching of
the antennae by GlcNAc-transferase V. The final stages of
N-glycan processing take place in the trans-Golgi and in-
volve the addition of galactose and sialic acids (steps 10
and 11), and �1-6- or �1-3-linked fucose residues. It is the
presence and activity of these Golgi enzymes that gives
rise to differences in glycan structures (microheterogene-
ity) produced by alternative cell hosts; these factors vary
with culture conditions. Certain cell types posses unusual
glycosyltransferases that facilitate the addition of cell-
specific glycan structures. For example, up to 20% of IgG

molecules produced by human B-lymphocytes possess a bi-
secting GlcNAc residue b1-4-linked to the central b-linked
mannose of the core glycan, which can play a role in
antibody-dependent cell-mediated cytotoxicity (ADCC).
The GlcNAc transferase III enzyme required for this mod-
ification is not active in all cells, indeed only certain rodent
cell lines such as the rat Y0 myeloma are able to produce
recombinant antibodies containing this bisecting residue
(14). Another example is sulfation of antennary GalNAc
residues in certain pituitary glycoprotein hormones such
as luteinizing hormone (LH), thyrotrophin, and proopi-
omelanocortin (15). The specific GalNAc transferase and a
terminal GalNAc sulfotransferase recognize protein motifs
in the nascent peptide (e.g., Pro-Leu-Arg) and are mainly
restricted to the anterior pituitary gland. Therefore, only
cell lines derived from the pituitary gland or endothelium
(such as At20 and 293 cells) are able to perform this sul-
fation (16).

O-Linked Glycosylation

O-linked glycosylation is a simpler process involving a
smaller number of sugar residues (typically 1–6) and oc-
curs exclusively in the Golgi apparatus, where a core
GalNAc residue attaches via an O-glycosidic bond to the
R-group of serine or threonine (Fig. 1). There is no obvious
and invariant peptide sequon surrounding the serine or
threonine attachment site, although a computer algorithm
has been devised to predict the likely occupation of poten-
tial sites, based on sequences in other O-linked glycopro-
teins (17). Large structural proteins such as mucins have
multiple O-linked oligosaccharides, which may dominate
the mass of the mature glycoprotein. Also, regions that
contain high proportions of serine, threonine, and proline
have been shown to be extensively glycosylated. For ex-
ample, immunoglobulin class A1 contains a proline-rich
hinge region between the Fab and Fc regions. Of the 21
amino acids within this hinge, there are 10 Pro, 5 Ser, and
4 Thr; and the 5 Ser are all O-glycosylated (18). Several
core O-linked oligosaccharides have been described at-
tached to serine or threonine, which can be elongated by
addition of further Gal, GlcNAc, Fuc, and sialic acid resi-
dues.

Glycophosphatidylinositol Residues

Carbohydrates are also components of the glycophospha-
tidylinositol (GPI) anchor used to secure certain proteins
to cell membranes (19). All have the common core struc-
ture ethanolamine-PO4-Man-Man-Man-GlcNH2-myoinosi-
tol-PO4-lipid. Ethanolamine forms a bridge to the mem-
brane protein, and the inositol phospholipid is inserted
onto the lipid bilayer of the cell’s plasma membrane. There
are certain protein-specific and species-specific modifica-
tions to this basic structure (for further information see
Ref. 19).

INFLUENCES ON THE GLYCOSYLATION PROCESS

Ultimately, the process of glycosylation is controlled by the
activity of glycosyltransferases and glycosidases, the ac-



2172 PROTEIN GLYCOSYLATION

Figure 2. Steps in the N-glycosylation pathway.
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cessibility of their glycan substrates on the glycoprotein,
and the availability of cofactors and nucleotide sugar do-
nors (e.g., CMP-NeuAc, GDP-Man, and UDP-GlcNAc). At
the cellular level, these control points are influenced by the
secondary and tertiary structure of the protein in the ER
and Golgi, and the host cell type chosen for the recombi-
nant protein expression and its physiological status.

As more recombinant glycoproteins are used therapeu-
tically and for vaccines, the importance of correct glyco-
sylation has become evident. The availability of alterna-
tive expression systems for producing recombinant
glycoproteins, together with advances in analytical meth-
ods for glycans, has enabled comparisons to be made be-
tween glycoproteins from different sources. Crucially, the
authenticity of recombinant glycoproteins compared to
their natural human counterparts can be assessed, and

choices made, concerning the most appropriate expression
system.

Host Cell Line

Microbial cells are often the first choice for recombinant
protein expression because of their high yields and simple
media components. However, common bacterial expression
systems such as Escherichia coli are incapable of express-
ing large proteins with authentic mammalian-type glyco-
sylation. Hypermannosylation (the addition of a large
number of mannose residues to the core oligosaccharide)
is a common property of most yeast strains and can com-
promise the efficacy of recombinant protein vaccines (20).
There is also some evidence to suggest that different O-
glycosylation sites are used by yeast and mammalian cells
(21).
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The few studies reporting the production of therapeutic
proteins in plants have suggested smaller N-glycan struc-
tures are present compared with mammals and lack outer
residues such as sialic acids, which may compromise activ-
ity. Another obstacle may be the presence of potentially
allergenic residues such as core �1-3-linked fucose and xy-
lose (22) and substantial activity of endoglycosidases caus-
ing glycan cleavage.

The baculovirus-infected insect cell expression system
has been used to express complex proteins and its short
production time gives it an advantage over stable mam-
malian expression systems. Several cell lines have been
developed using this technique, including Spodoptera
frugiperda–derived cell lines Sf9 and Sf21 and Estigmena
acrea–derived cell line Ea4. Some studies have shown that
this system can attach complex oligosaccharides (23) using
Sf9 cells, although this result is controversial because
other researchers have shown that only simple oligoman-
nose structures can be observed with Sf9. Other insect cell
lines differ in their glycosylation capacity; for example, the
Ea4 and Trichoplusia ni (TN-368) cell lines have been
shown to add some complex antennary (GlcNAc and Gal)
residues to glycoproteins (24,25).

Although most mammalian cell lines studied possess
the intracellular machinery to perform complex N- and O-
linked glycosylation to produce proteins that are not dis-
similar to those of humans, there are some notable excep-
tions. Mouse and pig cells have a tendency to add NeuGc
instead of NeuAc as the terminal sialic acid of glycopro-
teins. In contrast, NeuGc is absent from adult humans
(due to inactivation of the CMP-NeuAc hydroxylase gene),
and the NeuGc residue can be immunogenic (26). Rodents
and pigs, like most mammals, express the enzyme �1-3-
galactosyltransferase, which generates Gal�1,3-Galb1,4-
GlcNAc residues on membranes and secreted glycopro-
teins. In humans, apes, and Old World monkeys the gene
has become inactivated through frameshift mutations. For
further details of specific glycosylation machinery in
different cell types the reader is referred to another re-
view (2).

Relatively few studies have been reported on the gly-
cosylation of recombinant proteins expressed in the milk
of transgenic animals. Those published from experiments
in transgenic goats (27) and mice suggest that a lower level
of sialylation and higher fucosylation may be achieved. It
is now feasible to remodel glycoproteins in situ by the
transgenic expression of extra glycosyltransferases in the
mouse mammary gland (28). The use of human host cell
lines poses a significant risk of retroviral transmission and
is not generally favored by the regulatory authorities. Ad-
ditionally, the transformation event required in most cases
to produce a stable cell line may itself result in altered
glycosylation profiles (29).

Cell Culture Conditions

It is well documented that the cell culture environment can
influence both the macroheterogeneity and microhetero-
geneity of oligosaccharides in recombinant glycoproteins
by affecting both the glycan biosynthetic process and the
secretion or release of degradative enzymes, such as exo-

glycosidases (30). The process of adaptation from serum-
containing to serum-free medium may lead to more het-
erogeneous glycans production in recombinant BHK-21
cells (31) and may improve galactosylation in recombinant
CHO cells (14).

The ambient glucose concentration affects the amount
of glycosylation of monoclonal antibody produced by hu-
man hybridomas in batch culture (32), and of IFN-c pro-
duced by CHO cells in continuous culture (33). However,
both lipids and nucleotides are also required for glycan bio-
synthesis. Lipid supplements alone or in combination with
lipoprotein carriers can improve the N-glycosylation site
occupancy of IFN-c (34), and provision of cytidine and uri-
dine can also alter protein glycosylation capacity of hepa-
tocytes by increasing the availability of nucleotide sugars
(35). Substances that are commonly used to increase pro-
ductivity, such as sodium butyrate, should be checked for
their influence on glycosylation (36).

Over time, an increase in the percentage of oligoman-
nose (predominantly Man5GlcNAc2) and truncated struc-
tures has been observed in batch and fed-batch cultures of
NSO myelomas producing recombinant IgG (37) and in
interferon-c made by recombinant CHO cells (38). Perfu-
sion or chemostat culture of BHK-21 and CHO cells leads
to a more consistent glycosylation pattern over time, and
perturbations of nutrient availability (glucose or amino ac-
ids) can lead to changes in macroheterogeneity (33). Mild
hypoxia has minimal effects on the glycosylation of tPA
produced by recombinant CHO cells (39) but influences the
level of sialylation of recombinant FSH (40). Similarly, pH
changes within the range 6.9 to 8.2 in the cell culture me-
dium do not have a dramatic effect on the glycosylation
profile of recombinant placental lactogen expressed in
CHO cells, however there is some evidence for undergly-
cosylation outside this range (41). Increases in the concen-
tration of ammonium ion in the culture medium above 2
mM may compromise sialylation (42). Degradative glycos-
idase enzymes have been detected in CHO cell lysates and
culture supernatants, and sialidase is most active at neu-
tral pH (43). This sialidase has been purified from culture
supernatant of CHO cells (44) and can degrade glycans
from proteins such as recombinant gp120. Although CHO
cells also produce an �-L-fucosidase, this enzyme is inca-
pable of releasing core fucose from intact recombinant gly-
coproteins (45). Sialidase, b-galactosidase, b-hexosamini-
dase, and fucosidase can also be detected at low levels in
supernatants from mouse 293, NSO, and hybridoma cells,
but the sialidase activity is much lower than that found in
CHO cells (46). For more information, see GLYCOSYLATION

OF RECOMBINANT PROTEINS.

EFFECTS OF GLYCOSYLATION

The presence, extent, and type of glycosylation influence
the functional and structural properties of glycoproteins.
Therefore, data acquired on the structure–function rela-
tionships of glycans present on one recombinant glycopro-
tein cannot always be applied to another. A complete list-
ing of the structure–function relationships of glycans
found on glycoproteins is beyond the scope of this article



2174 PROTEIN GLYCOSYLATION

(see Refs. 6 and 47); however, the main processes on which
protein glycosylation has been shown to exert influence are
the following:

1. Pharmacokinetics and clearance in vivo (particularly
influenced by the extent of sialylation)

2. Immunogenicity, which is carbohydrate residue spe-
cific

3. Protein solubility and protease resistance (6,7)

REGULATORY CONSIDERATIONS

Because of the efficacy and safety considerations, both the
Food and Drug Administration in the United States and
the European Medicines Agency now demand more com-
prehensive carbohydrate analysis before licensing recom-
binant glycoproteins. It is important to understand that
some degree of heterogeneity exists in most natural as well
as recombinant glycoproteins. Therefore, current guide-
lines accept glycan heterogeneity, but it must be shown to
be consistent within prescribed boundaries between lots of
the finished product. The inherent glycan heterogeneity
and its manipulation by genetic or enzymatic engineering
poses interesting challenges to the patenting of glycopro-
tein drugs, and several patents have already been filed
that claim to alter the glycosylation process for biotech-
nological purposes.

STRATEGIES FOR ANALYSING GLYCOPROTEINS

See also GLYCOSYLATION OF RECOMBINANT PROTEINS.
Much of the increased knowledge concerning the influ-
ences on the glycosylation pathways and the biological sig-
nificance of glycan variations has derived from recent ad-
vances in complex carbohydrate analysis. Using the
appropriate equipment and techniques, it is now possible
to unequivocally recognize most glycan structures and de-
duce their relative proportions in a complex glycoprotein.
Current efforts are focused on improving the sensitivity of
such techniques and making them more user friendly.

Sample Preparation

The glycoprotein must first be isolated and purified, and it
is essential to know if it is secreted or membrane bound.
The two classes of glycoproteins have different physico-
chemical properties; hence, the isolation protocol has to be
adjusted for each type, with detergents usually required
for membrane-bound proteins. Common precipitation and
chromatographic techniques used for protein purification
can generally be applied to glycoproteins. Chromato-
graphic techniques tend to be based on charge, size, or af-
finity, and it is worth noting that of all the common sugar
residues found in glycoproteins only the sialic acids are
charged (negative). Also, protein A from Staphylococcus
aureus Cowan I strain or proteins G and C from Strepto-
coccus, which are commonly used to purify IgG, are both
glycosylation independent. The purity of the glycoprotein
can be assessed using SDS-polyacrylamide gel electropho-
resis (expect multiple bands for complex glycoproteinsand/

or oligomers). Its yield can be quantified using protein
stains (Bradford or Lowry method), A280, HPLC, or im-
munoassays. We recommend performing at least two dif-
ferent assays to estimate protein yield because errors at
this stage may have disastrous consequences for further
analysis.

Preliminary Analysis

The simple SDS-PAGE gel analysis can be extended to
yield data on the extent of protein glycosylation. For ex-
ample, a portion of the sample can be digested with
PNGase F (Oxford Glycosciences, U.K.) (to remove any N-
glycans) and a combination of sialidase and O-glycanase
(to remove O-glycans), and its mass shift compared on gels
to that of undigested glycoprotein. Alternatively, kits are
available, such as the FACE system from Dextra Labora-
tories (Reading, U.K.), which use a combination of isoelec-
tric focusing gels and carbohydrate stains. Bear in mind
that there are many other causes of protein heterogeneity
than glycosylation: modifications such as proteolysis are
common and will result in multiple bands. These prelimi-
nary tests are useful in estimating the degree and type of
glycosylation and will help determine the final glycosyla-
tion analysis strategy.

Lectin blots may also be used to detect certain sugar
residues or linkages (48). Lectins are carbohydrate-
binding proteins that have been used successfully to iden-
tify and even isolate some glycoproteins. Lectin blots are
a convenient way of identifying glycoproteins run on
SDS-PAGE gels and then transferred to nitrocellulose
sheets by techniques analogous to Western blotting. The
blots are washed, blocked, and then incubated with the
desired lectin that is already conjugated to a convenient
enzyme (e.g., alkaline phosphatase or peroxidase) or light-
generating compound. Control experiments using an ap-
propriate competing saccharide should be run to verify
that specific binding is being observed. Even using these
controls, there are incidents of false identification, and we
are reluctant to rely on these methods entirely. Similarly,
colorometric assays are available to approximate the per-
centage of total sugars in each sample, but these assays
are not very sensitive (5–10 nmol).

Glycopeptide Preparation

Glycopeptide preparation is often a prerequisite to estab-
lishing the location and structures of individual glycans
within a complex glycoprotein. Controlled proteolytic
cleavage may be carried out with enzymes such as trypsin
and chymotrypsin (49). The exact protease to be chosen for
depends on the size of the glycopeptides and its peptide
substrate specificity; chemical cleavage, such as with cy-
anogen bromide, may also be employed. Care should be
taken to prevent incomplete or nonspecific digestion be-
cause this can compromise the subsequent resolution of
individual glycopeptides by reverse-phase HPLC (see
later). Before enzyme or chemical cleavage it is desirable
to modify any disulfide bonds present in the glycoprotein
(50). This can be accomplished by reduction and carboxy-
methylation in the presence of a denaturant (8 M urea).
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Table 1. Glycosidase Enzymes Used for Selective
Cleavage of Oligosaccharides for Structural Analysis

Methods Comments

Mild acid
hydrolysis

Quantitative release of terminal
nonreducing fucose

Strong acid
hydrolysis

Quantitative release of hexose,
deoxyribose, pentoses, and
hexosamines

Methanolysis Quantitative release of neutral
monosaccharides and hexosamines

Hydrazinolysis Nonselective release of glycans by
cleaving both N-linked and O-linked
bonds; can be optimized for specific
N-linked or O-linked cleaving

Smith degradation Quantitative release of monosaccharides
Acetolysis Cleaves 1-6-linkages in oligosaccharides

Releasing Glycans from Glycoproteins

There are a plethora of chemical and enzymatic methods
that have been used to release carbohydrates from glyco-
proteins, with varying degrees of success (Table 1). The
enzymatic methods (such as peptide-N-glycosidase F
[PNGase F]) (see Table 2) used to cleave the glycosidic link-
age between GlcNAc and the asparagine of N-linked gly-
cans) generally preserve intact the peptides and glycans,
but sometimes there are concerns over their efficiency (51).
Most chemical cleaving methods such as hydrazinolysis (a
nonselective method for releasing glycans using anhydrous
hydrazine to cleave both N- and O-glycosidic bonds [Fig.
3]), tend to destroy the peptide at the glycosylation site(s).
There is also a risk of further breakdown to monosaccha-
rides and their degradation products; therefore the reac-
tion must be carefully controlled (52). A clean-up step is
often required before progression to further analysis. Fol-
lowing these preliminary steps (not all may be required),
the analysis should progress to a combination of one or
more of the techniques listed next. The strategy routinely
used by us is described in Figure 4.

Gas–Liquid Chromatography

Gas–liquid chromatography GLC methods are highly effi-
cient for the analysis of carbohydrates released from gly-
coproteins, especially volatile monosaccharide derivatives.
A mass spectrometer can be connected to the GLC and
used to characterize these resolved peaks, in comparison
with known standards. Identification of each peak is
achieved by the combination of its mass and the relative
retention times (53). However, these GLC methods have
largely been superseded for more complex oligosaccharides
by HPLC alternatives, due to increased sensitivity, which
enables smaller sample sizes to be analyzed.

High-Performance Liquid Chromatography

Analysis of glycopeptides or carbohydrate chains released
from glycoproteins often requires high-resolution methods
such as HPLC. The most common mode of HPLC for gly-
copeptide purification is reverse-phase HPLC (RP-HPLC),
which separates on the basis of peptide, glycopeptide, or

glycan hydrophobicity. Other modes employed are normal-
phase partition and ligand exchange (49). RP-HPLC re-
quires the presence of hydrophobic groups such as N-Ac-,
deoxy-, -OMe, or OAc groups for longer retention time and
better separation. Oligomannose- or high-mannose-type
oligosaccharides (which have only two N-Ac groups) are
retained on the RP-HPLC column and are not well resolved
compared with complex-type oligosaccharides. Glycopep-
tides, released sugars (chemically or enzymically), or de-
rivatized glycans can be resolved by HPLC and can be an-
alyzed on a mass spectrometer. A common use for this
technique is the separation of glycopeptides corresponding
to individual glycosylation sites within a glycoprotein, fol-
lowing controlled proteolysis (50). The resultant glycopep-
tides are then analyzed by mass spectrometry and exogly-
cosidase arrays.

High-Performance Anion Exchange Chromatography
with Pulsed Amperometric Detection

Another procedure for the direct analysis of carbohydrates
uses the high-performance anion-exchange mode (utilizing
pellicular resin columns) of HPLC with pulsed ampero-
metric detection (HPAE-PAD, pioneered by Dionex [54]).
This is suitable for the analysis of released N- and O-linked
glycans in quantities �0.2 nmol (55). Oligomannose-type
glycans are eluted at low alkali concentrations, and an in-
crease in the content of neutral sugar residues results in
higher retention times. The negatively charged glycans
that contain sialic acids are retained most. The method can
also be used for analyzing released monosaccharides, such
as resolving different forms of sialic acids, with a detection
limit of around 20 pmol.

Capillary Electrophoresis

Capillary electrophoresis (CE) is an emerging technology
that may be used for direct analysis of oligosaccharide de-
rivatives (56). The main advantages of CE are its simplic-
ity and high resolving power. There are a number of modes
of operation that have been developed for CE, for example,
free-zone capillary electrophoresis (CZE), micellar electro-
kinetic capillary chromatography (MECC) (57), affinity
electrophoresis, gel electrophoresis, isoelectric focusing
(IEF), and isotacophoresis. The method can be used for re-
solving released glycans, glycopeptides, or glycolipids (58),
and the sensitivity of CE can be improved by employing a
laser-induced fluorescence detector (59).

Mass Spectrometry

Mass spectrometry has proved to be an invaluable tool
for glycosylation analysis. There are a number formats
that can be used, such as electrospray ionisation mass
spectrometry (ESI-MS) (60), liquid chromatography mass
spectrometry (LC-MS) (61), and matrix-assisted laser
desorption/ionization time-of-flight mass spectrometry
(MALDI-TOF-MS) (49,50) (Fig. 4). In MALDI-TOF, which
is more tolerant to common salts, a variety of matrices
have been developed to maximize ionization of glycopep-
tides or released glycans (62).
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Table 2. Glycosidase Enzymes Used for Selective Cleavage of Oligosaccharides for Structural Analysis

Enzyme Source Specificity pH

PNGase F Flavobacterium
Meningosepticum

N-Glycosidic linkage between GlcNAc and asparagine 7.0

Endoglycosidase H Streptomyces plicatus Oligomannose and hybrid-type N-glycans within the
chitobiose core

5.0

�-l-Fucosidase Aspergillus niger Fucose �1-2-galactose 3.8
Bacillus fulminans Fucose �1-2-galactose 6.6
Clostridium perfringens Fucose �1-2-galactose 6.0
Corynebacterium Fucose �1-2-galactose 8.5
Almond emulsin Fucose �1-3 and 4-GlcNAc 5.5
Bovine epididimis Nonspecific 6.5
Charonia lampas Nonspecific 3.3
Turbo cornutus Nonspecific 4.0

�-d-Galactosidase Aspergillus niger Gal�1-3Gal 4.5
Coffee bean Nonspecific 6.0
Fig Nonspecific 6.0

b-d-Galactosidase Jack bean Galb1-6GlcNAc � Galb1-4GlcNac � Galb1-3GlcNAc 3.5
Streptococcal 6646K Galb1-4GlcNAc � Galb1-3GlcNAc 5.5
Aspergillus niger Galb1-4GlcNAc � Galb1-6GlcNac � Galb1-3GlcNAc 4.0

�-d-Mannosidase Jack bean Man�1-2 � Man�1-6 � Man�1-3 4.0
Aspergillus niger Man�1-2 and Man�1-4 � Man�1-6 � Man�1-3 4.5
Aspergillus saoti Man�1-2 4.5

5.0
b-d-Mannosidase Helix pomitia ManGlcNAc2Asn 4.5
b-N-Acetylgalactosaminidase Aspergillus niger GalNAc (terminal)-Ser 3.5
b-N-Acetylhexosaminidase Jack bean GlcNAcb1-2,3,4,6 6.0

Aspergillus niger GlcNAb1-3,4 5.0

Figure 3. Hydrazinolysis reaction used to
release glycans from glycoproteins.
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Exoglycosidase Arrays

One of the most powerful methods for the elucidation of
glycan structure uses an array of exoglycosidases (Table
2). These enzymes recognize predominantly the terminal
nonreducing monosaccharide residues of glycans, glyco-
peptides, or whole glycoproteins and can be used to deter-
mine the anomeric configuration and glycosidic linkage of
this terminal. Time can be saved by constructing a parallel
array of these enzymes in combination (63), and the resul-
tant mixtures can be analyzed by mass spectrometry
(30,49) or by HPAE (64). Here, differences in mass or res-
olution time corresponding to the loss of specific sugar res-
idues are determined.

Sialic Acid Analysis

Because of the importance of sialic acid in influencing half-
life and protein stability, sialic acid analysis acquires a spe-
cial significance, particularly for biopharmaceuticals des-
tined for human therapy. Sialic acid is a collective term
used to describe several derivatives of neuraminic acid.
The neuraminic acid occurring in glycoproteins is usually
substituted with an N-acetyl or N-glycolyl group in a
species-specific fashion (2). Sialic acids can also be deriv-
atized with O-acetyl, O-lactyl, or O-methyl groups, but
these are rarer in natural glycoproteins. Each type of sialic
acid has a characteristic mass/charge ratio that is recog-
nizable by mass spectrometry; however, for detailed quan-
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Crude
extract

Purified
glycoprotein

Precipitation and/or
chromatographic techniques

Glycosylation
analysis

SDS reducing gel

Denatured
protein

Urea, reduction, carboxymethylation

Resolved
glycopeptides

Protease digest then RP-HPLC

Bradford protein assay and Elisa

Deduce glycan
structures

MALDI-TOF mass spectrometry
with exoglycosidase array

Free glycans

PNGase release
of glycans

Determine
sialylation

status

HPLC with
fluorescence
label

Figure 4. A strategy for glycan analysis at each glyco-
sylation site.

tification it is often necessary to release the sialic acids
from the glycoprotein by acid hydrolysis or by linkage-
specific neuraminidases (65). Released sialic acids can
then be analyzed by HPLC or HPAE (see earlier).

CONCLUSIONS

Glycobiology has advanced dramatically as people become
aware of the biological implications of carbohydrate het-
erogeneity. Over the past five years, there has been a move
away from simple monosaccharide composition analysis or
gel estimates of glycan heterogeneity toward more sophis-
ticated forms of analyses using techniques such as CE,
mass spectroscopy, fluorescence HPLC, and HPAE. Regu-
latory authorities such as the U.S. Food and Drug Admin-
istration are demanding increasingly sophisticated carbo-
hydrate analyses as part of the product or process
validation (66). In addition to these analytical trends,
there is increasing awareness of the relevance of glycosyl-
ation in producing a product with a good therapeutic pro-
file and a high degree of batch consistency.
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INTRODUCTION

For the large-scale production of proteins, complex sepa-
ration procedures are necessary after protein synthesis by
living cells is completed. In comparison to downstream pro-
cessing in the chemical industry, the separation of proteins
must be very gentle to conserve the native structure, which
means that in general near-neutral pH values and mod-
erate temperatures (�30 �C) must be maintained. Impor-
tant objectives in separation are high selectivity and yield
because multistep procedures are usually required. Be-
cause of the polar character and high molecular mass of
proteins, several unit operations common in the chemical
industries cannot be applied, for example, distillation or
extraction into organic solvents. Aqueous two-phase sys-

tems, however, can be used with advantage for protein iso-
lation by liquid–liquid extraction. The technique is based
on the incompatibility of two different hydrophilic poly-
mers in the common solvent water or the reversible hydra-
tion of oxygen in polyethers.

In an aqueous liquid–liquid extraction process, cells and
cell debris and other unwanted substances should remain
in one phase while the desired protein is partitioned into
the other phase, preferentially the top phase. The phases
are separated and further processed until the desired level
of product purity is reached. The extraction of proteins is
performed preferentially at early stages of an isolation pro-
cess using cell homogenates or whole fermentation broth
because this allows the concomitant removal of solids, a
product enrichment and concentration in a single step.

Partitioning of proteins by aqueous liquid–liquid ex-
traction has been well described (1–6) and finds increasing
application for large-scale processes in industry. For fur-
ther reading the monographs by Albertsson (4) and espe-
cially by Walter et al. (5) are recommended. The latter
gives detailed information about handling principles and
applications. The Aqueous Two-Phase (a.k.a. Biphasic)
Systems Community home page has a bibliography com-
piled by Harry Walter that contains more than 1,000 files
of journal publications on aqueous two-phase systems pub-
lished between 1956 and 1996: http://radar.ch.ua.edu/
�aq2phase/

BIOCHEMICAL FUNDAMENTALS

Miscibility gaps exist in different aqueous systems; these
are based on polymer–polymer interactions, polymer–salt
interactions, or thermoseparation. A special case is affinity
extraction, which can be viewed as a reactive extraction
process. For further descriptions see “Alternative Two-
Phase Systems”.

Principles of Aqueous Two-Phase Extraction

Most of the hydrophilic, natural, and synthetic polymers
are miscible with water and show phase separation in a
mixture with another polymer or salt. The phase diagram
of polyethylene glycol (PEG) and potassium phosphate in
Figure 1 demonstrates the miscibility of polymer and salt
phases. Above the curve (binodal) the system separates
into two liquid phases. If PEG and salt are mixed in a per-
centage represented by a point M above the binodal, the
mixture separates along the tie-line. The composition of
the two resulting phases are represented by the cross-
points of the tie-line and the binodal. The volume ratio of
the PEG-rich phase to the salt-rich phase is given approx-
imately by the ratio of the tie-line sections and .MB TM
The critical point is reached when the tie-line is repre-
sented by only one point on the binodal. At the critical
point, the addition of an infinitesimally small amount of
water results in two phases of equal volume and compo-
sition; therefore, any added component should have a par-
tition coefficient K of 1, where K is defined as the ratio of
concentration in the top (ci,T) and bottom phase (ci,B)
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Figure 2. Interdependence of yield (Y), partition coefficient (K),
and volume ratio (R). Source: Ref. 8.

ci,TK � (1)
ci,B

With increasing length of the tie-line the composition of
the phases at equilibrium diverge and consequently K
changes.

It must be noted that phase diagrams are altered by
addition of other components in sufficient concentration
such as cell homogenates and different salts (7,8). Never-
theless, the phase diagram is useful for the selection of
phase systems. Many phase diagrams of polymer–polymer
and polymer–salt systems can be found in Refs. 4 and 6.
An extraction system is usually designed such that the
wanted protein partitions predominantly to the top phase
(PEG, in this case) and the undesired material including
cells and cell debris partitions to the bottom phase (salt).
The separation power of a system is characterized by the
yield Y, the separation factor G, depending on the volume
ratio R, and K. The yield in the top phase is defined as

nTY � (2)T n � nT B

or consequently as

1
Y � (3)T V 1B1 � •� �V KT

where n is the molar quantity of the desired protein in the
volume of the top (VT) and bottom phase (VB), respectively.
G is defined as the product of the partition coefficient K
and the volume ratio R. The definition of the volume ratio
is given in equation 5.

G � K • R (4)

VTR � (5)
VB

Y, K, and R affect each other. Usually YT increases if K is
increased at a constant R or if R is increased at a constant
K (Figure 2).

K does not depend on the concentration of the protein i,
so long as the concentration ci is much smaller than the
concentration of the phase-forming polymers, and no com-
plex formation takes place. According to Bronstedt (9),
there exists an exponential relation between K and the
surface area (molecular mass) of i:

� • AilnK � (6)i k • T

� is a factor related to the chemical potential, Ai is the
surface for interaction, k is the Boltzmann constant, and
T is the absolute temperature. Thus, cells and cell debris
should exhibit one-sided partition approaching zero or in-
finity even at low values of � because of their large value
of A, while metabolites should have K values approxi-
mately 1 and proteins usually between 0.1 and 10. The
relation between lnK and A has been capitalized in a pro-
cess to isolate hepatitis B surface antigen particles (molec-
ular weight, � 1 to 2 million Da) as a hepatitis B vaccine
from recombinant yeast cultures (10). Equation 1 is valid
for the equilibrium between two liquid phases only; how-
ever, sometimes a solid phase seems to be involved and
rather large values of K may result as a consequence of
preferential solubility of i under extraction conditions in
the top phase of PEG–salt systems (11). In such a case, K
will increase with ci.

Factors Determining Partitioning

The forces that cause partitioning can be explained in a
first approximation by splitting the partition coefficient
into increments:
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lnK � lnK � lnK � lnK � lnK � lnKion hphob hphil conf lig

(7)

where Kij denotes the partition coefficient from charges or
hydrophobic or hydrophilic forces or its dependence on con-
formation or ligand interaction, respectively (12). Only
ln Klig is to some extent predictable. For this reason, affin-
ity extraction is much studied, because the affinity inter-
action can be made to dominate ln K. Even in the absence
of affinity interactions many parameters will influence the
partitioning of proteins in aqueous two-phase systems, af-
fecting the partition coefficient and the selectivity.

These factors are as follows:

• Selection of component(s) to form a two-phase system
• Concentration of polymers used
• Molecular weight of the polymers
• Type and concentration of ions
• pH
• Temperature
• Addition of other agents (e.g., chaotropic agents)

(13,14)
• Concentration of cells and cell debris added

The strong influence on the partition of only small changes
in the system composition is shown in Figure 3, where the
partition coefficient for L-2-hydroxyisocaproate dehydro-
genase is changed significantly by addition of potassium
phosphate and the resulting change of the tie-line.

The molecular mass of a given polymer can strongly in-
fluence the partition of a protein. The partition coefficient
can be increased by increasing the molecular mass of the

bottom phase forming polymer (for example, dextran 1) or
by lowering the average molecular mass of the top-phase-
forming polymer, most often PEG (1,4). The latter repre-
sents a fast and convenient way to increase protein yield
in the top phase and is aided by the fact that the polymer-
ization of ethyleneoxid can be easily adjusted to yield dif-
ferent molecular weight fractions of PEG. Several fractions
are commercially available and are included in the phar-
macopoeia of many countries. Changes in pH affect the
ionization of side chains of the protein and therefore the
charge and polar/hydrophobic balance of the surface; it will
also alter the ionization of some weak and multivalent ac-
ids present in the extraction mixture leading to changes in
K. pH values are easily manipulated in the range of protein
stability. The addition of ions has a remarkable effect on
K (1,4) by altering the length of the tie-line and the sol-
vating power in PEG–salt systems as well as changes
in the electrochemical potential across the interface in
polymer–polymer systems.

The search for a separating system of a new protein is
usually carried out by trial and error guided by the heu-
ristic rules discussed previously. A series of phase systems
differing in one parameter are produced in the scale of 5.0–
10.0 g using a statistical design. A nice example of a sta-
tistical approach is shown by Hart et al. for the isolation
of nonnative IGF-I (16). Y, K, and R are determined as well
as protein concentration. From this information, a useful
extraction system can be derived that can be further op-
timized with regard to specific goals, such as product yield
and quality. Other criteria for optimization are biodegrad-
ability, ease of recycling, toxicity of phase-forming chemi-
cals, physical properties of extraction systems, and last al-
though not least the total costs (see “Economic Aspects”).

For research purposes, the most investigated system is
the PEG–dextran (1) combination. Both polymers are com-
mercially available in different molecular weight fractions.
For technical applications, fractionated dextran is too ex-
pensive; crude dextran may be used in low concentrations
(17,18), but results in high-viscosity bottom phases. A less
expensive possibility is PEG–salt systems, which are com-
monly used for large-scale applications (8). Other alter-
natives are reported (19,20). When substituting other poly-
mers for dextran, for example, the limiting concentration
for phase separation needs to be considered as well as
product yield and quality. Combinations of the different
systems are possible, like polymers and surfactants (21,22)
or affinity partitioning combined with temperature-
induced phase separation (23).

For large-scale operations, questions of waste disposal
and the possibility of recycling auxiliary chemicals are of
increasing interest for environmental as well as economic
reasons. These topics are discussed separately under “Ap-
plications”.

Thermodynamics

Phase separation in aqueous systems and partitioning of
proteins are governed by thermodynamic forces. Because
thermodynamics including mathematical models of aque-
ous two-phase systems cannot be explained in a few sen-
tences, the reader is referred to the literature. For a
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broader introduction, the review by Cabezas (24) should be
consulted.

Phase separation is based on the Gibbs free energy of
mixing and will occur if DGmix of two phases becomes en-
ergetically more favorable than DGmix of a single phase:

mix mix mixDG � DH � TDS (8)

where DHmix and DSmix are the enthalpy and entropy of
mixing and T is the temperature. DGmix is related to the
excess enthalpy Ge by

mix eDG � G � RT x lnx (9)� i i
i

where xi is the mole fraction of the different phase com-
ponents i.

There is a large diversity of polymer–polymer models
available, such as Edmond and Ogston-based models using
McMillan–Mayer or Hill virial expansions (25,26), Flory–
Huggins–based lattice models using the classical polymer
solution theory (27,28), the UNIQUAC lattice model (29),
integral equation theory-based models (30), the VERS
model based on group contributions of salt and polymer
(31), and the excluded volume theory based on statistical
geometric arguments (32). A comprehensive discussion can
be found in a recent paper by Johansson et al. (33). The
problem for most of these models is that they include the-
ories derived for gases or crystalline solids. They have ad-
vantages and disadvantages, such as too many parame-
ters, time-consuming experiments to obtain parameters,
and derived parameters that are valid only for a certain
range of conditions.

An interesting approach to solve binodales for PEG–
dextran systems is shown by Baughman and Liu (34). They
used about 100 different binodales and protein partition-
ing data from other investigators as raw data for an expert
system based on a neural network, resulting in quantita-
tive predictions for unknown phase diagrams. To predict
protein partition away from the isoelectric point the re-
sults were not satisfactory, however. In polymer–salt sys-
tems most of the electrostatic interactions are screened by
the high salt concentration of the phases, which makes
modeling more complicated. Only a few models have been
developed based on virial expansions (31), integral equa-
tion theory (30), and a potential of mean force model in-
cluding fluctuation solution theory (35).

Until now a reliable prediction of protein partitioning
in aqueous two-phase systems for a random protein has
not been possible. The systems are too complex, depending
on pH, salt, polymer, protein structure, temperature, spe-
cific interactions, and charge distribution on the protein
surface. The aim to minimize experiments for certain sys-
tems and predict trends is advancing. The problem with
the model experiments is that they rely upon commercially
available cheap proteins, which have strong specific inter-
actions, however, such as lysozyme or �-chymotrypsin in
which dimerization or self-digestion occurs. These effects
in aqueous two-phase systems have not been studied ex-
tensively. Work has been done to predict peptide partition-
ing (27,36–38). Predictions have improved over recent

years for certain peptides and amino acids, but depending
on the sequence, predictions do not work well yet in gen-
eral.

The diverse models describe phase separation reason-
ably well but a state-of-the-art model is not available (24).
The interaction between proteins and solutions needs more
attention to understand protein partition and describe it
in quantitative terms based on fundamental principles.
This goal will be elusive for quite some time to come. For-
tunately it is very easy to determine K values experimen-
tally so long as an appropriate specific assay is available.

ALTERNATIVE TWO-PHASE SYSTEMS

In addition to the commonly used polymer–polymer and
polymer–salt systems, there are some alternative, also
well-investigated, aqueous two-phase systems.

Affinity Extraction

Ligands covalently bound to one of the phase-forming com-
ponents are useful to direct the extraction of certain pro-
teins because the ligand will predominantly partition with
the polymer in one phase. There exists a linked equilib-
rium of partition and complex formation, as shown in Fig-
ure 4. The extraction efficiency depends on the number of
binding sites of the protein and the dissociation constant
of the complex. The latter may be different in the top and
bottom phase (39,40).

Affinity ligands can be cofactors or inhibitors of the tar-
get protein. General ligands based on textile dyes are more
often used than natural ligands. Besides textile dyes,
metal chelators are attractive as general ligands. These
are robust, cheap chemicals applicable in PEG–salt sys-
tems and offering useful selectivity. The syntheses of PEG
derivatives has been described by Harris (41). Johansson
et al. (42) investigated the partition of phosphofructoki-
nase from yeast. The partition coefficient increased by a
factor of 104 compared to physical extractions using the
pseudo-affinity ligand cibacron-blue in an affinity process
(Fig. 5).

The effectivity of affinity extraction was also demon-
strated by Kroner et al. (43). With increase of the amount
of PEG blue, the partitioning coefficient K increases. A
yield of 98% could be obtained thereby with a single ex-
traction step. Other parameters than the ligand concen-
tration (43) are the polymer concentration (44), the kind of
salt and its concentration (42), the pH value (45), the tem-
perature (45), and the addition of free ligands (44,45). Use-
ful models describing affinity extraction have been derived
by Cordes et al. (40) and Suh and Arnold (46).

An example of screening for a suitable dye can be found
in a patent of Guliano and Szlag (47) describing experi-
ments with the triazin dyes Cibacron-Blue FGF, Procion
Turquoise H-A, Procion Green HE-4BDA, and Procion Red
HE-3B to separate alcohol dehydrogenase. Large-scale ap-
plications of affinity extraction are listed later. Reviews of
polymer–ligand systems have been published by Johans-
son (48) and Johansson and Tjerneld (49). It can be ex-
pected that specific ligands originally selected from librar-
ies of suitable synthetic chemicals or peptides for affinity
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Figure 4. Equilibrium of partition and complex formation in
affinity extraction processes. [P], concentration of protein; [L],
concentration of ligand; [PL], concentration of protein–ligand
complex; KP, partition coefficient of the protein; KPL, partition
coefficient of the ligand; KL, partition coefficient of the complex;
kDT, equilibrium constant of the complex in the top phase; and
kDB, equilibrium constant of the complex in the bottom phase.
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chromatography will find applications also in affinity ex-
traction.

Detergent-Based System

A recent development is the two-phase extraction in aque-
ous two-phase systems based on nonionic detergents car-
rying ethylenoxide groups as the hydrophilic moiety. The
protein is partitioned using only one auxiliary chemical.
The principle is shown in Figure 6. At low temperature, a
homogeneous phase containing micelles of the detergent
and fermentation broth exists. The detergent interacts
preferably with hydrophobic proteins. As soon as the tem-
perature is increased above a certain system-dependent
temperature, turbidity develops as an indicator of phase
separation. The so-called cloud point depends mainly on
the average number of ethylene oxide groups; a narrow
range is desirable. A C12EO5 detergent, for example, has
a cloud point between 23 and 25 �C. The phase separation
depends on the reversible, temperature-induced dehydra-
tion of the ether oxygens in the detergent and leads to a
detergent-rich and a detergent-depleted phase in equilib-
rium. The micelles are believed to aggregate into laminar
structures carrying hydrophobic proteins into the so-called
coazervate phase, which may still contain 70–80% water
(50).
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Table 1. Influence of the Surfactant Hydrophile–
Lipophile Balance (HLB) on the Partition Coefficient,
Concentration Factor, and Yield of the Purification
Process for the Example of Endopeptidase

Surfactant HLB
Partition
coefficient

Concentration
factor

Yield
(%)

Triton X-100 13.5 0.81 0.7 15
Triton X-165 15.8 4.17 3.65 49
Triton X-305 17.3 8.93 3.1 69
Triton X-405 17.9 53 6.63 100

Source: Ref. 57.

Solubilization

Fermentation
broth

Protein extraction

Coazervate phase
Recycling of
detergents

2-Methyl-1-propanol-extraction

Aqueous phase of 
second extraction

Anion exchange chromatography

•160 times purified
•80% total yield
•Analytical quality

Figure 7. Optimal process design for the extraction of cholesterol
oxidase from Nocardia rhodochrous using detergent-based sys-
tems in the initial step. (Source: Ref. 55.)

Bordier (51), Minuth et al. (52), and others investigated
cloud-point extraction of proteins. Nonionic or zwitterionic
detergents are most useful for the separation of membrane
proteins (53,54). A complete process design for the purifi-
cation of cholesterol oxidase is presented in Figure 7. A
scale-up study indicated that the rather low density dif-
ference in detergent-based systems limits phase separa-
tion by centrifugation in the initial step (56).

It has been shown that the detergent for extraction of
hydrophilic proteins and membrane-bound proteins should
be chosen with respect to its hydrophile–lipophile balance
(HLB) (57). Table 1 shows partitioning results using Tri-
tons with different HLBs for the separation of an endopep-
tidase in the presence of sodium chloride. Yield, concen-
tration factor, and partitioning coefficient increased
significantly with an increasing HLB.

Reversed Micelles
Because it is similar to aqueous liquid–liquid extraction,
reversed micellar protein extraction is mentioned here
briefly. Reversed micelles extract proteins into the water
pool contained in the micelles present in an organic solvent
depending on the isoelectric point of the protein and there-
fore pH and ionic strength in the process solution. The
principle is shown in Figure 8. The organic solvent allows
the organization of the reversed micelles and the separa-
tion of the bulk water from the water pool in the micelles.

Extraction into reversed micelles has been investigated
for several industrially relevant proteins, but these are ap-
parently not yet used in industry (58,59). The major re-
maining problem is the difficult reextraction of the bioac-
tive protein into an aqueous phase and the reuse of
reversed micelles.

Thermoseparating Polymers
Certain polyethylene–polypropylenoxide copolymers also
show reversible dehydration of the oxygen groups in an
interesting temperature range and have been investigated
by Alred et al. (60), Johansson et al. (61), and recently by
Persson et al. (62) for application in aqueous two-phase
systems. Usually a polymer–polymer system is used in the
first step selected to partition the protein in the copolymer-
rich phase. After primary phase separation, the solution is
heated above the cloud point, which results in phase sep-
aration under conditions in which the protein is almost
exclusively found in the polymer-depleted phase.

APPLICATIONS

Technical Aspects
Aqueous liquid–liquid extraction uses the same principles
as the well-known chemical process of liquid–liquid ex-
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Table 2. Physical Properties of Aqueous Two-Phase Systems

System composition Dq (g/cm3) gT (mPa s) gB (mPa s) gdispersion (mPa s) d (mN/m) Reference

9% PEG 4000, 2% dextran T-500 1,010 3 94 3.4 — 16
7% PEG 4000, 1.25% crude dextran 1,046 2.7 2,000 4 — 16
16% PEG 4000, 13% phosphate 1,085 12 2.1 — 1.25 58

Source: PEG, polyethylene glycol. Ref. 8.

traction. Therefore similar, commercially available equip-
ment may be used for mixing and phase separation. The
physical properties of aqueous two-phase systems, how-
ever, are very different from those of solvent–water sys-
tems. The most notable difference is the dramatically
lower interfacial tension (Table 2).

In general, for the purification of an intracellular pro-
tein the cells are disrupted, the phase-forming components
added, and the pH adjusted; the suspension is then mixed
to reach equilibrium. In large-scale processes this is done
in a stirred vessel with baffles or using static mixers (63).
An extremely low energy input is needed because of the
low interfacial tension of the whole system. The approach
to equilibrium is surprisingly fast (�30 s), as demon-
strated by Fauqueux et al. (64), provided turbulent mixing
is ensured. After equilibration is reached the phases
should separate into a top and bottom phase. This sepa-
ration can be done under unit gravity or can be speeded
up by centrifugation. The latter is recommended if the vis-
cosity is high or the density difference between the phases
is low (8). Centrifugation gives higher yields as entrain-
ment is avoided at higher g forces; optimal feed rates of
the suspension up to 3 L/min corresponding to residence
times of about 16 s have been reported using small disk
stack separators (8).

After the initial separation step, the top phase is often
mixed with salts to generate a secondary phase system.
Conditions are selected such that the protein of interest is
partitioned to the bottom phase and can be further pro-
cessed after phase separation (Fig. 9). Other possible pro-
cedures for the isolation of proteins from polymer phases
are centrifugation, adsorption, ultrafiltration, or electro-
phoreses (66). In large-scale processes, ultrafiltration or
diafiltration is used to concentrate and condition the prod-
uct from the secondary bottom phase. The top phase may
be recycled (52,67). A secondary bottom phase may be ap-
plied under certain conditions to a chromatographic sup-
port, such as hydrophobic interaction matrices.

Extraction usually is performed in the batch mode, but
often it may be more cost-effective to use a continuous pro-
cess. In general there are three possibilities of continuous
processing in production lines: the co-, cross-, and counter-
current flow. The three modes are illustrated in Figure 10,
and a comparison of specific properties is shown in Table
3. In large-scale processes the counter-current method
should be the most efficient because of a higher yield and
lower consumption of chemicals (63). Countercurrent ex-
traction has been studied for the multistep procedures dis-
cussed next. The continuous cross-current extraction has
been investigated experimentally in pilot scale. Enzyme
extraction has been successfully carried out using more

than 500 kg yeast per day in a computer-controlled process
(68). The procedure could also be applied to extract en-
zymes continuously from bacterial cell homogenates (69).

To achieve a higher purification, multiple partition
steps would be required. Not every multistage apparatus
used in the chemical industry for liquid–liquid extraction
is suitable for operation with aqueous phases as the physi-
cal properties of the two phases are too similar and the
interfacial tension too low. The performance of the Graes-
ser contactor has been best investigated. For the separa-
tion of �-lactalbumin from whey, a space time yield of 29
g/L reactor volume and day was achieved (70). The speed
of rotation in the “raining bucket contactor” had to be re-
duced from the usual 20 U/min to 2–5 U/min, working with
PEG–salt systems (71). In addition, the rotational direc-
tion was reversed to reduce the intensity of mixing and to
avoid flooding. Other apparatus investigated for multi-
stage extractions are mixer-settler, Kühni columns (72),
the Podbielniak extractor (1), and spray columns (73). All
can be operated successfully with specific precautions
against flooding. Changing operating conditions such as
pH or the length of the tie-line, however, may be more ef-
fective for protein purification than multiple partition
steps.

At Miles Inc., a conventional downstream process was
compared to an operation using aqueous two-phase sys-
tems and Bacillus alpha-amylase as an example (74). The
latter was carried out in a 50,000-L large-scale process
(Fig. 11). In this example the extraction process in aqueous
two-phase-systems required fewer steps, resulting in
higher yield and lower costs.

Recycling of Process Chemicals

To lower high chemical and waste disposal costs, recycling
or recirculation of the auxiliary chemicals is recommended.
Recycling of phosphate by crystallization at 6 �C has been
described from solid-free process streams (8). The success-
ful recirculation of most of the PEG has been demonstrated
by Papamichael et al. (75) and of detergents by Minuth et
al. (55) (see Fig. 7). The recovery of salt from the primary
bottom phase was accomplished by Greve and Kula (76)
making use of miscibility gaps in the ternary-phase sys-
tems—water–salt–lower aliphatic alcohols (Fig. 9). The
authors also presented an economic analysis (76). In prin-
ciple, the material balance of the auxiliary chemicals in-
troduced into the process stream to accomplish phase sep-
aration can be closed more than 90% by recycling, yielding
cost-effective and environmentally acceptable procedures.

Large-Scale Applications

Examples of Large-Scale Applications. Direct information
about industrial applications of aqueous two-phase extrac-
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Figure 9. Flow sheet for product, chemicals, and waste flows
in an extraction process using a PEG–salt aqueous two-phase
system. •–•–•–•, recycling of salt; ––––, recycling of PEG.
Source: Ref. 65.
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tion is scarce. In Table 4, a list of patents and large-scale
applications (beginning in 1982; minimum, 24-kg cells) de-
scribed in the literature is compiled. The size of the opera-
tion reached 50,000 L or more (74). Usually centrifugation
is preferred in the initial phase separation. (An example is
illustrated in Fig. 11.)

Scale-Up. One big advantage of aqueous liquid–liquid
extraction is the ease of scaling up. Hart et al. (89), Schütte
et al. (93), and Kroner et al. (94) showed that scale-up is
feasible by proportional linear increase of the amount of
ingredients. The necessary centrifugation equipment is
commercially available and can be selected using the
Sigma concept. In Figure 12, scale-up data of Kroner et al.
(94) are presented for the purification of formate dehydro-
genase from Candida boidinii in PEG–potassium phos-
phate. A scale-up of nearly 40,000 was carried out for dif-
ferent separation steps without significant changes in
yield.

Economic Aspects. The costs of the protein recovery and
enrichment by aqueous liquid–liquid extraction is of course
highly dependent on the actual system, scale, etc. As an
example Kroner et al. (95) analyzed the cost structure for
extraction and compared the economics with other down-
stream separation methods employed as alternatives for
the purification of intracellular fumarase from Brevibac-
terium ammoniagenes in a 100-kg batch process. With a
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Table 3. Advantages and Disadvantages of Different Flow Regimes in Continuous Processing

Suitable for Consumption requirements Yield Purification factor

Cocurrent Low K As cross-current Medium Medium
Cross-current High K As co-current Lowest Highest
Countercurrent Low K Lowest Highest Lowest

Fermantation

Conventional
method

Concentration

Broth
treatment

Precipitation

Cake recovery

Filtration

Decolorization

Polishing

Formulation

70% 80% (single extraction)
95% (two-stage extraction)

Yield

Insoluble
material

Filtrate Propylene glycol   

Biomass

35% (single extraction)
50% (two-stage extraction)

Cost reduction

Filtration/
centrifugation

Enzyme
solubilization

Fermentation

Aqueous
two-phase systems

Broth
treatment

Decolorization

Polishing

Formulation

Centrifugation

Water
Salt
Biomass

Figure 11. Comparison of the downstream pro-
cess of alpha-amylase, using a conventional
method (left column) and using aqueous two-
phase systems (right column). Source: Ref. 74.
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Table 4. Patents and Large-Scale Applications of Protein Extraction Using Aqueous Two-Phase Systems

Literature Author Date Enzyme or protein System used Ligand Origin

77 Patent Kula 1982 Interferon PEG–dextran Raw material
15 Journal article Hummel et al. 1983 D-Lactate dehydrogenase PEG–phosphate Lactobacillus cellubiosus
78 Patent Kim et al. 1985 Protease, amylase PEG–dextran Aspergillus orizae
79 Journal article Schütte et al. 1985 L-Leucin dehydrogenase PEG–phosphate Bacillus cereus
80 Patent Gustafsson et al. 1986 ADH, hexokinase PEG–K2HPO4, KH2PO4 Yesc Yeast
80 Patent Gustafsson et al. 1986 Transferrin PEG–K2HPO4, KH2PO4 Yes Blood plasma
81 Patent Paul et al. 1986 Dextran-sucrase PEG–dextran Leuconostoc mesenteroides
82 Patent van Wijnendaele et al. 1986 Hepatitis B antigen (HBsAg) PEG–(NHY4)2SO4 Yeast
82 Patent van Wijnendaele et al. 1986 Alpha-1-antitrypsin PEG–(NH4)2SO4 Yeast
83 Patent Dove et al. 1987 Therapeutically active proteinsa PEG–KH2PO4 Blood plasma
44 Journal article Tjerneld et al. 1987 Lactate dehydrogenase PEG–aquaphase PPT Yes Pig muscle
84 Patent Ananthapadmanabhar 1988 Alcaline protease PEG–Na2SO4 Yes
85 Patent Brewer et al. 1988 Protease PEG–Na2SO4 Whole fermentation beer
14 Patent Sieron et al. 1991 Recombinant proteins PEG–polyvinylalcohol b

86 Patent Enfors et al. 1992 Human immunoglobulin G PEG–phosphate Staphylococcus
47 Patent Giuliano et al. 1992 Alcohol dehydrogenase (ADH) PVP–maltodextrin Yes Baker’s yeast
87 Patent Heinsohn et al. 1992 Chymosin PEG–Na2SO4 Aspergillus niger var. awamori
88 Patent Kirchberger et al. 1992 Alkalische phosphatase PEG–dextran Calf intestine
71 Journal article Coimbra et al. 1994 Beta-lactoglobulin PEG–phosphate Cheese whey
71 Journal article Coimbra et al. 1995 Alpha-lactalbumin PEG–phosphate Cheese whey
18 Journal article Cordes et al. 1994 Formate dehydrogenase PEG–phosphate Yes Candida boidinii
89 Journal article Hart et al. 1994 IGFa PEG–Na2SO4 E. coli
90 Patent Lorch et al. 1994 EGc PEG–(NH4)2SO4 Cellulase mixture
13 Patent Builder et al. 1995 IGF-I or mammalian polypeptide PEG–citrate b E. coli
91 Patent Heinssohn et al. 1995 Chymosin PEG–Na2SO4 Bovine stomach
92 Patent Lee and Kahn 1995 Hemoglobin PEG–phosphate buffer Bovine blood
57 Patent Braunstein et al. 1995 Different lipases and proteases Detergents Different organisms

Patents often cover wide ranges; therefore, in some cases only examples from the patent are given.
aAlbumin, IgM, IgG, alpha-1-antitrypsin.
bUse of chaotropic substances.
cAdsorption at Sepharose particles.
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Figure 12. Scale-up of various extraction steps during the iso-
lation and purification of formate dehydrogenase from Candida
boidinii. Source: Ref. 94.
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Figure 13. Cost factors and total costs comparing different initial
isolation procedures. A, aqueous-phase system operation; F, filtra-
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Table 5. Cost Structure of an Extraction Process

Step
Feedstock

($/kg)
Material

($/kg)
Labor
($/kg)

Energy
($/kg)

Instrumentation
($/kg)

Total
($/kg) Percentage of total

Fermentation 5.80 6.55 40.1
Disruption 0.03 0.92 0.03 2.76 2.82 17.2
1. Extraction 1.89 0.48 �0.01 0.94 3.52 21.5
2. Extraction 0.17 0.29 �0.01 0.94 1.08 6.6
Ultrafiltration 0.20 0.48 0.01 0.90 1.60 9.8
Waste water 0.78 4.8
Sum ($/kg) 5.80 2.29 2.17 �0.06 5.54 16.35
Percentage of total 35.5 14.0 13.3 0.4 33.9

Source: Ref. 95.

system of PEG and potassium phosphate, an overall yield
of 70% was achieved by a two-step extraction. The cost
structure of the extraction is shown in Table 5. Even if
prices have changed meanwhile, the table still gives some
idea about the relative cost distribution of material, labor,
energy, and investment for the different process steps.

In Figure 13, a comparison of the cost factors and the
total costs of the initial recovery operations is shown (95).
Data in Table 5 and in Figure 13 are calculated from equa-
tion 10, which is derived from coefficients used for the cost
calculation in the chemical industry and normalized for the
yield:

1.13M � 2.6L � 1.13E � 0.13I
T � (10)

Y

where the letters represent costs for T, total production;
M, material; L, labor; E, energy; I, investment (capital);
and Y, yield.

Aqueous two-phase extraction is a low-energy, labor-
requiring technique with comparatively low investment
costs and high material costs. These high costs for auxil-
iary chemicals can be lowered by a good choice of volume

ratio and by new phase systems and especially by the de-
velopment of recycling processes (65). The process time can
be decreased dramatically by centrifugal separation, re-
sulting not only in high space time yields but also in im-
proved product quality because of the absence of signifi-
cant proteolytic degradation (96,97). Economic aspects of
affinity extraction have been discussed by Johansson et al.
(45) and Cordes et al. (18). In such cases, economics rely
heavily on the initial costs and the reusability of the affin-
ity ligand.

For a valid evaluation, it is important to realize that
extraction constitutes an integrative technology; it
achieves removal of solids and an increase in the specific
activity of the product in a single step. In addition, in most
cases the product can be separated from high molecular
weight nucleic acids and its concentration can be in-
creased, improving the performance of subsequent sepa-
ration steps. An industrial total cost comparison between
a downstream process using aqueous two-phase systems
and a conventional one is shown in Figure 11. A cost re-
duction of 35% to 50% was achieved for the separation of
Bacillus alpha-amylase.

CONCLUSION

Liquid–liquid extraction of proteins using aqueous two-
phase systems is a comparatively new but nevertheless
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well-investigated technique for the isolation and separa-
tion of proteins. It is apparently not yet widely used in
industry, but the number of industrial applications seems
to have increased in recent years due to the effectiveness
and ease of operation on a large scale. Intensive research
is going on worldwide with respect to practical applications
and theoretical understanding. Together with increases in
production size for pharmaceutical proteins, this will make
liquid–liquid extraction in aqueous two-phase systems a
more common unit operation in the biotechnological in-
dustry.
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INTRODUCTION

The yeast Saccharomyces cerevisiae is an excellent host for
production of nonglycosylated secreted proteins possessing
disulfide bonds. As a microbial eukaryote, yeast possesses
the protein folding and conformational proofreading ap-
paratus of the endoplasmic reticulum and Golgi apparatus,
yet it is amenable to high cell density fermentation in
large, process-scale fermenters. Effective exploitation of
the yeast cell’s secretory capacity can produce yields in the
gram per liter range of secreted, active protein.

YEASTS

The most widely studied yeast is S. cerevisiae, which is
used as a model system for many studies of eukaryotic cell
biology (1). As a result, a rich knowledge base is available
concerning the physiology and genetics of S. cerevisiae, for
example, the entire genome sequence has been obtained.
Alternative yeasts have also been exploited for protein ex-
pression, such as Pichia pastoris, Kluyveromyces lactis,
and Hansenula polymorpha. In particular, use of P. pas-
toris is widespread, and a kit is commercially available. In
most cases, these nontraditional yeasts have been found to
secrete many-fold higher levels of heterologous protein
than S. cerevisiae (2,3). More recent studies have indi-
cated, however, that the intrinsic secretory capacity of S.

cerevisiae is inefficiently exploited by the most commonly
used multicopy plasmid vectors; when chromosomal inte-
grating vectors are used, the secretory capacity of S. cer-
evisiae is comparable to or greater than that of P. pastoris
(4,5). Reviews of P. pastoris are available elsewhere (2);
this article focuses on S. cerevisiae. Rather than exhaus-
tively reviewing all facets of S. cerevisiae expression, the
approaches expected to be of most practical value are high-
lighted. An excellent, more comprehensive review of yeast
expression is available elsewhere (6).

PROTEINS SUITABLE FOR SECRETION IN YEAST

Yeast expression is used to best advantage for proteins
whose native route of synthesis is the eukaryotic secretory
pathway, a classification that includes most pharmaceuti-
cal proteins. Yeast is not well suited for producing glyco-
sylated proteins destined for therapeutic administration,
because of the introduction of immunogenic sugar linkages
and the absence of sialic acid in yeast glycosylation. Non-
mammalian glycosylation does not preclude yeast expres-
sion of glycoproteins for analytical, diagnostic, or other in
vitro applications, however. A partial list of proteins in-
dustrially produced in S. cerevisiae for clinical trials is pre-
sented in Table 1 (7). Noteworthy yeast-produced commer-
cial products are human insulin, granulocyte-macrophage
colony-stimulating factor, and hepatitis B vaccine. A po-
tentially important product class for yeast expression is
single-chain antibody fragments and immunotoxins; many
such therapeutics are currently in development (8).

VECTORS

Although the most commonly used S. cerevisiae vectors are
based on the 2l multicopy plasmid, amplifiable integrating
vectors can offer strong advantages and are generally pref-
erable for high-level secretion.

2l Plasmids

Most laboratory strains of S. cerevisiae possess 50 to 100
copies of a circular plasmid called the 2l plasmid because
of its dimensions observed by electron microscopy. The
native 2l plasmid does not confer a measurable growth
phenotype, but represents parasitic selfish DNA and is ap-
parently maintained simply as a result of effective ampli-
fication, replication, and partitioning mechanisms. Nu-
merous expression vectors containing all or part of the 2l
plasmid have been constructed (9). 2l-Based vectors ex-
hibit broad clonal variation in copy number and are mitot-
ically unstable. Controlled amplification of 2l-based plas-
mids has been accomplished by overexpression of the FLP
recombinase that converts h replication intermediates to a
rolling circle mode of amplification (9). 2l vector copy num-
bers can also be amplified by use of faulty selection genes
such as leu2-d or ura3-d, which are required at several
hundred copies per cell to support growth (10,11).

Integrating Vectors

Chromosomal integration of heterologous expression cas-
settes takes advantage of the extremely high fidelity of the
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Table 1. Proteins Expressed in Saccharomyces cerevisiae
by Pharmaceutical and Biotechnology Companies for
Clinical Trials

Immunomodulators

Interferon-�
Interferon-c
Interleukin-1
Interleukin-2
Interleukin-3
Tumor necrosis factor

Growth factors

Granulocyte colony-stimutating factor
Macrophage colony-stimulating factor
Granulocyte-macrophage colony stimutating factor
Fibroblast growth factor
Transforming growth factor-�
Transforming growth factor-b
Epidermal growth factor
Platelet-derived growth factor
Fibronectin

Hormones

Insulin-like growth factor-1
Insulin-like growth factor-2
Human growth hormone
Human growth hormone releasing factor
Calcitonin
Human chorionic gonadotropin
Insulin
Proinsulin

Blood proteins

Human serum albumin
Hemoglobin
Factor VII
Factor XIII
Tissue-type plasminogen activator
Hirudin
�-1-Antitrypsin

Enzymes

Lysozyme
Superoxide dismutase
Gastric lipase protein

Vaccines

Hepatitis B
Malaria

Source: Data from Hodgson (7).

replication and partitioning apparatus used by the yeast
cell to maintain its own genome. Vectors can be integrated
either by homologous recombination or retrotransposition.

Homologous Recombination. The predominant majority
of recombination events in S. cerevisiae are homologous,
and vectors can be precisely targeted to particular chro-
mosomal locations by restriction digestion in a segment of
the vector identical to the chromosomal target sequence

(12). Several integrating vectors have been developed that
are targeted to multiple chromosomal targets. These vec-
tors are typically integrated at one to three locations in
iterated repeats, a configuration that can lead to instabil-
ity if gene amplification reduces growth rate due to con-
stitutive heterologous gene expression. The ribosomal
DNA repeats have been used as integration targets (13),
and Ty retrotransposon sequences have also been targeted.
Several groups have developed d vectors that are targeted
to the 150 to 200 copies of the Ty long terminal repeat that
are dispersed throughout the yeast chromosomes (14–19).
The d vectors have shown particular promise, increasing
heterologous secretion 5 to 10 fold over levels achieved us-
ing 2l plasmids (15,16). The recombination event that in-
tegrates the d vector is reversed at a frequency of approx-
imately 10�4, looping out the vector sequences from the
chromosome. If constitutive expression is used, clones with
reduced copy number can quickly outgrow the amplified
clones, resulting in substantial instability (18,20). If a
strongly repressible promoter such as the GAL promoter
is used instead, amplified expression cassettes are com-
pletely stable for more than 50 generations in the absence
of antibiotic selection, because there is no growth selection
against the amplified clones (16,20).

Retrotransposition. Expression cassettes can be inserted
within inducible yeast retrotransposons and chromoso-
mally integrated at dispersed sites via the processes of
transcription, reverse transcription, and integration used
by native yeast retrotransposons. Vectors of this type have
been constructed from Ty1 and Ty3 retrotransposons
(21,22). A key advantage of this approach is the dispersed
nature of gene amplification, which reduces instability
caused by recombination between iterated repeats. One
disadvantage of this approach is that relatively low num-
bers of integration events occur at each round of amplifi-
cation. A potential regulatory difficulty with this approach
is the error-prone nature of the reverse transcription pro-
cess, which could potentially introduce novel mutations in
each integrated expression cassette.

SELECTION MARKERS

Nutritional Markers

Almost all yeast genetic studies not related to heterologous
protein production use recessive chromosomal mutations
with nutritional deficiency phenotypes. These mutations
are complemented by plasmid-borne wild-type genes that
allow transformants to propagate on medium lacking key
amino acids or nucleotides. The genes and corresponding
nutrients most commonly used are URA3 (uracil), TRP1
(tryptophan), HIS3 (histidine), LEU2 (leucine), and ADE2
(adenine.) These genetic selection markers are often in-
serted into 2l plasmids to select for plasmid maintenance.
A refinement of this approach is to use a promoter-deleted
version of the selection gene that is required at high am-
plification to support growth. The leu2-d and ura3-d alleles
have been used in this way to select for very high 2l copy
numbers (10,11).
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Dominant Markers

Dominant markers have two key advantages: the capabil-
ity to transform polyploid industrial yeast strains and the
capability to select for increasing gene dosage by increas-
ing levels of the toxic selection compound. Several antibi-
otic resistance genes have been used as dominant markers
for yeast transformation, but the most commonly used is
the G418 resistance gene from the E. coli transposon
Tn903 (23). When used without a yeast promoter, expres-
sion of G418R is weak enough to provide a selectable ad-
vantage by increasing gene dosage. G418 resistance is ap-
proximately proportional to the number of integrated
copies of the Tn903 G418R gene (16). The CUP1 copper
metallothionein gene has also been used as a dominant
selection marker, with the phenotype of increased copper
resistance (24).

Autoselection

An essential gene can be used as the selectable marker in
a strain with the chromosomal copy of that gene deleted.
This approach allows the use of complex media without
antibiotics, and has been used with ura3fur1 (25) and Dtpi
(26) strains. Cells that lose the plasmid and its associated
essential gene by segregational instability simply stop
growing.

TRANSCRIPTIONAL PROMOTERS

Constitutive

Given that individual glycolytic enzymes can constitute
several percent of the cell’s total protein, the strong pro-
moters from these genes are often used for constitutive
heterologous expression. The most commonly used consti-
tutive promoters are from the PGK and GAP genes (27,28).
However, the use of a constitutive promoter for high level
heterologous secretion is inadvisable because of inevitable
negative growth phenotypes associated with high-level se-
cretion, which in numerous studies have been shown to
select for outgrowth of nonexpressing cells or cells with
reduced expression (6,18,29,30).

Inducible

The GAL1 promoter is particularly well suited for heter-
ologous expression because transcription is very tightly re-
pressed in the presence of glucose, yet it is induced more
than 1,000-fold by switching the carbon source to galac-
tose. The wild-type levels of the Gal4p transcriptional ac-
tivation protein can become limiting when multiple GAL1
promoters are induced, but this limitation can be overcome
by single-copy inducible overexpression of Gal4p from a
GAL promoter (31). Glucose-repressible promoters such as
ADH2 and hybrid GAP/ADH2 promoters have also been
used (32). However, difficulties may arise with such pro-
moters during high cell density fermentations in balancing
the central carbon metabolism against the requirement to
repress heterologous expression during the growth phase.
Glucose concentration is typically kept low during high cell
density fermentation to prevent overflow metabolic pro-

duction of ethanol resulting from the Crabtree effect, but
this may lead to early induction of gene expression and
growth defects. The CUP1 copper inducible promoter can
be tuned across a 25-fold induction range by varying cop-
per concentration in the growth medium (33). However,
maximal induction occurs at copper concentrations that
can have toxic effects on cell physiology, and basal expres-
sion in the absence of added copper could produce counter-
selection against gene amplification.

SIGNAL PEPTIDES

The most widely used leader peptide for heterologous se-
cretion in S. cerevisiae is that of pre-pro � factor (34). This
leader peptide is often found to be the most effective when
compared with other signal peptides. The signal peptide is
cleaved by signal peptidase after endoplasmic reticulum
membrane translocation, and the pro region is cleaved C-
terminal to a Lys-Arg site by the Kex2 protease in the Golgi
apparatus. Another signal peptide that has been used fre-
quently is the invertase signal peptide, which does not
have an associated pro region.

POST-TRANSLATIONAL PROCESSING

Secreted proteins undergo a number of processing steps
after translocation into the lumen of the endoplasmic re-
ticulum: disulfide bond formation, folding, subunit assem-
bly, glycosylation, and site-specific endoproteolytic pro-
cessing. The endoplasmic reticulum and Golgi apparatus
contain high concentrations of specialized chaperones, fol-
dases, and enzymes dedicated to the task of conforma-
tional maturation of secreted proteins before release to the
extracellular space (35). Many of these processing steps
are performed inefficiently or not at all by bacteria, but
yeast’s secretory processes closely mirror those of mam-
malian cells (with the exception of glycosylation).

Protein Folding and Conformational Proofreading

Proteins do not exit the endoplasmic reticulum until they
have folded correctly (36). The mechanistic details of this
conformational proofreading process have not been com-
pletely elucidated, but they involve addition and trimming
of glucose residues for glycoproteins and binding to the lec-
tinlike chaperone calnexin. Two practical consequences of
this proofreading step are of critical significance for het-
erologous protein production by secretion: (1) only correctly
folded protein appears in the growth medium, obviating
the need for refolding procedures; and (2) protein folding
in the endoplasmic reticulum constitutes the key rate- and
yield-limiting step in high-level heterologous protein se-
cretion. Consequence 1 provides one of the major advan-
tages of using yeast for protein production. Consequence 2
has motivated researchers to intensively study and manip-
ulate the endoplasmic reticulum protein folding machinery
in order to increase secretory capacity.

Most secreted eukaryotic proteins possess disulfide
bonds. These covalent cross-links between cysteine side
chains stabilize the folded conformation of a protein. As
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Table 2. Genetic Components of S. cerevisiae Expression/Secretion Systems

Vector Selection marker Promoter Leader peptide

Integrating
Recombination
Retrotransposition

2l plasmid

Dominant
G418R

CUP1
Recessive

URA3
TRP1
HIS3
LEU2
ADE2

Autoselection
ura3fur1
Dtpi

Inducible
GAL1
ADH2
CUP1

Constitutive
GAP
PGK
TPI

Pre-pro �
Invertase
Acid phosphatase

the number of disulfides in a protein increases, the
combinatorial possibilities for incorrect cysteine pairings
during folding grows geometrically. The endoplasmic-
reticulum-resident foldase enzyme protein disulfide isom-
erase (PDI) catalyzes thiol–disulfide exchange to shuffle
among possible disulfide pairings until the most stable
folded conformation is attained. Overexpression of PDI in
yeast can significantly improve secretion of some heavily
disulfide bonded proteins (37,38); it is not a panacea, how-
ever. Secretion of some proteins is unaffected by PDI over-
expression despite possession of disulfide bonds (37).

Another endoplasmic-reticulum-resident chaperone
whose function in heterologous secretion has been closely
examined is BiP, an hsp70 homologue. Although fulfilling
an essential role in membrane translocation and subunit
assembly, BiP levels are clearly not limiting for heterolo-
gous secretion in yeast or mammalian cells. Less clear is
whether reduction of BiP levels is beneficial for secretion,
because secretion of three heterologous proteins was de-
creased in yeast by reduction of BiP levels (39), whereas
secretion of some proteins has been increased in mam-
malian cells by reducing BiP (40). The likely source of this
discrepancy lies in the proteins studied; those proteins
whose secretion is increased at low BiP levels are either
mutant proteins with folding defects or subunits lacking
stabilizing partners for a complex. It is possible that over-
expression of other endoplasmic-reticulum-resident solu-
ble or membrane bound chaperones and foldases could
prove fruitful for heterologous secretion; such candidates
include GRP94 chaperones, peptidyl prolyl isomerases,
and redox foldases related to PDI such as EUG1 and
ERP72.

Kex2p Endoproteolytic Processing

The Golgi-resident Kex2p endoprotease cleaves poly-
peptides C-terminal to Lys-Arg in unstructured regions of
the protein. Kex2p removes the �-factor pro region from
the �-factor peptide and heterologous fusion proteins. The
sequence requirements for the amino acids adjacent to the
Lys-Arg cleavage site have not been completely deter-
mined. In many cases, cleavage is efficient and the pro-
tein’s native N-terminus is produced. For some proteins,
however, Kex2 cleavage is inefficient, and a dipeptide
spacer must be inserted at the junction to achieve efficient

cleavage (41). This dipeptide may be tolerable as part of
the protein product, or alternatively it may be removed by
cathepsin-C processing (42). Undesirable Kex2 cleavage
may also occur at internal Lys-Arg sites of a protein (43).
This problem may be circumvented either by deletion of
the KEX2 gene or by alteration of the Lys-Arg sites by site-
directed mutagenesis.

Glycosylation

S. cerevisiae covalently attaches polysaccharide structures
at the same Asn-X-Ser/Thr sites recognized by mammalian
cells. Although the core glycosylation structures initially
added in the ER are identical for yeast and mammals,
yeast subsequently adds extended mannose chains that
are not capped with sialic acid and can be immunogenic.
Although hypermannosylation can be reduced or elimi-
nated by use of a mnnl mnn9 strain (44), the absence of
mammalian-type outer-chain glycosylation makes all
yeasts undesirable hosts for expression of therapeutic gly-
coproteins.

SUPERSECRETION MUTATIONS

A classical genetic approach to strain improvement is to
screen for spontaneous mutations that increase secretion
of the protein of interest. Although such mutants may be
difficult to analyze because of mutations at multiple loci or
dominant alleles, the practical value of this strategy can
be significant (45–48). One of the best characterized su-
persecretion mutants is the pmr1 mutation, which in-
volves loss of function of a calcium pump localized in the
Golgi (45). How this causes substantial increases in het-
erologous secretion is not clear.

HIGH CELL DENSITY FERMENTATION

S. cerevisiae can be grown to cell densities of more than
100 g cell dry weight per liter in industrial-scale fed-batch
fermentation (49,50). In such fermentations, glucose feed
can be controlled by measurement of the respiratory quo-
tient to prevent overfeeding and generation of ethanol. In
the absence of instrumentation to measure the respiratory
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quotient, an exponentially increasing feed rate can also
achieve high cell densities.

CONCLUSIONS AND RECOMMENDATIONS

Some of the most commonly used genetic components of
heterologous secretion systems for S. cerevisiae are sum-
marized in Table 2, and the recommended approach is
highlighted in boldface. Amplifiable chromosomal integra-
tion vectors provide excellent mitotic stability and can im-
prove secretion yields by an order of magnitude relative to
2l plasmids. The G418R dominant selectable marker en-
ables tuning of gene amplification via increasing antibiotic
resistance and allows use and optimization of complex me-
dia without auxotrophic nutritional constraints. Consti-
tutive transcriptional promoters are not recommended be-
cause of counterselection against high-level expressionand
consequent strain instability. The GAL promoter provides
a combination of near complete repression during a glucose
fed growth phase, followed by strong induction upon feed-
ing of galactose. The pre-pro �-factor leader peptide gen-
erally provides maximal targeting efficiency, and there is
generally little benefit in examining several different
leader peptides for comparison. The recommended combi-
nation of a d integrating vector with G418R selection, a
GAL promoter, and pre-pro �-type leader peptide has been
applied to secrete 400 mg/L of active bovine pancreatic
trypsin inhibitor (BPTI) in shake flask cultures of S. cer-
evisiae, by comparison with 10 to 40 mg/L secreted with a
constitutive promoter and 2l plasmid (16). This specific
productivity exceeds that reported for BPTI secretion in P.
pastoris (4), demonstrating that efficient exploitation of S.
cerevisiae can eliminate apparent differences among yeast
species in their capacity for heterologous protein secretion.
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INTRODUCTION

Protein ultrafiltration (UF) is a pressure-driven mem-
brane process used for the concentration or purification of
protein solutions. UF membranes typically have mean
pore size between 10 and 500 Å, which is intermediate be-
tween reverse osmosis (RO) and microfiltration (MF). Al-
though UF has often been viewed as a purely size-based
separation, with species larger than the membrane pores
being fully retained while smaller species pass freely, sep-
aration in UF actually occurs because of differences in the
rate of filtration of different components across the mem-
brane in response to a given pressure driving force. Solute
filtration rates, and thus the membrane selectivity, are de-
termined by both thermodynamic (e.g., partitioning) and
hydrodynamic (e.g., transport) interactions. UF is cur-
rently used throughout downstream processing for protein
concentration, buffer exchange and desalting, protein pu-
rification, virus clearance, and clarification. Buffer ex-
change and desalting are typically accomplished using a
diafiltration (DF) mode in which the low molecular weight
components are washed away from the protein by simul-
taneously adding fresh buffer (or solvent) to the feed dur-
ing UF. Protein purification is accomplished using high-
performance tangential flow filtration (HPTFF), with the
product collected in either the retentate or filtrate depend-
ing on the relative filtration rates. Virus filtration (VF)
uses larger pore UF membranes that are permeable to pro-
tein but provide significant virus removal.

PRINCIPLES OF ULTRAFILTRATION AND
HIGH-PERFORMANCE TANGENTIAL FLOW FILTRATION

Background and Theory

General Operating Principles. Although protein UF has
been used in the laboratory since the turn of the century,
large-scale industrial applications of UF only date back to
about 1970. The key breakthrough was the development
of the asymmetric membrane by Loeb and Sourirajan and
the subsequent extension of this technique to the produc-
tion of UF membranes by Michaels and colleagues at Ami-
con. These asymmetric membranes have a very thin skin
(approximately 0.5 lm thick) that provides the membrane
its selectivity and a more macroporous substructure that
provides the required mechanical and structural integrity.
The thin skin results in much higher filtration rates than
obtainable with homogeneous membranes, significantly
reducing the required membrane area or process time.
Typical process fluxes in UF range from 25 to 250 L m�2

h�1. Operating pressures are generally in the range of 0.2
to 4 bar, which are much lower than the 25 to 80 bar re-
quired in RO to overcome the large osmotic pressure of the
retained salts. UF membranes are available with a variety
of pore sizes and can be cast from a range of base polymers,
each having unique physical and chemical characteristics.

Most large-scale UF devices use tangential flow filtra-
tion (TFF), also referred to as a cross-flow configuration,
in which the feed flow is parallel to the membrane and thus
perpendicular to the filtrate flow (1). This allows retained
species to be swept along the membrane surface and out
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the device exit, significantly increasing the process flux
compared to that obtained with dead-end operation. A con-
centration boundary layer consisting of a high concentra-
tion of retained solutes typically develops at the upstream
surface of the membrane. This highly concentrated region
reduces the effective pressure driving force and can cause
extensive membrane fouling from protein adsorption, de-
naturation, precipitation, or aggregation. The performance
of many TFF systems is determined almost entirely by the
rate at which these retained solutes are transported away
from the membrane and back into the bulk solution, a phe-
nomenon referred to as concentration polarization. A va-
riety of membrane modules have been developed to achieve
the desired mass transport rates while maintaining high
membrane packing densities, and these are discussed in
some detail in “Modules and Devices”. Most units are pro-
duced in modular form to allow easy replacement and
scale-up. Membrane devices are available with surface
areas as small as 50 cm2 for bench-top operation to more
than 200 m2 for large-scale processing. Dead-end (or nor-
mal flow) filtration is used primarily for laboratory-scale
separations and for systems in which the retained species
are present at very low concentration. For example, dead-
end MF cartridges have been used extensively for sterile
filtration, in which the retained species are present at very
low concentration. Similar modules can be used for virus
removal.

Conventional UF has traditionally been used to sepa-
rate solutes that differ by more than 10-fold in size, mak-
ing it ideal for protein concentration and buffer exchange
(2). UF processes are thus used throughout the down-
stream purification, often to condition the product before
or immediately after a chromatographic column. The fairly
limited selectivity of UF has generally been attributed to
the wide pore size distributions in commercial membranes,
the presence of significant bulk mass transfer limitations
in existing modules, and membrane fouling phenomena.
Recent work (3) has demonstrated that membrane systems
can be used for protein–protein separations, even for pro-
teins with very similar molecular weight, using a process
known as HPTFF. High selectivity values are obtained in
HPTFF by careful choice of both membrane and buffer con-
ditions, with the latter chosen to maximize the difference
in hydrodynamic volume for the two proteins. Concentra-
tion polarization is exploited to enhance, rather than limit,
solute separation. Membrane fouling is controlled using
appropriate fluid dynamic and mass transfer conditions.
High yields and purification factors are obtained using a
diafiltration mode. The net result is that HPTFF provides
a competitive separation process that complements chro-
matographic techniques for protein purification.

Membrane Transport. Theoretical analyses of solute and
solvent transport through UF membranes are generally
developed using either the Kedem-Katchalsky or Stefan-
Maxwell descriptions of irreversible thermodynamics (4).
The filtrate flux J (equal to the volumetric filtration rate
normalized by the membrane surface area) is proportional
to the effective pressure driving force (5):

J � L [DP � R(r DP )] (1)p i i

where Lp is the overall permeability (equal to the recipro-

cal of the overall resistance), and DP is the transmembrane
pressure. Lp is only equal to the clean membrane perme-
ability (evaluated from water flux data obtained with the
clean membrane) in the absence of irreversible fouling.
The osmotic reflection coefficient (ri) provides a measure
of the membrane selectivity: ri � 1 for a solute that is
completely retained and ri � 0 for a solute that is com-
pletely permeable. The osmotic pressure difference across
the membrane (DPi � Pw � Pf ) is a function of the solute
concentration at the upstream surface (Cw) and in the fil-
trate solution (Cf ). Although protein osmotic pressures are
typically small for C � 10 g/L, DPi can be comparable to
DP during UF because of the buildup of retained protein
at the membrane surface (see “Concentration Polariza-
tion”).

The solute flux Ns (in units of grams protein collected
in the filtrate per membrane surface area per time) is con-
veniently expressed as (6)

N � JS C (2)s � w

where S� is the intrinsic (or asymptotic) sieving coefficient,
which is approximately equal to 1 � ri based on Onsager
reciprocity. Equation 2 is valid only under conditions
where the solute flux is dominated by convection; a more
detailed analysis accounting for the coupling between con-
vection and diffusion is given by Opong and Zydney (6).
The asymptotic sieving coefficient is determined by ther-
modynamic partitioning of the solute into the membrane
and the relative rate of solute transport through the
pore (7):

S � �K � C /C (3)� c f w

where Kc is the hydrodynamic hindrance factor, Cf is the
filtrate concentration, and Cw is the retentate concentra-
tion at the membrane wall. The hydrodynamic hindrance
factor accounts for the additional drag on the solute be-
cause of the presence of the pore wall. Theoretical analyses
for a hard sphere in a cylindrical pore indicate that Kc only
varies between 1.00 and 1.47 (8); thus S� is determined
primarily by the equilibrium partition coefficient (�),
which is a function of both steric (size) and long-range (e.g.,
electrostatic) interactions. The electrostatic energy of in-
teraction between a protein and a pore has three distinct
contributions (9). In UF systems, the dominant factor is
typically the charge on the solute (rs). The � decreases with
increasing rs because of the increase in free energy asso-
ciated with the distortion of the electrical double layer sur-
rounding the protein caused by the presence of the pore
wall. This can be interpreted as an increase in effective
protein size (or hydrodynamic volume) associated with the
diffuse ion cloud (10). This effect is the basis for the 100-
fold decrease in S� with decreasing salt concentration seen
for bovine serum albumin (11). There are also contribu-
tions from the double layer surrounding the pore wall
(which reduces the effective pore size) and from direct
charge–charge interactions, with the latter causing an in-
crease in � when the solute and pore have opposite charge.

In the absence of long-range interactions, the sieving
coefficient for a spherical solute in a cylindrical pore is (7)
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Figure 1. Filtrate flux as a function of transmembrane pressure
for stirred-cell UF of BSA solutions of different bulk concentra-
tions (Cb) using a constant stir speed (x). Solid curves are model
calculations based on equations 1 and 6. Source: Figure adapted
from Opong and Zydney (6).

2S � (1 � k) (4)�

where k is the ratio of the solute (rs) to pore radius (rp).
Thus, even a membrane with a single pore size has a grad-
ual decrease in S� because of the reduction in accessible
pore volume with increasing rs. The retention character-
istics of commercial UF membranes are more complex be-
cause of the broad distribution of irregularly shaped pores.
A simple approximate analysis yields (12)

S � exp(�r /s) (5)� s

where s provides a measure of the mean pore size. In this
case, S� approaches zero asymptotically because of the
presence of a small number of very large pores. The effects
of different pore size distributions on S� are discussed else-
where (12).

Concentration Polarization. One of the critical factors
determining the overall performance of any UF device is
the rate of protein transport in the bulk solution adjacent
to the membrane. The filtrate flow causes an accumulation
of partially (or completely) retained solute at the upstream
surface of the membrane, a phenomenon referred to as con-
centration polarization. The solute concentration thus var-
ies from its maximum value at the membrane surface (Cw)
to its bulk value (Cb) over the thickness of the concentra-
tion boundary layer (d). Most analyses of concentration po-
larization have used the simple stagnant film model orig-
inally presented by Michaels (13):

J � k ln([C � C ]/[C � C ]) (6)w f b f

where the solute mass transfer coefficient (k) is equal to
the ratio of the solute diffusivity (D) to the boundary layer
thickness (d). More rigorous analyses of solute transport
indicate that equation 6 is valid at low degrees of concen-
tration polarization, with the actual concentration depen-
dence becoming more complex at high Cw/Cb (14). The wall
concentration increases with increasing filtrate flux, caus-
ing an increase in DP and a reduction in the effective pres-
sure driving force (equation 1). This negative feedback bal-
ances any increase in applied pressure, with the net result
that the flux approaches a nearly constant, pressure-
independent value at high DP (Fig. 1). High wall concen-
trations can also reduce Lp through irreversible fouling or
the formation of a protein gel on the membrane surface. In
the latter case, the pressure-independent flux is deter-
mined by the maximum solubility or gel concentration for
the protein. Although this gel polarization model has been
used quite extensively, the calculated values of Cw are
device-dependent and are often in poor agreement with in-
dependent estimates of protein solubility (8).

Theoretical analyses of solute mass transfer coefficients
(k) in laminar flow are generally based on the Leveque so-
lution (1):

2 1/3k � 0.807(D c/L) (7)

which predicts a two-thirds power dependence on the pro-
tein diffusivity (D) and a one-third power dependence on

shear rate (c). Empirical correlations for k have been de-
veloped from pressure drop data using the Chilton-
Colburn analogy with a power law dependence on feed flow
rate around 0.5 for spacer-filled channels and near 1.0 for
turbulent flow (8). The most accurate method for evaluat-
ing the mass transfer coefficient, particularly for modules
with complex fluid flow characteristics (see “Modules and
Devices”) is to fit equation 6 to actual filtrate flux data.
The simplest approach is to evaluate k from the slope of a
plot of the pressure-independent flux as a function of
ln(Cb) (assuming a fully retentive membrane). This re-
quires minimal experimental data, but the results can be
in considerable error because of uncertainties in the lim-
iting flux. In addition, the resulting value for k is only valid
under conditions of very high polarization; the behavior at
lower degrees of polarization can be considerably different
because of the concentration dependence of the solution
viscosity and protein diffusivity (8). The mass transfer co-
efficient can also be evaluated by fitting filtrate flux versus
DP data to equations 1 and 6 simultaneously, which was
the approach used to generate the solid curves in Figure
1. This requires an estimate of the process membrane per-
meability, which can be evaluated from buffer flux data
obtained with the fouled membrane, and an expression for
the protein osmotic pressure as a function of Cw. The os-
motic pressure can be evaluated independently, or it can
be described using a simple polynomial expansion, in
which case k and the osmotic coefficients are fit simulta-
neously. van Reis et al. (15) developed a novel approach
that eliminates the need to assume a specific functional
relationship for DP by simultaneously analyzing J versus
DP data obtained at different Cb.

The accumulation of retained solute at the membrane
also affects protein retention. Equation 6 can be rear-
ranged to evaluate the observed protein sieving coefficient
using Ns � JCf , yielding (6)
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Figure 2. Observed sieving coefficient as a function of filtrate flux
for the UF of BSA through a 100-kD poly(ether sulfone) mem-
brane. Solid curve is model calculation based on equation 8.
Dashed curve accounts for diffusive contribution. Source: Figure
adapted from Opong and Zydney (6).

S � C /C � S /((1 � S ) exp(�J/k) � S ) (8)o f b � � �

At low filtrate flux, So � S� because Cw is approximately
equal to Cb. The observed sieving coefficient increases with
increasing flux, approaching a value of 1 (i.e., Cf � Cb) at
very high flux as long as the membrane is at least partially
permeable to the solute and the required wall concentra-
tion (Cw � Cb/S�) is physically attainable. Typical experi-
mental results for bovine serum albumin are shown in Fig-
ure 2. The solid curve is the model calculation using
equation 8. The slight increase in So at very low filtrate
flux is because of the diffusive contribution to protein
transport through the membrane (6).

Membrane Properties

Membrane Chemistry and Morphology. Almost all UF
membranes have an anisotropic or asymmetric structure,
with the membrane selectivity determined by a thin skin
layer and the mechanical integrity provided by a much
thicker macroporous support. Most asymmetric UF mem-
branes are prepared by immersion casting (8). A thin film
of a polymer solution is spread on a suitable porous or wo-
ven support (e.g., polyethylene). The cast film is then im-
mersed in a nonsolvent (often water). Diffusional exchange
occurs between the solvent and nonsolvent, causing phase
separation of the polymer solution and subsequent gela-
tion of the polymer-rich phase. This gives the membrane a
nodular morphology with the pore size determined by the
size and spacing of the polymer-rich globules. The asym-
metric structure develops because of mass transfer (ki-
netic) effects, such as growth and coalescence of polymer-
rich globules before gelation (8). Large tear-shaped
macrovoids often form beneath the membrane skin be-
cause of interfacial instabilities or the growth of polymer-
lean regions in the film (16). Membranes with macrovoids
have high permeability but lower maximum pressure lim-

its. More importantly, defects can form if the macrovoids
extend up to (or through) the skin. Hollow fiber mem-
branes are also made by phase inversion with the polymer
solution extruded through an orifice into a gelation bath
while a second gelation medium is pumped into the fiber
lumen. Skin layer(s) develop on the inner or outer surface,
depending on the properties of the gelation media. Com-
posite membranes are produced using multiple casting
steps. For example, very uniform UF membranes that are
free of macrovoids can be produced by casting a thin (5 to
10 lm) polymer film on a MF substrate (17). These mem-
branes are particularly attractive for virus filtration where
the presence of even trace defects leads to poor virus re-
moval.

UF membranes can be cast from a wide range of poly-
mers, including polysulfone, poly(ethersulfone), polyam-
ides, polyimides, poly(vinyl chloride), polyacrylonitrile,
poly(vinylidene fluoride), regenerated cellulose, and cellu-
lose acetate. Cellulosic membranes bind the least amount
of protein but can be damaged by harsh cleaning protocols.
The synthetic polymers have much greater chemical and
thermal stability but are more susceptible to protein foul-
ing. Ceramic membranes, produced by slip-casting of Al2O3

or acid leaching of SiO2 (18), have very high thermal and
chemical stability but tend to be considerably more expen-
sive than polymeric membranes. Many membranes are
modified during or after casting by inclusion of polyvinyl-
pyrrolidone in the initial polymer solution, sulfonation of
cast polysulfone, radiation-grafting of methacrylate mono-
mers to polyamides, or coating with hydroxypropyl cellu-
lose (19). These modifications increase membrane hydro-
philicity and alter membrane surface charge, but they can
reduce long-term chemical and thermal stability.

Membrane Characterization. Information on UF mem-
brane characterization most commonly provided to end
users consists of water flux measurements, solute reten-
tion tests, selected protein binding data, chemical compat-
ibility, and thermal limits. Water flux data provide a mea-
sure of the membrane permeability as determined by
evaluating the filtrate flux (filtration rate normalized for
surface area) as a function of the transmembrane pressure
(DP). Normal flow filtration devices yield a linear relation-
ship between flux (J) and transmembrane pressure as long
as membrane compaction is avoided. The situation is more
complex in TFF because the conversion of feed flow to fil-
trate flow creates a nonlinear pressure drop through the
feed channel. A correct value for the permeability of a
membrane in a TFF device can be obtained by measuring
flux versus transmembrane pressure and extrapolating J/
DP versus DP to DP � 0. Membrane permeability is pri-
marily determined by pore size distribution, porosity (pore
density), membrane thickness, and solvent viscosity. Sev-
eral issues should be considered when judging membrane
permeability. The type and quality of water used for the
tests can have a significant influence on the results. The
pH and ionic strength of the water can influence the flux
because of charge interactions, and contaminants can foul
the membrane during the test. It is also important to care-
fully control and report the temperature of the test because
permeability is linear with viscosity. As previously men-
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tioned, membrane compaction and device configuration
can also play a significant role in these tests. It should be
noted that membrane water permeability data are of min-
imal value unless used in conjunction with other mem-
brane characterization information. Water permeability
data are not predictive of process fluxes because of signifi-
cant differences in fouling behavior of various membrane
chemistries. Polysulfone membranes typically have much
higher water permeability values than regenerated cellu-
lose membranes, whereas the latter membranes typically
have higher process permeability values as a result of their
inherent low fouling characteristics with most biotechnol-
ogy feedstreams.

It is important to consider the intended use of mem-
branes when selecting a retention test. The process objec-
tives, and hence the criteria for membrane selection, are
very different for protein concentration, buffer exchange,
virus–protein separations, clarification, or protein purifi-
cation. Retention testing of UF membranes involves mea-
surements of solute transmission. Sieving coefficients (S)
or retention coefficients (R) are determined by analyzing
the solute in the feed and filtrate streams under specific
process conditions.

S � C /C (9)f F

R � 1 � S (10)

Tests are carried out using either single solutes or multiple
solutes in separate experiments. The most commonly used
single solutes are polymers [such as poly(vinylpyr-
rolidone)], proteins and viruses. The purpose of the reten-
tion tests are to provide nominal molecular weight cutoff
values for each membrane. Single-solute retention tests
are the easiest to perform and provide either the least or
most useful data, depending on the chosen solute and test
conditions. Single-solute tests performed by membrane
manufacturers typically involve the use of one or several
experiments with solutes that are partially retained by the
membrane. This information is of limited value for protein
concentration and buffer exchange applications because
the coefficients of partially retained solutes are not predic-
tive of the retention values one would obtain for a highly
retained solute. The retention of solutes with R � 0.3 and
R � 0.9, for example, do not provide guidance on the mo-
lecular weight of a solute with a retention coefficient of R
� 0.999, which is what one would strive for in a protein
concentration–diafiltration operation. In all applications
(UF, VF, and HPTFF), retention coefficients will also be
highly dependent on fouling, buffer chemistry, and fluid
dynamics. Furthermore, there is a lack of standardization
of retention testing protocols between manufacturers. Dif-
ferent solutes, buffers, and fluid dynamic conditions are
used. In addition, the protocols for assigning nominal mo-
lecular weight designations (for example, the molecular
weight of a solute that has a retention coefficient of R �
0.9) are not even standardized within a given company. It
is therefore imperative that the end users perform their
own retention testing on the solutes of interest under con-
ditions that are a linear scale-down of the intended pro-
cess.

The mixed dextran test (20) provides an alternative
methodology for membrane characterization. A mixture of
several polydisperse dextrans are used with the feed and
filtrate streams analyzed using size exclusion chromatog-
raphy (SEC) with an on-line refractive index (RI) detector.
Column calibration is performed using several narrow mo-
lecular weight distribution standards. The SEC chromato-
grams represent the solute concentrations (RI absorbance)
as a function of dextran molecular weight (elution time). A
continuous retention curve (retention versus molecular
weight) can hence be generated by constructing a curve
using equations 9 and 10 with the feed and filtrate concen-
trations represented by the respective chromatograms. Be-
cause the SEC chromatograms provide elution times for
every molecular weight fraction, it is not necessary to use
dextrans with tight molecular weight distributions. Mixed
dextran tests performed under conditions of constant mass
transfer coefficient and flux are a useful tool in comparing
the relative retention characteristics of various UF mem-
branes. The method is a good quality-control test for both
membrane manufacturers and end users. The method can
also be used to derive information on pore size distribu-
tions (21). Some predictive power can also be derived from
this methodology by converting both dextran and protein
molecular weights to equivalent hydrodynamic volumes
(22).

A more sensitive method of characterizing UF mem-
branes involves the principle of liquid–liquid pore intru-
sion. Two highly immiscible liquids, such as solutions of a
sulfate salt and a poly(ethylene glycol) are contacted
through mixing to reach equilibrium partitioning. The
membrane to be tested is primed with one of the liquids so
that all the pores are filled. After draining the feed chan-
nels, the second fluid is introduced into the system. The
first fluid is then displaced out of the pores by the second
fluid, and the flow rate is measured as a function of trans-
membrane pressure. The resulting data provide informa-
tion on pore size distribution and can be correlated with
the nominal molecular weight cutoff. It has also been dem-
onstrated that this methodology can be used as an excel-
lent quality-control test for membranes used in HPTFF
applications because performance can be correlated with
protein sieving data (23).

Protein binding studies are often performed to contrast
the relative behavior of various membrane chemistries.
The data generated in these studies can be useful as a gen-
eral guide. It is important, however, to recognize that pro-
tein adsorption will be highly dependent on pH, ionic
strength, and the specific isoelectric point and hydropho-
bicity of a particular protein. It is also useful to note that
most membranes will not cause significant protein losses
from adsorption because of the relatively low binding ca-
pacities (1 to 10 mg/m2), the small surface areas required
(0.01 m2/g), and the high protein concentrations (0.05 to 1
g/L) obtained in modern biotechnology processes. This is
even true for processes such as MF, VF, and HPTFF, in
which the product may be exposed to the internal surface
area, which is 10 to 500 times the frontal membrane area.
Chemical and thermal limits for membranes are deter-
mined by characterizing the membranes (using the tech-
niques described herein) both before and after controlled
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exposure. Membrane manufacturers often perform addi-
tional tests to determine pore size distribution, porosity,
morphology, thickness, charge, process flux, and mechan-
ical strength (compaction, tensile strength, and delami-
nation). Pore size distribution and porosity can be deter-
mined by either mixed dextran, liquid–liquid intrusion,
mercury intrusion, air–liquid intrusion (for large pore
sizes), thermoporometry, scanning electron microscopy, or
atomic force microscopy. Membrane morphology and thick-
ness are determined by either scanning electron micros-
copy or transmission electron microscopy. Membrane
charge can be determined by streaming potential mea-
surements and is of particular use in HPTFF. Process
fluxes provide some complementary information to the wa-
ter permeability values provided by manufacturers but are
best carried out by the end user on the specific application
of interest. Determination of mechanical strength should
include testing of membrane compaction, tensile strength,
and ability to withstand reverse pressure. Soft membranes
are susceptible to membrane compaction under process
conditions. Membrane compaction can easily be deter-
mined by measuring water permeability as a function of
transmembrane pressure throughout the desirable DP
range. Tensile strength is most relevant to the membrane
manufacturers and is analyzed using specialized equip-
ment that measures the elongation of the membrane as a
function of applied force. The reverse pressure limits of
membranes are important to the end user, because unin-
tended pressure spikes may occur during processing with
resultant delamination of the membrane and subsequent
product loss. Testing is done by subjecting the membrane
to reverse pressure cycles at various pressures, followed by
retention testing as outlined earlier.

Integrity testing of UF membranes can be performed by
bubble-point measurement, air-diffusion flow measure-
ment, or the liquid–liquid intrusion method just described.
Bubble-point determinations involve measuring a gas flow
rate through a membrane at increasing levels of pressure.
The bubble point is determined by an inflection in the flow
rate versus pressure curve indicative of liquid displace-
ment out of the pores. Bubble-point measurements are pri-
marily used for MF membranes that have bubble point val-
ues in the 1 to 6 bar range (for 0.65 to 0.1 lm pore sizes)
using water as solvent. Bubble-point measurements of UF
membranes are only practical when using much lower sur-
face tension solvents, because the bubble point values us-
ing water as a solvent often exceed the pressure ratings of
either the membrane or device. UF membrane integrity is
therefore commonly performed using air (or nitrogen) dif-
fusion methods. Air diffusion measurements are done at a
single pressure and strive to detect abnormally high flow
rates because of convective flow through membrane defects
that are large enough to permit the bubble point to be ex-
ceeded.

Membrane Fouling and Regeneration. Membrane fouling
is a critical factor in almost all UF processes. Fouling refers
to the irreversible alteration in membrane properties
caused by specific physical or chemical interactions be-
tween the membrane and the various components present
in the feed. Fouling can occur because of protein adsorp-

tion, deposition, precipitation, denaturation, and aggre-
gation, all of which affect membrane performance as well
as product yield and quality. The rate and extent of fouling
are determined by the morphological and chemical char-
acteristics of the membrane, the fluid mechanics in the
module, and the buffer chemistry (24). In addition, protein
aggregation or denaturation can occur during repeated
pump passes, with these species then deposited on the
membrane during UF. Static protein adsorption (in the ab-
sence of filtration) generally attains monolayer values on
the accessible membrane surface (25), with less adsorption
on hydrophilic membranes. As discussed previously, ad-
sorptive losses are small even when the protein has access
to the internal pore surface. The convective filtrate flow
during UF causes significant additional fouling that can be
well beyond that associated with simple adsorption. Thus,
considerable care must be taken in predicting fouling lev-
els from static protein binding data. The initial fouling dur-
ing MF is often caused by physical deposition of large pro-
tein aggregates on the membrane surface (26). Protein
fouling in UF is strongly influenced by the magnitude of
the local protein concentration at the membrane surface,
with high values of Cw leading to increased adsorption,
precipitation, aggregation, or denaturation. Protein foul-
ing is generally maximum near the protein isoelectric
point (27) and is enhanced under conditions where the pro-
tein and membrane have opposite charge. The extent of
fouling is very sensitive to start-up conditions, with less
fouling seen when the system is slowly ramped to the de-
sired filtrate flux or transmembrane pressure (3).

Membrane cleaning or regeneration is performed when-
ever the flux or selectivity drop below some minimally ac-
ceptable level. In addition, membrane disinfection and
sterilization must be performed between process runs even
in the absence of significant fouling. Cleaning can be ac-
complished by physically removing the foulants from the
membrane, for example, by fluid recirculation at zero
transmembrane pressure, backflushing with negative DP,
or mechanical scrubbing (generally limited to large diam-
eter tubular modules). Chemical cleaning is done using ap-
propriate detergents, acids, alkalis, enzymes, or chelating
compounds. These cleaners must effectively displace, sol-
ubilize, or chemically modify the foulants while not ex-
ceeding the mechanical, thermal, or chemical limits of the
membrane polymer or module. For example, cellulosic
membranes are highly susceptible to damage by extremes
of pH and temperature (28). Polysulfone and poly(ether
sulfone) membranes are much more stable, with some
manufacturers reporting acceptable performance even af-
ter limited exposure to temperatures as high as 125 �C
(29). These membranes can also be operated over a wide
range of pH (1 to 13) and can tolerate low levels of chlorine
(up to 200 ppm). Alkali cleaners (e.g., NaOH) are particu-
larly effective for removing biological foulants (30). Many
alkali cleaners are used in combination with chelating
agents (e.g., citrate or EDTA) to remove free Ca2� and
Mg2� to prevent precipitation of saponified fats and oils
(8). Detergents such as SDS are also effective in many sys-
tems. Enzymatic cleaners can be used for membranes that
are unable to withstand elevated temperatures, strong
chemicals, or pH extremes, but these solutions tend to be
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Figure 3. Schematic drawing of flat-sheet cassette. Source:
Adapted from Ref. 8. Courtesy of Marcel Dekker, Inc.

very expensive and care must be taken to ensure complete
removal of residual proteases. Membrane cleaning re-
mains very much an art, with the development of an op-
timal cleaning cycle for a given application determined
largely by trial and error.

Sodium hypochlorite (NaOCl) is used extensively for
chemical disinfection of membrane systems. Hypochlorite
is most effective at low pH, but it is very corrosive under
these conditions (31). Disinfection is typically performed
at pH�10 using fairly concentrated solutions (0.25 to 4%
NaOCl). Other oxidizing agents used for membrane dis-
infection include hydrogen peroxide (H2O2) and peracetic
acid (CH3COCOOH) (32). Peracetic acid is attractive be-
cause it is fast-acting, and it decomposes into the nontoxic
acetic acid. Sodium bisulfite (NaHSO3), a strong reducing
agent, can be used for disinfection of membrane systems
that would be degraded by strong oxidizing agents such as
hypochlorite (33). Steam sterilization can be performed on
disassembled membrane systems in an autoclave, but the
membrane unit must then be aseptically attached to the
remainder of the presterilized system (34). Steam-in-place
(SIP) is the preferred method of sterilization, with the en-
tire unit exposed to flowing steam as part of the completely
assembled filtration system. Minimum requirements for
an effective steam sterilization are 15 min exposure to
steam at 121 �C and 1 bar pressure. Effective validation of
SIP procedures is essential (35). Membrane systems can
also be sterilized using ethylene oxide (EtO) or chlorofluo-
rocarbons (CFCs), but these gas sterilization procedures
require fairly long incubation periods to ensure complete
deactivation of all microorganisms and spores (35).
Gamma irradiation can also be used, although some mem-
brane materials (e.g., PTFE and cellulosics) are damaged
on exposure to high radiation doses (35).

Modules and Devices

The membrane module is the physical unit that houses the
UF membrane in an appropriately designed configuration.
The module must provide physical separation of the reten-
tate and filtrate streams, mechanical support for the mem-
brane, high membrane packing densities, easy access for
cleaning or replacement, and scalability. In addition, the
feed channel must provide adequate bulk mass transfer
rates without excessive feed flow rates. Many of these cri-
teria are to a large extent contradictory, for example, de-
vices with large membrane packing densities are generally
more susceptible to particulate fouling and more difficult
to clean. A number of commercial UF modules have been
developed, differing primarily in the size and shape of the
feed (and filtrate) flow channels. These are conveniently
classified into five distinct types: flat-sheet cassettes,
spiral-wound modules, hollow-fiber cartridges, tubular
modules, and enhanced mass transfer modules. The latter
category includes a wide range of system geometries and
operating strategies. Additional information on the eco-
nomics, fluid mechanics, and mass transfer characteristics
of these modules are available in Zeman and Zydney (8).

Flat-Sheet Cassettes. Flat-sheet (also known as plate-
and-frame) cassettes were among the earliest configura-

tions developed for large-scale commercial applications.
The module uses a support plate (which also defines the
filtrate flow path), membrane, and channel spacer (which
defines the retentate flow path) in a sandwich configura-
tion (Fig. 3). The membranes can be sealed to the plates
using gaskets, in which case the module (stack) is hydrau-
lically clamped to form a tight fit. Alternatively, the mem-
branes can be directly bonded or glued to the plates using
heat sealing or an appropriate adhesive to form an integral
membrane element. Several of these elements or plates are
then stacked together and clamped to form a complete
module. The feed flow is distributed among the different
channels at one end of the device, and the retentate is col-
lected at the opposite end. The filtrate is manifolded sep-
arately from the feedstream and can be combined within
or outside the module depending on the particular device
design. The feed channel is typically 0.03 to 0.1 cm in
height. The channel can either be fully open or it can use
an appropriate screen (typically a polypropylene mesh) to
promote local mixing and improve mass transfer. The
small channel height leads to relatively high membrane
packing densities (generally 300 to 500 m�1) and low hold-
up volumes, which is particularly attractive for recovery of
high-value products. Open channel cassettes are less sus-
ceptible to plugging and operate with smaller pressure
drops (feed minus retentate pressure). However, back-
flushing may not be possible because the membranes are
effectively supported only on one side.
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Figure 4. Schematic drawing of spiral-
wound module showing membrane pocket.
Source: Adapted from Ref. 8. Courtesy of Mar-
cel Dekker, Inc.

Adhesive
resin

Mem
bra

ne

po
cke

t

���������
������
������
������

Filtrate
flow

Retentate
flow Feed-side

spacer

Filtrate
flow

Filtrate
mesh

Membrane
sheet

Spiral
element

Feed
flow

Sealant
ring

Filtrate
exit

Retentate
exitAnti-telescoping

device

Housing

Feed
inlet

Spiral Cartridges. Spiral-wound cartridges are con-
structed using flat-sheet membranes in the form of a
pocket consisting of two membrane sheets separated by a
highly porous permeable mesh that provides physical sup-
port for the membrane and defines the filtrate flow path
(Fig. 4). The membranes are sealed along three edges to
form a pocket using an appropriate epoxy or polyurethane
adhesive. The open side of the pocket is attached (glued)
to a central perforated tube that collects the filtrate flow.
Several pockets are wound in a spiral configuration around
a single collecting tube using a feed-side (polypropylene)
mesh as a spacer between the pockets to establish the de-
sired feed channel thickness. The use of multiple pockets
reduces the total path length and pressure drop for the
filtrate flow. The entire spiral is generally wrapped with
fiberglass tape or shrink wrap for added mechanical
strength and to prevent unwrapping of the spiral under
pressure. The spiral-wound element is fitted into a tubular
steel or plastic pressure vessel with an antitelescoping de-
vice placed at both ends to prevent distortion of the spiral
during operation. This also allows several spiral elements
to be inserted into a single tube. Pressurized feed solution
flows through the plastic screens along the surface of the
membranes with the retentate collected out the other end
of the device. Filtrate flows into the closed membrane pock-
ets and flows in a spiral path inward to the central tube.
The region between the outer edge of the spiral element
and the inside of the cylindrical housing is sealed to avoid
fluid bypass. Spiral cartridges that direct the feed flow in
the spiral direction and the filtrate flow in the axial direc-
tion have also been produced. Spiral-wound cartridges
have relatively high membrane packing densities and very
effective mass transfer characteristics because of the feed-
side spacers. The cartridges also have fairly low energy

costs because they provide effective mass transfer at rela-
tively low flow rates. The primary disadvantage of the spi-
ral wound modules is that they are highly susceptible to
particulate fouling because of the narrow and irregular
flow path through the spacers. In addition, the dead space
between the outer edge of the element and the cylindrical
housing is difficult to clean and highly susceptible to bac-
terial contamination. This is sometimes overcome by al-
lowing a very limited feed bypass to continuously flush the
annular space. There can also be problems with the integ-
rity and chemical resistance of the seals used to form the
pockets, particularly for repeated applications using
strong cleaning solutions.

Hollow-Fiber Cartridges. Hollow-fiber cartridges use an
array of narrow bore (self-supporting) fibers, typically with
an anisotropic structure. Fiber diameters range from
about 200 to 2,500 lm, with the fiber wall around 200 lm
in thickness. The dense skin layer is typically at the lumen
side of the fiber, although it can also be placed on the out-
side. A parallel array of 50 to 10,000 fibers is potted at the
ends in an epoxy or polyurethane resin within a cylindrical
cartridge of plastic or steel to form a tube that is machined
to expose the open bores (lumens) of the fibers (Fig. 5).
These modules are generally operated with the feed flow
into the fiber lumens, with the filtrate moving in a radial
direction outward through the fiber walls. The cartridge is
typically equipped with a single feed inlet, a retentate out-
let, and two filtrate ports (one near each end of the unit).
The feed and filtrate flows can be cocurrent or countercur-
rent. Hollow fiber devices have high packing density be-
cause of the narrow diameter of the individual fibers and
the ability to pack the fiber bundles tightly in the cylin-
drical cartridge (shell). The use of small diameter fibers
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Figure 5. Schematic drawing of hollow-fiber module. Source:
Adapted from Ref. 8. Courtesy of Marcel Dekker, Inc.
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Figure 6. Schematic drawing of tubular module. Source: Adapted
from Ref. 8. Courtesy of Marcel Dekker, Inc.

can provide effective mass transfer at relatively low feed
flow rates. The absence of any spacers or multiple sealing
procedures reduces labor costs involved in assembly. The
hollow fiber membranes are self-supporting, which often
allows them to be cleaned by backflushing of the device
either by reversing the direction of the filtrate flow or by
reversing the feed flow with the filtrate ports closed. One
disadvantage of the hollow fiber modules is that they are
susceptible to particulate plugging. Fiber breakage can
also be a problem, so it is critical to follow the manufac-
turer’s recommendations with respect to operating pres-
sures. Fiber breakage can often be difficult to detect.
Several manufacturers recommend using a modified
bubble-point test to detect ruptured fibers.

Tubular Modules. Tubular modules are very similar in
design to the hollow-fiber cartridges described in the pre-
vious section but use much larger diameter tubes (typically
0.3 to 2.5 cm). The tubular membranes are not self-
supporting (with the exception of some inorganic mem-
branes). The membranes are usually cast in place within
a porous support tube made of fiberglass, ceramic, plastic,
or stainless steel. The individual tubes can be placed inside
a plastic or stainless steel sleeve to form a single tube car-
tridge, or they can be packed together in small bundles
that are kept in place using an appropriate end plate (Fig.
6). The feed flows through the bore of the tubes, while the
filtrate flows in a radial direction outward across the mem-
brane and support tube where it is collected from the fil-
trate outlet ports. The two streams may be cocurrent or
countercurrent. Inorganic membranes are typically made
in a honeycomb monolith (18) in which the membranes are
arranged in a parallel array. The unit is housed in an ap-
propriate plastic or stainless steel cartridge. Tubular mod-
ules are typically operated in the turbulent flow regime to
obtain effective mass transfer in the large diameter tubes.
The primary advantages of the tubular modules are their
resistance to particulate plugging and ease of chemical or
mechanical cleaning. Physical cleaning of the membranes
can be affected by passage of a rubber sponge, a scouring
ball, or a narrow rod through the bore of the tubes. It is
also possible to replace individual tubes in the multiele-

ment units in the field, resulting in a considerable reduc-
tion in membrane replacement costs and an increase in the
overall unit lifetime. The primary disadvantages of the tu-
bular modules are the low membrane packing densities
(�100 m�1), high hold-up volumes, large feed flow rates,
and high capital costs (including high floor space require-
ments).

Enhanced Mass Transfer Devices. Enhanced mass trans-
fer modules exploit flow instabilities or turbulence to
increase the transport of retained solutes. A variety of de-
vices have been designed using pulsatile flow or mem-
branes with pronounced surface corrugations (36). Alter-
natively, systems have been developed in which the feed
flow generates secondary flow patterns or vortices. The
most successful of these to date has been the rotating cyl-
inder device originally proposed by Hallstrom and Lopez-
Leiva (37). The feed flows into a thin (0.05 to 0.10 cm) an-
nular region between two concentric cylinders, one (or
both) of which is porous and has a membrane bound to the
surface. The filtrate is collected in the central chamber (for
a device with membrane on the inner cylinder) or in a sepa-
rate annular filtrate region adjacent to the outer porous
cylinder. The inner cylinder in these devices is rotated at
high speed (typically �3,000 rpm) to induce Taylor vorti-
ces, which are caused by the centrifugal forces acting on
the rotating fluid as it moves around the cylindrical flow
path. The vortices effectively mix the fluid near the surface
of the membrane, increasing the feed-side mass transfer
coefficients. Mass transfer in the rotating system is deter-
mined almost entirely by the rotation rate of the inner cyl-
inder, which effectively decouples the mass transfer char-
acteristics from the feed flow rate. Consequently, rotating
devices can be operated at very low feed flow rates. The
use of low flow rates can be particularly attractive for
many high viscosity applications. However, the rotating
systems have very large capital costs, they are difficult to
scale-up, and there is concern about long-time performance
of a device with so many moving parts. In addition, mem-
brane packing densities are low, and it is difficult to de-
velop and maintain effective seals in such a rotating sys-
tem.
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Belfort et al. (38) and Winzeler (39) independently pro-
posed using a vortex-flow system based on Dean, rather
than Taylor, vortices. Dean vortices are induced by cen-
trifugal forces exerted on a fluid as it flows inside a highly
curved channel. This can be accomplished using spiral
wound flat sheet membranes, with the channel curvature
adjusted to maintain the Dean vortices throughout the sys-
tem, or with hollow-fiber membranes wound around a cen-
tral core at an appropriate pitch in a screwlike geometry
(40). Both systems generate counter-rotating vortices that
effectively depolarize the concentration boundary layer,
but without the need for any moving parts or seals. Avail-
able data on the Dean vortex systems are very encouraging
(38). These units have not yet been commercialized, so it
is impossible to evaluate their economics and overall per-
formance characteristics.

Another approach to achieving high mass transfer is to
move the membrane, with the bulk of the fluid remaining
largely stationary. For example, Vigo et al. (41) developed
a module in which a cylindrical membrane is vibrated (lon-
gitudinally) inside a concentric cylindrical housing. Culkin
and Armando (42) developed vibratory shear enhanced
processing (VSEP) in which a stack of parallel circular
membrane disks is spun at high speed inside a concentric
cylindrical housing using a torsional spring. Shear rates
at the membrane-feed interface can be as high as 150,000
s�1 for a 60-Hz oscillation. The high shear rates obtained
in these systems can result in dramatic improvements in
filtrate flux; however, important questions remain about
the scalability and robustness of these modules as well as
the overall economics.

High-frequency transmembrane pressure pulsing can
also be used to enhance mass transfer. In contrast to clas-
sical backflushing, in which the reverse filtration occurs
after several minutes or hours of normal filtration, trans-
membrane pressure pulsing is performed with a frequency
around 0.1 to 1 Hz (43). The back pressure pulse is applied
using nitrogen or air pressurization, with the frequency
and duration of the pulse set using computer-controlled
solenoid valves (43). Very short forward filtration times are
used to prevent significant concentration polarization or
fouling, thereby maintaining high average filtrate flux.
Data for filtration of albumin–immunoglobulin mixtures
showed more than an order of magnitude increase in flux
(44), but a corresponding reduction in protein retention.
Although transmembrane pressure pulsing systems ap-
pear to have excellent performance characteristics, they
have not yet been used in large-scale commercial applica-
tions.

Process Configurations

Batch. UF and HPTFF processes consist of various com-
binations of concentration and diafiltration steps. A con-
centration step is either the main objective of the process
or may be used as a means to optimize a subsequent di-
afiltration step (see “Design Equations” and “Process Op-
timization”). Concentration steps are carried out in either
batch or fed-batch mode. In a batch mode, the entire vol-
ume of feed is contained within the recycle tank, as illus-
trated in Figure 7. Batch mode operations use a minimum

of hardware, provide simple manual or automatic control,
and provide the highest flux rates. Although the initial and
final retentate concentrations are the same regardless of
process configuration, the batch operation gives higher flux
rates than a fed-batch operation because the bulk concen-
tration follows a more dilute path from initial to final con-
centration. The disadvantages of a batch configuration can
include less flexibility in using the same system for mul-
tiple processes, increased difficulty in designing a well-
mixed system, and difficulties in obtaining high concentra-
tion factors. Mixing is important both to keep the bulk
concentration at a minimum and for efficient buffer ex-
change during diafiltration. High concentration factors can
in some cases be obtained in a batch mode using tanks with
two or more sections of progressively decreasing diame-
ters.

Fed Batch. A fed-batch configuration uses an additional
tank to feed into the recycle tank, as shown in Figure 8.
Fed-batch configurations are commonly used in industry
to obtain high concentration factors, provide flexibility for
use in multiple processes, and provide well-mixed low
hold-up retentate reservoirs for efficient diafiltration. In
choosing a fed-batch configuration, several trade-offs must
be carefully considered. For a given membrane area, pro-
cess time will increase with the use of a fed-batch config-
uration because of the increase in bulk concentration com-
pared to a batch operation. In addition, the number of
times the retained solute passes through pumps and
valves in the recycle line will increase because of the longer
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processing time and the smaller retentate volume. An in-
creased number of pump and valve passes can lead to
shear-induced cell lysis and protein denaturation and ag-
gregation. Protein denaturation in pumps and valves is be-
lieved to be the result of protein–gas interfaces (45) formed
as a result of microcavitation.

Diafiltration. Diafiltration is an operation in which a
solvent or solution (typically a buffer) is added to the re-
cycle tank simultaneously with filtration (Fig. 9). The most
common form is constant retentate volume diafiltration in
which the buffer is added at the same rate as the filtrate
rate. In UF processes, diafiltration is used to perform buf-
fer exchange if the product is in the retentate, or to en-
hance yields if the product is in the filtrate. In HPTFF,
diafiltration is used to achieve purification. In certain pro-
cesses, it can be advantageous to perform simultaneous
dilution or concentration with diafiltration (46). Optimi-
zation of diafiltration processes will be described in “Fluid
Dynamics and Process Control” for UF and in “Process Op-
timization” for HPTFF.

Cascade Systems. In several plant designs, it may be
advantageous to use cascaded process configurations.
These configurations include both open-loop and closed-
loop designs. In both configurations, the filtrate from the
first stage is used as a feed to the second stage. In the open-
loop design, the filtrate from the second stage is directed
to drain while a replacement buffer is added to the first
stage. In the closed-loop design (Fig. 10), the filtrate from
the second stage is used as the diafiltration buffer for the
first stage, thereby significantly reducing the amount of
buffer required for the process. Cascade systems can be
used to couple multiple process steps into a single opera-
tion. For example, a MF step used to harvest protein from
a culture can be cascaded with a second-stage UF step to
achieve simultaneous harvest and protein concentration.
In HPTFF, two-stage cascade systems can be used in a
similar manner when the product of interest is in the first-
stage filtrate. Once a normal diafiltration has been per-
formed on the first stage to achieve optimum buffer
conditions (see “Buffer Chemistry”), a closed-loop configu-
ration can be used to obtain a very large number of dia-
volumes by reusing a volume of buffer that is equal to
the volume of retentate. It should be noted that the reten-

tate volumes in the first- and second-stage tanks do not
have to be the same. In cases where the buffer cost is very
high, one might also consider using such a configuration
even when the product is in the first-stage retentate if eco-
nomically justified. Cascade configurations with more than
two stages can also be used in processes where it is desir-
able to separate a feedstream into more than two fractions.

PROCESS DESIGN

Ultrafiltration

Buffer Chemistry. Buffer exchange is often used to con-
dition a product for subsequent loading onto a chromato-
graphic column or for final formulation. The buffer chem-
istries used in ultrafiltration are hence often dictated by
the preceding and subsequent steps in the process. Be-
cause of the very large amounts of protein processed per
surface area of membrane, ultrafiltration can be used with
a wide range of ionic strengths and pH values without sig-
nificant adsorptive product loss. As discussed previously,
adsorptive yield losses are usually insignificant (�0.01%)
for products in the retentate and can be limited to less than
5% for products in the filtrate. Although UF is routinely
used to provide buffer exchange in preparation for subse-
quent processing, it can be advantageous to consider se-
lecting buffer conditions for the sake of optimizing the UF
step. Changes in pH and ionic strength can be made to
affect protein solubility, stability, adsorption, and hydro-
dynamic volume. These parameters are directly linked to
yield losses incurred at the membrane surface (see “Fluid
Dynamics and Process Control”). In addition, buffer chem-
istry plays an essential role in membrane fouling, which
can have a significant impact on process fluxes even when
adsorptive product losses are minimized. The mass trans-
fer coefficient can also be significantly enhanced by
changes in buffer composition resulting in enhanced
fluxes, reduced membrane area, and minimal volumetric
hold-up losses. In general, higher fluxes are obtained at
pH values either above or below the protein isoelectric
point and at low to moderate ionic strength.

The theoretical removal of low molecular weight com-
ponents during diafiltration is discussed in “Design Equa-
tions.” It is important to note that one cannot assume that
the retention coefficient for these components is zero de-
spite the fact that the membrane may have a molecular
weight cutoff an order of magnitude larger than the mo-
lecular weights of the components. Deviations in theoreti-
cal clearance of low molecular weight components can re-
sult from poor mixing in the recycle tank but can also
result from buffer conditions. The use of detergents in ei-
ther the feed material or in the diafiltration buffer can
cause incomplete diafiltration if the critical micelle concen-
tration is exceeded. Buffer components are entrained in
the micelles, which may be retained by the membrane de-
pending on micelle size and membrane molecular weight
cutoff. It is generally advisable to avoid the use of deter-
gents in UF for these reasons. Charged membranes may
cause Donnan exclusion effects that result in increased re-
tention of ionic solutes of all sizes. It has also been ob-
served that low molecular weight ionic solutes can have
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Figure 10. Two-stage closed-loop cascade configuration.
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increased clearance, possibly as a result of Donnan exclu-
sion by retained solutes.

Membrane Selection. Membrane selection should start
with the choice of a high-quality vendor because robust-
ness, reliability, and reproducibility of biotechnology
manufacturing operations are of paramount importance.
Consistent membrane and device characteristics can be as
important to product quality, yield, and economics as are
the inherent differences between various membranes and
devices. The most important engineering parameters to
consider during membrane selection are product retention,
process permeability, mechanical strength, and chemical
compatibility. Adsorptive properties play an important role
in determining process permeability but are often less im-
portant with regard to product loss. Membrane chemistry
should therefore be chosen in conjunction with the choice
of buffer chemistry. Membrane charge should also be con-
sidered with regard to potential Donnan exclusion effects,
as discussed previously. Water permeability values should
not be used as a selection criteria since they are not pre-
dictive of process performance. Pore size distributions, po-
rosity, morphology, and membrane thickness are only of
indirect importance, because these parameters affect the
ultimate retention, permeability, and mechanical charac-
teristics of the membrane. As previously discussed (“Mem-
brane Characterization”), retention properties should be
determined on the actual solute under process conditions
because marker studies can be completely misleading.
Rules of thumb for selection of a membrane molecular
weight cutoff relative to a protein molecular weight should
also be avoided because protein hydrodynamic volumes
vary drastically with pH and ionic strength (10) and be-
cause membrane manufacturers have not standardized
their membrane characterization and nomenclature for
UF membranes. The mechanical strength of a membrane
can be important with regard to membrane compaction
and reverse pressure tolerance. Membrane compaction can
influence process permeability if retentate pressure limits
are exceeded. The reverse pressure limits of a membrane
are also important, because reverse pressure spikes are
very difficult to avoid in industrial UF systems. The re-
sulting membrane delamination can have a catastrophic
impact on process yields. Chemical compatibility needs to
be considered for the intended feedstream and the regen-

eration chemicals. Polysulfone and modified polysulfone
membranes tend to have much broader chemical compat-
ibility than regenerated cellulose membranes, but they
also require much harsher chemical conditions for regen-
eration because of their inherent fouling characteristics.
Long-term stability of membranes in bacteriostatic storage
solution must also be carefully considered for economic
reasons. The long-term stability of UF membranes should
be evaluated by studying product retention as a function
of membrane storage time in the chosen storage solution.

Fluid Dynamics and Process Control. Ultrafiltration pro-
cesses can been performed using constant transmembrane
pressure (DP), constant flux (J), or constant retentate wall
concentration (Cw). The primary benefit of constant trans-
membrane pressure UF processes is the inherent simplic-
ity of control, especially in manual systems. The feed rate
is ramped up to the set point value, and a retentate valve
is partially closed to achieve a specified retentate or trans-
membrane pressure:

DP � (P � P )/2 � P (11)F R f

where PF is the feed pressure, PR is the retentate pressure,
and Pf is the filtrate pressure. Note that this equation is
an approximation because the pressure drop along the feed
channel is not truly linear because of conversion of feed to
filtrate. If the feed stock viscosity changes during the pro-
cess, one can adjust the retentate valve closure to maintain
either constant retentate or transmembrane pressure.
This is easily accomplished in both manual and automatic
systems and often requires minimal adjustments after the
initial set point has been achieved. The retentate pressure
can also be controlled by using a gas overlay on the recycle
tank. The feed rate and transmembrane pressure are em-
pirically optimized by measuring the flux as a function of
bulk solute concentration at various feed rates and trans-
membrane pressures. It is also important to measure sol-
ute sieving as a function of bulk concentration and flux.
Even very small sieving coefficients may result in substan-
tial product loss when a large number of diavolumes are
required in DF processes. For example, a sieving coefficient
of So � 0.01 will result in a 10% product loss during a 10-
diavolume buffer exchange process (see equation 17).
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In certain applications, it is not possible to maintain
constant transmembrane pressure without severe reduc-
tions in filtrate rate. It has been demonstrated that one
can obtain higher overall throughput in these applications
(such as clarification) by operating at constant flux (47).
This can be done by regulating the retentate pressure con-
trol valve or by using a pump on the filtrate line. The latter
alternative provides more precise control and is easier to
use in manual systems. Optimization is typically done
through empirical studies varying feed rate and flux and
determining process throughput, filtrate clarity, and prod-
uct sieving.

In a third method of process control, the flux is varied
with both retentate concentration and mass transfer co-
efficient to maintain a constant wall concentration of re-
tained species (evaluated from equation 6). Control is per-
formed using a control loop that measures flux and controls
the transmembrane pressure with a retentate control
valve to maintain a constant wall concentration (Fig. 11)
throughout the concentration (15):

J � k ln(C V/C V ) (12)w 0 0

where J is the flux, k is the mass transfer coefficient, Cw

is the wall concentration of the retained solute, V is the
retentate volume, V0 is the initial feed volume, and C0 is
the initial retentate concentration. The benefits of con-
stant Cw control are that product yield is maximized, prod-
uct quality is ensured, membrane area is minimized, and
process time is consistent and independent of membrane
permeability. Process control for constant Cw during a con-
centration phase requires an automated system. Constant
retentate volume DF using constant Cw, however, can eas-
ily be performed using either manual or automatic control
because the Cw set point is maintained at a constant flux.
Adjustments for changing mass transfer coefficients can be
made during the DF process. The optimum Cw is deter-
mined by minimizing yield losses attributable to sieving,
adsorption, solubility, and volumetric hold-up. (Fig. 12).
The feed rate is optimized by evaluating a tradeoff between

increased mass transfer coefficient (which increases flux
and reduces membrane area for a given Cw) and an in-
creased number of pump/valve passes (which may increase
protein denaturation). The mass transfer coefficient can be
calculated as:

b 2/3k � aQ D (13)

where a and b are coefficients determined for the specific
UF module, Q is the feed flow rate normalized for mem-
brane area, and D is the solute diffusivity. A typical con-
stant Cw process is shown in Figure 13.

Design Equations The yield and purification obtained in
UF can be evaluated from a mass balance, typically assum-
ing a constant sieving coefficient. The fractional retentate
product yield in a batch process is

�S0Y � (V /V ) (14)r 0 F

where VF is the final retentate volume, V0 is the initial
retentate volume, and S is the sieving coefficient. The anal-
ogous yield for a product in the filtrate can simply be cal-
culated as

Y � 1 � Y (15)f r

For a fed-batch process, the retentate yield is given by

Y � [1 � (1 � S ) exp(�S (V /V � 1))]/S (V /V )r o o 0 F o 0 F

(16)

and the corresponding filtrate yield can be calculated by
combining equations 15 and 16. The retentate yield during
constant retentate volume diafiltration is derived as
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Y � exp(�S N) (17)r o

where the number of diavolumes is given by

N � V /V (18)D

where VD is the DF buffer volume, and V is the constant
retentate volume. It is often useful to combine and rear-
range equations 14 and 17 to determine the retention co-
efficient required to obtain a desired retentate yield for a
batch UF and constant volume DF process as

R � 1 � lnY/(ln(V/V ) � N) (19)0

For a filtrate product, the required retention coefficient is

R � 1 � ln(1 � Y)/((ln(V/V ) � N) (20)0

DF processes are often used to remove undesirable low mo-
lecular weight components. The residual concentration can
be calculated as

C � C exp(�S N) (21)0 o

Buffer exchange may also involve the addition of a new
component:

C � C (1 � exp(�N)) (22)i

where Ci is the bulk concentration of the component that
is being added during diafiltration. Simultaneous addition
and removal of a component may also occur in cases where
the initial buffer and the DF buffer have a common com-
ponent. The concentration of such a component can be cal-
culated by adding equations 21 and 22. Process time and

membrane area can be minimized by operating DF pro-
cesses at an optimum bulk concentration (48):

C* � C /e (23)b w

By combining equations 23 and 6, with Cf � 0 for a fully
retentive membrane, it has been shown (15) that the op-
timum diafiltration flux at can be derived asC*b

J* � k (24)

High-Performance Tangential-Flow Filtration

UF has been limited to separating solutes that are at least
10-fold different in size. In contrast, HPTFF enables the
separation of solutes without limit to their relative size.
HPTFF can even be used to perform reverse separations
in which the higher molecular weight solute passes
through the membrane while the lower molecular weight
solute is highly retained. High-resolution separations are
accomplished by exploiting concentration polarization, op-
timizing buffer chemistry, and using highly selective UF
membranes. The performance of HPTFF is quantified by
two dimensionless numbers, W and NDS:

W � S /S (25)2 1

NDS � (JAt/V)(S � S ) (26)2 1

where W is the selectivity, S1 and S2 are the respective
sieving coefficients for the less and more highly retained
species, N is number of diavolumes, A is membrane area,
t is process time, and V is retentate volume. Membrane
area and process time can be chosen to satisfy economic
and manufacturing criteria independent of other vari-
ables. The retentate volume can be optimized separately.
It is therefore useful to initially evaluate the selectivity
(equation 25) and JDS values, which only depend on three
simple experimental parameters:

JDS � J(S � S ) (27)2 1

The next three sections will describe how buffer chemistry,
membrane selection, and fluid dynamics are optimized.
The final section will describe the mathematical basis and
use of optimization equations and diagrams.

Buffer Chemistry. Selecting buffer pH and ionic strength
are of paramount importance to achieving optimum sepa-
ration performance in HPTFF. By operating close to the pI
of the lower molecular weight solute and far away from the
pI of the larger molecular weight solute, one can take ad-
vantage of differences in hydrodynamic volume and charge
(3). The electric double layer that surrounds charged sol-
utes increases the effective hydrodynamic volume as de-
termined by SEC (10). Direct charge effects can also be
exploited by using a membrane that has the same charge
as the retained solute. In addition, the conformation of a
molecule, and hence the hydrodynamic volume, may be
changed under highly charged conditions. Use of charge
effects are optimized by operating at low ionic strength
(Fig. 14). The optimum ionic strength is generally achieved
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J

∆P

Figure 15. Typical flux versus transmembrane pressure curve
showing the transition point flux at the inflection point (50). The
optimum selectivity (W) and differential mass flux (JDS) occur be-
low the transition point flux.

by using the lowest possible value while still maintaining
an adequate pH buffering capacity. The buffering capacity
of proteins at high concentrations near the membrane wall
must be taken into account. Even in cases where there is
no difference in pI between the solutes, it is advantageous
to optimize both pH and ionic strength because the hydro-
dynamic volumes can be adjusted to increase selectivity
and JDS for a given membrane molecular weight cutoff (3).
This also reduces the need to have a large selection of dif-
ferent molecular weight cutoff membranes for HPTFF. Hy-
drodynamic volume and charge effects can also be altered
by using buffering ions that have different protein binding
characteristics (49). Rapid process development can, how-
ever, often be accomplished by testing just a few pH values
around the pI of the lower molecular weight solute with a
single buffering species at a concentration of 10 mM. As in
all purification process development, it is important to en-
sure that the buffer composition does not cause undesir-
able biochemical alterations to the product and that prod-
uct solubility is maintained at the concentrations incurred
at the membrane wall (see “Fluid Dynamics and Process
Control”).

Membrane Selection. The general considerations for UF
membrane selection outlined in “Membrane Selection” also
apply to HPTFF. The selectivity and JDS that can be
achieved with a membrane is determined by the pore-size
distribution and membrane chemistry. Pore-size distribu-
tion affects both selectivity and JDS by altering the solute
sieving coefficients and the filtrate flow distribution (8).
Membrane chemistry has an indirect impact on the pore-
size distribution because membrane formation conditions
are linked to the casting solution chemistry. Membrane
chemistry also plays a significant role in fouling, which in
turn influences the selectivity and JDS values. Finally, the
charge versus pH profile of the membrane can be selected
to influence both charge repulsion and fouling. It should
be noted that selective fouling of a membrane can actually

be used to enhance separations because the pore-size dis-
tribution can be reduced and the surface charge can be
altered. Using these guidelines, it is often possible to nar-
row down the choice to one or two membranes before pro-
ceeding with fluid dynamic optimization.

Fluid Dynamics and Process Control. The intrinsic siev-
ing coefficient for a solute is defined by equation 3. The
intrinsic sieving coefficient depends on the size and charge
characteristics of both the solute and the membrane pores.
Buffer optimization and membrane selection have hence
focused on establishing conditions that provide the best
differential intrinsic sieving coefficients for the solutes to
be separated. The observed sieving coefficient of a solute,
however, depends not only on the intrinsic sieving coeffi-
cient but also on the concentration of solute at the mem-
brane wall. The wall concentration is determined by the
mass transfer coefficient and the filtrate flux. The observed
sieving coefficient is related to the intrinsic sieving coeffi-
cient (S�), mass transfer coefficient (k) and flux (J) by equa-
tion 8. It is therefore clear that the optimization of HPTFF
is strongly influenced by concentration polarization effects.
Concentration polarization has often been cited in the lit-
erature as one of the reasons why UF has not been suc-
cessfully used for high-resolution separations. It has been
demonstrated (3), however, that concentration polarization
can be used to enhance, rather than limit, the resolving
power of UF membranes. Key differences used in HPTFF
methodology (50,51) include operating below the transition
point (Fig. 15) and minimizing the transmembrane pres-
sure gradient along the length of the filtration module. Al-
though conventional UF has often sought to maximize flux
by operating above the transition point, it has been shown
that the optimum selectivity and JDS (a differential mass
flux) occur below the transition point (3). It has also been
demonstrated that membrane fouling is more consistent
and can be controlled below the transition point (15). Op-
timization of HPTFF fluid dynamics can therefore be re-
duced to a set of simple experiments in which module ge-
ometry, feed flow rate, and filtrate flux are investigated.
The results are evaluated by measuring selectivity (W) and
differential mass flux (JDS) as a function of these vari-
ables.
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Process Optimization. The goal of process optimization
is to achieve product quality specifications with the best
combination of yield and purification factor using an eco-
nomic amount of membrane area and providing an accept-
able process time. Yield, purification factor, membrane
area, and process time can be evaluated by using an opti-
mization diagram (52) for either retentate product (Fig. 16)
or filtrate product (Fig. 17). The optimization diagrams

consist of a family of curves with the dimensionless param-
eters selectivity and NDS. The family of curves in the op-
timization diagrams are mathematical expressions that
link the yield and the purification factor to selectivity and
NDS values. The equations are derived (52) as

1�WP � Y � exp(NDS) (28)R R

1/WP � Y /(1 � (1 � Y ) )F F F

� Y /(1 � (Y � 1) exp(NDS)) (29)F F

where P is the purification factor, and Y is the fractional
yield in the retentate (R) and filtrate (F). Both retentate
and filtrate product processes operate along lines of con-
stant selectivity. In the case of a retentate product, the
process starts at a purification factor of 1 and a fractional
yield of 1 and proceeds along a constant selectivity line up
to the limit of NDS with an increasing purification factor
and a decreasing yield. Conversely, the filtrate process
starts at zero yield and a purification factor that numeri-
cally equals the selectivity (52) and proceeds along a con-
stant selectivity curve with increasing yield and decreas-
ing purification factor up to a limiting NDS value. Different
experimental conditions (buffer chemistry, membrane
chemistry and pore size, and fluid dynamics) can now be
compared by evaluating the impact of selectivity and JDS
on yield and purification factor. Selectivity and JDS often
reach maxima under different experimental conditions.
The best combination of selectivity and JDS depends on
the overall process objectives and can be evaluated by com-
paring yield and purification factors for different combi-
nations of these parameters using the optimization dia-
grams. As part of this analysis, JDS is converted to NDS
by including membrane area, process time, and retentate
volume according to equation 26. The membrane area and
process times are chosen to provide acceptable economics,
system hold-up volume, and process time. The retentate
volume must be optimized. Decreasing the retentate vol-
ume (while maintaining a constant mass of solute) de-
creases the amount of buffer required for the process and
can also decrease the amount of membrane area required
for a given process time. This must be balanced against
the increase in the number of pump and valve passes that
occurs at increased concentrations, which can adversely
impact product quality (see “Fluid Dynamics and Process
Control”).

Scale-Up

Effective commercial implementation of UF and HPTFF
requires accurate and dependable scale-up of these mem-
brane processes. It is also important to be able to scale-
down existing manufacturing processes for further opti-
mization, validation, and troubleshooting. Scale-up in UF
and HPTFF obviously requires use of the same membrane
material and pore size as well as the same module config-
uration and channel height at all scales of operation, with
the membrane area scaled proportional to the filtrate vol-
ume. The most effective approach to scale-up is linear scal-
ing, in which the pressure, fluid flow, and concentration
profiles along the length of the filtration module are all
kept constant when changing scale of operation (53). Be-
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cause the local retentate velocity, solute concentration, and
fluid pressure vary with position in the channel because of
fluid removal and frictional pressure losses, linear scaling
can only be achieved by keeping the channel length con-
stant. Thus, the increase in membrane surface area re-
quired for large filtrate volume operation must be accom-
plished by increasing the number of parallel channels or
fibers. It is also possible to increase the channel width in
flat-sheet cassettes, although some care must be taken to
ensure that this does not alter the fluid flow profiles in
different size modules. Linear scaling of hollow fiber sys-
tems is relatively straightforward using modules with
equal length but different numbers of fibers. Equal flow
distribution between fibers and between fiber cartridges is
easily accomplished with appropriate cartridge housings
and piping manifolds. Linear scaling of flat-sheet designs
has also been achieved using careful system design to en-
sure equivalent flow distribution, channel height compres-
sion, and entrance and exit effects at the small and large
scale (53). Linear scale-up of hollow-fiber and flat-sheet de-
vices over at least a 400-fold range of membrane area has
been done successfully without intermediate pilot scale
tests (53). Spiral-wound modules have a more limited
range of linear scalability because pressure losses on the
filtrate side will vary as the membrane area is changed,
particularly in the design of very low area (�0.1 m2) mod-
ules. Linear scaling can also be developed for spiral devices
in which the feed flow is in the spiral direction (with the
filtrate flow in the axial direction), and these modules
should provide enhanced mass transfer through the for-
mation of Dean vortices. Linear scaling of the other en-
hanced mass transfer modules discussed in “Modules and
Devices” can often be difficult to achieve over a wide range
of membrane surface area because of practical limitations
on system geometry and design.
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INTRODUCTION

Proteolytic cleavage, the hydrolysis of peptide bonds in a
protein, is a ubiquitous reaction in nature catalyzed by en-
zymes called proteases. Whether the purpose served is di-
gestive scavenging of nutrients or regulation of a critical
physiological process such as blood coagulation, proteases
play an essential role in the growth and survival of all liv-
ing organisms. Because of their abundance and impor-
tance, the reaction mechanisms of proteases have been
studied more extensively than any other class of enzyme.
Many of the first high-resolution X-ray crystal structures
of proteins were obtained for proteases. Recently, our un-
derstanding of the mechanism of rate acceleration used by
proteases and the structural basis for their specificity has
improved dramatically through the use of a powerful re-
combinant DNA technique called site-specific mutagene-
sis. Developed in the early 1980s, site-specific mutagenesis
is a method whereby one or more specific residues in the
amino acid sequence of a protein can be removed or, more
commonly, replaced with another amino acid via mutagen-
esis of its corresponding cloned gene (1). The contribution
to catalysis of an amino acid functional group in the active
site of an enzyme can then be determined directly (2). Be-
cause of the valuable insight into the reaction mechanism
of proteases afforded by site-specific mutagenesis studies
and high-resolution X-ray crystallography, there has been
significant progress made in the design of new protease-
inhibitor drugs as well as the development of proteases
with improved properties for medicinal and industrial ap-
plications.

REACTION MECHANISMS

Mechanistic Classification of Proteases

Enzymes that hydrolyze peptide bonds can be grouped into
two subclasses, exopeptidases and endopeptidases, de-
pending on where the reaction takes place in the polypep-
tide substrate. Exopeptidases cleave peptide bonds at the
amino or carboxyl ends of the polypeptide chain, whereas
endopeptidases cleave internal peptide bonds. Based on
their reaction mechanism, proteases may be further clas-
sified into four groups: serine, cysteine, aspartic, and me-
tallo (3). The name of each class is derived from a distinct
catalytic group involved in the reaction. The active sites of
serine and cysteine proteases use serine hydroxyl and cys-
teine thiol side groups, respectively, as the attacking nu-
cleophiles during catalysis. Their reaction pathway entails
formation of a covalent intermediate between the nucleo-
phile and the carbonyl carbon atom of the scissile peptide
bond. By contrast, the mechanism of hydrolysis for aspar-
tic and metallo proteases does not involve a covalent in-
termediate because the nucleophile for both of these en-
zymes is a water molecule. The different functional groups
for each protease reaction mechanism affect their active
pH range as well as the types of inhibitors suitable for
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Serine 195 Histidine 57

Aspartate 102

Figure 1. Three-dimensional structure of �-chymotrypsin. Resi-
dues forming the catalytic triad—serine 195, histidine 57, and as-
partic acid 102—are located at the base of the substrate binding
cleft. Source: Courtesy of Dr. Richard Bott, Genencor Interna-
tional Inc.

inactivation. Indeed, measurements of the pH dependence
for activity and reactivity with a set of class-specific inhib-
itors are typical laboratory methods for determining the
mechanistic class of an unknown protease (4). Before de-
scribing each mechanism of catalysis in detail, it should be
noted that the reaction pathways in all four protease
classes share multiple common elements:

• Binding of the substrate polypeptide into a channel
or pocket on the enzyme surface

• Nucleophilic attack on the carbonyl carbon of the
scissile peptide bond by either oxygen or sulfur

• General base-assisted catalysis for removal of a pro-
ton from the nucleophile

• Stabilization of the tetrahedral transition state in-
termediate formed at the carbonyl carbon of the scis-
sile peptide bond

• General acid-assisted catalysis for transfer of a pro-
ton to the amine leaving group

A description of substrate binding and the contribution
of binding forces to catalysis and specificity will be dis-
cussed in a later section. The focus of this section will be
the catalytic groups responsible for carrying out the chem-
ical steps in the reaction.

Serine Proteases

The name serine protease refers to the nucleophilic serine
residue located in the enzyme active site. In addition to the
catalytic serine residue, this protease class is distin-
guished by having essential aspartate and histidine resi-
dues that together form a catalytic triad (Fig. 1). Serine
proteases are prevalent in both prokaryotic and eukaryotic
organisms and can be further classified into three families

according to their structural homology to chymotrypsin,
subtilisin, and wheat serine carboxypeptidase II (5,6). A
fourth family of serine proteases has recently been iden-
tified based on amino acid sequence homology to prolyl oli-
gopetidase (7). The catalytic serine and histidine residues
in this enzyme have been identified by covalent modifica-
tion with active-site-specific chemical reagents (8,9). Al-
though it is expected that a catalytic triad is present in the
prolyl oligopetidase family of serine proteases, identifica-
tion of the catalytic aspartate awaits having a three-
dimensional structure of the active site.

Chymotrypsin, a mammalian digestive enzyme, was the
first protease to have its three-dimensional structure de-
termined by X-ray crystallography (10). Other mammalian
proteases structurally homologous to chymotrypsin but
with different specificity are the digestive enzymes trypsin
and elastase, and thrombin, which has specificity similar
to trypsin and plays a critical role in blood clot formation.
Subtilisin is a bacterial serine protease secreted extracel-
lularly for the purpose of scavenging nutrients. Not all
subtilisin-like serine proteases are bacterial in origin. Pre-
cursors of bioactive proteins such as hormones and neu-
ropeptides are cleaved by serine proteases with greater
structural homology to subtilisin than to chymotrypsin
(11). The structure of wheat serine carboxypeptidase II has
only recently been determined (12). Not only are the ter-
tiary protein folds completely different for each structural
family, the order of the catalytic triad residues in the
amino acid sequence are also different. The arrangements
are histidine-aspartate-serine, aspartate-histidine-serine,
and serine-aspartate-histidine for chymotrypsin-like,
subtilisin-like, and serine-carboxypeptidase-II-like serine
proteases, respectively. Despite these differences, however,
their reaction mechanism and geometry of catalytic resi-
dues are nearly identical and are believed to have arisen
from different ancestral proteins through a process of con-
vergent evolution.

Hydrolysis of amide and ester substrates by serine
proteases follows an acyl transfer reaction pathway:

P1

E � P2 ES

H2O

EP2 E � S

where ES represents the noncovalent enzyme-substrate
Michaelis complex, EP2 is the acylenzyme intermediate,
and P1 and P2 are the reaction products generated during
acylation and deacylation, respectively. Evidence for the
acyl transfer mechanism was obtained from numerous ki-
netic studies using activated ester substrates where deac-
ylation is the rate-determining step in the reaction such
that accumulation and partitioning of the intermediate
could be monitored (13). Further support came from direct
crystallographic observation of a stable elastase acylen-
zyme intermediate formed at low temperature (14). X-ray
crystal structures also revealed key structural features re-
lated to the reaction mechanism of serine proteases: the
catalytic triad comprising serine 195, histidine 57, and as-
partate 102 (residue numbers are from the chymotrypsin
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Figure 2. Schematic of the reaction mechanism in serine proteases. Nucleophilic attack of serine
195 on the peptide substrate bound in the substrate binding cleft forms an acylenzyme intermediate
that is then hydrolyzed by a solvent water.

amino acid sequence), and the oxyanion hole formed by the
main chain NH groups of serine 195 and glycine 193 (15).
A schematic of the reaction mechanism for serine prote-
ases is illustrated in Figure 2. Formation of the covalent
acylenzyme intermediate involves the nucleophilic attack
of serine 195 on the substrate carbonyl carbon atom and
release of the product P1. This step is believed to proceed
via general base-catalyzed transfer of a proton from the
side chain hydroxyl group of serine 195 to the imidazole
nitrogen of histidine 57, stabilization of the tetrahedral
transition state by hydrogen bonds formed between the
negatively charged carbonyl oxygen atom and the main
chain NH groups of serine 195 and glycine 193, and general

acid-catalyzed transfer of the proton of histidine 57 to the
amine leaving group. Deacylation is essentially the same
reaction except the attacking nucleophile is a water mol-
ecule bound at the site vacated by the P1-leaving group.
The pH dependence for catalysis by serine proteases fol-
lows the protonation state of the catalytic histidine resi-
due. Chymotrypsin and subtilisin are active at neutral pH
and above where the histidine side group is deprotonated.
In contrast, wheat serine carboxypeptidase II is most ac-
tive in the pH range of 4.5 to 5.5, suggesting an unusually
low pKa for its catalytic histidine residue. Although the
role of the catalytic triad and oxyanion hole in the acyl
transfer reaction mechanism of serine proteases was de-
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scribed more than 20 years ago, there continues to be con-
siderable interest in understanding the fundamental
source of their catalytic power.

Site-specific mutagenesis has been used extensively as
a tool to better understand the catalytic mechanism of ser-
ine proteases. To assess the importance of transition-state
stabilization, this technique was first applied to the oxy-
anion hole of subtilisin BPN’ (16,17). Unlike chymotrypsin,
where both hydrogen bonds stabilizing the substrate oxy-
anion are formed with main chain NH groups, the oxy-
anion hole in subtilisin BPN’ consists of the main chain
amide group of the catalytic serine 221 and one of the two
protons on the side chain nitrogen atom of asparagine 155.
Removal of the latter hydrogen bond via substitution of
asparagine 155 with an amino acid lacking the necessary
functional group or side chain geometry to form a good hy-
drogen bond to the oxyanion results in a reduction in the
rate of catalysis by two to three orders of magnitude. In a
similar fashion, the catalytic significance of aspartate 102
in trypsin was investigated by substitution with aspara-
gine and replacement of each residue in the catalytic triad
of subtilisin BPN’ (serine 221, histidine 64, and aspartate
32) with alanine (18,19). The substitution of alanine for
serine and histidine separately in subtilisin BPN’ reduced
the rate of catalysis by a factor of 106, whereas replacement
of aspartate 32 with alanine led to a 104-fold loss in activ-
ity. Simultaneous substitution of all three amino acids in
the catalytic triad of subtilisin with alanine also reduces
catalysis by a factor of 106, illustrating the cooperative na-
ture of these residues in catalysis. Assigning a functional
role for aspartate 102 in the mechanism of serine proteases
has been less straightforward than for either serine 195 or
histidine 57. Initially, it was believed the high nucleophilic-
ity of serine 195 was generated via a charge relay network
in which histidine 57 accepts a proton from serine 195 and
transfers another proton to aspartate 102 (20). This dou-
ble-proton transfer reaction, however, has not been sup-
ported experimentally. It is now believed that aspartate
102, through a hydrogen bond to the side chain of histidine
57, plays the crucial roles of orienting histidine 57 in the
correct tautomeric form to accept a proton from serine 195
and stabilizing the positive charge formed on histidine 57
in the transition state. Recently, it has been debated
whether formation of a low-barrier hydrogen bond between
the catalytic aspartate and histidine residues in the reac-
tion transition state is an important feature in the cata-
lytic mechanism of serine proteases (21–25). Although this
issue remains to be resolved, it is evident that interactions
between multiple residues work synergistically to stabilize
the oxyanion transition state formed in the reaction mech-
anism of serine proteases (26).

Cysteine Proteases

The functional roles of cysteine proteases are quite broad,
and members of this enzyme class are found in animals,
plants, bacteria, and viruses. Like serine proteases, hydro-
lysis of amide and ester substrates by cysteine proteases
follows an acyl transfer reaction pathway (equation 1), but
the attacking nucleophile is the thiol group of an active-
site cysteine residue instead of a serine hydroxyl group.

The plant enzyme papain is the most extensively studied
cysteine protease and the first to have its three-
dimensional structure determined (27). It is a globular pro-
tein with the active site located in a cleft at the interface
of two domains. The pH activity profile of papain is a bell-
shaped curve centered about pH 6, with activity dependent
on formation of a thiolate-imidazolium ion pair between
the catalytic residues cysteine 25 and histidine 159. The
loss in activity in the acidic pH range is attributed to pro-
tonation of cysteine 25 with an apparent pKa of 4, whereas
the drop in activity in the basic pH range is attributed to
deprotonation of histidine 159 with an apparent pKa of 8.5
(28). The side chain of asparagine 175 is hydrogen bonded
to the imidazole of histidine 159, forming a cysteine-
histidine-asparagine triad similar to the serine-histidine-
aspartate catalytic triad found in serine proteases. The
functional role attributed to asparagine 175 is that of ori-
enting the imidazole ring of histidine 159. The importance
of this residue for catalysis has been confirmed by screen-
ing of site-specific random amino acid replacements at po-
sition 175 in papain for catalytic activity (29). Glutamine
at position 175 was found to have weak activity whereas
no activity was observed for 11 other amino acids incor-
porated at position 175. Although a complete description
of the acylation and deacylation steps in the reaction path-
way of papain remains to be defined, it is clear there are
significant differences in the mechanisms of cysteine and
serine proteases.

Cysteine proteases have been referred to as activated
enzymes because their thiolate-imidazolium ion pair pres-
ent in the ground state obviates the need for general base-
catalyzed removal of a proton to generate the nucleophilic
thiolate anion in acylation and for general acid catalyzed
proton transfer from histidine 159 during deacylation (30).
A schematic of the reaction pathway for papain is shown
in Figure 3. After formation of the noncovalent enzyme-
substrate Michaelis complex, acylation proceeds via nu-
cleophilic attack of the cysteine 25 thiolate anion on the
carbonyl carbon of the substrate scissile bond. Breakdown
of the tetrahedral transition state into a covalent acyl–
enzyme intermediate is facilitated by rotation of the im-
idazole ring of histidine 159 and general acid-catalyzed
transfer of its proton to the amide nitrogen of the leaving
group. Hydrolysis of the acyl–enzyme intermediate during
deacylation is base catalyzed with transfer of a proton from
a water molecule to histidine 159 to generate the OH-
nucleophile. Until recently, the existence of an oxyanion
transition state in both acylation and deacylation has been
the subject of considerable debate. A putative oxyanion
hole in papain has been described comprising the main
chain amide proton of cysteine 25 and the side chain NH2

group of glutamine 19. Substitution of alanine and serine
for glutamine at position 19 in papain via site-directed
mutagenesis resulted in mutant enzymes having 60- and
600-fold decreases in catalytic efficiency, respectively, com-
pared to wild-type enzyme (31). The effect of these muta-
tions on the catalytic activity of papain are somewhat
smaller than that observed for analogous mutations in the
oxyanion hole of subtilisin. However, these results clearly
demonstrate the importance of oxyanion stabilization in
the reaction mechanism of cysteine proteases.
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Figure 3. Schematic of the reaction mechanism in cysteine proteases. Nucleophilic attack of the
thiolate anion of cysteine 25 on the peptide substrate bound in the substrate binding cleft forms
an acylenzyme intermediate that is then hydrolyzed by a solvent water.

Aspartic Proteinases

The aspartic proteinases are named for the essential
catalytic role of two aspartic acid residues. The three-
dimensional structures for aspartic proteases of mamma-
lian, fungal, and viral origin are quite comparable to each
other. These enzymes are composed of two structurally
similar domains with the active site formed within the cleft
between each domain, much like the active site in cysteine
proteases. Further, each domain contributes one of the two

aspartate residues, aspartate 32 and aspartate 215, criti-
cal for catalysis (residue numbers are from the pepsin
amino acid sequence) (32). The pH activity profile of as-
partic proteinases is a bell-shaped curve, with activity de-
pendent on protonation and ionization of the carboxylate
group of aspartates 32 and 215, respectively. Most aspartic
proteases are active in the range of pH 2 to 4, and in the
past, this class of enzymes was referred to as acid prote-
ases. Renin is one exception where activity is in the pH
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range of 5.5 to 7.5. Inhibition by pepstatin is an important
feature common to all aspartic proteases. Pepstatin, a nat-
ural microbial hexapeptide containing a statine residue, is
believed to be a mimic of the reaction-transition state.
Crystal structures of aspartic proteases with various an-
alogues of pepstatin have provided valuable insight in elu-
cidating the reaction mechanism and for the purpose of
designing inhibitor drug molecules (33).

Unlike serine and thiol proteases, proteolytic cleavage
of peptide bonds by aspartic proteases does not proceed via
a covalent acyl intermediate. A water molecule bound at
the active site between the carboxylates of aspartates 32
and 215 is believed to be the attacking nucleophile. Attack
of the water on the scissile carbonyl is facilitated by the
general base and general acid functions of aspartates 215
and 32, respectively. As shown in Figure 4, the ionized as-
partate 215 abstracts a proton from the water nucleophile,
and aspartate 32 transfers its proton to the carbonyl oxy-
gen. Stabilization of the tetrahedral intermediate is
achieved through hydrogen bonds formed between the
gem-diol and the negatively charged aspartate 32 and be-
tween the aspartate 215 and one of the hydroxyl oxygens.
Breakdown of the intermediate and release of products is
facilitated by transfer of the proton from aspartate 215 to
the amine nitrogen of the leaving group and deprotonation
of the statinelike hydroxyl by aspartate 32. Additional sta-
bilization of the tetrahedral intermediate via hydrogen
bonds from the side chain of tyrosine 75 has also been pro-
posed. Substitution of tyrosine 75 with other amino acid
residues in calf stomach chymosin and Rhizomucor pusil-
lus pepsin by site-directed mutagenesis results in modified
enzymes with dramatically altered catalytic activity, sug-
gesting a critical role of this residue for catalysis, presum-
ably via formation of hydrogen bonds to one of the hydrox-
yls formed in the transition state (34).

Metallopeptidases

The catalytic activity of metallopeptidases is dependent on
the presence of one or two metal ions, most commonly zinc,
bound at the active site. The reaction mechanism for the
two-metal ion enzymes remains to be fully understood, al-
though they clearly comprise a class of metallopeptidases
distinct from that of the single-metal ion enzymes. Signifi-

cant differences in amino acid sequence and tertiary struc-
ture are observed both for single- and two-metal ion me-
tallopeptidases isolated from bacteria, fungi, and higher
organisms. Crystal structures have recently been deter-
mined for three different aminopeptidases having two-
metal ions at their active site (35–37). The identification
of catalytic groups and elucidation of a reaction mecha-
nism for single-metal ion metallopeptidases is based
largely on crystallographic structural analyses of the bac-
terial endopeptidase thermolysin and the pancreatic exo-
peptidase carboxypeptidase A (38). Although the three-
dimensional structures of these two enzymes are very
different, they share a similar orientation of reactive
groups, suggesting convergent evolution of a common re-
action mechanism. Like cysteine and aspartic proteases,
single-metal ion metallopeptidases are typically bilobal
proteins with the active site located at a cleft formed at the
junction of the two domains. Another feature in common
with aspartic proteases is formation of a noncovalent in-
termediate during catalysis, because the attacking nucleo-
phile in the single-metal ion metallopeptidases is a zinc-
bound water molecule.

Figure 5 shows a schematic of the reaction mechanism
for thermolysin. Binding of substrate at the active site dis-
places the water nucleophile toward glutamate 143, with
the carbonyl oxygen of the scissile bond polarized by the
positively charged zinc ion. Glutamate 143 functions as a
proton shuttle during catalysis, similar to the role of his-
tidine in the catalytic triad of serine proteases. General
base-catalyzed transfer of a proton from the nucleophilic
water to glutamate 143 facilitates attack of the hydroxyl
anion on the substrate carbonyl carbon atom. This proton
is then passed to the amide nitrogen of the leaving group.
Not surprisingly, substitution via site-specific mutagenesis
of glutamate 143 with alanine in the metallopeptidase
from Bacillus subtilis results in complete loss of enzyme
activity (39). The negatively charged oxyanion formed in
the transition state is believed to be stabilized via hydro-
gen bonds to the side groups of histidine 231 and tyrosine
157. Replacement of histidine 231 with alanine or phenyl-
alanine by site-specific mutagenesis of the thermolysin-
like endopeptidase isolated from B. stearothermophilus
leads to a large reduction in kcat and little change in KM
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(40). This result is consistent with assigning the role of
transition state stabilization for histidine 231. A similar
effect is obtained where arginine 127 in carboxypeptidase
A, a mammalian exopeptidase, is substituted by site-
specific mutagenesis with either alanine or methionine
(41). The X-ray crystal structure of carboxypeptidase A re-
veals that arginine 127 is located at an active-site position
equivalent to histidine 231 in thermolysin. Stabilization of
the transition state in carboxypeptidase A is achieved via
electrostatic interaction between the oxyanion and the
positively charged guanidinium side group of arginine
127.

BINDING ENERGY IN CATALYSIS

A key feature used for rate acceleration by all four protease
families is lowering of the reaction activation barrier
through stabilization of the tetrahedral intermediate. Re-
moval of the catalytic triad in the serine protease subtilisin
via site-specific mutagenesis leads to an enzyme still ca-
pable of a 1,000-fold enhancement in the rate of peptide
bond hydrolysis compared to the nonenzymatic reaction
(16). Although much of the rate acceleration observed in
the catalytically impaired subtilisin enzyme is likely at-
tributable to the presence of a functional oxyanion hole,
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Serine 221

Histidine 67

Aspartate 32

Figure 6. Close-up X-ray crystal structure view of the tetrapep-
tide succinyl-alanine-alanine-proline-phenylalanine-p-nitroani-
lide (solid dark lines) bound into the substrate binding cleft of
subtilisin BPN�. The catalytic triad residues serine 221, histidine
64, and aspartic acid 32 are also shown. Source: Courtesy of
Dr. Richard Bott, Genencor International Inc.

the contribution of additional binding energy to catalysis
is also possible. The c-hydroxyl group of threonine 220 in
subtilisin has been shown to stabilize the oxyanion tran-
sition state independent of the oxyanion hole (42). In ad-
dition, the role of long-range electrostatic interactions in
subtilisin catalysis has been explored via measurement of
the contribution of charged residues on the enzyme surface
to binding of a transition state analogue inhibitor (43). In-
teraction of the substrate peptide chain with residues
along the protease binding cleft is another source of sta-
bilization energy.

The substrate binding cleft of proteases is often quite
large, with numerous regions of contact, called subsites,
for binding amino acid residues of the polypeptide sub-
strate (44). Figure 6 shows the structure of a peptide sub-
strate bound into the binding cleft of the serine protease
subtilisin. Hydrogen bonding, salt bridge formation, and
hydrophobic interactions between substrate and subsite
residues create significant levels of binding energy impor-
tant in determining substrate specificity and in facilitating
catalysis. The rate of catalysis for the aspartic proteinase
pepsin is observed to increase progressively as the length
of the substrate polypeptide chain increases (45). Dramatic
alterations in the substrate specificity profiles and cata-
lytic activity of numerous proteases have been achieved via

substitution of a limited number of subsite residues by
site-directed mutagenesis (46). Protein structure outside
of the binding cleft has also been found to affect the rate
of peptide bond hydrolysis. For example, a recent site-
specific mutagenesis experiment that altered the substrate
specificity of trypsin to match that of chymotrypsin re-
vealed that in addition to changes in the specificity pocket
of the binding cleft, recruitment was required of two sur-
face loop sequences that do not contact bound substrate
(47). Although a description of the structural mechanism
for how these loops influence catalysis remains to be de-
termined, the importance of long-range enzyme–substrate
interactions for transition-state stabilization is clearly ap-
parent.

FUTURE DIRECTIONS

More than 50 years ago, Linus Pauling proposed that en-
zymes accelerate chemical reactions by providing a flexible
template for binding the transition-state structure of a
substrate molecule rather than its ground state (48). The
structure-activity relationships elucidated from investi-
gations on the reaction mechanisms of proteases provide
an experimental framework that supports Pauling’s theory
on how enzymes catalyze chemical reactions. Although
protease reaction mechanisms are still not completely un-
derstood, it is evident that essential catalytic groups can
be readily identified from X-ray crystallographic and site-
specific mutagenesis studies. The importance of having de-
tailed information about the active-site geometry and
chemical bonds stabilizing the reaction transition state
has been established for the development of inhibitor
drugs to treat protease-related diseases (49). Our knowl-
edge of protease structure and function will also enable the
facile discovery of new proteases from genetic sequence da-
tabases. The amount of genomic information available to
researchers is growing at a fast rate. There are now 45 in-
progress and 20 complete prokaryotic genome sequences,
and 17 in-progress and 1 complete eukaryotic genome
sequences available for analysis on the Internet
(www.mcs.anl.gov/home/gaasterl/genomes.html). Com-
puter searches for homologous sequence alignments and
functional motifs such as metal–ion binding sites can rap-
idly identify protein sequences having similarity to a par-
ticular protease family. Monitoring of expression or genetic
variability of the newly discovered gene via high-density
DNA array technology can further our understanding of
the physiological role of the new protease and its possible
clinical significance (60).

The wealth of information known about protease reac-
tion mechanisms has also led to exciting new applications
of protein engineering in the creation of novel biocatalysts.
For example, the activity of serine proteases for hydrolysis
of amide and ester bonds can be modified by altering their
active site structure via chemical modification or site-
specific mutagenesis (51–55). Such a change in reaction
specificity minimizes product degradation in protease-
catalyzed peptide synthesis reactions. Incorporation of se-
lenium at the active center of subtilisin results in an en-
zyme having significant peroxidase activity (56). More
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recently, a protease having novel specificity was created
via incorporating the catalytic triad of serine proteases
into the substrate binding site of a nonprotease enzyme
(57). The success of these and other experiments with pro-
teases demonstrate the feasibility of redesigning the struc-
ture of a protein to produce a catalytic activity or specificity
unobtainable from a naturally occurring enzyme.
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INTRODUCTION

Pseudomonads are known to be widely encountered in na-
ture, occupying niches ranging from contaminated soil to
infected mammalian tissues. The extraordinary metabolic
versatility of these species has been noticed since the early
days of their study (1,2), probably because of the capability
of many pseudomonads to share and acquire genetic infor-
mation required to degrade a large number of compounds
(3,4).

Because of the wide variety of degradation reactions
and metabolic pathways existing in nature, it is not sur-
prising that screening programs have led to the isolation
of numerous bacterial strains, capable of using countless
substrates. Interestingly, many substrates that can be de-

graded by Pseudomonas species include not only water-
soluble chemicals but also highly hydrophobic and toxic
compounds. The observation that (partially) purified en-
zymes and even intact cells can be efficiently used in
mixed-solvent systems or in the presence of anhydrous sol-
vents has led to widespread study and application of bio-
catalysts in organic synthesis during the past two decades.

The growing demand for optically pure drugs and agro-
chemicals, devoid of enantiomeric ballast, and the im-
provement of chemical catalysts have initiated develop-
ment toward enantiospecific synthesis routes for chiral
substances. However, the production of enantiopure prod-
ucts using chemical catalysts is not always feasible, and
alternative chemical routes usually tend to be tedious, in-
volving costly and dirty process steps. Therefore, biocatal-
ysis exploiting the enzymatic activity of cells evolved in
nature presents a valuable tool, with a large economical
potential, for organic synthesis (Fig. 1).

BIOSYNTHESIS

A well-known biotechnological production process for a
natural compound on an industrial scale with the help of
Pseudomonas strains is the production of vitamin B-12 by
P. denitrificans (7), which is especially efficient in media
(such as beet molasses) that are rich in betaine (8,9). The
production of vitamin B-12 by methylotrophic Pseudo-
monas sp. AM-1 on the cheap carbon source methanol (10)
has not been able to replace the successful original indus-
trial process (7).

Microbial polysaccharides are important biotechnolog-
ical products that have found applications in the food, ag-
ricultural, and chemical industries (11–13). Exopolysac-
charide production is common to P. fluorescens, P. putida,
P. aeruginosa, P. cepacia, and other Pseudomonas (14–16).
These compounds are believed to serve as a defense mech-
anism against the host immune system and as protection
against bacteriophages or dehydration. Plant pathogens
may use it as an anchoring material (17). Surfactants ex-
creted by hydrocarbon degrading species improve the mo-
bilization and bioavailability of mineral oils in soil (18,19).

The production of Pseudomonas exopolysaccharides
such as alginate from P. aeruginosa and gellan gum from
P. elodea have been commercialized, but these polysaccha-
rides have not reached the level of application of xanthan
gum, the principally used microbial polysaccharide from
Xanthomonas campestris (17). The role of alginates in cys-
tic fibrosis has triggered numerous scientific efforts to elu-
cidate the molecular biology of their synthesis (20–22),
which may well result in more efficient ways to produce
this polysaccharide that is frequently applied to immobi-
lize cells and enzymes in biotransformation procedures.

Other biopolymers that are of industrial importance are
the bacterial polyesters: poly-3-hydroxyalkanoates (23,24).
These biopolymers are biodegradable and provide an en-
vironmentally friendly alternative to common plastics. The
commercialization of Biopol, a poly-3-hydroxybutyrate-
poly-3-hydroxyvalerate copolymer from Alcaligenes eutro-
phus by Zeneca (ICI) has been realized (25), and the de-
velopment of other biodegradable plastics is underway.
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Figure 1. Synthesis of variously substituted cis-dihydrodiols by P. putida and several examples
of complex molecules made using this synthon (5,6).

Poly-3-hydroxyalkanoates from P. oleovorans (26), an
alkane-degrading microorganism (27,28), are of particular
interest, because these bacterial polyesters can be pro-
duced with variable side groups, depending on the
(co)substrate added to the culture (24,29,30). Biopolymers
with variable-length side chains, unsaturated side chains,
and aromatic pendant groups have been produced by this
microorganism (24), but large-scale commercial applica-
tion of these medium-chain-length poly-3-hydroxyalka-
noates has yet to be realized.

BIOTRANSFORMATIONS

The use of enzymes in biocatalytic processes, either in (par-
tially) purified form or in whole cell systems, is not evenly
distributed over the different enzyme classes, defined by
the Nomenclature Committee of the International Union
of Biochemistry and Molecular Biology (formerly Enzyme
Committee [EC]) (31).

Biocatalysts based on the hydrolases (EC class 3) are
most used in synthetic reactions, because these enzymes
are cofactor independent; are often secreted from the cells
into the extracellular medium, facilitating their isolation,
and in some cases are commercially available. Further-
more, many hydrolases have been shown to maintain their
activity in media containing bulk amounts of hydrophobic,
organic solvents. Oxidoreductases (EC class 1) are rela-
tively complex enzymes that require cofactors and fre-
quently consist of more than one protein component and

are therefore mostly used as whole cell biocatalysts. De-
spite their complexity and difficulty of handling, these bio-
catalysts are important tools by virtue of their regio- and
stereoselectivity. The enzymes that catalyze addition–
elimination reactions, lyases (EC class 4), are underrepre-
sented in biotransformations, although some biocatalysts
of this type are used on a large scale in industrial appli-
cations, such as for the production of acrylamide (32). The
development of biocatalysts that catalyze group transfer
reactions (transferases, EC class 2) or isomerizations
(isomerases, EC class 5) as well as ligase-based biotrans-
formation reactions (EC class 6) is in a relatively early
stage, with few realized industrial applications. Enzymes
of these classes generally are highly substrate specific,
which makes them less suited for wide-range biocatalytic
applications.

Redox Reactions

Oxidation and reduction reactions catalyzed by oxidore-
ductases require cofactors, such as NAD(P)� or NAD(P)H,
as electron acceptors or donors. Because the addition of
cofactor to an enzyme reaction mixture in stoichiometric
quantities is economically unfeasible, oxidative and reduc-
tive bioconversions are usually performed using whole cell
cultures, where metabolically active cells efficiently recycle
the cofactor. However, recent developments of efficient in
situ cofactor regeneration systems (5,33) have stimulated
the use of dehydrogenases in enzymatic biocatalyses.
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Useful oxidoreductases encompass predominantly de-
hydrogenases, which catalyse the addition or elimination
of hydrogen, and oxygenases, catalyzing the direct incor-
poration of molecular oxygen into organic molecules.
Known hydrogenation reactions catalyzed by pseudomo-
nads include the reduction of various aliphatic, cyclic, and
aromatic ketones and aldehydes (34–36). Pseudomonas-
catalyzed oxidations of hydroxy groups have been reported
for substrates such as morphine, codeine, and (S)-malic
acid (37,38).

Monooxygenases are a class of oxygenases that catalyze
the addition of single oxygen atoms introducing hydroxy
groups or epoxy moieties to aliphatic and olefinic com-
pounds as well as aromatic rings. Additional reactivities
include Baeyer-Villiger reactions, sulfoxidation reactions,
and oxidative dehalogenations (5,39). The former two re-
action types appear as promising alternatives to chemical
synthesis pathways because of their (stereo-) specificity.
Monooxygenase-catalyzed dehalogenation reactions per-
formed by pseudomonads have not proved useful for syn-
thetic biotransformation reactions. On the other hand,
these reactions are of importance for biodegradation pur-
poses.

Dioxygenases, a second class of oxygenases, drive the
dihydroxylation of aromatic compounds to optically active
cis-diols (Fig. 1). Often, these monooxygenase and
dioxygenase-catalyzed hydroxylation reactions represent
the initial steps in microbial degradation pathways of or-
ganic compounds. With the necessary genes in hand, re-
combinant strains have been developed that catalyze these
initial oxidation reactions only, without further degrada-
tion, yielding specifically oxidized organic bioconversion
products (40,41).

Generally, these enzyme systems possess a broad sub-
strate range as well as a high regio- and stereospecificity
(Fig. 2). In addition, different enzyme systems have been
shown to ideally complement each other, such as the al-
kane hydroxylase system (EC 1.14.15.3) from P. oleovorans
(43) and xylene oxygenase (EC 1.14.15.-) from P. putida
mt-2 (44). For example, xylene oxidizes pendant methyl
groups on aromatic rings (45), whereas alkane hydroxylase
does not accept toluene derivatives as substrates but will
introduce a terminal hydroxy group on ethyl side chains
(46,47).

Because of their versatility and specificity, these en-
zyme systems represent valuable biocatalysts for the syn-
thesis of chiral organic compounds, and they are being ex-
ploited in industrial applications for the production of fine
chemicals (48,49) and pharmaceuticals (50).

Group Transfer Reactions

Transferases catalyze group transfer reactions. Although
some acyltransferases, alkyltransferases, amino transfer-
ases, glycosyl transferases and phosphoryl transferases
have found their way into biocatalytic processes, the ap-
plication of transferases from pseudomonads on an indus-
trial scale is rare.

Transferase-catalyzed reactions reported in the aca-
demic and patent literature include amino- (51,52),
glycosyl- (53,54), and phospho-transfer reactions (55). The

alkyl transfer reaction for the formation of L-serine from
the achiral amino acid glycine and methanol was realized
using serine hydroxymethyl transferase (EC 2.1.2.1) from
Pseudomonas MS31, depicted in Figure 3 (56).

Hydrolyzations

Most industrial and laboratory enzyme processes are
based on hydrolases. These enzymes do not use cofactors,
usually consist of one catalytic component, and are readily
available from commercial suppliers. Furthermore, the
ability of hydrolases to catalyze synthesis reactions in non-
aqueous environments has been thoroughly investigated
and has provided paths to synthesize complex esters and
amides.

Processes with pseudomonad hydrolases include reac-
tions for the cleavage of ester, amide, and glycosidic bonds,
the hydrolysis of epoxides to diols and nitriles to carboxylic
acids, and the dehalogenation of chlorinated organic com-
pounds (5,57). Their principle value lies in their contribu-
tion to the enantiopure synthesis of chemicals, often
achieved by resolving racemic starting compounds or in-
termediates readily obtained from inexpensive precursors
by chemical synthesis (Fig. 4). Also, many enzymatic re-
actions proceed under milder conditions and produce less-
hazardous waste products compared to the chemical re-
action alternative (5), which explains why especially
nitrilases are chosen even when chemo-, regio- or enantio-
selectivity is not required for the synthesis of carboxylic
acids from nitriles.

Hydrolytic reactions catalyzed by Pseudomonas en-
zymes are used as intermediate steps in various industrial
processes for the synthesis of compounds such as natural
and unnatural amino acids and peptides, organic acids, al-
cohols, and esters. Applications of these products range
from food additives and agrochemicals to pharmaceuticals,
including antibiotics, anticancer drugs, anti-inflammatory
drugs, and b-blockers.

Lipases are the most applied hydrolases in biotransfor-
mations because these enzymes are highly enantioselec-
tive and are readily available from commercial suppliers.
The pseudomonads are particularly rich in catalytically
useful lipases. Lipases (EC 3.1.1.3) from P. fluorescens,
Pseudomonas sp., P. cepacia, and P. aeruginosa have been
and continue to be major players in the field of enantio-
selective ester hydrolysis and esterification reactions with
technical or commercial applications (59–61). (Fig. 5)

Interestingly, proteases (EC 3.4.-.-) from pseudomonads
have not received much attention, and they are hardly
commercially available, although these hydrolytic en-
zymes obtained from other sources (e.g. subtilisin, chy-
motrypsin, papain) are very frequently used in many in-
dustrial and laboratory applications.

The discovery that many hydrolytic enzymes function
well in organic solvents has lead to an even broader appli-
cation spectrum of these biocatalysts, because it is possible
to use substrates and to produce products unstable in wa-
ter systems, and synthesis reactions have become feasible
in low-water systems by eliminating the hydrolytic reac-
tion dominant in aqueous media (62). For example lipases
can be directed to catalyze esterifications or transesterifi-



2226 PSEUDOMONAS, PROCESS APPLICATIONS

Figure 2. Substrate range of the alkane
hydroxylase system (EC, 1.14.15.3) (42).
Examples of the classes of substrates are
shown. 1, C6–C14 alkanes to correspond-
ing 1-alkanols; 2, C6–C12 fatty acids to x-
hydroxy fatty acids; 3, cyclohexane to
cyclohexanol; 4, C3–C12 1-alkenes to 1,2-
epoxyalkanes; 5, 1-octene to 1-octanal; 6,
1-octanol to 1-octanal; 7, methyl hexyl
thioether to corresponding sulfoxide (and
heptylthiol); 8, branched ethers to al-
cohol (demethylation); 9, diallyl ether to
corresponding epoxide; 10, ring-substi-
tuted allylbenzene to 3-phenyl-1,2-epoxy-
propane; 11, ring-substituted allyl phenyl
ethers to corresponding epoxides; 12,
substituted allyl benzyl ethers to corre-
sponding epoxides; 13, (R,S)-trans-2-
phenyl-1-methylcyclopropane to 1-phenyl-
3-butene-1-ol; 14, toluene to benzylalcohol;
15, ethylbenzene to 2-phenylethanol; 16,
ethyl-substituted heterocyclic 5- and 6-
membered aromatic rings to corresponding
alcohols.
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cation reactions such as acylation or alcoholysis. Increased
conformational and thermal stability of water-soluble en-
zymes in hydrophobic solvents allows features such as mo-
lecular imprinting, by lyophilizing the enzyme from an
aqueous solution at an ideal pH or in the presence of the
preferred substrate, enzyme activity and specificity can be
influenced (63).

Addition and Elimination Reactions

Lyases catalyze additions to double bonds or eliminations
that generate double bonds and are specific for carbon–
carbon, carbon–oxygen, carbon–nitrogen, carbon–sulfur,
carbon–halide, or phosphorus–oxygen bonds. A strong en-
antioface discrimination during addition reactions is typ-
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ical of lyases, and lyase-catalyzed eliminations are as a
rule also highly enantioselective, which makes them useful
tools for chiral synthesis (64). Unfortunately, most lyases
have a narrow substrate spectrum, which limits the appli-
cability of these enzymes in biocatalytic processes (5).

Nevertheless, a number of industrial applications
exploiting Pseudomonas lyases do exist (57). These include
aminolyases for the synthesis of the artificial sweetener
aspartame, L-aspartyl-L-phenylalanine methyl ester
(51,65,66); carnitine hydrolyase (EC 4.2.1.89), containing
whole cells of Pseudomonas sp. used by Lonza to produce
the food additive L-carnitine (67,68), and haloyases, used
for the synthesis of D-cysteine derivatives, important
building blocks for the semisynthetic production of ceph-
alosporin, (S)-carboxymethxy-D-cysteine. Originally, the
hydrolyase acrylonitrile hydrolase from P. chlororaphis

B23 (EC 4.2.1.84) was used as a catalyst for the production
of acrylamide from acrylonitrile by the Nitto company on
a scale of 30,000 tons per year (59), but since 1991 R. rho-
dochrous J1 has been used for production because of its
superior reaction characteristics (69).

Isomerizations

Amino acid racemases (EC 5.1.1.10) catalyze the intercon-
version of D- and L-amino acids and play an important role
in the industrial production of some amino acids, because
racemization of the undesired or nonconverted enantiomer
makes a 100% yield of the desired enantiomer attainable
(59). In a number of processes, multienzyme reaction
mixtures that include racemases have been used for the
stereoselective synthesis of various amino acids (70,71)
(Fig. 6).

The use of carbohydrate isomerases from pseudomo-
nads is limited, but some processes have been described
for the synthesis of fructose, mannose, and psicose
(53,72,73).

Ligations

Ligases catalyze the joining of two molecules at the ex-
pense of the hydrolysis of a high-energy phosphate bond
and are of particular use in molecular biology. In the bio-
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transformation field, however, these enzymes are applied
to a very limited extent (31).

Phenyl acetyl CoA ligase (EC 6.2.1.21) from P. putida
M has been used in conjunction with Penicillum chryso-
genum acyl-CoA:6-APA acyltransferase to produce a vari-
ety of penicillin analogues (74). Because of the wide sub-
strate range of the enzymes involved (75), this system
allows the in vitro synthesis of a wide variety of b-lactam
antibiotics such as 3-furylmethylpenicillin and several
ketoalkylpenicillins (76,77).

BIOPROCESS TECHNOLOGY

Toxicity of Apolar Organic Solvents

Many substrates and products involved in biosynthesis
and biotransformation reactions inhibit the catalytic activ-
ity of cells or enzymes above critical concentrations. Which
organic solvents cause inhibitory effects is most reliably
predicted by the logarithm of the octanol-water partition-
ing coefficient (logP) (78). In general, complete biocatalyst
inhibition is observed when apolar compounds with a logP
below 2 are added to liquid cell suspension cultures at or
above water-saturating concentrations. Above values of 4
to 5, inhibitory effects are markedly reduced. Gram-
positive bacteria, which remain active in the presence of
solvents with logP values above 4.5 to 6, show a higher
sensitivity to solvents than Gram-negative bacteria, of
which Pseudomonas species belong to the most resistant,
where growth is observed in the presence of solvents with
logP values as low as 3 (79–81).

Unless specific interactions with enzymes exist that
limit growth, apolar chemicals generally harm cells as a
result of their partitioning into the cell membrane bilayers.
As a consequence, higher membrane fluidity and perme-
ability results, leading to the loss of cell functionality and
eventually cell lysis (82–84).

To withstand the exposure to organic solvents, cells re-
act by increasing their membrane hydrophobicity and by
decreasing membrane fluidity. The latter compensates the
fluidizing effects of solvent molecules intercalated in the
lipid bilayers, whereas changes in hydrophobicity have
been observed to reduce the partitioning of solvents to the
membranes (85,86). These effects are achieved by the in-
corporation of longer C18 fatty acids and proteins into the
cell membrane, by modulation of the ratio between satu-
rated and unsaturated fatty acids, by changes in the phos-

pholipid composition, and by conversion of cis-unsaturated
fatty acids to their trans-isomers (87–90). For a compre-
hensive review on the subject of cellular adaptation to or-
ganic solvents, see the work by Weber and de Bont (91).

Strain selection (92,93) and genetic engineering (94–96)
are increasingly providing strains with improved resis-
tance against elevated concentrations of organic chemi-
cals. Alternative strategies to minimize cell damage and
growth inhibition include cell immobilization (97–99). A
range of carrier materials has been used with cells either
adsorbed to the surface or entrapped within beads and
gels. Examples of such materials are Celite, calcium algi-
nate, j-carrageenan, polyurethane, polyacrylamide, sili-
con, and chitosan (100,101). However, it must be consid-
ered that cell immobilization introduces an additional
diffusion barrier, which can lead to mass transfer limita-
tions (102).

Despite these advances, special procedures during bio-
process operations are nevertheless required to avoid toxic
effects by harmful substrates and products when high
productivities and high final product titers are to be at-
tained in commercial applications. Strategies to attain this
goal are described in the next section.

Controlled Substrate Feed

To avoid substrate inhibition, it is necessary to feed toxic
starting compounds to a cell culture or an enzyme-
containing reaction mixture in a controlled way, at a rate
that avoids substrate accumulation to inhibitory levels.
This is achieved either by supplying volatile compounds
via the gas phase (103,104) or via controlled liquid feeds
(105,106) in laboratory as well as production-scale reac-
tors.

An alternative way—limited to laboratory studies—to
eliminate substrate inhibition is to add toxic starting ma-
terial dissolved in apolar carrier solvents, such as hexa-
decane and other high logP solvents. Because hydrophobic
substrates mainly partition into the apolar solvent, they
are less exposed but still well available to the biocatalyst
residing in the aqueous phase of the two-liquid phase mix-
ture (Fig. 7). Thus, higher quantities of toxic material can
be added to the reaction mixture without encountering in-
hibitory effects. An example where such a two-liquid phase
operation may in the future be scaled up for production
purposes is the biosynthesis of functionalized poly-3-
hydroxyalkanoates (PHA) from toxic precursors (24,107).
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Figure 7. Micrograph of two-liquid phase medium. P. oleovorans
cells (dark rods) are suspended throughout the continuous aque-
ous phase. The organic solvent n-octane is dispersed as fine drop-
lets, with an average diameter in the order of 10 lm.

These precursors must be present in concentrations below
inhibiting levels, but above limiting concentrations, be-
cause cells accumulate PHA as a carbon storage material
only in abundance of the carbon source (108). Because the
second liquid phase will buffer fluctuations of substrate
uptake rate, as a result of continuously varying substrate
uptake rates in batch and fed-batch processes, concentra-
tions should be controlled more easily within the required
narrow range.

In Situ Product Extraction

To obtain high titers of toxic or inhibitory products, it is
necessary to continuously remove product from the reac-
tion vessel. Depending on the nature of the product and
the bioprocess involved, various methods are feasible.

Two-Liquid Phase Operation. By operating a two-liquid,
aqueous-organic phase system, it is possible to continu-
ously extract hydrophobic products formed by the biocat-
alyst residing in the aqueous phase (Fig. 7). As a result,
cells and enzymes see less of the toxic products accumu-
lating mainly in the organic phase during the course of the
bioprocess, thus enabling higher final product titers to be
attained. Compounds successfully produced in such in situ
extraction processes include aliphatic and aromatic epox-
ides (41,109,110), alcohols (111,112) optically pure deriv-
atives of citronellol (113) and organic acids (114). These
biotransformations have been limited to laboratory scales;
however, various industries are developing related pro-
cesses.

Model studies have shown that the extractant can be
separated from the aqueous phase by thermal and physical
means (115) or, as recently developed, by continuously re-
moving the organic solvent from the reaction mixture dur-
ing the biotransformation step by in situ centrifugation
(116). Product isolation and purification from the organic

phase proceeds via conventional, chemical downstream
processing techniques (117,118).

Solid Phase Extraction. Solid adsorbents have been suc-
cessfully used to recover small molecules such as acetone,
butanol, terpenes, aromatic amino acids, and steroids from
fermentation broth. In these procedures, cells are first re-
moved from the medium (119,120) or they are immobilized
on solid carrier material (121). Solid adsorbent in situ re-
covery procedures have also been used in the presence of
living cells, for example, to achieve enhanced production of
antibiotics by streptomycetes (122), or mycobacteria (123).
The addition of solid adsorption material such as XAD-4
to cultures was especially useful for adsorption of alkaloids
from plant cell cultures (124–126). Solid adsorbents can be
added into the bioreactor either directly or separated from
the cells by a membrane. Alternatively, culture medium
can be cycled from the bioreactor via an external loop
through a packed or fluidized adsorption bed (127).

Membrane Separation. When using (partly) purified en-
zymes in biotransformation processes, it is often important
to recycle the biocatalyst to optimize productivity and to
minimize operation costs. This may be achieved by im-
mobilizing the enzymes to a solid support and filtering the
reaction mixture either continuously during the biotrans-
formation reaction or batchwise at the end of the biocon-
version step. Alternatively, soluble enzymes may be used
in a homogeneous reaction mixture with ultrafiltration
membranes used to separate the high molecular weight
enzymes from the low molecular weight metabolites (128).

In oxidoreductase catalyzed-reactions, cofactors such as
NAD(P)� and NAD(P)H are required as electron acceptors
or donors. Because the addition of these metabolites in
stoichiometric amounts is uneconomical, they must be re-
generated. This can be achieved by supplementing the re-
action mixture with a second enzyme, which catalyzes a
redox reaction running in the opposite direction (129). For
example, formate dehydrogenase (EC 1.2.1.2) added to-
gether with formate catalyzes the oxidation to carbon di-
oxide, thereby recycling the electron acceptor NAD� to
NADH, which can again donate electrons to the desired
enzymatic reaction (35). Because the native cofactor per-
meates through ultrafiltration membranes, NAD has been
covalently bound to a water-soluble polymer, such as
poly(ethylene glycol) (PEG).

OUTLOOK

Ongoing studies to elucidate anabolic and catabolic path-
ways and to characterize the enzymes that catalyze the
individual reactions will, together with a multitude of
screening programs, undoubtedly lead to further discov-
eries and applications of new and useful biotransformation
reactions. In this process, genetic engineering will con-
tinue to play an important role for the characterization of
enzymes as well as their production by cultures of cloned
enzyme producing organisms. Genetically engineered
whole cell biocatalysts can be beneficial when undesired
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side reactions of the host organism hamper a process and
when space and time yields are insufficient. Modern tech-
niques promise to allow an even more effective construc-
tion of biocatalytically active cell strains than is achieved
today. By exerting a more sophisticated control over en-
zyme expression and regulation as well as by designing
whole cell biocatalysts containing genetic information from
various sources, whole cell biocatalysts tailor-made for
specific processes will evolve.

New process technologies, useful for biotransformation
reactions, that have been developed during recent years
include in situ product removal (127), membrane reactor
systems (128), and two-liquid phase bioprocesses (130).
These techniques significantly widen the potential of
biocatalysis, opening applications involving cofactor-
dependent enzyme processes, bioconversions of toxic com-
pounds, and syntheses of organic molecules in organic me-
dia. Thus, reactions catalyzed by biological systems, which
formerly were restricted to the field of chemistry, have be-
come feasible. Chemistry and biology are moving together
to provide interchangeable tools for the efficient production
of important chemicals useful in diverse applications in
medicine, agriculture, and nutrition.

BIBLIOGRAPHY

1. L.E. den Dooren de Jong, Ph.D. Thesis, Leiden University,
The Netherlands, 1926.

2. R.Y. Stanier, N.J. Palleroni, and M. Doudoroff, J. Gen. Mi-
crobiol. 43, 159–271 (1966).

3. B. Holloway, M. Escuadra, A. Morgan, R. Saffery, and V.
Krishnapillai, FEMS Microbiol. Lett. 100, 101–105 (1992).

4. J.R. van der Meer, FEMS Microbiol. Rev 15, 239–249 (1994).
5. K. Faber, Biotransformations in Organic Chemistry,

Springer, Berlin, 1997.
6. T. Hudlicky, H.F. Olivo, and B. McKibben, J. Am. Chem. Soc.

116, 5108–5115 (1994).
7. J. Florent, in H.-J. Rehm, and G. Reed, eds., Biotechnology,

vol. 4, VCH Verlaggesellschaft, Weinheim, Germany, 1986,
pp. 117–158.

8. Y.H. Fa, J.P. Kusel, and A.L. Demain, Appl. Environ. Micro-
biol. 47, 1067–1069 (1984).

9. J.P. Kusel, Y.H. Fa, and A.L. Demain, J. Gen. Microbiol. 130,
835–841 (1984).

10. Y. Tsuchiya, and N. Nishio, J. Ferment. Technol. 58, 485–487
(1980).

11. J.D. Desai and I.M. Banat, Microbiol. Mol. Biol. Rev. 61, 47–
64 (1997).

12. V.J. Morris, Agro Food Industry Hi-Tech 3, 3–8 (1992).
13. I.W. Sutherland, Biotechnology of Microbial Exopolysacchar-

ides, Cambridge Univ. Press, Cambridge, U.K. 1991.
14. D.G. Allison and M.J. Goldsbrough, J. Basic. Microbiol. 34,

3–10 (1994).
15. A.M. Marques, I. Estanol, J.M. Alsina, C. Fuste, and D.

Simon-Pujol, Appl. Environ. Microbiol. 52, 1221–1223
(1986).

16. I.W. Sutherland, E. Conti, A. Flaibani, and M. O’Regan, Mi-
crobiology 140, 1125–1132 (1994).

17. A.N. Glazer, and H. Nikaido, Microbial Biotechnology: Fun-
damentals of Applied Microbiology, Freeman, New York,
1995.

18. D.S. Francy, J.M. Thomas, R.L. Raymond, and C.H. Ward,
J. Ind. Microbiol. 8, 237–245 (1991).

19. Y. Zhang, and R.M. Miller, Appl. Environ. Microbiol. 61,
2247–2251 (1995).

20. V. Deretic, D.W. Martin, M.J. Schurr, M.H. Mudd, N.S. Hib-
ler, et al., Biotechnology 11, 1133–1136 (1993).

21. L.O. Martins and I. Sa-Correia, Enzyme Microbial Technol.
13, 385–389 (1991).

22. M.J. Schurr, D.W. Martin, M.H. Mudd, and V. Deretic, J.
Bacteriol. 176, 3375–3382 (1994).

23. A.J. Anderson and E.A. Dawes, Microbiol. Rev 54, 450–472
(1990).

24. A. Steinbüchel, and H.E. Valentin, FEMS Microbiol. Lett.
128, 219–228 (1995).

25. Eur. Plastic News 12, 38 (1985).

26. M.J. de Smet, G. Eggink, B. Witholt, J. Kingma and H. Wyn-
berg, J. Bacteriol. 154, 870–878 (1983).

27. R.D. Schwartz, Appl. Microbiol. 25, 574–577 (1973).

28. R.D. Schwartz, and C.J. McCoy, Appl. Microbiol. 26, 217–
218 (1973).

29. R.G. Lageveen, G.W. Huisman, H. Preusting, P. Ketelaar, G.
Eggink, and B. Witholt, Appl. Environ. Microbiol. 54, 2924–
2932 (1988).

30. R.W. Lenz, Y.B. Kim, and R.C. Fuller, FEMS Microbiol. Rev.
103, 207–214 (1992).

31. WWW site http://alpha.gmw.ac.uk/˜ugca000/iupac/
enzyme.

32. Eur. Pat. 93782 (1983), H. Yamada, and Y. Tani.

33. C. Wandrey, and B. Bossow, Biotechnol. Bioind. 3, 8–13
(1986).

34. C.W. Bradshaw, H. Fu, G.J. Shen, and C.H. Wong, J. Org.
Chem. 57, 1526–1532 (1992).

35. W.O. Pat. 9318138 (Sept. 16, 1993) M.R. Kula and J. Peters,
(to Forschungszentrum Juelich GmbH).

36. S. Shimizu, and H. Yamada, J. Syn. Org. Chem. Japan 49,
52–70 (1991).

37. M. Deamici, C. Demicheli, G. Molteni, D. Pitre, G. Carrea,
S. Riva, S. Spezia, and L. Zetta, J. Org. Chemistry 56, 67–72
(1991).

38. S.I. Suye, S. Yokoyama, and A. Obayashi, J. Ferment. Bioeng.
68, 301–304 (1989).

39. D.B. Janssen, F. Pries, and J.R. Vanderploeg, Annu. Rev. Mi-
crobiol 48, 163–191 (1994).

40. N. Mermod, J.L. Ramos, and K.N. Timmis, J. Bacteriol. 167,
447–454 (1986).

41. M.G. Wubbolts, O. Favre-Bulle, and B. Witholt, Biotechnol.
Bioeng. 52, 301–308 (1996).

42. J.B. van Beilen, Ph.D. Thesis, Rijksuniversiteit Groningen,
1994.

43. M. Lee and A.C. Chandler, J. Bacteriol. 41, 373–386 (1941).

44. D.A. Kunz and P.J. Chapman, J. Bacteriol. 146, 179–191
(1981).

45. M.G. Wubbolts, P. Reuvekamp, and B. Witholt, Enzyme Mi-
crob. Technol. 16, 608–615 (1994).

46. J.B. van Beilen, J. Kingma, and B. Witholt, Enzyme Microb.
Technol. 16, 904–911 (1994).

47. M.G. Wubbolts, R. Noordman, J.B. van Beilen, and B. With-
olt, Recl. Trav. Chim. Pays-Bas 114, 139–144 (1995).

48. A. Kiener, Angew. Chem., Int. Ed. Engl. 31, 774–775 (1992).

49. A. Kiener Chemtech 31–35 (Sept. 1995).



PSEUDOMONAS, PROCESS APPLICATIONS 2231

50. J.B. Johnston, and V. Renganathan, Enzyme Microb. Tech-
nol. 9, 706–708 (1987).

51. Eur. Pat. 289,846 (Nov. 9, 1988), R. Marquardt, J. Then, B.
Braeu, P. Praeve, and G. Woehner, (to Hoecst).

52. H.I. Rhee, K. Murata, and A. Mimura, Agric. Biol. Chem. 51,
1701–1702 (1987).

53. U.S. Pat. 5,049,494 (Sept. 17, 1991), P. Allenza, (to Allied-
Signal Inc.)

54. S. Maruo, H. Yamamoto, M. Toda, N. Tachikake, M. Kojima,
and Y. Ezure, Biosci. Biotechnol. Biochem. 57, 499–501
(1993).

55. J. Alvarez-Jacobs, D. Court, and G. Guarneros, Biotechnol.
Lett. 12, 425–430 (1990).

56. M. Watanabe, Y. Morinaga, and H. Enei, J. Ferment. Technol.
65, 617–620 (1987).

57. M.G. Wubbolts, submitted for publication.

58. S. Takahashi, Hakko Kogaku Kaishi 61, 139–151 (1983).

59. K. Drauz and H. Waldmann, Enzyme Catalysis in Organic
Synthesis: A Comprehensive Handbook. VCH Verlagsgesells-
chaft, Weinheim, Germany, 1995.

60. K.E. Jaeger and S. Wohlfarth, Bioengineering 9, 39–46
(1993).

61. F. Theil, Chem. Rev. 95, 2203–2227 (1995).

62. A.L. Gutman and M. Shapira, Adv. Biochem. Eng. Biotech-
nol. 52, 87–128 (1995).

63. J.S. Dordick, Curr. Opin. Biotechnol. 2, 401–407 (1991).

64. J. van der Werf, W.J.J. van den Tweel, J. Kamphuis, S. Hart-
mans, and J.A.M. de Bont, Trends Biotechnol. 12, 95–103
(1994).

65. J.S. Takagi, R. Fukunaga, M. Tokushige, and H. Katsuki, J.
Biochem. 96, 545–552 (1984).

66. Eur. Pat. B 1 0102529 (May 10, 1989), H. Tuneo, T. Hisao,
and I. Tatsuo, (to Toso Corp.).

67. G.H. Kulla, Chimia 86, 295–323 (1991).

68. Eur. Pat. 410,430 (Jan. 30, 1991), F. Hocks (to the Lonza AG,
Gampel/Wallis, Switzerland).

69. T. Nagasawa, H. Shimizu, and H. Yamada, Appl. Microbiol.
Biotechnol. 40, 189–195 (1993).

70. K.I. Ishiwata, M. Fukuhara, M. Shimada, N. Makiguchi, and
K. Soda, Biotechnol. Appl. Biochem. 12, 141–149 (1990).

71. U.S. Pat. 4,605,625 (Aug. 12, 1986), H. Yamada, S. Shimizu,
and S. Shiozaki, (to Nippon Zeon).

72. H. Itoh, T. Sato, and K. Izumori, J. Ferment. Bioeng. 80, 101–
103 (1995).

73. Y. Takasaki, K. Hinoki, Y. Kataoka, S. Fukuyama, and N.
Nishimura, J. Ferment. Bioeng. 76, 237–239 (1993).

74. H. Martinez-Blanco, A. Reglero, J. Martin-Villacorta, and
J.M. Luengo, FEMS Microbiol. Rev. 72, 113–116 (1990).

75. M. Fernandez-Valverde, A. Reglero, M.-B. H., and J.M.
Luengo, Appl. Environ. Microbiol. 59, 1149–1154 (1993).

76. M.A. Ferrero, A. Reglero, H. Martinez-Blanco, M.
Fernandez-Valverde, and J.M. Luengo, Antimicrob. Agents
Chemother. 35, 1931–1932 (1991).

77. H. Martinez-Blanco, A. Reglero, and J.M. Luengo, J. Anti-
biotics 44, 1252–1258 (1991).

78. C. Laane, S. Boeren, K. Vos, and C. Vergeer, Biotechnol.
Bioeng. 30, 81–87 (1987).

79. A. Inoue and K. Horikoshi, J. Ferment. Bioeng. 71, 194–196
(1991).

80. A.N. Rajagopal, Enzyme Microb. Technol. 19, 606–613
(1996).

81. M. Vermue, J. Sikkema, A. Verheul, R. Bakker, and J.
Tramper, Biotechnol. Bioeng. 42, 747–758 (1993).

82. Q. Chen, A. Nijenhuis, H. Preusting, J. Dolfing, D.B. Jans-
sen, and B. Witholt, Enzyme Microb. Technol. 17, 647–652
(1995).

83. J. Sikkema, J.A.M. de Bont, and B. Poolman, J. Biol. Chem.
269, 8022–8028 (1994).

84. J. Sikkema, J.A.M. de Bont, and B. Poolman, Microbiol. Rev.
59, 201–222 (1995).

85. M.C. Antunes-Madeira, and V.M.C. Madeira, Biochim. Bio-
phys. Acta 901, 61–66 (1987).

86. M.A. Ascon-Cabrera and J.M. Lebeault, J. Ferm. Bioeng. 80,
270–275 (1995).

87. H. Alexandre, B. Mathieu, and C. Charpentier, Microbiology
142, 469–475 (1996).

88. Q. Chen, D.B. Janssen, and B. Witholt, J. Bacteriol. 177,
6894–6901 (1995).

89. H.C. Pinkart, J.W. Wolfram, R. Rogers, and D.C. White,
Appl. Environ. Microbiol. 62 1129–1132 (1996).

90. F.J. Weber and J.A.M. de Bont, Meded. Fac. Landbouwwet.
Rijksuniv. Gent 59, 2295–2392 (1994).

91. F.J. Weber and J.A.M. de Bont, Biochim. Biophys. Acta 1286,
225–245 (1996).

92. K. Moriya, S. Yanagitani, R. Usami, and K. Horikoshi, J.
Mar. Biotechnol. 2, 131–133 (1995).

93. J.L. Ramos, E. Duque, M.J. Huertas, and A. Haidour, J. Bac-
teriol. 177, 3911–3916 (1995).

94. R. Aono, T. Negishi and H. Nakajima, Appl. Environ. Micro-
biol. 60, 4624–4626 (1994).

95. H. Asako, H. Nakajima, K. Kobayashi, M. Kobayashi, and R.
Aono, Appl. Environ. Microbiol. 63, 1428–1433 (1997).

96. H. Nakajima, H. Kobayashi, T. Negishi, and R. Aono, Biosci.
Biotech. Biochem. 59, 1323–1325 (1995).

97. R. Bar and J.L. Gainer, Biotechnol. Prog. 3, 109–114 (1987).

98. L.E.S. Brink, J. Tramper, K.C.A.M. Luyben, and K. Van’t
Riet, Enzyme Microb. Technol. 10, 736–743 (1988).

99. M.D. Hocknull and M.D. Lilly, Appl. Microbiol. Biotechnol.
33, 148–153 (1990).

100. A.C.P. Dias, J.M.S. Cabral, and H.M. Pinheiro, Enzyme Mi-
crob. Technol. 16, 708–714 (1994).

101. J.Y. Houng, W.P. Chiang, K.C. Chen, and C. Tiu, Enzyme
Microb. Technol. 16, 485–491 (1994).

102. E.G. Ceen, J.P.R. Herrmann, and P. Dunnill, Appl. Microbiol.
Biotechnol. 25, 491–494 (1987).

103. U.S. Pat. 4,833,078 (May 23, 1989), J.H. Hsieh (to the Cel-
gene Corp.).

104. U.S. Pat. 5,236,832 (Sept. 7, 1993), A. Kiener (to Lonza Ltd.).

105. D.G.H. Ballard, A.J. Blacker, J.M. Woodley, and S.C. Taylor
in D.P. Mobley ed., Plastics from Microbes: Microbial Syn-
thesis of Polymers and Polymer Precursors, Hanser Publish-
ers, Munich, 1994, pp. 139–168.

106. K. Gbewonyo, B.C. Buckland, and M.D. Lilly, Biotechnol.
Bioeng. 37, 1101–1107 (1991).

107. H. Preusting, R. van Houten, A. Hoefs, E.K. van Langenber-
ghe, O. Favre Bulle, and B. Witholt, Biotechnol. Bioeng. 41,
550–556 (1993).

108. H.G. Schlegel, G. Gottschalk, and R. von Bartha, Nature 191,
463–465 (1961).



2232 PULLULAN, MICROBIAL PRODUCTION METHODS

109. M.J. de Smet, J. Kingma, H. Wynberg, and B. Witholt, En-
zyme Microb. Technol. 5, 352–360 (1983).

110. K. Kawakami, in H., Okada, A. Tanaka, and H.W. Blanch,
eds., Enzyme Engineering X, vol. 613, New York Academy of
Sciences, New York, 1990, pp. 707–711.

111. A. Bosetti, J.B. van Beilen, H. Preusting, R.G. Lageveen, and
B. Witholt, Enzyme Microb. Technol. 14, 702–708 (1992).

112. S.R. Roffler, T.W. Randolph, D.A. Miller, H.W. Blanch, and
J.M. Prausnitz, in B. Mattiason and O. Holst, eds., Extrac-
tive Bioconversions, Dekker, New York, 1990, pp. 133–172.

113. S. Oda, Y. Inada, A. Kato, N. Matsudomi, and H. Ohta, J.
Ferment. Bioeng. 80, 559–564 (1995).

114. V.M. Yabannavar and D.I.C. Wang, Biotechnol. Bioeng. 37,
1095–1100 (1991).

115. R.G. Mathys, Ph.D. Thesis, Eidgenössische Technische
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WHAT IS PULLULAN?

Pullulan is a water-soluble extracellular polysaccharide
synthesized by the yeastlike fungus Aureobasidium pul-
lulans (formerly named Pullularia pullulans) from a va-
riety of mono- and disaccharides (1). It is generally ac-
cepted that pullulan is a neutral glucan that consists of
either a linear chain of D-glucopyranosyl units that alter-
nate regularly between one (1r6)-�-D and two (1r4)-�-D
linkages, or a linear polymer of maltotriosyl units con-
nected by (1r6)-�-D linkages (Fig. 1). However, pullulan
containing 5–7% maltotetraosyl units has also been re-
ported for several strains of A. pullulans (2,3).

Freeze-dried pullulan is white in color, tasteless, odor-
less, nonhygroscopic, nontoxic, biodegradable, and edible.
It is insoluble in many solvents including methanol, eth-
anol, and acetone, but soluble in water to form a transpar-
ent, colorless, viscous, and adhesive solution. Shaped bod-
ies as well as very thin pullulan films 0.01 mm thick can
be formed. Thin films of pullulan are colorless, transpar-
ent, tasteless, odorless, tenacious, resistant to oil and
grease, unaffected by small thermal variations, imperme-
able to oxygen, nontoxic, biodegradable, and edible (4,5).

Numerous applications of pullulan are claimed in a
large number of patents. A comprehensive review of the
applications of pullulan in food and drugs, as well as on
the potential uses of pullulan in industrial and medical
applications, is reported elsewhere (6).
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Figure 1. Generally accepted chemical structure of pullulan: (a) chemical formula; (b) ball-and-
stick model for one hypothetical conformation of three maltotriose units; (c) space-filled model for
one hypothetical conformation of three maltotriose units. Source: The ball-and-stick and space-
filled models were kindly provided by Professor Josée Brisson from the Chemistry Department,
Laval University.

PROCESS TECHNOLOGY FOR THE PRODUCTION
OF PULLULAN

The general process flowchart in Figure 2 illustrates the
five main steps in the production of pullulan by fermen-
tation: culture medium preparation, inoculum prepara-
tion, fermentation, product separation and purification,
and product alteration. This five-step general process flow-
chart for the production of pullulan by fermentation ap-
plies for small-scale laboratory experiments as well as
large-scale commercial production of pullulan.

Step A. During the culture medium preparation step,
appropriate quantities of raw materials to be used as cul-
ture medium ingredients are to be formulated, weighed,
and dissolved in water. The ingredients are chosen and
formulated in such a way to provide the exact amounts of
carbon, nitrogen, and mineral salts required for cell growth

and pullulan synthesis during the fermentation step. The
pH of the solution is adjusted to the desired value; the me-
dium is then sterilized, either in a fermenter or in a sepa-
rate feed tank.

Step B. The inoculum preparation step consists of pro-
ducing a large quantity of microorganism to seed or to in-
oculate the sterilized culture medium obtained at the end
of step A in order to start the fermentation (step C). The
appropriate strain of microorganism is selected, then prop-
agated by successive fermentations from a small volume of
a pure culture to obtain a large volume of microbial cell
suspension required for inoculum purposes. In the indus-
trial production of pullulan, the amount of inoculum re-
quired to seed the production fermenter may vary from
hundreds to thousands of liters of microbial cell suspen-
sion. The inoculum culture-to-medium ratio used may also
vary from 0.1% v/v to 10% v/v. Usually, larger inoculum
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Figure 2. Five-step general process flowchart for
the production of pullulan by fermentation. Re-
search and development requirements for tech-
nology improvement are indicated for each step.

Step A
Culture medium

preparation

Raw materials

Product (pullulan)

Microorganism
(Aureobasidium pullulans)

Modified products
(pullulan derivatives)

Step C
Fermentation

Step D
Product separation

and purification

Step B
Inoculum

preparation

• Medium formulation

• Pigmentless strains
• Nonpullulanolytic strains

• Processing of highly viscous and
     non-Newtonian solutions

• Fermentation kinetics
• Fed-batch and continuous
     technologies
• Immobilized cells technology
• Mixing
• Oxygen mass transfer
• Samplings
• Control of pigment formation
• Control of pullulanolysis
• Operation under nonsterile and
     nonaseptic conditions

Step E
Product alteration

ratios are suitable for laboratory-scale fermentations, and
smaller ratios are more practical for industrial-scale pro-
ductions.

Step C. The fermentation step is the biosynthesis of pul-
lulan from a carbon source by living and growing microbial
cells in the fermenter under sterile and aseptic conditions.
The fermentation technology for pullulan production may
be batch mode, fed-batch mode, or continuous mode, using
either free or immobilized cells. Batch fermentation using
free cells of A. pullulans is still the most popular technol-
ogy used in pullulan production in small as well as in large
scales. The duration and the performance of the fermen-
tation step are determined by the kinetic behavior of the
combined system of microorganism–medium–fermenta-
tion conditions. It means that each specific strain of micro-
organism, in a specific culture medium (ingredients and
composition), and under a specific set of fermentation con-
ditions will respond with a specific fermentation kinetic
behavior. Therefore, knowledge of fermentation kinetics is
important for choosing the best fermentation technology
and conditions for each specific strain of microorganism in
a specific culture medium. During the fermentation step,
operating conditions such as pH, temperature, oxygena-
tion (by aeration), and mixing (by agitation) are either ar-
tificially controlled by maintaining each one at a certain
value for a specific time period, or simply uncontrolled.

Step D. When the fermentation step is completed, the
resulting fermented broth is a mixture of solids in suspen-
sion (which consists of microbial cells and cellular debries)
together with dissolved solids in the aqueous solution
(which comprise water-soluble pullulan synthesized dur-

ing the fermentation, residual ingredients from the culture
medium, and extracellular metabolites produced and ex-
creted during the fermentation). In the product separation
and purification step, solids in suspension are first sepa-
rated from the culture medium by centrifugation or filtra-
tion. The obtained liquid phase containing soluble pullulan
is then decolorized using activated carbon to remove the
black pigmentation that is produced by A. pullulans during
fermentation. The decolorized liquid phase is further pu-
rified to remove small molecular compounds (residual in-
gredients, extracellular metabolites), then dewatered and
dried to obtain pullulan as a final product in solid form.
The dewatering operation usually consists of the precipi-
tation of pullulan from the aqueous solution using acetone,
methanol, or ethanol as a solvent (Fig. 3).

Step E. The product alteration step is necessary only
when modified pullulan or pullulan derivatives are desired
as final products. Technologies are available to chemically
modify pullulan in order to improve its existing properties
and/or to impart newly desired properties to pullulan. Ex-
amples of such pullulan derivatives are presented in Table
1 (5,7–15).

COMMERCIAL PRODUCTION OF PULLULAN

At the present time, the only known commercial producer
of pullulan by the fermentation process is the Hayashibara
Co., Ltd. in Japan. Figure 4 illustrates the detailed flow-
chart for the commercial production of pullulan by this par-
ticular company (16). Note that it matches very well the
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Figure 3. Solvent precipitation of pullulan: Pullulan, which is
soluble in the fermentation broth (yellow solution), becomes in-
soluble in methanol (clear liquid). The fibrous texture appearance
of the precipitated pullulan indicates that this polysaccharide has
very high molecular weight.

Table 1. Pullulan Derivatives

Modified pullulan Imported properties References

Esterified pullulan Various degrees of water insolubility 5
Etherified pullulan Various degrees of water insolubility 5
Hydrogenated pullulan High heat resistance 7
Pullulan sulfate and its salts Anti–peptidic ulcer; low blood anticoagulation 8
Carboxylated pullulan High solubility in cold water 9
Cross-linked pullulan Hydrophilic gel; various degrees of water absorbability 10
Dialdehyde pullulan Water resistance 11
Pullulan aminoalkyl ether Cationic polymer 12
Ionic pullulan gel Charged gel 13
Cyanoethylated pullulan High heat resistance; insolubility in water; high dielectric constant 14
Cyanoethyldihydroxylakylated pullulan High dielectric constant 15

five-step general process flowchart for the production of
pullulan by fermentation shown in Figure 2.

The culture medium used consists of a carbon source
(partial starch hydrolyzate with dextrose equivalent [DE]
around 50% at a concentration from 10 to 20%), a nitrogen
source (formulated from corn gluten, soybean protein, pep-
tone, nitrate salts, and ammonium salts), and other min-
eral salts. The initial pH is within 5–6.8.

The inoculum is prepared from selected mutant strains
of A. pullulans AHU 9553, Dematium pullulans IFO 4464,
and Pullularia fermentans var. fermentans IFO 6401. The
mutant strains used as production strains must have the
least black pigment, require the shortest duration of fer-
mentation, and give the highest yield of pullulan.

The fermentation is carried on in batch mode for ap-
proximately four days in a conventional fermenter, with
special consideration to ensure adequate aeration and ag-
itation of the highly viscous fermentation broth. The tem-
perature is maintained at 30 �C and aeration at 0.5 VVM
(volume of air per volume of culture medium per minute).
The kinetic behavior of commercial pullulan fermentation
corresponds very well with those reported in the scientific
literature (17–20). The pH of the culture medium de-

creases sharply during the first day and remains constant
at around pH 3.5 to the end of the fermentation. Cell
growth and pullulan synthesis occur during this low and
constant pH period. The concentrations of cell mass and
pullulan continue to increase in the fermentation broth un-
til the end of the fermentation. However, the molecular
weight of pullulan in the fermentation broth increases to
a maximum value of around 2,000,000–3,000,000 in the
early stage of fermentation, then drastically decreases to
very low molecular weight toward the end of the fermen-
tation. This decrease is presumably caused by the action
of a pullulan-decomposing enzyme, which is also synthe-
sized by the microorganism during the fermentation pe-
riod. Consequently, the viscosity of the fermentation broth,
which results from both pullulan concentration and pul-
lulan molecular weight, increases rapidly in the early
stage of fermentation to over 300 cP, then reduces to less
than 100 cP at the end of the fermentation. By controlling
the fermentation conditions (phosphate content and initial
pH), Hayashibara Co., Ltd. obtains a pullulan product that
ranges from 50,000 to 500,000 MW.

The pullulan recovery and purification operations de-
pend on the desired quality of pullulan product for specific
applications (Fig. 4). Hayashibara Co., Ltd. defines three
different pullulan grades: (1) Product I (crude pullulan cul-
ture and its concentrate) for use as an industrial adhesive,
dispersant, and coagulant; (2) Product II (cell-free, decol-
orized pullulan, containing some minerals, mostly sodium
chloride) for use as a raw material for various industries,
including the food processing industries, as well as a base
material for the production of pullulan derivatives; and
(3) Product III (cell-free, decolorized, and desalted pullu-
lan), which is highly purified pullulan in white powder for
making films and shaped articles.

The annual production of pullulan by Hayashibara Co.,
Ltd. is 200 metric tons and the ex-factory sale price of pul-
lulan PF-20 (Product III) is 2300 JPl (approximately 17
US$) per kilogram (personal communication with Dr. K.
Okada, Overseas Business Development, Hayashibara
Co., Ltd., April 6, 1998).

RESEARCH AND DEVELOPMENT REQUIREMENTS
FOR TECHNOLOGY IMPROVEMENT

Pullulan fermentation, like numerous other extracellular
polysaccharide fermentations, is one of the most challeng-
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Figure 4. Process flowchart for the commercial pro-
duction of pullulan by Hayashibara Co., Ltd. Source:
Adapted from Ref. 16, reproduced with permission.
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ing bioprocesses for engineers and scientists seeking ways
to improve fermentation technology. Four groups of prob-
lems associated with pullulan fermentation still require
better solutions in order to increase the performance of the
fermentation process and lower product recovery costs.

Problems Due to Viscosity of the Fermentation Broth

The evolution of rheological properties of the fermentation
broth during batch fermentation of A. pullulans has been
studied in detail (17). In batch fermentation, the culture
medium initially exhibits Newtonian behavior, and then
the rheology of the broth progressively changes to a highly
viscous and non-Newtonian behavior. The rheological
properties of the fermentation broth may be described by
two different parameters: the field apparent viscosity and
the non-Newtonian flow behavior index, which can be ex-
pressed with the following rheological model:

n�1•g � Kc (1)

where g is the apparent viscosity, K is the consistency in-
dex, n is the flow behavior index, and is the shear rate.•c
This equation shows that, in non-Newtonian fluids, the
value of viscosity obtained depends on the rate of shear at
which the viscosity is measured. The viscosity of a non-
Newtonian fermentation broth is commonly standardized
by its field value, which is the value measured at the unit
rate of shear. Such values of the field apparent viscosity
are independent of either rotational speed or geometrical
configuration of the viscometer used.

It would be tempting to believe that the viscosity of the
fermentation broth increases steadily throughout the fer-
mentation to follow the increase in pullulan concentration.
In fact, in the case of pullulan, the field apparent viscosity
of the fermentation broth increases slowly during the ini-
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Figure 6. Evolution of the non-Newtonian index of the fermen-
tation broths under various conditions of initial pH and inoculum
age. Source: From Ref. 17, reproduced with permission.
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Figure 5. Evolution of the field apparent viscosity of the fermen-
tation broths under various conditions of initial pH and inoculum
age. Source: From Ref. 17, reproduced with permission.

tial phase of fermentation, then rises rapidly to its maxi-
mum value, and finally decreases toward its initial value.
The maximum values of the apparent field viscosity, as
well as the time when these maximum values occur, de-
pend on fermentation conditions such as initial pH of the
culture medium and age of inoculum (Fig. 5). The results
of Figure 5 are very informative in the sense that the large
differences observed for the maximum values of the field
apparent viscosity can be directly attributed to the length
of the pullulan chain or to the average molecular weight of
pullulan, because the concentrations of pullulan in the fer-
mentation broths are approximately the same around the
fifth day of fermentation. The decrease in the field appar-
ent viscosity during later stages of each fermentation,
when the polysaccharide concentration has leveled off, is
called pullulanolysis, which relates to the depolymerase
secreted by A. pullulans. The evolution of the field appar-
ent viscosity of the fermentation broth depends also on
other factors such as the aeration rate (VVM) and the level
of dissolved oxygen concentration (mg/L) during pullulan
fermentation (21).

The flow behavior index characterizes very well the av-
erage length of the pullulan chain (22). It is therefore in-
teresting to monitor this rheological parameter during the
course of the fermentation to observe changes in pullulan
average molecular weight. At the beginning of a typical
pullulan fermentation, the culture medium is Newtonian
(non-Newtonian index n � 1). The non-Newtonian index

of the fermentation broth decreases slowly during the ini-
tial phase of fermentation, then drops rapidly to its mini-
mum value, and finally rises toward its initial value.
Therefore, throughout the fermentation the broth becomes
more and more pseudoplastic (non-Newtonian index �1),
then returns toward its initial Newtonian behavior. The
minimum values of the non-Newtonian index as well as
the time when these minimum values occur depend on fer-
mentation conditions such as initial pH of the culture me-
dium and the age of inoculum (Fig. 6). The rheological be-
havior of such non-Newtonian solutions has a profound
impact on the flow characteristics within the fermenter.
The apparent viscosity decreases when the fluid is in mo-
tion. This reduction in apparent viscosity with the velocity
of the fluid is more pronounced as the flow behavior index
is reduced.

The observed rheological properties of the fermentation
broth in Figures 5 and 6 result from the combined contri-
bution of the pullulan concentration and the average
length of the pullulan chain. Both pullulan concentration
and pullulan average chain length in the fermentation
broth are continuously changing during batch fermenta-
tion. Therefore, from the results in Figures 5 and 6, it is
not possible to say how and how much these two parame-
ters contribute to the observed rheological properties.
LeDuy et al. (17) have recovered pullulan from fermenta-
tion broths at 1, 3, 5, and 8 days of a batch fermentation
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Figure 8. Highly viscous fermentation broth of A. pullulans in a
sucrose medium: the broth slowly flowing out of a fully opened
large-size sampling tube under the compressed air inside the fer-
menter.
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Figure 7. Variations of field apparent viscosity and non-
Newtonian index as a function of the concentration of pullulan in
a solution and the pullulan chain length. Pullulan molecules have
longest chain lengths after one day and shortest chain lengths
after eight days of batch fermentation. Source: From Ref. 17, re-
produced with permission.

(run 3 from Figs. 5 and 6), freeze-dried it, and then dis-
solved the recovered pullulan in water to form solutions
having a pullulan concentration varying from 0.125 to 2.0
g/L. The field apparent viscosities and the non-Newtonian
indices of these solutions were measured and are pre-
sented in Figure 7. At the same concentration of pullulan,
the field apparent viscosity of pullulan solution recovered
from the early stage of fermentation is higher than that
recovered from the later stage, indicating that the pullulan
recovered in the first days of fermentation has higher mo-
lecular weight than in subsequent days. The opposite phe-
nomenon is observed for the non-Newtonian index. At the
same concentration of pullulan, the non-Newtonian index
of pullulan solution recovered from the early stage of fer-
mentation is lower than that recovered from the later
stage, indicating that the pseudoplasticity of the pullulan
solution is directly related to the high molecular weight of
pullulan. Each set of curves prepared with pullulan recov-
ered after the same fermentation time in Figure 7 shows
the very important contribution of pullulan concentration
on the field apparent viscosity as well as on the non-
Newtonian index of the pullulan solution. Higher pullulan
concentration leads to higher field apparent viscosity and
larger pseudoplasticity.

Thus, any fermentation process aiming to achieve high-
yield production of high molecular weight pullulan still

provides tremendous engineering challenges in mixing, ox-
ygenation, and sampling during the fermentation, as well
as the major challenge of removal of microbial cells from
the highly viscous fermentation broth in the product sep-
aration and purification step. To clearly illustrate the dif-
ficulties involved in dealing with a highly viscous fermen-
tation broth, Figure 8 shows a typical fermentation broth
flowing out of a fully opened large-size sampling tube un-
der the compression of the aeration gas inside the fermen-
ter. During pullulan fermentation, the nonhomogeneous
mixing problem is always observed, even in a laboratory-
scale fermenter. The fermentation broth inside the fer-
menter tank segregates into two regions having different
characteristics, with an active core around the impeller
where the culture medium is well mixed and properly aer-
ated. This core is separated from the innermost zone by a
fictitious boundary, a stagnant fluid region characterized
by a total lack of agitation and aeration (Fig. 9). Some au-
thors even discuss the formation of three distinct mixing
regions: a small central region (often referred to as a cav-
ern) in the vicinity of the impellers where the turbulence
is important, an annular section characterized by slow
fluid motion, and finally, a stagnant outer region where the
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Figure 10. Mixing and mass transfer challenges in pullulan fer-
mentation. The picture is taken when the agitator equipped with
Ruston turbines is rotating at 500 rpm. The layer of fermentation
broth adjacent to the fermenter wall remains stagnant with
trapped air bubbles.

fluid is motionless and the apparent viscosity very high
(24). The energy imparted to the fluid by the rotating im-
pellers is dissipated in a restricted region of the total vol-
ume of the fermentation broth. The high viscosity com-
bined with the non-Newtonian behavior creates major
difficulties in sampling, oxygen mass transfer, mixing, and
downstream processing. These are briefly analyzed in
turn.

Process Monitoring and Sampling. With the absence of
homogeneous conditions throughout the fermentation ves-
sel, it is only possible to monitor locally the dissolved ox-
ygen concentration and the pH. This also applies to any
novel sensor for monitoring other fermentation process
variables such as the A. pullulans population (25). These
values will therefore depend greatly on the position of the
various probes. The same phenomenon applies also to
the fermentation broth sampling port. The geometry and
the location of the conventional sampling tube, as provided
in fermenters by manufacturers (Fig. 9), shows that the
samples are taken very frequently from the stagnant zone,
where the data are not representative for the entire culture
medium content. A newly improved sampling device was
designed and tested in a 7-L fermenter (23) and enables
one to obtain a more representative sample because it
draws a sample from different locations within the culture
vessel (Fig. 9). Nevertheless, because of the evolving and
shear-dependent viscosity, it is not guaranteed that a uni-
form sampling in all branches of the sampling tube will be

achieved. Thus, the sampling of representative samples
and process monitoring of highly viscous fermentation
broth in larger-scale fermenters having nonhomogeneous
mixing remains a challenge that one should not overlook.

Oxygen Transfer. Pullulan fermentation is an aerobic
fermentation. It was demonstrated that oxygen is essential
for the biosynthesis of pullulan by A. pullulans. In a
growth medium, pullulan yield and synthesis rates are
proportional to the oxygen availability. However, under a
controlled oxygen environment in a nongrowth (nitrogen-
free) medium, pullulan yield and synthesis rates are in-
versely proportional to the oxygen concentration in the cul-
ture medium (26). During the fermentation, air is
continuously provided to the culture medium to supply ox-
ygen to the microbial cells. However, oxygen molecules in
the air bubbles have to move into the fermentation broth
and then diffuse through this liquid phase to reach the
microbial cells in order to be used for the growth and bio-
synthesis of pullulan. With the highly viscous fermenta-
tion broth in pullulan fermentation, the oxygen mass
transfer process is very difficult and remains a major en-
gineering challenge for the future. Indeed, as the fermen-
tation broth becomes increasingly viscous, the gas bubbles
in the peripheral stagnant zone of the fermenter remain
trapped in the motionless fluid and are progressively de-
pleted from their oxygen content. Figure 10 shows a pho-
tograph taken during a typical pullulan production where
the fermentation broth and gas bubbles in the outer region
remained stagnant for long periods.

The evaluation and comparison of the performance of
oxygen mass transfer within a mixing vessel is usually
quantified by the volumetric mass transfer coefficient KLa.
The overall oxygen transfer rate from air bubbles to the
fermentation broth (dCL/dt) is the product of the volumet-
ric oxygen transfer coefficient (KLa) and the mean concen-
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Figure 11. The specially designed fermenter for studying pullu-
lan fermentation under hyperbaric conditions. Source: From
Ref. 27, reproduced with permission.

tration driving force of oxygen in the fermentation broth
(C* � CL):

dCL
� K a(C* � C ) (2)L Ldt

where CL is the dissolved oxygen concentration in the fer-
mentation broth and C* is the saturated dissolved oxygen
concentration in the fermentation broth that is the solu-
bility of oxygen under the fermentation conditions. Accord-
ing to equation 2, one possible way to improve the oxygen
mass transfer rate is to improve the mean concentration
driving force of oxygen in the fermentation broth (C* �
CL) by increasing the solubility of oxygen in the liquid
phase. The solubility of oxygen in the fermentation broth,
C*, during the fermentation can be enhanced either by us-
ing oxygen enriched gas, up to pure oxygen, in aeration or
by pressurizing the fermenter headspace (commonly re-
ferred to as hyperbaric fermentation). For practical and
economic reasons, the use of pure oxygen is not feasible in
large-scale fermenters. On the other hand, enriched gas
would be used only when air would not suffice to maintain
the desired dissolved oxygen concentration within the fer-
menter, because high oxygen concentration in the fermen-
tation broth may enhance the biosynthesis of the black
melanin pigment, which is undesirable (26).

The effects of pressure on the growth of A. pullulans
and the synthesis of pullulan have been studied in a spe-
cially designed fermenter and fermentation system (Figs.
11 and 12) (27). It is reported that for all volumetric airflow
rates in the range of 0.2 to 2.0 VVM, the production of
biomass increases with pressure up to a critical value,

which ranges from 0.50 MPa to 0.75 MPa, at which point
a drastic decrease in biomass production and a change in
cellular morphology occur. Above the critical pressure, A.
pullulans forms aggregates of irregular shape that are
fairly uniform in size under each set of fermentation con-
ditions. In general, larger aggregates of approximately 8
mm are associated with a higher pressure level (1.48 MPa)
and aeration rate (2 VVM). The details of A. pullulans ag-
gregates are shown in the scanning photomicrographs in
Figure 13. The same pattern is also observed for pullulan
synthesis: it increases with pressure up to approximately
the same critical pressure, then decreases drastically be-
yond this value. Much more investigation is required to
better understand the behavior of hyperbaric pullulan fer-
mentation before reaching a practical and economic solu-
tion for this technology.

A second way to improve the oxygen mass transfer rate
is to increase the volumetric oxygen transfer coefficient
(KLa) by using better mixing devices. It has been clearly
shown that KLa is not uniform throughout most mixing
vessels. It is usually large in the vicinity of the mixing ele-
ment and lower further away. It is evident from Figures 9
and 10 that any mixing device that can reduce or even
eliminate the dead zones in the fermenter will have a
chance to provide better volumetric oxygen transfer to the
pullulan fermentation broth and in addition create more
homogeneous operating conditions throughout the fermen-
tation vessel. An adequate uniform mixing would also con-
tribute to the maintenance of gas bubbles with high oxygen
content and therefore keep the oxygen gradient at a high
level. Several unconventional mixing devices have been de-
signed and studied. These are the reciprocating plate
mixer, the helical ribbon mixer, and the helical ribbon
screw mixer.

Although the physical properties of the fluid and oper-
ating conditions, used by many authors, are hardly com-
parable over a wide range, their results have a common
trend of increasing oxygen mass transfer coefficients with
increasing agitation and gasflow rate. The efficiency of
mixing devices, evaluated in terms of KLa, is usually cor-
related in terms of power input per unit volume (PG/VL)
and superficial gas velocity (UG), using the following ex-
pression:

�PG bK a � C (U ) (3)L G� �VL

The correlation coefficients C, �, and b depend on the na-
ture of the fluid, the geometrical configuration of the mix-
ing element, and the hydrodynamic regimes of the fluid
(28,29).

The biochemical engineering group at Laval University
has been interested for the last decade in developing a rela-
tively new type of bioreactor, the reciprocating plate bio-
reactor (RPB). The RPB (Fig. 14a) consists of a stack of
perforated plates that undergoes reciprocating vertical
motions inside the fermenter. The RPB, with its particular
geometry, possesses the desired attributes to produce effi-
cient mixing, with the result that microorganisms, nutri-
ents, and air bubbles are properly distributed (31). In the
RPB, the perforated plates occupy the total cross section
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of the fermentation vessel so that the upward and down-
ward movements of the plate stack lead to uniform mixing.
Three different RPBs with aspect ratios ranging from 0.08
to 0.5 have been characterized with fluid models and pul-
lulan fermentation (21,28,30). Audet et al. (29) have per-
formed experiments to evaluate the influence of polysac-
charide concentration and molecular weight on oxygen
mass transfer in the RPB. They used model fluids consist-
ing of different concentrations of dextran (another water-
soluble microbial polysaccharide) of different molecular
weights to simulate the pullulan fermentation broth at dif-
ferent stages of fermentation. They correlated their results
using equation 3 and reported that the correlation coeffi-
cients C, �, and b in this equation also depend on the poly-
saccharide concentration, the polysaccharide molecular
weight, and the hydrodynamic regime of the solution.

The most recently constructed RPB was designed to be
identical, except for the mixing mechanism, to a stirred-
tank (radial-type mixing device) bioreactor that was built
simultaneously. The schematic diagram of the experimen-
tal setup of the RPB is shown in Figure 15. Each bioreactor
has a total volume of 22.5 L and a working volume of 18
L. The two bioreactors, using a series of mixing elements,
were initially characterized in water for their ability to pro-
duce high KLa values. A total of five plate stacks were used
in the RPB. Each plate stack consists of 6 (plate stacks PA,
PB, and PC) or 12 (plate stacks PD and PE) perforated
stainless steel plates, 221 mm in diameter and 1.25 mm
thick, mounted on a central shaft and uniformly distrib-
uted with a distance of, respectively, 50 and 25 mm be-
tween adjacent plates. The diameters of perforations were
6.35 mm for plate stacks PA and PD, 12.7 mm for plate
stacks PB and PE, and 19.05 mm for plate stack PE. A
total of five mixing elements were used with the radial-
type bioreactor: assemblies containing one, two, or three
identical Rushton turbines (RT1, RT2, and RT3, Fig. 14b),
and a helical ribbon impeller with or without surface baf-

fles (HR and HRB, Fig. 14c). A more complete description
is presented by Gagnon et al. (32).

These bioreactors were first characterized in terms of
oxygen mass transfer (32). Typical plots of the oxygen mass
transfer coefficient in water as a function of the power in-
put per unit volume are presented in Figure 16 for all mix-
ing devices at one superficial gas velocity. All mixing de-
vices show identical patterns. For lower power inputs per
unit volume, the oxygen mass transfer, KLa, is constant
and varies only with the gas superficial velocity. At a cer-
tain power input per unit volume, KLa starts to increase
rapidly with the power input per unit volume. Perez and
Sandall (33) and Nishikawa et al. (34) previously observed
these two distinct regimes of operation with Rushton tur-
bines.

The two bioreactors were then used in an investigation
undertaken with the objective of comparing experimen-
tally the performance of four different mixing devices for
the production of pullulan (30). The four mixing devices
include two different reciprocating plate stacks (PA and
PB), the assembly of three Rushton turbines (RTB), and
the helical ribbon impeller (HR). These four fermentations
were performed with an equal level of power input per unit
volume (1,000 W/m3) and gasflow rate (0.5 VVM or 9 L/
min) during the entire fermentation. The evolution of the
concentrations of biomass, pullulan, and dissolved oxygen
during each fermentation are presented in Figures 17–19.
Under identical power inputs per unit volume, better cell
growth and pullulan synthesis were obtained with the re-
ciprocating plate mixer that had larger perforations. The
helical ribbon mixer gave the poorest cell growth and pul-
lulan synthesis. However, pullulan of the highest molecu-
lar weight, as indicated by its highest fermentation broth
viscosity, was obtained with the helical ribbon mixer.

The evolution of dissolved oxygen (Fig. 19) clearly shows
that the RPBs are more efficient at maintaining a high and
homogeneous level of dissolved oxygen within the fermen-
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Figure 13. Agglomerates of A. pullulans in pullulan fermentation under 1.13 MPa and 0.2 VVM:
(a) Global view of agglomerate; (b) cavity region; (c) and (d) regions where yeast cells dominate;
(e) and (f) regions where mycelial cells dominate. Source: From Ref. 27, reproduced with permis-
sion.

tation broth. For the other two mixing devices, it can be
stated that the local dissolved oxygen varied greatly and
was always very low in the vicinity of the dissolved oxygen
probe.

Guerinik (35) has modified the helical ribbon impeller
by adding a central screw installed on the rotating shaft
to provide the pumping action on the fermentation broth
in order to enhance its circulation inside the fermenter. He
also found that pullulan fermentations using the helical
ribbon screw mixer resulted in a higher concentration of
pullulan of higher molecular weight as compared with that
obtained using standard Ruston turbines.

In a recent study, Tanguy et al. (36) proposed a dual
coaxial impeller composed of a Rushton turbine and a hel-

ical ribbon impeller, both rotating clockwise but at differ-
ent speeds. They have shown that the hybrid mixer system
outperforms the standard helical ribbon impeller when the
fluid rheology changes with time. These hybrid systems
could be used advantageously in pullulan fermentation.

Product Separation and Recovery. The first operation in
the product separation and purification step (Step D in Fig-
ures 2 and 4) is the removal of A. pullulans cells from the
highly viscous fermentation broth. This is done by either
centrifugation or filtration. The fermentation broth has to
be diluted many fold to lower its viscosity prior to the cen-
trifugation or filtration operation. The resulting large vol-
ume of diluted processing broth leads to higher operating
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(a) (b) (c)

Figure 14. Mixers used in pullulan fermentations:
(a) the reciprocating plate mixer; (b) the Rushton tur-
bines; (c) the helical ribbon mixer. Source: From
Ref. 30, reproduced with permission.

costs in the subsequent steps of pullulan purification, es-
pecially in the solvent precipitation step. In order to elim-
inate the presence of cells in the highly viscous fermenta-
tion broth, attempts to immobilize A. pullulans cells on
solid supports and to use immobilized cells in pullulan fer-
mentation has been reported. The utilization of immobi-
lized cells for this purpose is not feasible because consid-
erable numbers of cells leak into the fermentation broth
(37). In addition, because pullulan synthesis is partially
growth associated, it is inevitable that some cells will be
present in the fermentation broth.

Problems Due to the Sterile and Aseptic Conditions
Requirement

At the present time, pullulan production by fermentation
is carried under sterile and aseptic conditions, which re-
quire very high capital and operating costs as in the case
of pharmaceutical production. If pullulan is to be produced
for use as bulk chemicals and/or bulk commodities, its pro-
duction costs have to be greatly lowered. The technological
challenge is to develop a nonsterile and nonaseptic fer-
mentation process for the production of pullulan. A bi-
staged pH process has been developed for this purpose (18).
In batch fermentation, the pH of the culture medium de-
creases rapidly from its initial value of 5.0 to the final value
of 2.5 within the first 12–36 h and then self-stabilizes at
this value until the end of the fermentation. It is observed
that most of the polysaccharide from the batch fermenta-
tion process was synthesized during the self-stabilized
acidic phases. Experiments on the effect of the initial pH
on the fermentation reveal that at very low initial pH val-
ues, such as pH 2, the polysaccharide production is insig-
nificant. However, the biomass concentration obtained un-
der these conditions is very high. This interesting
phenomenon served as the basic principle for the devel-
opment of the bistaged pH fermentation process. In this
process, the first stage of fermentation is conducted at a
very acidic pH for the best production of biomass. When
the biomass concentration reaches its maximum value, the
second stage of fermentation is initiated by adjusting the

medium pH to a higher value for promoting the synthesis
of pullulan. The bistaged pH process enhances the pullulan
concentration in the medium, influences the rheological
properties of the fermentation broth, and has a potential
of operation under nonsterile and nonaseptic conditions.
During the first stage of fermentation, the microbial con-
tamination could be eliminated due to the very low pH of
the medium. During the second stage of fermentation, the
contamination could be minimized to an insignificant level
due to the high concentration of A. pullulans already pres-
ent in the culture medium. This bistaged pH process could
be applied to batch or continuous fermentation processes.

Problems Due to Melanine Pigmentation

Aureobasidium pullulans is also known as a black yeast
because of its characteristic black pigmentation associated
with mature cells (Fig. 20). The pigment, melanin, is syn-
thesized from the pentaketide pathway in which 1,8-
dihydroxynaphthalene is the direct precursor (38). Both
intracellular and extracellular melanin are synthesized
during the later stage of fermentation where the cell mor-
phology changes from swollen cells to true chlamydospores
(39). Thus, melanin production occurs simultaneously with
pullulan synthesis, resulting in a dark green to black fer-
mentation broth at the end of the fermentation. This is an
undesirable feature for industrial production of pullulan
because decolorization (melanin removal) is required dur-
ing the product separation and purification operations
(Step D of Figures 2 and 4). The synthesis of melanin by
A. pullulans depends on the culture conditions, such as
carbon source and concentration, nitrogen source and con-
centration, oxygen concentration, and trace minerals
(26,40,41) (Fig. 20). Therefore, such conditions can serve
as control variables to minimize melanin synthesis during
the pullulan fermentation process. However, the most
promising solution to the problem of melanin production
during fermentation may be the use of nonpigmented
strains of A. pullulans, which may be obtained by mutation
(42).
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Figure 15. Schematic diagram of the
experimental system showing the re-
ciprocating plate bioreactor. Source:
From Ref. 32, reproduced with permis-
sion.

�
�

�
�

Motor

Force transducer

Gas outlet

Water jacket

Pressure
transducer

DO probe
Cold
water
inlet

T1

T2

Nitrogen
Air inlet

Rotameter

Mass flow
meter

Water
outlet

Filter

Problems Due to Pullulanolysis during Fermentation

Pullulanolysis is the breakdown of high molecular weight
pullulan in the fermentation broth into lower molecular
weight pullulan by the depolymerase activity of A. pullu-
lans. The pullulanolysis always occurs during the progress
of fermentation and is responsible for the decrease of vis-
cosity of the fermentation broth during the later stage of
fermentation. The presence of an extracellular endoamy-
lase is suggested as the cause of the observed phenomenon
(43). It is not clearly understood why A. pullulans produces
the pullulan-destructive endoamylase during the synthe-

sis of pullulan. The resulting consequence of the pullulan-
olysis is that only low molecular weight pullulan is ob-
tained at the end of the fermentation. The pullulanolytic
breakdown of the pullulan product is worsen when a high-
shearing mixing device such as the Rushton turbine is em-
ployed in the fermenter (30,35). Thus, if the high molecular
weight pullulan is desired as a final product, the fermen-
tation has to be stopped after approximately 24 h, when
the molecular weight of pullulan is at its highest value
(44,45). This is not, however, an economically feasible so-
lution for industrial practice because the fermentation
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Figure 20. Melanin pigment of A. pullulans can be controlled by
the nitrogen source. Potassium nitrate as nitrogen source instead
of yeast extract in an yeast-carbon-base medium greatly reduces
the melanin synthesis (A. pullulans 2552 after 4 days of incuba-
tion).

efficiency (expressed as grams of pullulan produced per
100 g of supplied substrate) is very low after this short
period of fermentation. A more effective but challenging
alternative solution is to acquire more knowledge on the
pullulanolysis phenomenon by research, then to develop
the technology for the suppression or the inhibition of en-
doamylase synthesis by A. pullulans during the pullulan
fermentation.
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INTRODUCTION

Liquid transfer is a vital component of most biotechnology
processes. There is possibly more information available on
pumps than any other single piece of equipment (pumps
being a very common piece of rotating equipment, second
only to the electric motor) existing in a typical plant, so
this section must be a rough introduction to hydraulic the-
ory. This article provides a basic understanding of pump
mechanics, nomenclature, and principles and sufficient in-
formation to begin the selection process of a new pump.

THEORY

Before a specific selection can be initiated, the operating
conditions the pump will be expected to meet must be un-
derstood. Breaking down the system into clearly defined
and agreed-upon components will not only simplify calcu-
lations, and help guarantee nothing is overlooked, but also
make it easier to evaluate the consequences of changes to
any part of the system. There are universally understood
and applied ways of breaking down a system, recognized
by all pump manufacturers and users.
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Flow

Capacity is expressed in flow/unit of time, commonly gal-
lons per minute (gpm) or per hour (gph), or as cubic meters
per hour (m3/h).

To convert from volume to gallons:

31 ft � 7.48 gallons
31 m � 264.2 gallons

It is important to be realistic with estimates, because ac-
curate pressure loss calculations depend on an accurate
flow rate. Overestimating will result in equipment that
will need to be valved back or slowed down to produce the
demands actually required or in oversized/overpriced
pumps.

Head

Head is the accepted hydraulic term for pressure. It is most
commonly expressed in pounds/inch2 (psi), or feet of head.
The concept of a linear unit being used to express pressure
can be most easily visualized as taking a resistance to flow
and mentally converting it to a vertical column of water,
such that the weight of this imaginary column is equiva-
lent to the resistance of the considered section. Any pump
that can push fluid against a column of water of the height
thus calculated will be able to deliver flow against the sys-
tem used to make the calculation.

To convert from psi to feet:

1 psi � 2.31 ft of water
1 ft of water � .433 psi

Most pipe friction loss charts express their losses as feet of
head per 100 feet run of pipe, and all losses given as psi
can be converted to feet by the above conversion factors
(see Specific Gravity for adjustments given liquids heavier
or lighter than water).

This linear unit has become the most common choice for
hydraulic pressure (in the sense of resistance to flow) be-
cause:

• It is easily visualized.
• A linear unit fits into most hydraulic formulas (ve-

locity, horsepower, specific speed, etc.).
• It compensates for various specific gravities before

inclusion.
• It provides a common unit for all components of the

total head that can then be added together to arrive
at total resistance.

Types of Head. The total head referred to above is made
up of four components. Any resistance to flow will fall into
one of the following categories.

Static Head (DZ). Static head refers to the elevation dif-
ferential between the source level of the liquid and the el-
evation at the destination. In other words, the elevation
differential the pump must overcome. Caveats to this are:

• If a line enters at or near the bottom of a destination
tank, the liquid level in the tank is considered the

appropriate one, not where the pipe makes its entry
(the pump must overcome the weight of the column
inside the tank as part of its pressure capability).

• The vertical ups and downs are irrelevant (they will
be accounted for later under Friction Head); the ele-
vations at the beginning and end of the line are the
ones used for DZ.

• The pump’s position in relationship vertically to ei-
ther the source or destination point is also irrelevant.

Static head is easily expressed in feet.
Pressure Head (DP). Pressure head is the differential in

pressure at the ends of the system, the inlet and outlet,
expressed in feet. An example would be a vacuum tank at
the source; it provides resistance to flow (the vacuum holds
back the fluid) and must be overcome by the pump. Resis-
tance to flow from vacuum can be converted to feet of head
by the following:

1 inch mercury (Hg) � 1.133 ft of water

Pressure at the discharge end (a pressurized tank or injec-
tion into a pressurized line) also needs to be added into the
total and is included in DP.

Velocity Head (HV). Velocity head is that energy neces-
sary to overcome inertia. It is calculated by

2H � V /2gV

where V � velocity through the piping lines (in feet/
second), and g � 32.2 ft/s2, the acceleration caused by
gravity at sea level.

Velocity head is reasonably estimated by taking the av-
erage velocity in a system and applying the formula. How-
ever, given a maximum average velocity of less than 8 ft/s
in most systems, HV is usually a relatively small number
(less than 1 ft in the average 8 ft/s example above) in a
typical hydraulic calculation and almost always ignored.

Friction Head (HF). Friction loss is usually the largest
individual component of total head for most calculations.
There are formulas available for its calculation given vari-
ous types of pipe, fittings, valves, and filters in texts, but
fortunately there are charts in existence giving the calcu-
lated heads. Pipe losses themselves are usually expressed
in feet of head/unit of length (usually 100 ft). Fitting losses
are expressed either in equivalent feet of straight pipe to
be added to the run of actual straight pipe for what is called
an equivalent feet of pipe to be used in the calculations. Or,
charts may give the actual loss per each fitting. Losses
through valves, filters, and such are often expressed in psi
or feet of loss per valve. Each component in a line must be
considered, and a grand total for the system is arrived at
as a total of the individual pieces.

The friction loss numbers will always vary considering
the flow through the line; higher flows mean more drag and
therefore more resistance. Filters will vary with flow and
also condition of the filter element. It is common practice
to use worst-case conditions.

Total Head (HM). The four individual elements listed
previously are added together for the total mechanical
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head (HM, also known as mechanical head, total dynamic
head [TDH], or simply total head). They are the compo-
nents for Bernoulli’s formula, modified for the pump in-
dustry, given as:

H � DZ � DP � H � HM V F

Adjustments to Head. There are qualities a liquid can
possess that will affect the HM.

Specific Gravity. Specific gravity (SG) is the direct nu-
meric ratio of the weight of a particular liquid to the weight
of water. Given that at certain standard conditions water
weighs approximately 8.34 lb/gallon, anything heavier
than that would have a specific gravity greater than 1.0
(for example, a liquid weighing 16.68 lb/gallon would have
an SG of 2.0), anything lighter less than 1.0. Specific grav-
ity will affect a conversion from psi to feet as follows:

psi � (feet of water � SG)/2.31

or

feet of water � (psi � 2.31)/SG

Specific gravity will also directly affect horsepower be-
cause of the extra torque needed to overcome the addi-
tional weight of the liquid (as will be shown under Horse-
power).

The second quality a liquid possesses that directly af-
fects total head calculations is its viscosity. Most pump se-
lection charts assume waterlike viscosity (1 centipoise
[cps] or 31 Saybolt second universal [SSU]). The viscosity
of liquids thicker than water affects pumps in several
ways:

• It affects friction loss calculations; losses are higher
with more viscous liquids. There are separate charts
used for liquids more viscous than water.

• It affects horsepower. Manufacturers often provide
specific charts to give the added torque needed to
overcome viscosity.

• It affects the very capability of a pump to even deal
with a product. Centrifugal pumps especially have
limited abilities to handle viscous products.

Viscosity is usually expressed in the referenced units
(cps or SSU), but there are many others. Viscosity can vary
under dynamic conditions. Specifically:

• If a liquid becomes thinner under shear, it is thixo-
tropic (example: paint).

• If it becomes thicker under shear, it is dilatant (ex-
ample: taffy).

• If it becomes thinner only after exceeding a certain
minimum threshold of shear, it is plastic (example:
ketchup).

• If a liquid is unaffected by shear, it is Newtonian (ex-
ample: water).

As mentioned above, viscosity affects centrifugal pumps
in their very ability to pump a liquid; with viscous fluids

their pressure capability falls off, the flow capability falls
off even more, and their efficiency may fall off to a point
where their use is totally unacceptable. Positive displace-
ment pumps are affected in the speed they can turn and
still move product without starving at the inlet. Manufac-
turers provide charts giving maximum speed for varying
viscosities, for adjustments needed to horsepower to drive
the unit with a thicker product, and perhaps for minimum
port sizes necessary to allow product to get in quickly
enough.

If the viscosity of a product is unknown, many pump
manufacturers provide services wherein a liquid’s viscosity
will be tested, often at no charge, in exchange for the op-
portunity to quote their pumps.

Horsepower

Given the results of the total head calculations above, it is
possible to make accurate calculations of the horsepower
necessary to drive a particular pump.

The basic horsepower formula is

HP � (gpm � H � SG) � (3,960 � eff.)M

where gpm � flow (in gallons/min); HM � total mechanical
head (in feet); SG � specific gravity; eff. � efficiency (ex-
pressed as a decimal; e.g., 50% would be .50). Note: 3,960
is a constant, derived from the horsepower units and the
weight of water.

A variation of this formula, commonly used for positive
displacement pumps wherein specific gravity has already
been calculated into the total head before being expressed
as psi, is

HP � (gpm � psi) � (1,715 � eff.)

The 3,960 constant has been changed to 1,715 to provide
for psi as a pressure unit by dividing by 2.31.

Often, viscosity will affect the horsepower as calculated
above; in those cases manufacturers will provide correction
factors for differing viscosity. The Hydraulic Institute has
generic charts for centrifugal pumps that seem to work
fairly well for almost all manufacturers, although some es-
pecially high-efficiency pumps claim to outperform the
charts and therefore provide their own correction factors.

Net Positive Suction Head

Net positive suction head (NPSH) is the hydraulic term
referring to the pressure under which liquid enters the
pump, not only in terms of what the existing system is able
to provide but also in reference to what any particular
pump needs in order to function properly. It is an absolute
unit, always expressed relative to absolute zero (as op-
posed to gauge units, whose values are always in reference
to normal atmospheric pressure, called zero gauge). If a
pump does not receive the liquid under sufficient pressure,
it will cavitate.

Cavitation. Liquids will stay in liquid form only if suf-
ficient atmospheric or system pressure is available to pre-
vent it from going off to vapor. Even cold water, for exam-
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ple, will flash off into vapor in a strong enough vacuum,
outer space as an obvious example. All liquids have a pre-
dictable vapor pressure necessary to keep them in their
liquid state, varying up or down respectively as the liquid
is heated or cooled.

This is of particular interest in hydraulics because of
the often high vacuum present at the inlet of a pump. If
the pressure provided by the system is less than the liq-
uid’s vapor pressure, the pump will undergo a physical pro-
cess called cavitation. This action varies in specifics from
centrifugal to positive displacement type pumps, but the
general process is always approximately the same:

• The liquid finds itself in an area of low pressure, the
pump’s inlet port.

• If the pressure is too low (less than the liquid’s vapor
pressure at the operating temperature), it undergoes
a state change from liquid to vapor. Because the va-
por is not free to escape, it stays entrained in the
liquid and assumes a bubble (spherical) shape.

• The vapor bubbles are carried further into the pump
with the flow of surrounding liquid.

• Eventually the low-pressure bubbles and surround-
ing liquid find themselves in a higher pressure area
as they near the pump discharge.

• The higher pressure causes the vapor bubbles to im-
plode (collapse). This implosion is called cavitation.

The implosion of the low pressure vapor bubbles makes
a very identifiable sound; in centrifugal pumps it produces
a rattle, sounding like gravel is being carried through the
housing; in positive displacement pumps the sound is more
percussive, often very loud. In both cases the implosion of
the vapor bubbles is damaging to the pump itself and often
to the product. Centrifugal impellers and positive displace-
ment pump rotors will actually have material removed by
the very powerful implosions, shafts can be deflected to the
point of fatigue, higher horsepower is required, and per-
formance will be negatively affected.

Net Positive Suction Head Required. Manufacturers can
test their pumps to see exactly how much positive suction
pressure is necessary at various flows to keep their pumps
from cavitating. This is called the net positive suction head
required (NPSHR). Typically, the greater the flow, the more
pressure necessary because of the higher velocities going
through the housing. A possible exception: at extremely
low flows, the slippage caused by recirculation within the
housing in some centrifugal pumps may create low pres-
sure areas, sometimes low enough to fall under a liquid’s
vapor pressure and allow cavitation. This is called either
suction or discharge recirculation cavitation, depending on
where it physically occurs in the pump housing. Manufac-
turers determine the NPSHR from empirical data. They set
up a test skid wherein they can gradually restrict flow into
a pump, constantly monitoring the performance with pres-
sure gauges and flow meters. Eventually they find a point
at which the restrictions affect performance an agreed-
upon minimum amount (3% below normal curve is the cur-
rent standard). The pump is considered to be cavitating,

and this point is registered on a chart. The same process
is performed for a number of flows, and an NPSHR curve
is generated. NPSHR curves are assumed to be drawn us-
ing 60 �F water; adjustments can be made later for other
liquids.

Net Positive Suction Head Available. Net positive suction
head available (NPSHA) is the pressure any particular sys-
tem makes available at a pump’s inlet under operating con-
ditions. It is a total of several factors. After calculation (or
determination by an actual physical test), it will be com-
pared to the pump’s NPSHR. Also by previous agreed-upon
standard, NPSHA must exceed NPSHR by a minimum of 2
ft for a pump to be considered acceptable. This is a contro-
versial issue; some people believe that this differential is
insufficient, that the NPSHR chart represents the point at
which the pump is already cavitating, a 2-ft differential is
often too low; and that a sliding scale of minimal percent-
ages by which NPSHA should exceed NPSHR would serve
the user better. However, at this time the 2-ft differential
is still accepted by most hydraulic engineers.

NPSHA is calculated by the formula:

NPSH � H � DZ � H � HA ATM F VAP

where HATM � atmospheric pressure in absolute units, ex-
pressed in feet (atmospheric pressure at sea level � 14.7
psi � 33.9 ft); DZ � elevation differential from liquid level
to pump’s inlet (in feet). If the liquid level is above the
pump inlet, the number will be positive (�), if below it will
be considered a negative (�); HF � friction loss in suction
line only (in feet); and HVAP � vapor pressure of liquid at
operating temperature (in feet).

HATM and HVAP are available from various reference
books; HF and DZ are calculated as in the section on Fric-
tion Head.

NPSHA can be determined on an operating pump by
installing either a compound or vacuum gauge at the
pump’s inlet and by taking this reading and subtracting
the liquid’s vapor pressure (which will not be indicated on
the gauge: HATM, HF, and DZ will all be indicated by the
gauge reading).

As stated earlier, the results of the calculation (or gauge
reading �HVAP) should be compared to the manufacturer’s
NPSHR, a minimum 2-ft differential necessary to guaran-
tee a pump will not cavitate. The NPSHA calculation is
valuable for several reasons:

• It can show us beforehand whether a pump will cav-
itate after installation.

• It indicates the area most easily altered to eliminate
existing cavitation and how much it needs to be al-
tered. For example, if HF is high, it may be lowered
with larger pipe or fewer elbows. If DZ is low (or even
negative), we can pick up positive head by raising the
source tank.

If a system is still cavitating, and the NPSHA calcula-
tion does not indicate an easy correction, it may be that a
pump with a lower NPSHR is needed. There are whole
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Figure 1. Centrifugal pump. Source: Courtesy of Tri-Clover Inc.,
Kenosha, Wis.

classes of pumps considered low NPSH that typically have
requirements below 1 ft or 2 ft.

CENTRIFUGAL PUMPS

Pumps generally are divided into two main classifications,
centrifugal and positive displacement (PD). There are
many subclassifications. Several will be listed here later
according to their suitability for use in bioprocessing, in-
cluding a few that seem to cross the boundaries of centrif-
ugal and PD. The vast majority of pumps in use are cen-
trifugal because of the many advantages of centrifugal
design (to be listed later), but bioprocessing has unusual
demands, and the percentages of positive displacement
pumps in use is significantly higher than in other indus-
tries.

Principals of Operation of Centrifugal Pumps

Centrifugal pumps (Fig. 1) consist of

• A rotating impeller
• An impeller housing (volute) to channel the flow from

the suction port to the discharge port
• A power source, usually an electric motor
• A connection from the motor to the impeller; either

the motor shaft itself, or sometimes a separate shaft
extension

• A mechanical seal assembly to seal liquid inside the
liquid-end assembly at the point where the shaft goes
through the backplate.

There are many designs of impeller, having to do with
whether the vanes are enclosed by shrouds or not (open or
enclosed; open is cleaner, but less efficient; enclosed has
less slip and is therefore more efficient, but is much harder
to clean and to inspect); number and angle of the vanes
themselves (influencing the shape of the pump curve); and
diameter and thickness of the vanes themselves (deeper

vanes give more flow, larger diameters mean more pres-
sure capability). Manufacturers can create impeller de-
signs for very specific sets of conditions. A centrifugal
pump’s simple design means that

• Centrifugal pumps are usually less expensive (often
considerably less expensive) than PD pumps.

• Centrifugal pumps can be close-coupled, meaning
they can be mounted directly on the face of specially
designed close-coupled motors, a rare feature on PD
pumps, helping keep them inexpensive (and also
compact).

• Their flow is relatively pulsation free.
• Because of the inherent slip caused by the generally

open nature of the impeller/volute package, there is
a maximum pressure (shut-off head) a centrifugal
pump can develop. This also means they can be easily
controlled by regulating valves and often do not need
pressure relief valves or controls in the system be-
cause HP loads actually decrease when flow is valved
back.

• They are easy to maintain and repair.
• They are easily adapted to sanitary standards.

There are also disadvantages possessed by centrifugal
pumps that are often especially significant in bioprocess-
ing.

• Their inherent slip means they do not handle viscous
materials well. The rule of thumb is anything over
2,000 SSU (about 500 cps) is usually considered too
viscous for a centrifugal pump.

• Because pressure is generated by vane tip speeds,
centrifugal pumps are not by nature easily adapted
to high-pressure applications. This can be overcome
to a degree by running them especially fast (designs
exist that run at over 10,000 rpm) or by incorporating
multistage designs wherein a chain of impellers is
mounted on a common shaft, each impeller boosting
the pressure of the impeller preceding it.

• Centrifugal pumps must be run at relatively fast
speeds to develop sufficient impeller vane tip velocity
to generate reasonable head (usually a minimum of
1,200 rpm). PD pumps, on the other hand, are often
run efficiently at well under 100 rpm. This minimum
speed means that centrifugal pumps are not usually
good in low shear applications.

• The minimum speed also means that centrifugal
pumps are not efficient with low-flow applications;
turning slowly to limit flow means all pressure ca-
pability is gone. Even very small centrifugal pumps
are often rated at 10 gpm or more; they will run at
lesser flows by regulating them back in any of various
fashions (regulating valves, inverters, bypass lines),
but they are not efficient at very low flows.

• The presence of a mechanical seal means that abra-
sive products are a potential problem, not only be-
cause of the limited life of the components, but also
for the danger of materials wearing off the faces and
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entering the product stream. There are designs that
remove seals from the product flow (double mechan-
ical seals) or eliminate seals altogether (magnetically
driven pumps, or pumps with gas injection seals), but
they are often expensive and sometimes not available
in sanitary designs.

Types of Centrifugal Pumps

End Suction. By far the most popular general classifi-
cation of centrifugal pump is the end-suction design. Liq-
uid enters through the suction port in the center of the
housing, is picked up by the leading edge of the impeller,
has energy imparted by the impeller’s rotation, and exits
tangentially at the discharge port on the volute’s periphery.
End-suction centrifugal pumps are available as close cou-
pled (mounted directly onto a motor’s face) or pedestal
mounted (the pump is a separate entity with its own shaft/
bearing housing, connected to the motor by a flexible cou-
pling, the assembled package bolted to a common base).
Close-coupled design is generally preferred because of
lower cost, its more compact design, and its inherent align-
ment between components, but pedestal-mounted pumps
often have more space for special seal options and often
will adapt more easily to any special motor requirements.

Magnetically Coupled. One way to arrive at a seal-less
design and remove the difficulties of seal compatibility (see
Mechanical Seals) is to adapt the standard end-suction de-
sign. Rather than the motor shaft extending directly
through the mechanical seal and into the liquid end of the
pump, it drives a large, hollow rotating magnet. The liquid
end of the pump is in a sealed housing and fits up against
the motor with a magnetized impeller extended into the
hollowed-out area of the drive magnet. As the motor shaft
rotates the hollow drive magnet, the impeller is pulled
along. Because of the lack of a direct connection between
the motor and impeller, magnetically driven pumps can
handle only limited viscosity or specific gravity before the
impeller decouples (uncouples). They can be very inexpen-
sive in smaller designs, but the price escalates quickly as
they get larger. Often, soft-start motors are necessary to
prevent decoupling. At present, there are no sanitary-
design magnetically driven pumps, but they will undoubt-
edly be available soon.

Multistage. Centrifugal design is normally best suited
for medium-to-high flow, low-head applications such as liq-
uid transfer. When the many advantages of centrifugal
pumps makes them the design of preference, but the total
head necessary exceeds that available from standard mod-
els, multistage pumps may provide an alternate to PD
pumps. Impellers are staged, one after another in a line,
and are driven by a long common shaft. Internal channels
see that the first impeller’s discharge is fed to the inlet side
of the second, which discharge feeds the third, and so forth.
Pressure is cumulative, but the flow is limited to that
which can be carried by any individual impeller. The only
restriction to the number of stages, and therefore the total
pressure possible, is the housing-pressure limitations.
This design carries all the advantages of standard centrif-

ugal pumps, except they are not as easy to repair (impel-
lers must be removed in series, and clearances can be dif-
ficult to adjust), and they are not necessarily inexpensive.
There are sanitary designs available.

POSITIVE DISPLACEMENT PUMPS

Design and Principles of Operation

Positive displacement pumps make-up the second major
classification of pumps used in the bioprocess industry to-
day. In contrast to centrifugal pumps, discussed earlier, PD
pumps function on a very different principle: that com-
pressing a fluid volume will increase the ability of the fluid
to do work. This change in volume takes place within the
pump cavity as the pump drives or pushes that volume to
the outlet, thereby increasing the pressure on that volume
of fluid to be equal to the pressure at the pump outlet or
discharge. An example of this principle is a simple syringe.
As the syringe plunger is pushed in, the fluid within the
syringe will begin to be exposed to a higher pressure as the
volume holding the fluid decreases. The higher pressure
then drives the fluid out the end of the syringe. In both the
syringe and a pump, the pressure that the pump will gen-
erate is controlled by the resistance to flow that the fluid
is exposed to as it leaves the pump discharge. Unlike dy-
namic or centrifugal pumps, this creates a situation
whereby the PD pump can become overpressurized. The
PD pump will continue to drive fluid forward regardless of
the level of resistance. This overpressurization will only be
relieved by either a pressure relief device on the discharge
side of the pump or through the slip that is experienced as
the pump operates.

Slip, in a positive displacement pump, is defined as an
efficiency calculated by taking the amount of fluid that es-
capes the encapsulated volume as the pressure of the fluid
volume increases and dividing by the amount of fluid de-
livered. The escaping fluid is driven back to the inlet or
low-pressure side of the pump through clearances within
the pump. By knowing the amount of slip that the pump
is experiencing, one can calculate the pump efficiency. Typ-
ically, PD pump efficiencies are relatively high, 80 to 90%,
and will increase as the fluid viscosity, discussed earlier,
increases.

Advantages. Advantages that can be found in using PD
pumps in the bioprocess industry include:

• The ability to deliver a constant flow rate; the dis-
charge rate for a PD pump is relatively constant,
against a varying discharge pressure.

• They function well at a low-flow rate; the PD pump
can deliver a low-flow rate at a high discharge pres-
sure and still maintain a high efficiency as compared
to centrifugal pumps.

• They function well at high viscosity; the PD pump
can easily be adjusted to handle high viscosity liquids
and, in fact, will run at a higher efficiency as the
higher viscosity acts to reduce the amount of slip ex-
perienced by the pump.
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Figure 3. Double-diaphragm pump. Source: Courtesy of Wilden
Pump Company.

Figure 2. Gear pump. Source: Photo used by permission of Roper
Pump Company.

• They have the ability to self-prime; most PD pumps
will act to create a vacuum at the pump inlet. This
vacuum will then pull liquid into the pump cavity.

• PD pumps can easily be made to sanitary design
specifications.

Disadvantages. Disadvantages that can be found in us-
ing PD pumps in the bioprocess industry include:

• Overpressurization can occur; a flow restriction on a
PD pump will build pressure until that pressure is
relieved. An internal or external pressure relief valve
may be required for safe operation of the pump.

• Pulsing flow will occur; the design of PD pumps is
such that usually they will cause pressure pulsation
as they maintain flow rate. This pressure pulsation
can act to damage discharge piping caused by exces-
sive vibration. A pulsation dampener may be re-
quired.

• High flow rates are hard to maintain; high flow rates
may be hard to achieve even with large pumps be-
cause the maximum pump speed may be limited by
the viscosity and suction port size.

• Power limitation; because the discharge pressure is
directly proportional to the horsepower required,
very high discharge pressures may require a very
high horsepower, which may exceed the physical
strength of the pump.

Types of Positive Displacement Pumps

Gear Pumps. Gear pumps (Fig. 2) comprise, perhaps,
the most common PD pump in industry. They have wide
acceptance because of low cost and simple construction. In
general, gear pumps are made in two very distinct designs.
The first is the external gear pump. This design uses two
meshed gears that rotate in opposite directions. The first
gear is driven by the pump motor, referred to as the driven
gear, and the second gear is driven by the first and is called
the pump gear. Fluid enters and exits the gear housing
perpendicular to the gear mesh, with the incoming fluid
being trapped within the gear teeth as the opening mesh

creates a vacuum pulling liquid in. This trapped liquid ro-
tates on the outside of the gears and is expelled at the
pump discharge port as the gear teeth again start to mesh.
The fluid is forced out of the gear housing at the higher
pressure of the discharge side of the pump.

The other type of gear pump used in industry is the
internal gear pump. The internal gear pump works under
the same principle as the external gear pump; however,
the gears are configured such that a smaller, off-center,
internal gear is placed inside a planetary gear. The inter-
nal gear meshes with the inner teeth of the planetary gear
to create the pumping action. In this design, the larger
planetary gear is the motor driven gear, with the inner
gear acting as an idler. The gap created by mounting the
internal gear off center is filled with a crescent-shaped
scraper. This scraper acts to seal the inlet port from the
discharge port and reduces the amount of slip in the pump.
This pump is slightly more expensive, but is quieter and
often longer lived.

Air-Driven Double-Diaphragm Pumps. Double-
diaphragm pumps (Fig. 3) are a unique type of PD pump.
The design of a double-diaphragm pump is made up
through the porting of four check valves and two dia-
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Figure 5. Flexible impeller pump. Source: Courtesy of ITT Jab-
sco.

Figure 4. Progressing cavity pumps. Source: Photo used by per-
mission of Roper Pump Company.

phragms mounted in parallel. The two diaphragms are
connected to an air-driven piston. The operation of the
pump has liquid entering a common inlet port and the liq-
uid separating and alternately flowing through one of two
check valves, the check valve that is exposed to the opening
diaphragm. At the same time, on the opposite side of the
closed check valve, the closing diaphragm is expelling fluid
at a discharge pressure (limited by the air supply pressure
that powers the pump). The fluid being expelled pushes
open the check valve exiting the closing diaphragm section
and pushes closed the check valve on the opening dia-
phragm. This action cycles back and forth as the air piston
that drives the two diaphragms moves in and out. Because
both diaphragms are attached to the same shaft, when one
diaphragm is opening, the other is closing.

Progressing Cavity Pumps. Progressing cavity pumps
(Fig. 4) have a special design that allows for very gentle
pumping of highly viscous liquids. Most progressing cavity
pumps are made up from a single helical (metal) rotor ro-
tating inside a (elastomeric) double helical stator. Cavities
formed by this combination of rotor and stator progress
down the length of the rotating shaft as the shaft turns.
The function of the rotor is very similar to that of a screw
pump slowly pushing the pumped liquid forward toward
the discharge of the pump. Pressure is developed because
close clearances between the rotor and stator minimize the
amount of slip that is found in the pump. Further, because
the pump is well suited to pumping high-viscosity liquids,
this action is even better utilized.

Flexible Impeller Pumps. Flexible impeller pumps (Fig.
5) make up a class of very inexpensive PD pumps that can
be easily adapted to many applications. Flexible impeller
pumps work on the principle of a multivaned rubber im-
peller rotating in a housing that is cammed such that the
vanes are pushed close as the impeller rotates. This closed
impeller expels fluid out the discharge of the pump and at
the same time pulling liquid into the suction port. This
action creates a vacuum at the suction port. Vacuum val-
ues as high as 22 in Hg are easily achievable. The major
drawback of this style of PD pump is the inability of the

pump to run dry. Dry running of this type of pump will
quickly erode the rotor.

Circumferential Piston Pumps. Circumferential piston
pumps (Fig. 6a) are used in the bioprocess industry to
transfer a wide range of both raw material and finished
products. The circumferential piston pump works with two
opposing hemispherical rotors spaced 180� apart. These
two rotors turn in opposite directions much like that of the
external gear pump; however, the action of the circular pis-
ton moving past the suction port creates a vacuum that
draws fluid into the pump cavity. This fluid, which is
trapped between the sides of the rotating piston and the
pump housing, travels around the pump casing and is dis-
charged at the pump outlet as the piston of the opposing
rotor pushes the trapped liquid into the outlet of the pump.
This action alternates from pump rotor to driven rotor as
trapped fluid is pushed into the pump outlet. This pump
design requires that the rotors of the pump not come in
contact with one another. To accomplish this, the rotors are
driven with a gear housing that contains supporting
shafts, bearings, and timing gears. It is therefore very
clean and ideally adds no metal to the product.

Lobe Pumps. Very similar in design to circumferential
piston pumps, lobe pumps (Fig. 6b) also use a gear housing
containing supporting shafts, bearings, and timing gears.
The rotors of the lobe pump rotate in opposite directions,
creating a low pressure or vacuum at the pump inlet as
the lobes separate. The fluid drawn into the pump cavity



PUMPS, INDUSTRIAL 2255

(a)

(b)

Figure 6. (a) Circumferential piston pump; (b) Lobe pump.
Source: (a) courtesy of Waukesha Fluid Handling; (b) courtesy of
ITT Sherotec.

Figure 7. Peristaltic pump. Source: Courtesy of Watson-Marlow
Inc.

Figure 8. Nutating disk-type pump. Source: Courtesy of KSI.

is trapped in the valley of the lobe and rotated to the outlet
of the pump where the trapped fluid is forced into the pump
outlet as the opposing rotor lobe rotates into the lobe valley
containing the trapped liquid. This action alternates from
rotor to rotor similar to that found on the circumferential
piston pump. The lobe pump is somewhat less shear inten-
sive as compared to the circumferential piston pump and
is more easily cleaned when cleaning a pump in place.

Peristaltic Pumps. Peristaltic pumps (Fig. 7) are very
common throughout the bioprocess industry. They can be
found in all size ranges, handling flows on the laboratory
bench of 3 to 4 mL/min to flow rates on the production floor
of 30 to 40 gpm. The basic design of the pump functions
through the progressive squeezing of tubing by rollers
mounted to a rotating plate. The rollers trap fluid within
the tubing and rotate it to the outlet. They are self-priming
and have the major advantage that the fluid only contacts
the pump tubing so sealing the pump is not required. The
action also minimizes the amount of shear that the pump
fluid is exposed to.

Nutating Disk-Type Pumps. Nutating disk-type pumps
(Fig. 8) are new to the bioprocess pump market and provide
for advantages typically found in several different types of
older pump designs. The principle that drives this class of
PD pumps is the action of a wobbling disk within the pump
cavity. This disk can be used to trap a volume of fluid be-
tween it and the stationary pump housing. The trapped
fluid is pushed toward the pump outlet through this wob-
bling action and the use of a scraper gate that rides on the
width of the rotating disk.

DRIVERS

The most popular choice of drivers for pumps, by far, is the
AC motor. They have become the standard because they
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are inexpensive and long lived, have relatively few moving
parts, and are available from a large variety of sources, in
a large variety of styles and enclosures. They are relatively
quiet (typically between 70 and 85 decibels), efficient (often
over 90%), and institutions exist (National Electrical Man-
ufacturer Association [NEMA]) that guarantee a certain
degree of interchangeability from manufacturer to manu-
facturer. Typically, only if an AC motor is unacceptable are
other choices considered. Considerations include style,
electrical specifications, and enclosure.

Style

Close coupled, foot-mounted motors are common for cen-
trifugal pumps that will accept this. Standard horizontal
foot-mounted motors are needed when pedestal-mounted
centrifugal pumps have been chosen. PD pumps usually
need motors with gear boxes integrally mounted to achieve
the low speed necessary. Because most pump suppliers sell
their pumps as motor and pump packages, the user is not
usually concerned with physically matching the compo-
nents, but should understand the principles.

Electrical Specifications

Unlike the general motor style, it is the user’s responsibil-
ity to know the electrical systems the drive will be expected
to operate under. Concerns the supplier must address will
be:

• Phase: Single phase is available for small horsepower
drivers (below 5 hp), and common for fractional
horsepower, but three phase is available for frac-
tional and large integral motors.

• Voltage: in the United States, standards are 115 or
230 V for single phase and 230 or 460 V for three
phase, but others voltages exist. Because motors are
good for �10%, there is some flexibility.

• Frequency: 60 Hz is the standard in the United
States, but 50 Hz exists all over the world. Motors
tolerate only �5% frequency variation.

Enclosure

The desired enclosure is an important consideration. Stan-
dard types available are open drip-proof for environments
where the motor will be protected from atmospheric dan-
gers; totally enclosed, fan cooled (TEFC) for areas where
the motor will be exposed to light moisture; explosion proof
where a UL rating is necessary and the motor’s ability to
keep sparks from escaping is crucial for safety considera-
tions; and common in bioprocessing, the wash-down enclo-
sure where the area the unit is to be mounted in will be
periodically hosed down.

NEMA is an organization that has written a standard-
ized list of motor dimensions such that a user may substi-
tute one brand for another in confidence that the new mo-
tor will physically interchange. This is done by a series of
frame designations, such that a brand A motor in, for ex-
ample, frame 145TC will exactly fit in place of a brand B
motor of the same frame.

An accessory often considered today is the frequency
inverter, which varies frequency and voltage in such a
fashion as to allow an AC motor to act as a variable speed
device. This has many advantages in addition to allowing
a user to dial in more precisely the desired flow, such as
the ability to control speed remotely, and to be able to start
up a pump slowly to minimize start-up damage to the
pump and the motor.

Other options to an AC motor are gasoline or diesel en-
gines for areas where electrical power is unavailable, and
more and more commonly, compressed air drives. Air mo-
tors have the advantages of being inherently explosion
proof and being able to stall without incurring damage, but
have the disadvantages of needing very dry compressed air
and of being relatively inefficient. DC power is used in
some very small pump packages, but is uncommon.

SPECIAL CONSIDERATIONS FOR BIOPROCESSING PUMPS

Sanitary Standards

The main standard for the sanitary design and construc-
tion of pumps to be used in the bioprocess industry is the
3A Standards (Code of Federal Register Title 21, part 177).
These standards govern certain design modifications that
are key elements in maintaining sanitary conditions
within a pump. These guidelines cover surface finish, ma-
terials of construction, fabrication, and other areas. The
sanitary design of a pump must also comply with all other
applicable standards, including FDA, cGMP, and the
ANSI/ASME standards for food, drug, and beverage equip-
ment.

Materials of Construction and Surface Finishes

The most commonly found material of construction for
pumps in the bioprocess industry is austenitic stainless
steel alloys. Austenitic stainless steel alloys used in the
construction of sanitary stainless steel pumps include AISI
types 304, 304L, 316, and 316L. Analysis of the makeup of
these alloys reveals that a major element in all stainless
steel alloys is iron. Iron alone is quickly attacked by most
fluids, but in the presence of chromium in correct combi-
nations of Ni, C, Mn, P, Mo, Si, and S, the ability of stain-
less steel to withstand corrosion is excellent. This, plus its
low carbon content and its ability to be easily welded, ma-
chined, and polished, makes 316L the most popular ma-
terial of construction for pumps in bioprocessing. Product-
contact surface finish is critical in most bioprocess systems
because of the need to preserve sterile or sanitary condi-
tions. All product contact surfaces must be free of cracks,
crevices, and occlusions that can harbor and promote bac-
teria growth. Surface finish in most pumps is obtained
through the use of mechanical polishing and electropolish-
ing. This surface treatment will result in a surface finish
that would measure at approximately 15 Ra surface rough-
ness.

Mechanical Seals

Theory. Mechanical seals (Fig. 9) are a standard prod-
uct used in the manufacture of most pumps to seal between
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Figure 9. Mechanical seals. Source: Courtesy of the Durametallic
Company.

the rotating pump shaft and the pump cavity. The type of
mechanical seal used to seal the pump cavity is a key com-
ponent of most pumps used in the bioprocess industry. The
mechanical seal that is placed into pumps must serve two
functions:

• Provide a barrier to the atmosphere
• Contain the fluid in the pump cavity without affect-

ing fluid quality

Bioprocess pump seals are designed to be easily
cleansed and not harbor bacteria. However, for them to be
used in pumps for sterile fluids, particular modifications
are required. These modifications include changes in the
seal design, placement of the seal within the pump housing
and selection of seal materials.

A discussion on mechanical seals is best started with a
brief background on how mechanical seals work. A single
mechanical seal works with two very flat surfaces, one a
rotating face element and the other a stationary face ele-
ment. These faces ride on one another with an ultrathin
layer of fluid between the seal faces. When the fluid enters
the zone between the two faces, the fluid temperature rises
owing to the frictional resistance of one face on the other.
If the seal is functioning correctly, the fluid will vaporize
as it exits this zone and enters the atmosphere. This prin-
ciple applies to most single mechanical seals in bioprocess
pumps. The key to this functioning correctly is to have
proper force pushing the rotating element on to the sta-
tionary seat. The force can be obtained either mechanically
or hydraulically. The mechanical force is provided by a
compressed spring. The hydraulic force, found in a hy-
draulically balanced seal, uses the pressure inside the
pump head to push the rotating element to the stationary
seat. Both of these methods are used in bioprocess pumps
seals to produce a force that will generate enough friction
between the faces to vaporize the fluid just before it leaves
the seal faces without causing the faces to wear too quickly
or generate too much heat.

If the mechanical seal is to function as described and
provide a sterile barrier between the atmosphere and the

fluid within the pump cavity, certain modifications are re-
quired to the seal design. First, a secondary mechanical
seal is needed behind the primary inboard seal. This com-
bination is referred to as a double mechanical seal. Second,
both of these seals are placed into a stuffing box or gland
that is attached to the pump where the rotating shaft en-
ters the pump head. This is done so that a flushing fluid
can be run between the two seals. The fluid barrier will
guard against any contaminants from the atmosphere pen-
etrating into the fluid within the pump cavity. The flushing
fluid is pushed through the stuffing box under pressure so
that a positive pressure on the outboard seal stops contam-
inants from entering the stuffing box. A secondary function
of the seal flush liquid is to provide a certain amount of
cooling to the seal faces.

The requirement that the seal contain the fluid within
the pump cavity without affecting the fluid quality neces-
sitates changes in the way the inboard seal functions.
Fluid in the pump cavity is kept pure by ensuring that a
positive pressure is maintained on the pump side of the
inboard seal. This pressure functions in the same manner
as that on the outboard seal; however, it should be greater
than the stuffing box pressure to ensure that any leakage
through the seal passes from inside the pump into the stuff-
ing box. This will prevent the passage of contaminants
from the stuffing box into the pump cavity. The seal de-
signed for this configuration creates some problems.

First, if the inboard seal fails, product can be lost
though the flush outlet of the stuffing box. Second, if the
fluid in the pump contains active organisms that must be
contained, these organisms could pass into the seal flush.
The common flushing procedure for double mechanical
seals in this situation is to maintain the stuffing box at a
higher pressure than the pump side inboard seal pressure.
In the case of seal failure, the flush fluid would move into
the pump head, and no product would be lost. This ar-
rangement can present problems if particulate, worn from
the seal faces, is forced into the pump cavity by the high
stuffing box pressure, thereby contaminating the fluid in
the pump. Applications should be reviewed to determine
which flushing configuration is most applicable.

The mechanical seal chosen for an application should
be constructed of the highest quality FDA-approved ma-
terials of construction to provide a reliable, long-lasting
seal. The face and rotating element materials should be
selected for fluid compatibility, hardness, and flatness.
Commonly used materials include tungsten carbide, sili-
cone carbide, ceramics, carbon graphite, and stainless
steel. The supporting items of the seal, including the
springs, cups, O-rings, drive collar and set screws, should
also be selected for fluid compatibility and performance
characteristics. These pieces will function as a system to
provide a reliable seal.

Static Seals

Static seals within pumps used in the bioprocess industry
fall into two categories. These categories are elastomer O-
rings and flat gaskets. O-rings are more commonly used in
modern pump designs because they can be sized to prop-
erly seal flat or round pump components within the pump
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design. Further, O-rings and their corresponding O-ring
grooves can be easily configured to minimize any fluid en-
trapment and provide a cleanable crevice-free seal. O-rings
are commonly used to seal pump shafts to mechanical seals
and pump coverplates to pump housings. The O-ring ma-
terial is selected based on the required durometer (hard-
ness) and material compatibility with the sealed fluid.
Commonly found materials include Viton�, EPDM,
Buna-N, Silicone, and Kalrez�.

Flat gaskets are less common in modern pump designs;
however, they are used when maintaining clearances
within the pump design is critical. As with O-rings, they
can also be constructed of an elastomeric compound, but it
is also common to see them made from such materials as
paper or PTFE (Teflon�).

Aseptic Modifications

Sterile fluids require systems that are capable of being
steamed-in-place (SIP). To minimize downtime and pre-
serve the integrity of the sterile atmosphere within the
pumping system, pumps can be modified so they can be
fully steamed-in-place. Most pumps can be steamed-in-
place if they are designed in accordance with 3A standards.
These standards, as mentioned earlier, will specify proper
surface finish, impeller, and seal design. Further, the pump
must utilize a seal that will allow for full steam penetra-
tion under pressure. Because proper steam flow is required
to maintain saturated steam within the pump being ster-
ilized, steam flow is enhanced in pumps by providing a
means of condensate removal. As steam sterilizing the
pump cools, it will form condensate. For proper steriliza-
tion to occur, this condensate must be removed from the
pump quickly, preventing cold spots from forming. Hence,
there is often the need for the pump to be self-draining by
adding a tangential bottom drain.

Water-for-Injection Modifications (Centrifugal Pumps)

The design of centrifugal pumps make them very well
suited to the application of pumping sterile water for in-
jection (WFI). Because WFI must be kept moving at high
temperature and high velocity within a piping system, a
standard sanitary centrifugal pump can be modified to
handle this application. The first modification is to the sur-
face finish and materials of construction. The pump should
be constructed of AISI Type 316L stainless steel that has
been finished so that the surface roughness measures ap-
proximately 15 Ra. Second, all elastomeric components of
the pump should be selected to be compatible with the
WFI. This requires matching compatibility for tempera-
ture. Typical materials include steam resistant Viton� or
EPDM. The third measure is the correct configuration of
the mechanical seal to be used. This should be selected to
reduce the chances of contamination. The last typical mod-
ification includes the addition of a casing drain to promote
the removal of condensate during the steam sterilization
of the WFI pump.

TROUBLESHOOTING

There is a general theme in successful troubleshooting.
Specifically:

1. Make sure the system is fully understood (to elimi-
nate oversights).

2. Narrow down or isolate potential sources of the prob-
lem.

3. Determine all possible causes within these areas.
4. In order of probability, go through them one by one.

The difficult step is often number 3, but all four hold
potential hazards and solutions.

1. System analysis can be tedious. Fear of asking what
appear to be obvious questions can tempt one to give this
step short shrift. However, if problems began after a
change in the system, system analysis will usually hold the
answer. Walking through a typical flow pattern and ques-
tioning each step is often helpful. Keep in mind that flow
at any division seeks equilibrium; flow will divide such
that resistance to flow on one side given its gallonage will
exactly equal the resistance to flow on the other side with
the remainder of flow. Double checking that the pump in
question will, in theory, meet the system conditions may
be also be appropriate.

2. In many cases, narrowing down whether a problem
is in the system or the pump can be affected by switching
pumps in an installation containing one that is working
well. If the problem follows the pump, it is in the pump; if
it stays with the line, it is in the system. In other cases,
noises can be isolated by separating various components
of a system to determine if they continue or cease. The
motor sometimes can be separated from the pump, for ex-
ample, or suspect components temporarily removed. Valv-
ing can sometimes isolate pumps or piping sections to
check the results.

3. There are usually more possible explanations for a
problem than a typical manufacturers’ lists provides. Fol-
lowing is a sampling of potential causes for a few specific
complaints. Creativity is essential in this step, with noth-
ing ever taken for granted. Often, a marginal explanation
tentatively or casually offered up will be immediately rec-
ognized by an engineer and the problem solved.

4. There will always be possibilities (listed in the fol-
lowing section) that are more likely to occur than the oth-
ers, depending on the symptoms. Of these, the most easily
checked should be the first inspected, and then the more
difficult. At times there are two simultaneous flaws in a
system, making checking of individual items fruitless. In
these cases, logic will be of more value than experiment.

Suggestions for a few common problems follow.

Low Flow

Centrifugal Pumps Only

1. Reverse rotation (Note: a centrifugal impeller flings
the liquid as opposed to scoops it, if there is ever a
question as to rotational arrows. A centrifugal
pump will pump if turning in reverse, but with low
flow and pressure and higher horsepower because
of lowered efficiency).
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2. More head than originally calculated.
3. Clogged impeller.
4. Wrong impeller diameter for conditions.
5. Cavitation (see earlier section).
6. Impeller clearances worn too large.
7. Motor speed slower than nameplate indicates.
8. Impeller spins loosely on shaft.
9. Broken coupling.

10. Viscosity has increased.
11. Vortexing in source tank.
12. Air in tank introduced from splashing or churning

close enough to tank outlet to allow air to enter with
stream.

13. Wrong pump for conditions.
14. If pump is above source tank, air leak in suction

pipe.

Positive Displacement Pumps Only

1. Excess wear on components.
2. Stuck internal check valves, if any.
3. Torn diaphragms, if present.
4. Stuck internal (or external) pressure relief valve.
5. Speed too slow.
6. Cavitation (see preceding section).
7. Wrong pump for conditions.
8. If belt driven, a slipping belt.
9. Broken coupling.

10. Speed not slow enough for viscosity, leading to cav-
itation.

11. If pump is above source, air leak in inlet pipe.

Cavitation

Note: Cavitation is indicated by crackling noise for centrif-
ugal pumps, by banging for most PD pumps, or by finding
that TDH has fallen at least 3% below the standard curve
for the particular centrifugal pump.

1. Blocked inlet.
2. Too much friction loss in suction line.
3. Elbow too close to pump suction port (Note: The rule-

of-thumb is that the elbow should be located no
closer than 6 � the suction port diameter).

4. For centrifugal pumps only, running at extreme left
end of the curve causing low pressure areas to de-
velop.

5. Suction line with high spot (as opposed to continually
rising), therefore, air trap to disturb or restrict flow.

6. Liquid too hot and therefore vapor pressure too high.
7. Elevation differential too great (too much lift).
8. If drawing from closed tank, vacuum level too high,

or vacuum level that builds to an unacceptable point
as liquid is pumped out.

9. Excess prerotation at inlet of centrifugal, causing
flow to enter in wrong pattern for design (Note: Ro-

tation against impeller rotation is a positive factor
and will move the curve upward, but the more com-
mon prerotation in the same direction as the impel-
ler is harmful and may drop the curve).

Motor Overheats

Centrifugal Pumps Only.

1. Too much flow; therefore, further out on curve than
calculated.

2. Wrong rotation.
3. Oversized impeller.
4. Unbalanced impeller.

Positive Displacement Pumps Only.

1. Too much backpressure.
2. Binding or rubbing components.
3. In case of progressive cavity, flexible impeller, or

other pump with rubbing components, insufficient
motor starting torque to get up to full speed

Any Pumps

1. Voltage above �10% allowed by manufacturers.
2. Frequency beyond �5% allowed by manufacturers.
3. Bad motor bearing(s).
4. Three-phase motor not getting power to all three

lines (single phasing).
5. Cavitation.
6. Misaligned motor/pump shaft, or misaligned pul-

leys.
7. Undersized cable to motor.
8. Loose connection at motor outlet box or control box.
9. Insulation has broken down through time and use.

10. Cable too long to handle amperage.
11. Ambient temperature too high.
12. Overgreased bearings, causing binding when bear-

ings heat up.
13. On TEFC design, broken or slipping fan.
14. Speed too high for pump.
15. Not enough air movement to keep motor cool be-

cause of confined or poorly vented area.
16. If single phase motor, starting windings do not dis-

engage.
17. Viscosity higher than calculated.
18. Pipe torque, causing misalignment and binding.
19. Motor stops and starts too often (consult manufac-

turer for maximum stops and starts for applicable
horsepower, it is probably lower than you think!).

20. Dirty surfaces not allowing efficient cooling.
21. On drip-proof design, internal diffuser or fans not

channeling air flow properly.
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Noise

Note: Various designs have various degrees of noise con-
sidered standard and acceptable. The manufacturer will
be able to supply the numbers if given operating condi-
tions.

1. Motor or pump bearings worn.
2. Cavitation.
3. If a PD pump, components hitting or rubbing.
4. If rigidly piped, amplification of what might be con-

sidered normal noise through lines into abnormal
amounts.

5. If mounted on channel steel base, amplification of
noise from pocket of air beneath motor/pump pack-
age.

6. Coupling hitting coupling guard.
7. Motor fan hitting fan cover guard.
8. Check valves chattering as they stick.
9. Water hammer (valves must close slowly enough for

momentum in line to be absorbed). A rough rule of
thumb is t � 2L/a, where t � time in seconds for
valve to close (minimum); L � length of pipe via
longest route, in feet; a � speed of pressure wave in
feet/second (an average for water is 4,000 ft/s). An
example would be a 200-ft length of pipe handling
water, which would demand a valve closing in no less
than 2 � 200/4,000 � 0.1 s to avoid water hammer.

Abnormal Seal Wear

Note: A mechanical seal in a continuous-duty, clean appli-
cation can be expected to last several years, as a minimum,
to as many as 10 years or longer if under absolutely ideal
conditions.

Seat Fracture

1. Thermal shock from dry running followed by sudden
introduction of cooler liquid, or any sudden drastic

change in the temperature or the liquid. Usually ap-
pears as a hairline fracture.

2. Seal head installed incorrectly, causing the head to
strike the seat.

3. Physical shock from a blow such as being dropped.
4. Water hammer.
5. Pipe misalignment, twisting the bracket holding the

seat.

Carbon Washers Wear Prematurely

1. Abrasives (clearly visible by scored faces).
2. Chemical incompatibility between the chemical and

either the washer itself, or the binder holding the
carbon together.

3. Improper installation, usually with the seal head
cocked.

Elastomer Problems

1. Chemical incompatibility. Elastomer may become
brittle, softened, swollen, or even totally eaten away.

2. Dry running. Elastomer may look burned or cracked
or become brittle and hard.
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INTRODUCTION

Much work has been done on the development of producers
of useful metabolites. Metabolic engineering has enabled
more scientific and strategic breeding than the conven-
tional method based on mutagenesis followed by selection.
In general, the targets for breeding are biosynthetic path-
ways of the metabolites, and the best example is the met-
abolic regulatory fermentation of various kinds of amino
acids. In contrast, few studies consider energy metabolism
as the target of breeding. However, it seems that manip-
ulation of energy metabolism opens up a new dimension
in breeding, because the energy status of the cell deeply
concerns both regulation of energy production and biosyn-

thesis and assembly of cell materials, although it does not
necessarily directly affect the biosynthetic pathways of the
desired metabolites. In this article, the development of pro-
ducers of useful metabolites by the manipulation of energy
metabolism is described with special emphasis on our
work, which is improvement of the pyruvic acid productiv-
ity of a pyruvic acid–producing mutant of Escherichia coli
K-12 by a defect in F1-ATPase activity.

ENHANCEMENT OF CENTRAL METABOLISM BY A DEFECT
IN THE ACTIVITY OF F1F0-ATP SYNTHASE

This section mainly describes our work, which has dem-
onstrated both the enhancement of glucose metabolism
and the improvement of pyruvic acid productivity by the
introduction of a defect in an energy-producing reaction in
an E. coli strain.

Improvement of Pyruvic Acid Production by Strain TBLA-1,
an F1-ATPase-Defective Mutant of E. coli W1485lip2

For the development of producers of useful metabolites, it
seems important to consider points both upstream and
downstream of the metabolic flow as well as the biosyn-
thetic pathway itself, such as increases in the supply of
precursor metabolites that flow into the biosynthetic path-
ways and the efficient transport of substrates and metab-
olites across the membranes. Under these concepts, we
have focused on the improvement of fermentative produc-
tion by enhancement of the glycolytic pathway. That is, it
was expected that the enhancement of the glycolytic path-
way would lead to the improvement of producers through
smooth assimilation of substrate carbohydrates.

As a model system to assess this idea, we have estab-
lished pyruvic acid production by E. coli W1485lip2 (ATCC
25645) (1), a lipoic acid auxotroph of E. coli K-12 (2). This
system was employed for several reasons. First of all, it
was expected that the effect of enhancement of the glyco-
lytic pathway would be obvious because pyruvate is the
end product of glycolysis. Second, E. coli strain K-12 is suit-
able for characterization because much information about
its genetics and physiology is available. Strain W1485lip2
requires lipoic acid for its growth and produces a large
amount of pyruvic acid in cultures in which lipoic acid is
limiting, where the activity of the pyruvate dehydrogenase
complex becomes almost negligible (1).

Then, how can we enhance the glycolytic pathway?
Much work has revealed that flow in the glycolytic path-
way is enhanced by a decrease in the energy level of the
cell. That is, under those conditions, phosphofructokinase
(PFK) I, one of the isozymes of E. coli PFK, and pyruvate
kinase (PYK) II, one of the isozymes of E. coli PYK, have
been shown to be activated by ADP and AMP, respectively
(3,4). Therefore, decrease in the energy level of the cell
seemed to be effective for enhancement of the glycolytic
pathway. To decrease the energy level, it seemed appro-
priate to impair the generation of ATP through oxidative
phosphorylation. For these reasons, we have introduced a
defective gene of the �-subunit of F1-ATPase, atpA401 (5),
into the strain W1485lip2 by transduction, and obtained
an F1-ATPase-defective mutant, TBLA-1 (6). Both strains
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Table 1. F1-ATPase Activities and Fermentation Profiles
of Various Strains

Strain W1485lip2 TBLA-1 No. 63-1

F1-ATPase activitya 6.3 0.09 5.7
Growth (A590) (A) 8.5 5.7 7.2
Glucose consumed (g/L) (B) 32.1 40.4 35.6
Pyruvic acid produced (g/L) (C) 13.5 25.9 14.8
(B)/(A) 3.8 7.1 4.9
(C)/(A) 1.6 4.5 2.1
(C)/(B) 0.42 0.64 0.42

almol min�1 mg protein�1.
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Figure 1. Time courses of pyruvic acid production by strains
W1485lip2 and TBLA-1 (6) showing data for growth (a) and py-
ruvic acid production (b). In b, dashed lines indicate glucose
consumption and solid lines indicate pyruvic acid production.
�, strain W1485lip2; �, strain TBLA-1.

were cultured aerobically in the pyruvic acid production
medium, Medium 7 (6), containing 50 g/L of glucose, using
jar fermentors with pH controlled at 6.0. As shown in Fig-
ure 1, strain TBLA-1 was found to produce pyruvic acid
much more effectively than the parental strain in spite of
some decreases both in growth rate and in growth level (6).
That is, the parental strain, W1485lip2, consumed 50 g/L
of glucose and produced 25.5 g/L of pyruvic acid after cul-
ture for 32 h; under the same conditions, strain TBLA-1
consumed glucose and produced more than 30 g/L of py-
ruvic acid after culture for 24 h.

Table 1 shows F1-ATPase activities, fermentation data,
and fermentation parameters of various strains. The fer-
mentation data were obtained after culture for 16 h, at
which time maximum growth was attained in the strains
listed. As seen in Table 1, the level of growth in strain
TBLA-1 decreased to 67% of the parental strain because of
impairment of oxidative phosphorylation. However, in
strain TBLA-1, both the amount of glucose consumed per
cell ([B]/[A] in Table 1) and the amount of pyruvic acid

produced per cell ([C]/[A] in Table 1) increased by factors
of 1.9 and 2.8, respectively, compared with strain
W1485lip2 (6). In strain TBLA-1, the conversion yield of
pyruvic acid from consumed glucose ([C]/[B] in Table 1)
also increased by a factor of about 1.5 (6). Furthermore, as
all of these changes have not been observed in a revertant
from strain TBLA-1 (no. 63-1) having a normal level of
F1-ATPase activity (Table 1), it was concluded that the en-
hancement of pyruvic acid productivity was brought about
by the defect in F1-ATPase activity (6).

These results seem to be the first example of the appli-
cation of a mutant defective in energy metabolism in the
field of biotechnology. Although we have not optimized cul-
ture conditions for pyruvic acid production, the productiv-
ity of pyruvic acid in strain TBLA-1 in terms of grams of
pyruvic acid produced per liter per hour is quite efficient
among the pyruvic acid producers so far reported (7,8). The
highest accumulation of pyruvic acid has been reported for
the wild-type Torulopsis glabrata IFO 0005 (8), which re-
quires nicotinic acid, thiamine, pyridoxine, and biotin for
its growth. This yeast strain is capable of producing 57
g/L of pyruvic acid from 100 g/L of glucose in 59-h culture.
The commercial importance of pyruvic acid includes its use
as a starting material for the synthesis of many drugs and
agrochemicals. Especially, pyruvic acid has been used as
one of the substrates for the enzymatic production of L-
dihydroxyphenylalanine (L-DOPA).

Enhancement of Glucose Metabolism in Strain TBLA-1

In the course of these studies, Jensen and Michelsen (9)
reported the physiological characteristics of E. coli mu-
tants having deletions in the atp operon coding for
H�-ATPase. In the mutants, they demonstrated increases
in the oxygen consumption rate and in the level of b-type
cytochromes by factors of 1.4 and 1.8, respectively, com-
pared with the wild-type strain. It was also found in the
atp mutant that the flow through the glycolytic pathway
increased, and twice as much acetate was produced as a
main by-product from consumed glucose. The increased ox-
ygen consumption rate in the atp mutants is considered to
contribute to the enhanced operation of the glycolytic path-
way and to enhanced ATP production by substrate-level
phosphorylation through the smooth reoxidation by the
electron transport chain of NADH generated from the gly-
colytic pathway. Also, increase in the content of b-type cy-
tochromes seems to contribute to enhanced respiration.
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Figure 2. Oxygen consumption rates (a) and phosphotransferase
(PTS) activities (b) of strains W1485lip2 and TBLA-1 during py-
ruvic acid production (10) were measured using the cells har-
vested from the cultures for pyruvic acid production presented in
Figure 1. In b, solid lines and dashed lines indicate PEP-
dependent phosphorylation of methyl �-D-glucopyranoside (�-MG)
and 2-deoxy-D-glucose (2-DG), respectively. �, strain W1485lip2;
�, strain TBLA-1.

In the cells of strain TBLA-1 growing in pyruvic acid–
producing medium, oxygen consumption rates (Fig. 2a),
and the content of b-type cytochromes were also found to
increase by factors of 1.7 and 1.4, respectively, compared
with strain W1485lip2 (10). These changes suggested in-
creases in the amount of some components of the respira-
tory chain.

In the E. coli respiratory chain, two types of NADH de-
hydrogenases, designated NDH-1 and NDH-2, have been
found (11). The expression of the nuo operon coding for
NDH-1 has been shown to be repressed anaerobically by
ArcA, a gene product from arcA (arc for aerobic respiration
control) (12). NDH-2 is specified by the ndh gene. The ex-
pression of this gene is subject to fnr (fumarate nitrate
reduction) gene product (Fnr) -mediated anaerobic repres-
sion (13). Thus, these two dehydrogenase genes are ex-
pressed aerobically and repressed anaerobically. Two types
of terminal oxidases, Cyt o and Cyt d, are known in E. coli

(14); the former is coded by the cyo operon and the latter
by the cyd operon. The cyo operon is expressed aerobically
and is repressed anaerobically by both ArcA and Fnr
(15,16). On the other hand, the expression of the cyd op-
eron has been shown to be regulated by both ArcA and Fnr
in such a way that the expression is maximum under mi-
croaerobic conditions (15,17,18). To clarify the mecha-
nism(s) for the enhanced respiratory activities observed in
strain TBLA-1, it seemed necessary to measure and com-
pare the amounts of the NADH dehydrogenases and ter-
minal oxidases of strains TBLA-1 and W1485lip2. This
kind of approach might allow us to consider how the energy
status of the cells can affect the activities of the oxygen-
responding regulators ArcA and Fnr.

To elucidate the enhancement of glucose consumption
in strain TBLA-1, activities of the phosphotransferase sys-
tem (PTS) for glucose uptake were measured by phospho-
enolpyruvate (PEP) dependent phosphorylation of methyl
�-D-glucopyranoside and 2-deoxy-D-glucose using the tol-
uenized cells. We found that these activities were higher
in strain TBLA-1 than in strain W1485lip2 (Fig. 2b) (10).
These changes were considered to be important explana-
tions for the higher activities of glucose consumption per
cell in strain TBLA-1. PTS not only catalyzes the formation
of glucose-6-phosphate on uptake of glucose but also cat-
alyzes the conversion of PEP to pyruvate, seemingly the
same reaction as that of pyruvate kinase. Therefore, in-
crease in the activity of PTS found in strain TBLA-1 is
considered to be equivalent to the enhancement of glycol-
ysis. Enhancement of glucose consumption has been re-
ported in some atp mutants (9,19). However, PTS activities
of these mutants under glycolytic conditions have not yet
been reported. Therefore, our results are the first impli-
cation of the importance of PTS activities in the regulation
of glycolysis in atp mutants. Furthermore, the increase in
PTS activity is considered to lead to increased yield of py-
ruvate from consumed glucose in strain TBLA-1 because
PEP is converted to pyruvate much more effectively with
the increased operation of PTS. Rohwer et al. (20) studied
PTS activities of a strain of E. coli K-12 growing on succi-
nate by measuring initial uptake rates of methyl �-D-
glucopyranoside. They found that the uptake rate of the
strain decreased when the expression level of the atp op-
eron decreased and suggested that the PTS activity de-
creases under energy-deficient conditions. Thus, it seems
quite interesting to examine PTS activities of atp mutants
in more detail under various culture conditions.

Measurements of the activities of all the glycolytic en-
zymes revealed that those of phosphoglycerate kinase and
PYK-I were higher in strain TBLA-1 than in strain
W1485lip2 during the logarithmic growth phase by factors
of about 1.5 at their maxima (10). These differences were
considered to be not so distinct as those found in PTS ac-
tivities. Moreover, so far as the activities of PYK-I were
concerned, differences were not observed after the culture
had continued for 12 h. However, as these two enzymes are
involved in substrate-level phosphorylation, increased ac-
tivities of these enzymes seem to contribute to the supply
of ATP required for the synthesis of cell materials during
the logarithmic growth phase. Also, the increases seemed
to contribute to increase in the rate of glucose consumption
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Figure 3. Changes in activities of glucose metabolism in strain
TBLA-1 (from 21, with permission of Japan Society for Bioscience,
Biotechnology, and Agrochemistry). Each number with an arrow
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per cell during the logarithmic growth phase in strain
TBLA-1. Because activities of all the glycolytic enzymes
were measured with crude enzymes that had been gel-
filtered to eliminate low molecular weight materials, the
increases in these enzyme activities were not related to
activation by low molecular weight ligands such as ADP
and AMP.

These interesting changes found so far in strain TBLA-1
are summarized in Figure 3 (21). It became apparent that
various kinds of changes that seem to compensate for en-
ergy shortage take place in strain TBLA-1, which is defec-
tive in F1-ATPase activity. At present, it is not clear if these
changes are indigenous to atp mutants. These points need
to be investigated using continuous cultures in which the
physiological state of each cell is homogeneous and well
defined. Investigation of the mechanisms of these changes
seems to be quite important and will shed light on the en-
ergy metabolism of E. coli.

Applicability of a Defect in F1Fo-ATP Synthase Activity
to Other Industrially Important Organisms

It seems interesting to consider whether the enhancement
of glucose metabolism and the concomitant improvement

of the productivity of a metabolite by the introduction of a
gene defective for F1-ATPase observed in E. coli can be ap-
plicable to other industrially important microorganisms.
To date, other than E. coli, physiological changes similar
to that observed in E. coli mutants (6,9), the enhancement
of glucose metabolism and increase in respiratory activity,
have also been reported in atp mutants of Bacillus subtilis
(19). It was also demonstrated that the expression of genes
coding for some of the respiratory enzymes has also been
increased by disruption of the atp operon (19). From these
observations, it seems that increases in the activities of
both rate-limiting enzymes of the glycolytic pathway and
respiration for the reoxidation of NADH generated via gly-
colysis are prerequisite for the enhancement of glucose me-
tabolism. Here, for simplicity, let us consider the possibility
of the enhancement of glucose metabolism only from the
former aspect, increased activity of rate-limiting enzymes
of the glycolytic pathway. Generally in bacteria, PFK and
PYK, both of which catalyze the irreversible reactions in
glycolysis, have been shown as the control points for the
glycolytic flux. In many cases these enzymes are reported
to be activated or inhibited allosterically by metabolites of
the glycolytic pathway and by adenine nucleotides, and ac-
tivation is normally observed in response to decrease in the
energy level of the cell. Thus, it is expected that a defect
in the activity of F1Fo-ATP synthase lowers the energy
level of the cell, thereby leading to the enhancement of
glycolysis from the activation of PFK or PYK under those
conditions.

Table 2 summarizes effectors for PFKs and PYKs from
some of the industrially important bacteria. As reported
(6,9,19), defects in F1Fo-ATP synthase activity resulted
in the enhancement of glucose metabolism in E. coli and
in B. subtilis. Consistently, PFK-1 and PYK-2 of E. coli
are activated by ADP and AMP, respectively (3,4). In
strain TBLA-1 defective in F1Fo-ATP synthase activity,
an increase in the activity of PYK-1 that is different
from allosteric activation by fructose-1,6-diphosphate
(FDP) (22) was observed (10), suggesting synergistic ef-
fect for the increase of PYK activity under glycolysing
conditions. On the other hand, the control point of glycol-
ysis has not been established in B. subtilis (23). A PFK
from B. stearothermophilus (24) and PYKs from B. lich-
eniformis (25) and B. stearothermophilus (26) have been
shown to be activated by AMP or ADP, suggesting the pos-
sibility of enhancement of glycolytic flux by a defect in
F1Fo-ATP synthase activity. In the case of glutamic acid–
producing bacteria, Brevibacterium flavum no. 2247
(28,29) and Corynebacterium glutamicum (30), the control
point for the regulation of glycolysis appeared to be the
PYK reaction. A mutant of B. flavum no. 2247 defective in
ATPase activity has already been isolated in our labora-
tory. In this mutant enhancement of glucose metabolism
has also been observed as in the case of E. coli mutants
(Yokota et al., unpublished data). Little information is
available concerning the regulation of glycolysis in in-
dustrially important actinomycetes that produce anti-
biotics. Purification and characterization of PFK from
Streptomyces coelicolor A3 (2) have been reported to indi-
cate the enzyme as a regulatory step in the glycolytic path-
way (31).
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Table 2. Effectors for Phosphofructokinase (PFKs) and Pyruvate Kinase (PYKs) from Industrially Important Bacteria

Organisms PFK PYK References

Escherichia coli K-12 PFK-I PYK-I 3,4,22
Cooperativity (Yes) Cooperativity (Yes)
ADP (�) FDP (�)
PEP (�) GTP (�)

ATP � succinyl-CoA (�)
PFK-II PYK-II

Cooperativity (No) Cooperativity (Yes)
AMP (�)

Bacillus subtilis 60015 ND Cooperativity (Yes) 23
Bacillus licheniformis A-5 Cooperativity (No) Cooperativity (Yes) 25,27

PEP (�) ADP (�), AMP (�)
ATP (�), Pi (�)

Bacillus stearothermophilus NCA1503 (ATCC7954) Cooperativity (No) Cooperativity (Yes) 24,26
ADP (�) (�), GDP (�) AMP (�), GMP (�)
PEP (�) R5P (�)

Pi (�)
Brevibacterium flavum No. 2247 (ATCC14067) Cooperativity (No) Cooperativity (Yes) 28,29

AMP (�)
ATP (�), GTP (�)

Corynebacterium glutamicum M2 ND Cooperativity (Yes) 30
AMP (�)
ATP (�)

Streptomyces coelicolor A3(2) Cooperativity (No) ND 31
PEP (�)

Streptococcus lactis ML3 ND Cooperativity (Yes) 32
FDP (�)
Pi (�)

Presence (Yes) or absence (No) of homotropic cooperativity (cooperativity) in the substrate saturation curve for fructose-6-phosphate in the case of PFK and
for PEP in the case of PYK. (�), positive effector; (�), negative effector; ND, not determined; FDP, fructose-1,6-diphosphate; Pi, inorganic phosphate;
R5P, ribose-5-phosphate; PEP, phosphoenolpyruvate.

The control point for the regulation of glycolytic flux in
lactic acid bacteria has extensively been investigated using
Lactococcus (formerly Streptococcus) lactis (32). In L. lac-
tis, glycolytic flux appeared to be controlled in PYK that
has FDP as an activator and inorganic phosphate as an
inhibitor. In a glycolysing cell of L. lactis, a high intracel-
lular concentration of FDP and a low intracellular concen-
tration of inorganic phosphate have been reported (33),
suggesting the presence of an already fully activated form
of PYK in the cell. Moreover, in the case of lactic acid bac-
teria, F1Fo-ATP synthase has been shown to work in the
direction of pumping out protons on hydrolysis of ATP for
keeping intracellular pH at neutral under acidic culture
conditions. In fact, our work (34) showed that a mutant of
L. lactis ssp. lactis C2 with reduced membrane-bound
ATPase activity had almost the same productivity of lactic
acid from glucose in a pH-controlled fermentor as that of
the parental strain. Thus, glucose consumption per cell did
not increase as a result of the mutation. On the other hand,
the mutant showed higher acid sensitivity than that of the
parental strain, indicating the importance of F1Fo-ATP
synthase in the pH homeostasis of the cell. In acidic culture
conditions, higher transcriptional levels of the gene encod-
ing the b-subunit of F1Fo-ATP synthase and higher
amounts of the b-subunit protein than those observed un-
der neutral culture conditions were detected in both
strains (35). In contrast, no increase in the transcriptional
level of the atp operon encoding F1Fo-ATP synthase was

found in E. coli in response to acidic culture conditions (36),
suggesting the difference of the function of F1Fo-ATP syn-
thase in different microorganisms. The industrial impor-
tance of the mutant defective in the activity of F1Fo-ATP
synthase in the prevention of postacidification of yogurt
and fresh cheese has been proposed (34).

From all these examples, mutations in energy metabo-
lism caused by defects in the activity of F1Fo-ATP synthase
are quite interesting for the breeding of industrially im-
portant microorganisms. Because of the pleiotropic nature
of the mutation, the development of a novel type strain can
be expected.

OVEREXPRESSION OF GENES OF ENZYMES INVOLVED
IN THE FORMATION OF FUTILE CYCLES

Futile cycles are cyclic metabolic pathways that involve
biosynthesis and degradation of certain metabolic inter-
mediates with energy spilling. For example, the coexis-
tence of PFK and fructose bisphosphatase and of PYK and
PEP synthase forms futile cycles. The activities of these
enzymes are under kinetic control by adenine nucleotides.
That is, when the energy level of the cell decreases, gly-
colytic flow is enhanced, while under energy-sufficient con-
ditions, gluconeogenetic flow is enhanced and thus both
enzymes are not activated simultaneously.

Patnaik et al. (37) cloned the PEP synthase gene on a
multicopy plasmid, and overexpressed it in E. coli K-12 to
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form a futile cycle as shown in Figure 4. When the PEP
synthase activity was overexpressed 15-fold, an increase
in the oxygen consumption rate per cell was observed. Fur-
thermore, an increase in the glucose consumption rate per
cell and the excretion of pyruvate and acetate were ob-
served when the activity was overexpressed 30-fold. Pat-
naik et al. inferred that the increase in PEP concentration
due to the overexpression of PEP synthase gene caused the
increase in PTS activity, resulting in the enhancement of
glucose consumption rate. Similarly, Chao and Liao (38)
overexpressed genes of PEP carboxylase and PEP carboxy-
kinase simultaneously in E. coli K-12 to form a futile cycle
(Fig. 4). Also in this case, with the incremental induction
of both enzymes, an increase in the oxygen consumption
rate per cell was first observed, and an increase in the glu-
cose consumption rate per cell and excretion of pyruvate
and acetate then followed. Chao and Liao concluded that
the arc system had no relationship to the increase in the
oxygen consumption rate.

These physiological changes caused by the overexpres-
sion of the genes of the enzymes involved in futile cycles
resemble those observed in atp mutants (9,19). The opera-
tion of futile cycles causes waste of ATP. Therefore, these
cells might be suffering from shortage of energy as in atp
mutants. Although no information is available as to the
changes in the activities of PTS and glycolytic enzymes in
these cells, it seems interesting to use these futile cycles
to improve the fermentative production of useful com-
pounds through enhancement of glucose metabolism.

IMPROVEMENT OF PRODUCTION OF USEFUL
COMPOUNDS BY THE EXPRESSION OF THE
HEMOGLOBIN GENE FROM VITREOSCILLA

Finally, in contrast to our concept, we discuss examples in
which production of various kinds of useful compounds was
improved by increased efficiency of energy production. Bac-
teria of the genus Vitreoscilla are Gram-negative chemoor-
ganotrophs that move by gliding. They are aerobes and use
molecular oxygen as the terminal electron acceptor when
they live in hypoxic conditions. Under these conditions, a
strain of Vitreoscilla was found to synthesize a kind of he-
moprotein (Vitreoscilla hemoglobin, VHb) similar to that
of the eukaryotic hemoglobin (39,40). VHb is considered to
contribute to the growth of the organism under hypoxic
conditions through enhanced diffusion of oxygen into the
cytoplasm (41).

When the VHb gene containing its promoter region was
introduced into E. coli K-12, active VHb protein was pro-
duced in response to the decrease in oxygen concentration
in the culture medium, as in Vitreoscilla cells (42). The
regulation of the gene expression was found to be at the
transcription level (42). By expression of the VHb gene,
various interesting physiological changes were observed in
E. coli K-12 cells, including increases in growth rate, final
growth level, and oxygen consumption rate per cell (43).
Moreover, expression of the VHb gene improves various
kinds of fermentative production under hypoxic conditions.
For example, production of enzymes by E. coli (44,45) and
by B. subtilis (46), production of actinorhodin by Strepto-
myces coelicolor (47), and production of cephalosporin C by
Acremonium chrysogenum (48) were found to be improved.
It should be noted that in contrast to atp mutants, en-
hancement of glucose consumption has not been observed
in the E. coli K-12 strain expressing the VHb gene (44).
Efficient production of these metabolites under hypoxic
conditions has much merit in industrial-scale production
using large fermentors in which the supply of oxygen fre-
quently becomes a limiting factor.

Figure 5a shows an E. coli K-12 cell expressing the VHb
gene. It has been assumed that VHb enhances diffusion of
oxygen from periplasm to cytoplasm across the cell mem-
brane by reversible association with free oxygen and in-
creases the concentration of effective oxygen ([Oc] �
[HbOc]) in the cytoplasm (41,49). In cells of E. coli K-12
expressing the VHb gene, a twofold increase in ATP con-
tent was found compared with cells without the VHb gene
(49). In general, the main terminal oxidase of E. coli cells
is believed to be Cyt o under aerobic conditions; in contrast,
under oxygen-limited conditions Cyt d becomes the main
oxidase. The cells exhibiting increased ATP production
with expression of VHb gene were found to possess both
types of cytochromes. It has been found that Cyt d dose not
have proton-pumping activity, although it has a higher af-
finity to oxygen than Cyt o. On the other hand, Cyt o has
been reported to have proton-pumping activity (50). Based
on this information, it has been assumed that in cells with-
out the VHb gene, Cyt d works as a main terminal oxidase
owing to the low oxygen concentration in the cells (Fig. 5b),
whereas in the cells expressing the VHb gene, Cyt o as well
as Cyt d work under the conditions of increased effective
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Figure 5. Effect of VHb gene expression on energy metabolism of E. coli K-12 (from 21, with
permission of Japan Society for Bioscience, Biotechnology, and Agrochemistry). (a) Cells expressing
VHb gene. (b) Cells without VHb gene. O, free oxygen (subscripts p, m, and c denote periplasm,
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oxygen in the cells (Fig. 5a). Therefore, in the latter case,
ATP production by F1Fo-ATP synthase would be enhanced
under the hypoxic conditions caused by the increase in pro-
ton motive force. Under these conditions, various kinds of
fermentative production would be improved through the
enhancement of biosynthetic reactions (49).

CONCLUSIONS

In this article, we have described recent work on the en-
ergy metabolism and strain improvement with special em-
phasis on our work on pyruvic acid production by an atp
mutant. Improvement of producers of useful metabolites
by manipulation in energy metabolism provides not only a
new direction in strain improvement but also provides use-
ful information in the basic research of energy metabolism.
From the work described, it can be concluded that defects
of energy production from the atp mutation cause enhance-
ment of glycolysis and thereby are suitable for the im-
provement of the production of primary metabolites such
as pyruvate or amino acids, while the enhancement of en-
ergy production attained by the expression of the VHb gene
seems to be favorable for the improvement of production
of such products as protein and secondary metabolites,
which require more energy for biosynthesis.
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REVERSE MICELLES

Reverse micelles are fine dispersions of water in organic
solvent stabilized by a surfactant molecule. The main prop-
erty of this system is the coexistence of two completely dif-
ferent microphases in an apparently macrohomogeneous
solution. The nature of the surfactant molecules, known as
amphiphiles, induces molecular organizates, among which
reverse micelles are thermodynamically stable and are
formed spontaneously. The solutions are optically isotropic
because one solvent is finely dispersed into the other,
forming microdroplets that have a diameter on the order
of 100 Å.

Formation of Reverse Micelles

The formation of the reverse micelles depends on the rela-
tive concentrations of water, surfactant, and organic sol-
vent and can be explained by the energy change caused by
dipole–dipole interactions between the polar head groups
of the surfactant molecule. This mechanism can be under-

stood by taking into consideration the values of the inter-
facial tension between water and oil (the term oil refers to
any hydrophobic solvent). This interfacial tension (with
values varying from 30 to 60 dyn/cm) causes a reduction
of the surface between the two solvents, which results in
their separation. The addition of surfactants induces the
formation of micelles because of the reduction of the inter-
facial tension down to very low values (10�5 dyn/cm). The
amphiphilic nature of the surfactant molecule causes its
self-association in solution. In a reverse micellar solution,
the polar head of the surfactant is directed toward the
aqueous core of the micelle, and the hydrophobic tail ex-
tends into the continuous organic phase (Fig. 1). Depend-
ing on the hydrophilic–lipophilic balance (HLB) of the sur-
factant (i.e, the rate of the weight percentage of hydrophilic
groups to the weight percentage of hydrophobic groups in
the surfactant molecule), the interface will curve sponta-
neously toward water or the oil phase, favoring the for-
mation of water-in-oil or oil-in-water structures, respec-
tively. Various types of surfactants have been used as
amphiphiles to formulate reverse micellar systems, includ-
ing natural membrane lipids and artificial surfactants.
The most commonly used surfactants are the anionic AOT
[bis(2-ethylhexyl) sodium sulfosuccinate]; the cationic
CTAB (cetyltrimethyl ammonium bromide); various non-
ionic surfactants of the Brij, Triton and Tween series; and
the zwitterionic biological membrane-forming phospholip-
ids. They can be grouped in three main categories: anionic,
cationic, and nonionic, depending on the nature of their
polar moiety (Fig. 2).

Cationic micelles are very small ([H2O]/[surfactant] �
3). To increase the micelle size, and thus the amount of
water solubilized, a cosurfactant is included in the system,
usually an aliphatic alcohol, the cosurfactant being parti-
tionated between the interface and the apolar phase. An-
ionic surfactants form micellar aggregates of large size
([H2O]/[surfactant] � 60). There is a surfactant concentra-
tion under which the reversed micelle formation does not
occur the critical micellar concentration (CMC). The CMC
depends on the chemical structure of the surfactant, sol-
vent, temperature, and pressure.

The solubilization properties of surfactants are often ex-
pressed by a three- or four-component phase diagram, af-
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ter determination of regions of optical transparency. From
these diagrams, it is easy to calculate the volume of each
component and mix them by microinjection of the aqueous
buffer solution into a stirred solution of surfactant dis-
solved in organic solvent in order to obtain a transparent
solution. Figure 3 depicts the phase diagram of AOT/iso-
octane/water, showing the reverse micelles region.

Micelle Size and Structure

The size, shape, and solubilizing ability of the reverse mi-
celles depend strongly on the nature of the amphiphile
molecule. The structure of microemulsions has been stud-

ied using various techniques such as NMR, electron para-
magnetic resonance (EPR), IR, fluorescence spectroscopy,
chemical relaxation, and various scattering techniques
such as dynamic light scattering, small-angle X-ray scat-
tering, and small-angle neutron scattering.

In the majority of the works performed with reverse
micelles in biological systems, sodium(bis-2-ethylhexyl)-
sulfosuccinate (Aerosol-OT or AOT) has been used as sur-
factant. This anionic surfactant has the ability to form re-
verse micelles in a great number of hydrophobic solvents
(oils), incorporating considerable amounts of water. The
water pools that are formed can have radii from 15 to �100
æ, allowing the solubilization of hydrophilic biomolecules
of various sizes.

The structure of the AOT reverse micelles strongly de-
pends on the amount of incorporated water. The water con-
tent can be expressed by the molar ratio w0, with w0 �

[H2O]/[AOT], reflecting the sizes of the reverse micelles.
Many experimental studies using scattering techniques
have shown the existence of empirical relations between
w0 and the radius of the reverse micelles (whole micro-
droplet), for example, r(nm) � 1.5 � 0.175 w0 (1). Also, for
a given w0 value, the increase of the respective quantities
of water and AOT lead to an increase of the number of
micelles.

It has been well established from various structural
studies that the AOT reverse micelles are spheres formed
by a monolayer of AOT molecules surrounding a water
core. The water molecules that are located in the close vi-
cinity of the AOT membrane are quite immobilized and
possess different properties as compared to bulk water.
This is because these water molecules serve to hydrate the
polar heads of the surfactant. On the contrary, the water
molecules that are situated in the center of the sphere have
almost the same properties as bulk water. By increasing
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w0, that is, increasing the amount of water, the overall be-
havior of the water phase tends to that of normal water.

In general, the physical characteristics of the water in
the reverse micelles strongly depends on the value of w0

and on the nature of the surfactant, and the presence of
these differently organized water molecules can be cate-
gorized in three different domains in every type of reverse
micellar system: free water, whose properties and struc-
ture become closer to those of bulk water as w0 increases;
bound water, whose properties are qualitatively different
than those of bulk water because of hydrophilic interac-
tions with the polar head groups of the surfactant; and
surfactant tails, which penetrate the apolar solvent. When
the amount of water is not sufficient to hydrate the sur-
factant molecules, there is not free water and reverse mi-
celles have only two domains: bound water and surfactant.

Reverse Micelles Dynamics

Reverse micelles are not rigid, impenetrable spheres; they
are dynamic entities. In addition to the normal Brownian
motions, a number of relaxation processes characterize the
monomer, that is, the individual surfactant molecules par-
ticipating in the micellar aggregate and the water mole-
cules. In contrast to micelles formed in the aqueous solu-
tion, the reverse micelles are electrically neutral in their
exterior shell, so that no Coulombic repulsions occur, and
collisions are frequent. The collision of reverse micelles can
be predicted from simple diffusion theory to be on the order
of nanoseconds. Not all collisions result in mixing of the
aqueous pool. When micelles collide with each other, they
may build a transient dimer with a communication chan-
nel, which permits the exchange of materials.

Exchange of the contents of reverse micelles is believed
to occur by means of a collision–fusion–fission process. The
characteristic time for exchange of solubilizates between
water pools in AOT reverse micelles has been found to be
10�4 to 10�6 seconds. The exchange is a function of droplet
size and temperature, decreasing with increasing droplet
size at a given temperature, and increasing with increas-
ing temperature at a given w0. The rate of exchange for
reverse micelles stabilized by the surfactant alkylarylsul-
fonate is much slower, of the order of hours, whereas that
of CTAB reverse micelles is on the order of microseconds.

pH and Effect of the Ionic Strength in the Reverse Micelles

The pH of the solubilized water in reverse micelles can
differ form that of the bulk water, as a consequence of the
high concentration of its electric charges caused by the ion-
ization of the polar head groups of the surfactant molecule.
For example, in an anionic surfactant reverse micellar sys-
tem, a decrease the apparent pH of the water within the
reverse micelles is observed, and this difference is larger
for low w0.

In studies concerning the role of salts, when salts are
present in the aqueous pool of the micelles, it has been
found that the ionic strength, the type of salt, and the type
of buffer used can affect the size as well as the shape of
the reversed micelles.

These two factors, pH and ionic strength, are of partic-
ular importance for the encapsulation of enzymes inside

reverse micelles in their application in biocatalysis and
liquid–liquid extraction of proteins.

ENZYMES, IN REVERSE MICELLES

Enzymes represent novel routes to a number of important
products, ranging from b-blockers to synthetic cocoa butter
(2). Although they have outstanding catalytic properties,
including regioselectivity, stereoselectivity, and enantio-
selectivity, which can be applied for the preparation of com-
pounds not available by chemical means, their use in or-
ganic synthesis is quite limited. The main reason is that
most organic compounds of commercial interest are very
sparingly soluble in aqueous media used in conventional
enzymology. Water is a poor solvent for nearly all appli-
cations in industrial chemistry.

Biocatalysts—enzymes, microbial cells, and others—
are traditionally applied to aqueous reaction systems, in-
cluding water-soluble reactants. Since the recent devel-
opment of biotechnology, much wider applications of
biocatalysts have been demanded, for example, bioconver-
sions of biological and xenobiotic compounds having lipo-
philic or hydrophobic characters. In such bioconversion re-
action systems, it is indispensable to introduce organic
solvents into the system to improve the poor solubility of
the reactants in water. Furthermore, in an attempt to ap-
ply biocatalysts for the conversion of petrochemicals, the
substrates and products are themselves organic solvents
in such biochemical reactions.

The recent realization that enzymes can function also
in organic solvents has given the synthetic potential of en-
zymes a powerful boost for many processes. Other uncom-
mon biocatalysis media are supercritical gases such as
CO2(CO2SF), liquid membranes, and reverse micelles. The
activity and specificity of the enzymes in these uncommon
environments are changed. The enantiomeric excesses are
normally increased. Several substrates (e.g, lipophilic
ones) are better soluble in these media and downstream
processing is often easier. Various enzymes (such as alcohol
dehydrogenase and esterases, to mention some of them),
catalyzed asymmetric redox reactions, stereospecific trans-
esterification, regioselective esterification of sugars, and
others have been studied in nonaqueous systems.

Enzymes Inside Reverse Micelles

The use of reverse micelles to solubilize enzymes in organic
solvents has attracted considerable interest in the past de-
cade (3–5). A large variety of enzymes, including cofactor-
dependent enzyme, have been successfully encapsulated in
reverse micellar systems, retaining their catalytic activity.
The enzyme molecules can be entrapped in the reverse mi-
celles, avoiding direct contact with the organic medium,
potentially limiting their denaturation. The interior of the
reverse micelles acts like a microreactor that provides a
favorable aqueous microenvironment for enzyme activity
as well as an enormous interfacial area through which the
conversion of hydrophobic substrates can be catalyzed. In-
creasing the interfacial area is of great technological in-
terest since this results in the increase of the number of
substrate molecules available to react.
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Figure 4. Enzyme localization in reverse micelles depending on
the degree of hydrophobicity of the molecule. (a) Hydrophilic;
(b) Amphiphilic, and (c) Hydrophobic enzyme. 1, hydrophilic head
of the surfactant; 2, hydrophobic tail of the surfactant; and 3, en-
zyme molecule.

When biomolecules such as enzymes are solubilized in
reverse micelles, they can be localized in the different mi-
crocompartments, depending on their chemical structure
or relative solubility in these microphases. The degree of
hydrophobicity of the biomolecule plays an important role
to the preferential localization among the various micro-
environments (water core, bound water, surfactant mem-
brane, and organic solvent). Hydrophilic enzymes are en-
trapped in the water core, whereas others with an
amphiphilic character can be anchored to the surfactant
layer, penetrating even in the continuous organic phase
(Fig. 4). Recent studies relate the enzyme localization in
the different domains of the reverse micelles with their
selectivity for various substrates with a different degree of
polarity. This hypothesis at least stands for lipase-
catalyzed esterification reactions. In addition, this inter-
action between the enzyme molecule and the interface can
explain the different enzyme behavior found in several
cases with respect to bulk water.

Solubilization of Enzymes in Reverse Micelles. The most
common technique used for the encapsulation of enzymes
in the polar core of reverse micelles is the injection method.
The protein already solubilized in a concentrated stock
aqueous (or buffered) solution is added to the surfactant-
containing organic solution upon stirring. With this
method, the solubilization is almost instantaneous, and it
is possible to control the amount of water present in the
system. Another method is to contact the protein solution
with the micellar solution upon stirring. Phase transfer
will occur, depending on the charge of distribution of the
enzyme, surfactant charge, and pH and ionic strength of
the aqueous phase. With this method, the enzyme solubil-
ization is slow, but a large amount can be solubilized with
minimal values of w0. A third way of introducing the en-
zyme is to add the dry enzyme into the empty reverse mi-
celles while aggitating. This technique causes denatura-
tion of the enzyme to a degree. The injection and dry
addition methods are commonly used in biocatalytic ap-
plications, the latter being suited to hydrophobic proteins.
The phase-transfer technique is the basis for extraction of
proteins from aqueous solutions. In addition to the method
of protein inclusion to the reverse-micelles, other variables
that can influence protein solubilization are the size and
isoelectric point of the protein, the size of the reverse mi-

celles, the nature of the surfactant used, and the pH and
ionic strength of the aqueous solution.

Factors Affecting Enzyme Solubilization. For both the in-
jection and phase contact methods, proteins with a net
charge opposite to the surfactant charge and a low ionic
strength will favor solubilization. As far as the size of pro-
tein molecule is concerned, their solubilization may occur
even when the radius of the molecule is larger than the
micellar polar core radius. The protein itself probably sta-
bilizes the enlarged micelle, constructing a protective sur-
factant shell with a certain amount of water. Data support
the possibility that there is not a definite maximal molec-
ular size upon which encapsulation in surfactant aggre-
gates does not occur.

The hydrophilic character of large proteins may have a
significant role on the formation of reversed micelles. It
seems that the hydrophilic proteins will favor the forma-
tion of surrounding surfactant shell. This fact could ac-
count for the solubilization of large entities, even when the
total charge of the macromolecules is identical to the
charge of the surfactant heads, thus excluding the forma-
tion of micelles via direct electrostatic interactions be-
tween the protein and the surfactant layer. This type of
interaction within a micellar system can be particularly
important for the phase transfer of proteins, applied to the
liquid–liquid extraction of proteins and other molecules via
reverse micelles. The various parameters affecting this
process are discussed in more detail in the section on
liquid–liquid extraction.

Enzyme Conformation in Reverse Micelles. Enzyme-
containing reverse micellar solutions are optically clear.
Thus, spectroscopic techniques, such as ultraviolet (UV),
fluorescence, circular dichroism (CD), EPR, and NMR, are
able to be used for monitoring the conformation changes
that may occur in enzyme molecules upon their solubili-
zation in reverse micelles. Moreover, in this system it pos-
sible to precisely control the range of water microenviron-
ments (interfacial/bulk), the size of the micelles by varying
the water/surfactant molar ratios, and the role of the
chemical structure of the surfactant.

Generally, a more ordered structure has been identified
by CD for myelin basic proteins (6) and poly(�-amino acids)
(7) in AOT reverse micelles and trypsin and �-chymotryp-
sin in lecithin reverse micelles (8). UV spectra of enzymes
in reverse micelles show little change from aqueous solu-
tions. Fluorescence spectra in reverse micelles are red
shifted for some enzymes and blue shifted for others (9,10).
An increase in quantum yield has been observed with �-
chymothrypsin (10), trypsin (11), pepsin (11), lysozyme
(10), and a decrease in quantum yield has been observed
for lactate dehydrogenase (12). 1H-NMR studies of some
peptides and small proteins show that met-encephalin be-
came more folded, and pancreatic secretory trypsin inhib-
itor became highly flexible (13). Furthermore, EPR studies
have been performed for investigation of structural
changes to �-chymotrypsin (14), serum albumin (15), and
cutinase (16) upon solubilization in reverse micelles.

The information derived by several studies shows that
proteins can be categorized according to the perturbation
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Table 1. Examples of Bioconversions in Reversed Micellar Systems

Type of reaction Enzyme Reverse micelles

Reduction of decanal Alcohol dehydrogenase AOT/isooctane (19)
Polymer synthesis Horseradish peroxidase AOT/isooctane (20)
Reduction of ketosteroids Alcohol dehydrogenase AOT/isooctane (21)
Oxidation of polyunsaturated fatty acids, linoleic acid Lipoxidase AOT/isooctane (22)
Cholesterol oxidation Cholesterol oxidase CTAB/octanol/octa ne (23)
Oxidation of aliphatic alcohols Alcohol dehydrogenase AOT/octane (24)
Peptide synthesis �-Chymotrypsin AOT/isooctane (25)
Hydrolysis of olive oil Lipase AOT/isooctane (26)
Inter- and trans-esterification Lipase AOT/isooctane (27)
Bioluminescent assay Luciferase Brij-96/octane (28)
Fatty acid esterification with alcohols Lipase AOT/isooctane (29)
Polyol–fatty acid esters Lipase AOT/isooctane (30)

of their structure induced by reverse micelles: conforma-
tions that are not changed or only slightly changed after
incorporation into reverse micelles; conformations that are
altered in reverse micelles but unaffected by the amount
of water present in the system; and conformations that are
altered and that also change as a function of the water/
surfactant molar ratio.

Biocatalysis in Reverse Micelles

The first report on enzymes retaining their catalytic activ-
ity in reverse micellar systems was in 1978 (2,17,18). To-
day the number of active enzymes described in reverse mi-
celles has increased to more than 50, including hydrolases,
dehydrogenases, and oxidases used in single or multien-
zyme catalyzed reactions. Enzymatic catalysis in micro-
emulsions has been used for a variety of reactions, such as
synthesis of esters, peptides and sugar acetals, transester-
ifications, various hydrolysis reactions, and steroid trans-
formations. Several applications with potential interest for
biotechnological conversions have been developed; some of
them are summarized in Table 1.

Enzymatic reactions in reverse micelles are found to
obey normal Michaelis-Menten kinetics, but some atten-
tion should be given to the way of expressing the kinetic
constant Km. Km is the substrate concentration where the
reaction rate is half the maximum rate. The substrate con-
centration in a reversed micellar system can be based on
the total volume of the system or the water-pool volume of
the micelles, but the latter is very difficult to measure.
Other factors that have to be taken under consideration is
the compartmentalization of the enzyme and substrates
between the various microdomains of the reverse micelles
and the degree of hydrophobicity of substrate, product, and
enzyme molecule, which is related to its localization in the
micelles. Several theoretical models have been developed
to explain enzyme kinetics in reverse micelles. They are
based on different assumptions, such as all droplets in the
medium are equal, and there are not any changes in the
enzymes kinetic parameters (Km and Vmax) during their
entrapment in the reverse micelles (the diffusional mod-
els). The nondiffusional models are based on the fact that
the differences in the kinetic constants with respect to bulk
water are caused by conformational changes produced in
the reverse micellar microenvironment. Another impor-

tant parameter obtained from Michaelis-Menten kinetics
is the Kcat, the turnover number, which is related to max-
imum reaction velocity. Because Kcat is concentration in-
dependent, its determination is more straightforward.
Turnover numbers for enzymes in reverse micelles are usu-
ally dependent on the amount of water present in the sys-
tem, which is expressed by the molar water-to-surfactant
ratio, w0. This dependence is often a bell-shaped curve, ex-
plained by the existence of an optimal inner cavity for cat-
alytic activity, which corresponds to the size of the enzyme.
Maximum Kcat is sometimes higher than that in aqueous
solutions, giving rise to the concept of superactivity (31).
This effect can be explained by a greater reactivity of the
structured water in the micelle, increased rigidity of
the enzyme (32), and enhanced substrate concentration at
the enzyme surface (33). Thus, the first parameter that
should be considered when studying the enzyme activity
in reverse micelles is the amount of the water in the system
(w0). The electric properties of the substrate and surfactant
can often have a marked effect on the Km and Kcat con-
stants. When the charges of substrate and surfactant are
the same, the differences of Kcat and Km values with those
found in water are not significant, but when the charges
are different, partition effects are usually observed be-
cause of the increase of the substrate concentration near
the vicinity of the surfactant layer, hampering their access
to the enzyme, which is surrounded by water. �-Chymo-
trypsin and trypsin encapsulated in AOT and CTAB show
a decrease in the second-order rate constant (Kcat/Km). The
specificity of the enzymes can also be altered because of
the distribution of the substrate between the system
phases or interactions with the surfactant layer. An ex-
ample is the oxidation of aliphatic primary alcohols, cata-
lyzed by alcohol dehydrogenase encapsulated in an AOT/
octane system (24). In the reverse micellar system, octanol
(n � 8) is the optimum substrate, whereas in water the
preferred substrate is butanol (n � 4) (17). It is profound
that these parameters are more accurately determined us-
ing the active enzyme concentration, which can be ob-
tained typically by active site titration, for example, based
on fluorescence techniques for the active site titration of �-
chymotrypsin and lactate dehydrogenase (1). Another pa-
rameter to take into account is the pH. When the enzyme
is entrapped in reverse micelles, significant shifts of the
pH profile usually occur, because of the heterogeneous dis-
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Table 2. Lipase-Catalyzed Reactions in Microemulsions

Lipase source Microemulsion system

Hydrolytic reactions

Pancreas AOT/octane (35)
R. arrhizus AOT/octane (36)
R. delemar AOT/isooctane (37)

CTAB/isoctane (38)
C12E4/decane (38)
Lecithin/isooctane (39)

Rhizopus sp. AOT/isooctane (40)
C12E3/isooctane (41)

Candida rugosa AOT/isooctane (42)
Chromobacterium viscosum AOT/isooctane (45)
Candida cylinracea Lecithin/cyclooctane (44)

Synthetic reactions

Rhizopus delemar Phosphatidylcholine/hexane (27)
C12E3/nonane (47)
C12E4/decane (49)
AOT/isooctane (30)
AOT/hexane (47)

Rhizopus arrhizus AOT/isooctane (50)
Chromobacterium viscosum AOT/heptane (46)
Candida cylindracea Brij-35/olive oil (48)

AOT/isooctane (30)
Penicillium simplicissimum AOT/isooctane (50)

tribution of protons inside the polar core of the micelle.
Larger shifts of optimal pH occur for small values of w0.
The shifts reported in literature for systems with anionic
surfactants are of one to two unities (3).

Lipases in Reverse Micelles

A particular case of enzymatic studies in microemulsions
is that of lipases (34). Among the enzymes so far investi-
gated, lipase is one of the most advantageous because it is
stable, inexpensive, and widely used in the development of
various applications in the detergents, oils and fats, dairy,
and pharmaceutical industries. In addition to hydrolysis
of triglycerides to glycerol and free fatty acids, lipases can
be used in esterification and transesterification reactions
in low-water content media. This catalytic process is het-
erogeneous and can be favored by the use of microemul-
sion. Lipases are active almost exclusively near interfaces
in a classical heterogeneous procedure. There are various
reports in the literature concerning studies on the hydro-
lytic and synthetic action of lipases in different types of
microemulsions. Table 2 lists examples of the studies per-
formed so far with lipases from various sources in water-
in-oil microemulsions.

Hydrolytic Reactions. Lipase catalyzes the hydrolysis of
long-chain aliphatic esters to glycerol and free fatty acids.
Several hydrolytic reactions performed by lipases in mi-
croemulsion systems have been reported, such as the hy-
drolysis of triolein and tributyrin by pancreatic lipase in
an AOT/octane microemulsion system (35). The same sys-
tem has been used for the hydrolysis of palm kernel olein
by Rhizopus arrhizus lipase (36). Hydrolysis of triolein and

tributyrin has been reported with the use of Rhizopus de-
lemar lipase in AOT/isooctane, CTAB/isooctane, and
C12E4/decane systems (37–41). Olive oil hydrolysis by Can-
dida rugosa lipase and glycerolysis of triolein by Chromo-
bacterium viscosum lipase in AOT microemulsion systems
have been performed (42,43). A bioreactor system has been
designed that is suitable for continuous glycerolysis of fats
and oils, using liposomes as a matrix for adsorbing enzyme
and AOT reverse micellar systems, and as a supplier of
interfacial area for glycerolysis (45). Palm oil and trimy-
ristine hydrolysis by Rhizopus sp. lipases for the produc-
tion of monoglycerides and diglycerides with a good yield
has been also reported in AOT and C12E3 based systems
(40,41).

Several parameters play an important role in lipase-
catalyzed hydrolytic reactions in microemulsion systems.
The reverse micellar structural characteristics, such as the
size, shape, and solubilizing ability, which depend strongly
on the nature of the polar moiety of the amphiphile used,
strongly affect the enzyme activity. Anionic, cationic, and
nonionic types of surfactants have been used in various
hydrolytic reactions. Among the different systems studied,
the anionic surfactants seem to be more suitable for the
hydrolytic activity of lipase, as compared to the cationic
ones, whereas nonionic systems do not seem adequate for
this type of reaction.

Other important parameters affecting lipase activity
that have been studied in detail by several groups are pH,
temperature, water content (w0), fatty acid chain length of
the triglycerides used as substrates, and enzyme stability.
In studies concerning the hydrolysis of triolein by Rhizopus
delemar lipase, the pH optima were reported to be 6.5 in
the anionic systems and 5.8 in the cationic systems, con-
sidering as pH values the values of the buffered enzyme
solutions used for the preparation of the various micro-
emulsion systems. The pH optimum for the same reaction
performed in classic heterogeneous biphasic systems was
found to be 5.6. This difference is obviously related to the
fact that the pH values within the water-dispersed phase
do not necessarily correspond to that in the bulk water. The
difference observed between AOT and CTAB systems is
possibly the result of the different amounts of bound water
and the nature of the ions present in the water pools of
each system. In the case of AOT systems, it has been re-
ported that 8 to 10 water molecules are indispensable for
hydrating each Na� and sulphonate group, whereas for
CTAB, only 1 to 3 water molecules per Br� and ammonium
head are enough. In other studies on AOT-formulated mi-
croemulsion systems, a pH optimum of 7.1 was reported
for lipase from Candida rugosa 7.0 for lipase from Rhizo-
pus sp.; and a maximum in the range 6.0–7.5 for lipase
from Chromobacterium viscosum. Temperature also plays
an important role in lipase activity in microemulsions; in
the case of anionic systems, the optimum temperature is
reported to be 30 �C; in cationic systems, 22.5 �C. However,
at temperatures lower than 15 �C and higher than 40 �C,
the structure of these systems may be considerably al-
tered.

Water content in microemulsions appears to be the most
important factor that determines the reaction rates. The
molar ratio w0 (w0 � [H2O]/[surfactant]) values are used
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to express the water content of the system. Several reports
concerning the activity of lipase from various sources as a
function of w0 shows a maximum in the range of 9 to 11.
The same pattern is also observed for other enzymes stud-
ied in the same microemulsion systems, such as chymo-
trypsin and pyrophosphatase. However, when reverse mi-
celles based on lecithin were used, the maximum reaction
rate was observed at an extremely low water content (w0

� 2.2).
In studies concerning the effect of the fatty acid chain

length as well as the type of microemulsion system on the
substrate conversion rate, it was found that for microbial
origin lipases, triolein was a slightly better substrate as
compared to tributyrin, but pancreatic lipase cleaves tri-
olein 15 times more efficiently than tributyrin. Also, the
enzyme in anionic microemulsion systems shows a higher
affinity as compared to the cationic systems, whereas non-
ionic systems do not seem adequate for hydrolytic reac-
tions.

One serious problem for the application of lipase to tri-
glyceride hydrolysis is the stability of the enzyme in the
microemulsion systems. The size of the microemulsion mi-
crodroplet seems to play an important role on the enzyme
stability. It has been reported that lipase stability is im-
proved as w0 decreases. Also, the presence of various ad-
ditives, such as CaCl2 and casein, considerably increases
the stability of lipase in AOT microemulsion systems.

Synthetic Reactions. The hydrolytic reaction catalyzed
by lipase is reversible because the enzyme can also cata-
lyze the synthesis and transesterification of triglycerides,
under certain conditions. This catalytic process is of great
technological interest and may be favored by the use of
microemulsions. The lipophilic substrates and products
can be solubilized in the continuous organic phase,
whereas lipase remains active in the water core of the mi-
croemulsion droplets. In this case, specific synthetic reac-
tions can be catalyzed, under mild conditions. The synthe-
sis of triacylglycerol by Rhizopus delemar lipase has been
reported in a phosphatidylcholine reverse micellar system
(27). The esterification of glycerol with oleic acid, catalyzed
by Chromobacterium viscosum lipase in glycerol-in-oil–
type microemulsions of AOT in heptane, and the synthesis
of various fatty acid esters in water-in-oil microemulsions,
stabilized by CTAB, have also been reported (46). Similar
systems have been used for the transesterification of palm
oil with stearic acid (47). Synthesis of heptyloleate and the
esterification of various triglycerides by Candida cylindra-
cea lipase in a microemulsion-like system has been re-
ported using Brij-35 as surfactant (48). The esterification
of various alcohols with fatty acids by Rhizopus delemar
lipase has been performed using nonionic microemulsion
systems stabilized by C12E4, with significantly fast reac-
tion rates also reported (49). In this work, it was shown
that pH ranging from 3.45 to 8.55 does not affect the re-
action rates in this type of microemulsion system. Also,
studying the effect of the system’s water content showed
that when w0 � 5 the conversion is considerably slow, but
for w0 � 7 a 90% conversion is attained in 4 h. Esterifica-
tion reactions of alcohols with fatty acids and synthesis of
polyols have been reported (30) using Rhizopus delemar

and Candida cylindracea lipase in AOT microemulsion
systems. Recent studies have been reported on the activity
of lipases from Rhizopus delemar, Rhizopus arrhizus, and
Penicillium simplicissimum in esterification reactions of
various aliphatic alcohols with fatty acids in microemul-
sions formulated by AOT in isooctane (50). The results
showed a remarkable selectivity of the lipases regarding
the chain length and the structure of the substrates. P.
simplicissimum lipase presented higher reaction rates in
the esterification of long-chain alcohols as well as second-
ary alcohols. Primary alcohols had a low reaction rate, and
tertiary alcohols had a very slow rate of esterification.
Long-chain fatty acids were better catalyzed as compared
to the shorter ones. R. delemar and R. arrhizus lipases
showed a preference for the esterification of short-chain
primary alcohols, but the secondary alcohols had a low rate
of esterification and the tertiary could not be catalyzed.
Medium-chain fatty acids were also better catalyzed than
the long ones. Fluorescence quenching measurements sug-
gest that there are not any significant changes of the shape
and size of the microemulsions caused by the substrates,
which could have been related to the enzyme selectivity.
In extensive studies using a large number of substrates
with different degrees of polarity as well as spectroscopic
techniques, this selectivity appears to be related to the lo-
calization of the enzyme molecule within the micellar mi-
crostructure, because of the hydrophobic/hydrophilic char-
acter of the protein and not of a specificity of the enzyme
itself. This hypothesis can further be supported if one
takes into consideration the structural differences of these
lipases.

Kinetic Studies. Lipase-catalyzed hydrolysis of triglyc-
erides in reverse micelles follows Michaelis-Menten kinet-
ics. The release of fatty acids as a function of reaction time
at different enzyme concentrations and fixed substrate
concentrations (20–40%, v/v, where [S] � Km) is propor-
tional to the enzyme concentration. The Km and Vmax pa-
rameters of the Michaelis-Menten kinetic equation can be
determined from the Lineweaver-Burk double-reciprocal
plot of the lipase activity only as apparent ones. To find a
true Km, the substrate concentration at the enzyme surface
must be used. This requires knowledge of the substrate
partitioning between various microphases, as the water
pool, the interface, and the bulk organic solvent. The par-
tition coefficient is difficult to be determined experimen-
tally. Another constant obtained from Michaelis-Menten
kinetics is the turnover number, Kcat, which is related to
the maximum reaction velocity. Determination of Kcat de-
pends on accurate measurement of active-enzyme concen-
tration in the microemulsion system. Usually, the total
enzyme concentration and not the active-enzyme concen-
tration is used for the calculation of Kcat. The latter can be
achieved by active site titration studies.

Kinetic studies of the esterification reaction on the re-
action of ethylene glycol and fatty acids (30) and of lauric
acid and (-)menthol (29), catalyzed by lipase in AOT/
isooctane/water microemulsion systems, have been de-
scribed. In the second case, the authors have shown that
the kinetics of this synthesis follow a ping-pong Bi-Bi
mechanism. According to this mechanism, lipase reacts
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with lauric acid to form the lipase–lauric acid complex. The
complex is then transformed to a carboxylic–lipase inter-
mediate and water is released. This is followed by an
attack of (-)menthol to this intermediate, forming the
(-)menthyl laureate. The values of all apparent kinetic pa-
rameters were determined, and a model concerning this
type of reaction involving two hydrophobic substrates was
proposed. According to this, the partitioning of the two hy-
drophobic substrates between the continuous organic
phase and the reverse micelles must be taken into account
to determine the real kinetic constants.

Lipase Applications in Reverse Micelles

The potential applications of lipases in biotechnological
processes have been the subject of increased scientific, eco-
nomic, and industrial interest and efforts in recent years.
Regioselectivity, stereospecificity, substrate specificity, and
low energy consumption are some of the features that
make lipase-catalyzed processes an alternative to conven-
tional nonenzymatic reactions. Special attention is given
to the transformation of fats and oils as well as the prep-
aration of synthetically useful enantiomers. Among the
systems under investigation, the encapsulation of lipases
in reverse micelles seems to present several advantages
such as greater interfacial area, lower mass transfer lim-
itations, and enhancement of catalytic activity.

The development of a bioreactor that enables reactions
in a semibatch or continuous mode allowing the separation
of substrates, products, and enzymes is a critical demand
in reversed micellar technology today. Recently, two types
of reactors have been developed for the glycerolysis of olive
oil by lipases. In the first case, the bioreactor, abbreviated
as LRM system, uses liposomes for adsorbing the enzyme
and reversed micelles as a good supplier of interfacial area
for the glycerolysis reaction (45). According to this system,
the lipase was adsorbed on the liposomes prepared in a
simple manner, and reverse micelles containing the im-
mobilized enzyme were formed by injecting appropriate
amounts of glycerol and predetermined amounts of water
in AOT/isooctane system. Olive oil in isooctane is fed at
controlled flow rates into the bioreactor by pressurizing the
reservoir with nitrogen gas. The reaction takes place at 37
�C. The products are obtained from the outlet in a single
phase, but the microemulsions are not broken. A micro-
porous membrane is used to separate products formed
(oleic acid, monoolein, and diolein) and unreacted sub-
strate (triolein) from the microdroplets containing immo-
bilized lipase. The membrane, made of polysulfone, is
about 12.5 lm thick, and the micropores have a maximum
diameter of 25 nm. This system presents a long operational
stability. The second bioreactor system is a membrane bio-
reactor for simultaneous lipolysis and bioproducts sepa-
ration in a reversed micellar system (51). The main pur-
pose of this type of bioreactor is to retain lipase behind the
membrane where reaction occurs and to recover the prod-
ucts on the permeate side. The membrane is a ceramic one,
resistant to organic solvents, made of a zirconium oxide
layer over a porous carbon support with a 10,000 molecular
weight cutoff. The inside diameter is 6 mm; the wall thick-
ness, 2 mm; and the effective length, 20 cm. The internal

permeation area is 38 cm2. The reaction mixture is recir-
culated from the thermostated vessel into the reactor by
means of a gear pump flowing tangentially to the mem-
brane. Part of the solution is permeated through the wall
of the semipermeable membrane (by connective flow) as a
result of the hydrostatic pressure difference, and it is re-
cycled to the reactor. All connecting piping is solvent resis-
tant.

Enzymatic catalysis in reverse micelles has also been
performed mostly in batch-type reactors in various other
processes. Some examples are the synthesis of peptides by
�-chymotrypsin in reverse micelles in a hollow fiber reactor
(25), or the production of tryptophan by tryptophanase in
a continuous reversed micellar reactor (52).

Liquid–Liquid Extraction of Enzymes Using Reverse Micelles

The application of reverse micelles in the extraction and
isolation of enzymes is a promising technique at the down-
stream biotechnological processes, having interesting ad-
vantages over existing processes for large-scale recovery of
extracellular enzymes (53). The traditional process of
transfer proteins into organic solvents often causes irre-
versible denaturation of proteins and loss of biological
function. A reverse micellar extraction combines the po-
tential for concentration and purification of the enzymes
through transfer between aqueous and organic micellar
phases. Enzymes can be extracted without loss of activity.
Examples of enzyme extraction using reverse micellar sys-
tems are summarized in Table 3.

The recovery of enzymes from the aqueous phase in-
volves two steps: forward and back extraction. In the first
step, the desired enzyme is transferred selectively from the
aqueous phase to the reversed micellar phase, and in the
second step, the enzyme is subsequently recovered from
the reversed micellar phase by extraction with a second
aqueous phase, the micellar phase being recovered for fur-
ther extractions. The rates of forward transfer from the
aqueous to the micellar phase are extremely fast. Upon
steering, for example, only a few seconds are necessary for
the transfer of cytochrome c into a system of AOT/isooc-
tane. The process of back extraction into the new aqueous
phase is much slower and requires constant agitation. In
ideal conditions, the back extraction of cytochrome c can
be achieved in several minutes. The distribution of an en-
zyme between the reversed micellar and the aqueous
phase is influenced by several factors such as pH, ionic
strength, and surfactant type (anionic, cationic, or non-
ionic). The pH determines the ionization state of the
surface-charged groups of the protein molecule. The solu-
bilization is favored when attractive electrostatic interac-
tions occur between the protein molecule and the surfac-
tant head groups; in this case, the overall charge of the
surfactant is opposite to the overall charge of the protein.
This implies that, for cationic surfactants, solubilization of
the protein in reverse micelles is favored at pH values
above the isoelectric point (pl) of the protein, whereas the
opposite is true for anionic surfactants. Together with the
pH, the ionic strength plays a very important role in pro-
tein recovery. The presence of salts in the aqueous phase
can alter the equilibrium size of the surfactant aggregates.
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Table 3. Examples of Enzyme Extraction Using Reversed Micelles

Enzyme Reversed micellar system

Trypsin (54) AOT/isooctane, octane, heptane
Extracellular alkaline protease (55) AOT/isooctane
�-Amylase (56) TOMAC/isooctane
Separation of a mixture of cytochrome c, ribonuclease, lysozyme (57) AOT/isooctane
Lysozyme, �-chymotrypsin, pepsin (58) AOT/isooctane
Isocitrate dehydrogenase, b-hydroxybutyrate dehydrogenase, glucose-6-phosphate

dehydrogenase (59) CTAB/octane/exanol
�-Chymotrypsin (60,61) /cycloexane�NR4

AOT/octane/water/glycerol
Ribonuclease A (62) AOT/isooctane

A higher ionic strength will decrease the size of the micelle,
and this effect can be stronger for larger ions, which causes
shorter electrostatic interactions. Thus, it is possible to
achieve a selective transfer based on size exclusion effects.
The attraction between the surfactant and the protein is
weaker, and this contributes to exclude the protein from
the micellar core. When the ionic strength is very low,
phase transfer does not occur. The transfer of proteins from
an aqueous to a micellar phase requires a minimum of
ionic strength in the aqueous phase. In addition to the sur-
factant charge, other surfactant-dependent parameters
have to be taken under consideration, such as the size of
the reversed micelles that are formed, the energy required
to enlarge the reverse micelles, and the charge density on
the inner surface of the reverse micelles.

The liquid–liquid extraction technique in general is well
known, and apparatus and scale-up rules have been estab-
lished for numerous applications, including the use in re-
covery processes for antibiotics and organic acids from fer-
mentation broths. The forward and back extractions can
be performed in a continuous mode, with the reverse mi-
cellar phase circulating between the two extraction units.
No specialized equipment is required. The process devel-
oped for conventional liquid–liquid extraction is, in prin-
ciple, also suitable for this application. The most important
types of equipment are mixer/settler, agitated column, cen-
trifugal, and membrane extractors. At the present time,
process development has centered on the use of mixer/
settlers and membrane extractors.

CONCLUDING REMARKS

So far, the results derived from studies with reversed mi-
celles show that the use of these systems can reach a con-
siderable biotechnological relevance and be extended to a
wide range of applications. In the field of bioconversion,
the enzyme solubilization in reversed micelles clearly of-
fers advantages over other techniques, including the very
fast reaction rates or the small quantity of enzyme to be
used in comparison to other approaches of enzymology in
extreme conditions. However, there are a few problems
that must be solved in order to take full advantage of this
system, such as the need to remove the excess surfactant
from the products and to develop appropriate reactors,
which will allow the continuous production and in situ re-

covery of the bioproducts applying new separation tech-
niques, for example, membrane polymers. Another prom-
ising field for reverse micellar systems application is in the
downstream processing for the separation of other bio-
products besides proteins and peptides, such as amino ac-
ids, nucleotides, nucleic acids, solvents, organic acids, an-
tibiotics and steroids.
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INTRODUCTION

Many biotechnology products are manufactured using mi-
croorganisms and mammalian cells that behave in a New-
tonian manner. In other cases, the product of the culture
or the cellular material itself may cause the culture to be
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Figure 1. Rheological models.

highly non-Newtonian. It is the processing of non-
Newtonian materials that can cause major design and op-
erational problems. For example, in most filamentous fer-
mentations in submerged cultures, at the start of
fermentation the broth rheology is Newtonian, not too dif-
ferent from water. However, often the microbiological re-
quirements of the fermentation are such that the prevail-
ing operating conditions lead to the development of diverse
and complex non-Newtonian broth rheology, and extreme
changes in the apparent viscosity of the broth can occur
during fermentation (1–3). These changes can cause prac-
tical difficulties in maintaining an adequate power input
per unit volume in the bioreactor. Subsequently, significant
heterogeneity in dissolved oxygen tension and shear rate
distribution can occur in the vessel contents (4–6). Conse-
quently, transport processes such as heat and mass trans-
fer and metabolic activity of the cells can suffer, cell dam-
age can occur, and a fall in productivity can result (7–9).
The extent of non-Newtonian behavior of the broth is
closely related to the growth of the biomass and the de-
velopment of a three-dimensional network of highly
branched hyphae in the case of mycelia microorganisms
(10–12). Considerable work has been done in recent years
to understand these complex structures by measuring the
mycelia morphology in dispersed (filamentous) and pel-
leted (aggregated) forms (13–17). However, there are as yet
no general predictive constitutive equations that can be
used confidently for design and scale-up, and even for the
same strain there is no consensus of opinion among re-
searchers on the precise effects of mycelia morphology on
broth rheology or how the rheology of such systems should
be described. The uncertainties associated with the use of
predictive rheological equations are to a large extent un-
derstandable considering the wide range of parameters
that are thought to influence the rheology of the cultures.
These include the mode of fermentation (e.g., batch, fed-
batch, or continuous), growth rate, level of the dissolved
oxygen concentration and pH levels of the culture, level of
mixing and shear intensity in the fermentor, and presence
of solid debris, impurities, surfactants, and additives.
These parameters critically affect the properties of the in-
dividual hyphae, for example, their length and length dis-
tribution, diameter, and mechanical integrity (strength, ri-
gidity, and flexibility), as well as the physicochemical
interactions between the hyphae (compactness, roughness)
and between the hyphae and the continuous liquid phase
(3,15,18–22). The analysis of rheological data is further
complicated by the degree of hyphae aggregation (i.e., for-
mation of clumps) and by the flocculation of clumps (16).
The superimposed effects of all these parameters on broth
rheology can be difficult to simulate.

Few publications are available on the rheology of non-
filamentous cultures. In cases where data are published
(e.g., for yeast suspensions), there is considerable disagree-
ment between the results of different researchers (11,23–
25). Fermentation cultures and biological solutions that do
not exhibit mycelia growth but can show non-Newtonian
behavior include high concentrations of single-cell suspen-
sions (e.g., yeasts), high molecular weight fermentation
products (e.g., polysaccharides), solutions containing glob-
ular proteins, supercoiled plasmid DNA and macromole-

cules (e.g., membrane protein complexes), chromosomal
DNA, and animal cells in solutions in high concentrations
(11,26).

This review article focuses largely on the rheology of the
microbial suspensions in order to examine some of the key
factors that are perceived to affect their flow properties.
The intention is to highlight the results of some of the re-
cent research on the interactions between mycelia mor-
phology and culture rheology without emphasizing the ef-
fect of rheology on, for example, transport processes such
as heat and mass transfer. For these aspects, the reader is
referred to other relevant reviews on the subject (4–6,
27–29).

VISCOMETRY

In addition to biomass concentration, the extent of non-
Newtonian behavior of fermentation broths is determined
largely by the primary properties of the hyphae, which in-
clude hyphal morphology and dimensions, hyphal flexibil-
ity, and ability to form clumps. The primary properties of
the hyphae in turn are critically dependent on the detailed
fermentation conditions, making it difficult to develop a
satisfactory theoretical simulation of the non-Newtonian
behavior of broths.

An alternative engineering approach to the study of
flow properties of a fermentation culture is to experimen-
tally develop the flow curve, or shear diagram, which is a
plot of shear stress, s, against shear rate, c, in the laminar
region (Fig. 1). This information is usually obtained in a
conventional laboratory viscometer such as the cup-and-
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Figure 2. Mixer for rheometers. (a) solid cylinder; (b) turbine;
(c) helical ribbon.

bob (coaxial cylinder), capillary tube, or a cone-and-plate
viscometer. However, most cultures are highly heteroge-
neous and contain large amounts of insoluble debris and
particulate material, which can be fragile and can separate
and sediment during rheological measurements. This ren-
ders many of the conventional rheometers unsuitable for
characterization of biological suspensions. In such cases
useful rheological data can be generated indirectly in lam-
inar flow by using a calibrated, scaled-down, “engineering”
viscometer, for example, an instrumented pipe flow vis-
cometer or impeller viscometer (16–34). The former is
widely used in the biochemical industry for flow charac-
terization and is essentially a cup-and-bob viscometer ex-
cept that the rotating inner cylinder is replaced by a mixer,
(e.g., a turbine, paddle, disc, or helical ribbon) (Fig. 2).
From the rheological viewpoint, the basic difficulty in us-
ing engineering viscometers is that these instruments do
not provide a well-defined and uniform shear field, and
therefore, individual elements of fluid are likely to undergo
periods of exposure to different levels of shear during mea-
surements. In the case of the impeller viscometer, the eval-
uation of an average shear rate in the cup is based on an
empirical technique originally developed for mechanically
agitated vessels by Metzner and Otto (35) and later mod-
ified for relatively simple rotating units (e.g., a disc spin-
dle) by Mitschka (36). These techniques have been fully
described elsewhere (31,37) and are therefore only briefly
reviewed here. The estimation of the average shear rate,
cav, in the cup of an impeller viscometer is based on the
assumption that the average shear rate, cav, is directly pro-
portional to the rotational speed of the impeller, N; the
constant of proportionality, ks, which is generally known
as the impeller shear rate constant, is uniquely dependent
on the geometry of the impeller viscometer but is indepen-
dent of the fluid rheology. Thus, cav � ksN. Figure 3 sum-
marizes the experimental procedure used in evaluating the
shear rate constant, ks, for an impeller (viscometer) based
on the Metzner and Otto technique. The key steps in the
determination of ks are as follows.

1. The laminar Newtonian power curve is obtained for
the impeller-cup-and-bob viscometer from a series of
measurements of torque and speed using one or more
Newtonian liquids.

2. The flow curve is developed for a (model) non-
Newtonian liquid, for example, carboxymethycellu-
lose (CMC) solution using a conventional cup-and-
bob viscometer.

3. The cup of the impeller viscometer is filled with the
(model) non-Newtonian liquid.

4. The impeller speed is set at a predetermined value,
N1, and the corresponding torque, T1, is measured.
These values are used to calculate the corresponding
dimensionless power number, (Po)1, [Po � P/
(qN3D5)].

5. From the Newtonian power curve, the Reynolds
number, (Re)1 corresponding to (Po)1 is obtained.

6. Using the definition of the general Reynolds number,
(Re � qND2/la) and the value of the Re1 from step 5,
the apparent viscosity, (la)1, is calculated.

7. From the non-Newtonian flow curve the value of the
shear rate, (ca)1, is obtained corresponding to (la)1.

8. Steps 4 through 7 are repeated for a range of speeds
(N2, N3, etc.), and these values are plotted against
the corresponding values of shear rates ((ca)2, (ca)3,
etc.).

The plot obtained in step 8 is often a straight line
through the origin and has a slope equal to the shear rate
constant, ks. It should be noted that the above procedure
is valid only if the measurements of speed and torque
(power) fall in the laminar flow region of the power curve,
this being the region where the power number is a function
of the Reynolds number. For most turbine impellers, the
Metzner and Otto technique gives a value of the shear rate
constant, ks, in the range between 10 and 13 (35), whereas
for helical ribbon and large paddle impellers its value falls
in the range of 26 to 30 (38).

An important practical consideration is the selection of
an appropriate rheometer (e.g., a rotating viscometer or a
capillary flow rheometer). Different methods of measuring
the rheological parameters of a non-Newtonian liquid do
not necessarily yield the same result. This is not to say
that one method is better than another but merely that it
reflects the fact that the liquid flow field is different in the
different devices, and the response of a non-Newtonian liq-
uid depends on the flow field to which it is exposed. There-
fore, in specifying a value for the apparent viscosity, it is
important to quote the means by which the parameter has
been measured. Moreover, the method of measurement
should be closely related to the application of the final
product. For example, for the design of a mechanically ag-
itated bioreactor, an appropriate viscometer is the cup-
and-bob or the turbine impeller viscometer, whereas the
capillary tube or the instrumented pipeflow viscometer can
be used effectively to gather rheological data for pipeline
transportation of non-Newtonian biological suspensions.
The following discussion is based on rheological data ob-
tained in the former group of viscometers.
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Figure 3. Experimental procedures for calculation of Ks from Metzner and Otto equation.

Commercial Viscometers

Bohlin, Haake, Brookfield, Rheomat, Carrimed, and Rheo-
matrics are just a few of the more commonly used devices
used for the rheological characterization of liquids (39).
The first four viscometers are available in both laboratory
and portable (battery-operated) form, and some, such as
the Brookfield, can also be used on-line. The state of tech-
nology has vastly improved over the past two decades, and
current instruments such as the Bohlin can be fitted with
different heads (e.g., coaxial cylinders, parallel plates, or
cone-and-plate geometry) and can perform a variety of
measurements including controlled stress and controlled
strain measurements. Additionally, the Bohlin rheometer
can accurately determine the response of the liquid to more
complex types of motion imposed on the sample, including
oscillatory motion from which rheological information can
be obtained on the viscoelastic properties of the liquid.

These rheometers can be used to develop the non-
Newtonian flow curve directly over a wide range of shear
rates (10�6–107 s�1) of interest to most process engineer-
ing operations (39). The low shear rates represent pro-
cesses involving, for example, sedimentation of fine parti-
cles (10�6–10�4 s�1), leveling due to surface tension
(10�2–10�1), and gravity drainage (10�1–101). The me-
dium range of shear rates covers processes such as extru-
sion, chewing and swallowing (100–102 s�1), mixing in me-
chanically agitated vessels, and pipe flow (101–103 s�1).
Shear rates of 103 s�1 to 107 s�1 occur in operations such
as spraying, centrifugation, and high-pressure homogeni-
zation.

RHEOLOGICAL MODELS

For design purposes it is often desirable to describe math-
ematically the information contained in a flow curve by
fitting empirical equations to experimental measure-
ments. Numerous flow equations have been proposed to
describe the shape of the flow curves, including the Bing-
ham plastic, Herschel–Bulkley, Casson, and power law
equations. There is, however, no theoretical justification in
recommending any of these equations a priori, and the se-
lection of an appropriate flow equation should be based on
practical considerations; the model equation should give
an accurate fit of the experimental flow curve, it should
have a minimum number of independent constants that
are readily evaluated, and preferably the constants should
have some physical basis.

A few researchers have reported time-dependent rhe-
ology (6,40,41) and viscoelastic behavior (42) for filamen-
tous cultures. However, in the majority of cases the rhe-
ology of the cultures appears to exhibit time-independent
shear thinning behavior, which can be described ade-
quately by a two-parameter power law equation (31,43,44).
This is characterized by a flow curve that, over a reason-
able range of shear rate, is a straight line on a logarithmic
plot of shear stress against shear rate (Fig. 4). Thus the
relation between shear stress, s, and shear rate, c, can be
written as s � Kcn, in which K is the consistency index
and n is known as the flow behavior index and has a value
less than unity for most cultures. The value of the flow
behavior index gives a measure of the extent of the non-
Newtonian behavior of the broth. For n � 1.0, the culture
has Newtonian flow properties, with K � l. As n deviates
from 1.0, the broth becomes increasingly non-Newtonian.
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Figure 4. Shear stress against shear rate in log-log scale. Sam-
ples from S. erythraea (CA 340), fermentation in 7-L stirred bio-
reactor. Biomass concentration of the samples was between 3 and
12 g L�1. Details of the fermentation areas in Ref. 45.

Flow equations have also been recommended for fer-
mentation cultures based on the Bingham plastic, Casson,
and Herschel–Bulkley models, all of which contain a yield
stress parameter that needs to be evaluated from experi-
mental measurements (16,42,46). The flow curves of many
biological suspensions rise rapidly and then flatten out at
relatively low shear rate. Under these conditions it is dif-
ficult to differentiate between the power law model and a
model containing a yield stress, and very accurate data at
quite low shear rates would be required to prove or dis-
prove the existence of “true” yield stress (42,46). In the
absence of such information, it seems prudent to use the
power law model to describe the rheological data of bio-
logical materials over a specified range of shear rate.

RHEOLOGY OF MICROBIAL CULTURES

Filamentous cultures exhibit two extreme types of mor-
phology in submerged culture, highly dense pelleted and
free mycelia, with loosely packed mycelium forming a
transition between the two types (Fig. 5). The freely dis-
persed mycelia and its entanglement to form clumps can
cause the fermentation to become highly viscous and non-
Newtonian. Past studies on morphology have attempted to
distinguish between the different types by using various
morphological parameters including compactness, rough-
ness, and fractal dimension. These studies show that the
compactness of Penicillium chrysogenum varies between
about 0.3 for highly filamentous structure to close to unity
for pellets (16). The fractal of P. chrysogenum, Strepto-
myces griseus, and Streptomyces tendae have been mea-
sured by Patankar et al. (47) and in our laboratory (45)

and seem to vary between 1.9 and 2.7 in filamentous form
and between 1.45 and 2.00 in pelleted form (47).

The pelleted type of growth consists of compact discrete
masses of hyphae that generally lead to Newtonian behav-
ior of the broth (48). However, in many cases as the size of
the pellets increases, the diffusion of nutrients, particu-
larly O2, into the center of the pellets becomes limited, re-
sulting in low productivity (6,49). Moreover, there are re-
ported cases of cultures consisting of pelleted mycelium
that exhibit clear non-Newtonian behavior (50). Great cau-
tion must therefore be exercised in generalizing the flow
behavior of microbial cultures.

The flow curves presented later are intended to serve
as typical rheological examples of real biological microor-
ganisms extensively studied in the past. The discussion
examines the effects of some of the important parameters
that are perceived to influence broth rheology. For these
reasons, the details of fermentation conditions are not in-
cluded, but where necessary, the reader is referred to other
publications and references where further information on
the relevant aspects of the work can be found. Additionally,
with the exception of the information given in Table 1, a
conscious decision has been made to avoid recommending
specific constitutive equations because the absolute values
of the constitutive parameters K and n are highly system
specific and ideally should always be based on experimen-
tal flow curves obtained under the actual fermentation con-
ditions for which they are required.

Filamentous Mold Cultures

Numerous publications are available on the rheology of
mold fermentation cultures; mostly the mycelium is in the
filamentous form because these cultures show strong non-
Newtonian behavior. The organisms most widely studied
are P. chrysogenum and Aspergillus niger. Table 1 gives
details on the range of parameters used in the rheological
characterization of these materials. The non-Newtonian
behavior of most of the cultures investigated has been
modeled either in terms of a flow behavior index, n, and
consistency coefficient, K, of a power law shear thinning
equation, or in terms of a yield stress, s0, and a plastic
viscosity, lp, of the Bingham plastic model. In a few cases
the Casson model is used, in which case the yield stress,
s0, and the shear rate coefficient, Kc, are given as the two
model parameters. In these studies, plastic viscosity, lp,
and yield stress, s0, in the Bingham plastic model and the
consistency coefficient, K, in the power law equation were
found to increase and the flow behaviour index, n, decrease
with increasing biomass concentration. The increase was
found to be nonlinear, and its extent was highly strain de-
pendent (Table 1).

An examination of Table 1 shows that equations are
also available in which the rheological parameters have
been related to the morphological properties of the individ-
ual hyphae. However, recent measurements have shown
that in many cases as much as 90% of the mycelium exists
in flocculated (clump) form and not in a freely dispersed
form, suggesting that rheological parameters are more
likely to be related to clump properties and not to the de-
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(a)

(c)

(b)

Figure 5. Example of S. erythraea (CA 340) morphology. (a) Pellet; (b) clump; (c) dispersed
mycelium.

tailed characteristics of the individual hyphae. Recent
measurements carried out by Tucker and Thomas (56) and
Olsvik et al. (16) appear to support this conclusion and
suggest that, for example, the compactness and the rough-
ness of hyphae flocs can be successfully related to the rheo-
logical parameter (Table 1).

Filamentous Actinomycetes Cultures

In filamentous form, the sizes of the individual hyphae in
the mycelium are generally less than 100 lm, and the
broths exhibit considerable non-Newtonian flow behavior
(31,46). However, recent experimental evidence obtained
in our laboratory using three industrial strains of Actino-
myces ranging in size from 15 lm to 25 lm indicated that
the properties of the individual hyphae have little effect on
broth rheology (3,44). The results of these experiments,
discussed in more detail later, also revealed that there was
little change in the size of the mean main length of the
hyphae, and furthermore very few clumps were observed
during hyphal characterization.

Figure 6 shows the variations of n and K of Saccharo-
polyspora erythraea (strain CA 340) mycelia cultures as a
function of time of fermentation (45). The data were ob-
tained in a standard coaxial cylinder viscometer usingfresh
samples of the culture that were removed during fermen-
tation in a 7-L stirred bioreactor (45). The plots shown in
Figure 6 are effectively snap shots of a developing rheology,

showing the dramatic changes in the non-Newtonian be-
havior of the fermentation broth during the growth period.

Similar rheological data are shown in Figures 7, 8, and
9, respectively, for the fermentation of industrial strains of
S. erythraea, Aspergillus roseorufa, and Streptomyces ri-
mosus (3,44). The data for S. rimosus were obtained from
an industrial-scale mechanically agitated bioreactor; in
the case of S. erythraea and A. roseorufa, samples were
taken during fermentation in a small, laboratory-scale me-
chanically stirred unit. In all three cases, the broths con-
tained a significant amount of particulate matter, which
made the use of a standard cup-and-bob viscometer inap-
propriate. The rheological parameters plotted in Figures
7–9 were therefore obtained by using a Brookfield 2HA-
TDVII Synchro-Lectric rheometer fitted with a disc-
spindle impeller, for which the average shear rate at each
rotational speed was obtained by using Mitschka’s tech-
nique, which is described fully elsewhere (36).

Figure 10 shows experimental data on the mean main
hyphal length as a function of fermentation time. The
width of the plotted lines indicates the 95% confidence lim-
its of the data. Variations of the power law coefficient, K,
with time are also shown in Figure 10 for comparison. The
mean main hyphal length fluctuates throughout the fer-
mentation time, but no observable trend in the data can
be detected for any of the microorganisms. Additionally
these plots indicate no correlation between the mean main
hyphal length and broth rheology. The mean main hyphal



2284
R

H
EO

LO
G

Y
O

F
FILA

M
EN

TO
U

S
M

IC
R

O
O

R
G

A
N

ISM
S,SU

B
M

ER
G

ED
C

U
LTU

R
E

Table 1. Rheological Correlations for Biological Cultures

Microorganism Rheological model Variation of theological parametersa
Shear range

(s�1) Viscometer Comments References

A. niger (dispersed
mycelia)

Power law K � 0.308X3.15 0.229dp

n � 0.559X�0.058 �0.082dp

30–200 Pipe flow 2.3 � X � 11.2 51

A. niger (dispersed
mycelia)

Power law
Bingham
Casson

K � 4.3 � 10�4X3.3

s0 � 0.02X2.3

Kc � 0.048 X0.26

s0 � 2.5 � 10�3X3

50–650 for
all three
models

Coaxial cylinder Power law was preferred;
morphology changes
were not considered.

31

A. niger (dispersed
mycelia)

Power law K � �0.56 � 1.8 � 10�3RX1.7 for
continuous culture and K � 0.38 �

4.8 � 10�5RX2.9 for fed-batch
culture

10–50 Turbine impeller – 16

A. niger (dispersed
mycelia)

Power law for early stage
(x � 4 g/L), casson for
later stage

– 50–150 Turbine impeller
and pipe flow

Results for two different
viscometers were not
consistent.

32

A. niger (dispersed
mycelia)

Herschel–Bulkley �6 2.6 0.65s � 4.2 � 10 � X L0 hgu

s0 � 4.8 � 10�7X2.5R3.2
– Haake Rotovisco

RV12
– 46

A. awamori Power law K � 6.9 � 10�5X3.96 – Coaxial cylinder Morphological changes
were not considered.

31

P chrysogenum
(dispersed mycelia)

Casson s0�X2.5

�3 1 0.6K � 1.4 � 10 X Lc hgu

– Turbine impeller Flexibility can affect
rheology.

20

P. chrysogenum
(dispersed mycelia)

Power law
Bingham

Casson

K � 3.6 � 10�3X2.5

s0 � 0.043X2.1

lp � 2.2 � 10�3X0.78

s0 � 8.3 � 10�3X2.5

Kc � 0.047X0.19

50–650 for
all three
models

Coaxial cylinder Morphology changes not
considered; power law
was preferred.

31

P. chrysogenum
(dispersed mycelia)

Herschel–Bulkley

Casson

K � aX2.8R0.7Com1.2

1 � n � bX0.7R0.6Com0.9

s0 � cX3.2R0.6Com1.5

s0 � eX2.9R0.6Com1.0

Kc � fX1.2R0.1Com1.0

3.5–75.8 for
both
models

Turbine impeller Morphological
measurement was for
clump, which is more
than 90% of total.

16
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P. chrysogenum
(dispersed mycelia)

Casson s0 � aX2 – Turbine impeller – 41

P. Chrysogenum
(dispersed mycelia)

Bingham s0 � aX – MacMichael
viscometer

– 52

P. chrysogenum
(pellet)

Casson Kc � aEx � b
s0 � c(Ex/d)3

�20 – Ex � pellet volume
fraction

50

S. levoris Power law
Bingham

Casson

K � 0.27X0.7

s0 � 1.1X0.75

l
p

� 5.9 � 10�3X0.32

s0 � 0.64X0.79

Kc � 0.042X0.2

50–650 for
all three
models

Coaxial cylinder Morphological changes
not considered; power
law was preferred.

31

S. levoris Herschel–Bulkley s0 � 4.2 � 10�6 � X2.6 0.65Lhgu – Haake Rotovisco
RV12

– 46

S. fradiae Herschel–Bulkley and
Casson

Apparent viscosity, consistency index,
and yield stress change with
morphology.

�1300 Coaxial cylinder Mathematical relation
was not shown; Casson
was preferred.

53

S. grisens Bingham s0 and plastic viscosity varied
sinousidally with fermentation age.

– – – 54

S. erythraea
S. rimoscus
A. roseourufa

Power law Rheology is related to biomass, not
morphology.

�250 Disk spindle
impeller

Mean hyphal length was
between 15 and 25 lm.

44

S. erythraea Power law K�X2.14 24–880 Coaxial cylinder – 45
Baker’s yeast Power law K�e3.43Ec; no relation for n 104–105 Coaxial cylinder Acidic pH lowered the

viscosity.
23

Baker’s yeast, S.
cerevisiae and C.
utilis

Newtonian l/l0 � 1/1 � (hsEc)a; a � 0.5 for S.
cerevisiae, X � 150 g/L

– Falling sphere
viscometer

C. utilis is considerably
smaler than S.
cerevisiae and had a
higher value of
viscosity.

25

Baker’s yeast Newtonian l � l0(1 � 2.5Ec � 7.25 � 2E )c – – – 55
X. campestris Power law and Herschel–

Bulkley
The non-Newtonian behavior is

controlled by molecular properties of
dissolved polysaccharide.

�200 – Thixotrophy was shown. 5

aa, b, c, d, e and f are constant parameters.

Table 1. Rheological Correlations for Biological Cultures (continued)

Microorganism Rheological model Variation of theological parametersa
Shear range

(s�1) Viscometer Comments References
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Figure 6. Variation of consistency index, K, and flow behavior
index, n, of S. erythraea (strain CA 340) culture as a function of
time of the fermentation.
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Figure 8. Variation of consistency index, K, and flow behavior
index, n, of S. roseorufa industrial strain culture as a function of
time of the fermentation.
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Figure 9. Variation of consistency index, K, and flow behavior
index, n, of S. rimosus industrial strain culture as a function of
time of the fermentation.
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Figure 7. Variation of consistency index, K, and flow behavior
index, n, of S. erythraea industrial strain culture as a function of
time of the fermentation.



RHEOLOGY OF FILAMENTOUS MICROORGANISMS, SUBMERGED CULTURE 2287

M
ea

n 
m

ai
n 

hy
ph

al
 le

ng
th

 (
µm

)

C
on

si
st

en
cy

 c
oe

ff
ic

ie
nt

, 
K

 (
P

a 
sn

)

Fermentation time (h)
0 50 100 150 200 250

2

6

10

14 

0

10

20

0 50 100 150 200 250
0

10

20

30 

0

10

20

0 50 100 150 200
0

(a)

(b)

(c)

10

20

0

10

20

30

Figure 10. Variation of mean main length and consistency index,
K, of fermentation cultures of (a) S. erythraea, (b) A. roseorufa,
and (c) S. rimoscus.
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Figure 11. Variation of dry cell weight and consistency index for
S. erythraea culture.
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Figure 12. Effect of biomass, insoluble particulate matter, and
soluble compounds on rheology of S. erythraea culture.

length of the three microorganisms shown in Figure 10 are
significantly smaller than those reported previously for
Streptomyces clavuligerus (45–120 mm), and P. chryso-
genum (e.g., 130–420 lm and 60–120 lm).

An examination of the information given in Table 1
shows that, compared with the fungal cultures, the rheo-
logical parameters, K, so, lp, and Kc, for example, are less
sensitive to changes in the biomass concentration. The ef-
fect of dry cell weight (DCW) on the consistency coefficient,
K, of S. erythraea culture is shown in Figure 11. The sim-
ilarity of the two profiles in Figure 11 is evident from these
plots, and a series of experiments were conducted to ex-
amine the factors responsible for the observed dependency
of the broth consistency coefficient, K, on DCW. Two fer-
mentation batches were prepared and run in the same way
except that only one batch was inoculated with S. ery-
thraea. Several samples were taken periodically from each
batch for rheological measurements and DCW evaluation.
Some of the samples were also centrifuged prior to analysis
to remove S. erythraea cells and/or medium particulate
and insoluble debris. Figure 12 shows the results of these
experiments and indicates that for the inoculated batch (A)
the profiles of the consistency coefficient, K, and the DCW
are similar and increase with fermentation time. However,
once the S. erythraea biomass was removed by centrifu-
gation (curve B) the broth rheology changed dramatically,

the variation in K disappeared, and the flow behavior in-
dex increased from its value of about 0.2 to a value close
to unity, indicating a change from a highly shear thinning
to an almost Newtonian behavior. Samples from the unin-
oculated batch showed very little change in their rheology,
which remained Newtonian practically throughout (curve
C). Similar results shown in Figure 13 were observed for
the fermentation of A. roseorufa, confirming that the high
apparent viscosity of the filamentous cultures depends on
the presence and concentration of the organisms, and that
other constitutive components (e.g., insoluble particulate
matter) appear to have little effect on broth rheology, at
least for the cases presented here.

The effect of pH of the culture on broth rheology
was also investigated, and it was found to have a strong
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Figure 13. Effect of biomass, insoluble particulate matter, and
soluble compounds on rheology of S. roseorufa culture.

K
, 
C

on
si

st
en

cy
 c

oe
ff

ic
ie

nt
 (

P
a 

sn
)

Broth pH

7 6 5 4 3

2

6

10

16

7 8 9 10

1

3

5

7

Figure 14. Effect of pH on consistency index of S. rimosus cul-
ture.

effect on the extent of non-Newtonian behavior of the
culture. This effect was somewhat unexpected and was
further investigated for one of the microorganisms,
S. rimosus. A large sample of the broth was removed
from the bioreactor and divided into several specimens.
Using concentrated hydrochloric acid and concentrated
sodium hydroxide (60% by weight) the pH of each sam-
ple was altered to cover the range of pH between 3 and 10,
in increments of 0.5 pH. The rheological properties of
each sample were then measured using the Brookfield
viscometer. Figure 14 shows the effect of pH on both
the consistency coefficient, K, and the flow behavior
index, n, of the broth. Measurements of the hyphal mor-
phology (not shown) revealed no effect of pH on the
mean main hyphal length of the individual hyphae. An
important implication of the data in Figure 14, how-
ever, is that alteration in charges on and/or close to
the surface of the microorganisms, arising from vari
ations in pH, could play a role in determining the observed
changes in broth rheology. The zeta potential characterizes
the nature and the extent of surface charges, and the zeta

potential–pH profiles of the microorganisms should reflect
these effects. No electrophoretic measurements are avail-
able in the literature concerning the zeta potential–pH
profiles of microorganisms. These profiles should be devel-
oped experimentally and studied to examine how they are
affected by broth conditions. The results could provide
valuable information on the interrelationship between
broth rheology, hyphal morphology, and biomass concen-
tration.

CONCLUSION

Considerable experimental work has been published
on the rheology of biological suspensions since the
1960s. Advances made in image analysis techniques in
the early 1990s resulted in further work on relating
the rheological properties to the morphological char-
acteristics of filamentous microorganisms. No con-
sistent opinion has yet emerged on the interaction be-
tween the two. Recent developments on the measurement
of fractal properties of mycelium may provide a useful
basis for further elucidation of these complex interac-
tions.

NOMENCLATURE

Com Compactness of mycelial aggregate
D Tank diameter (m)
DCW Dry cell weight (g L�1)
dp Diameter of mycelial aggregate (m)
Ec Volume fraction of wet cells
hs Packing factor
K Consistency index (N sn m�2)
Kc Casson viscosity (N s m�2)1/2

Ks Impeller shear rate constant
Le Length of the hyphae (lm)
Lhgu Length of hyphal growth unit (lm)
n Flow behavior index
N Rotational speed of impeller (s�1)
P Power (W)
P0 Impeller power number
R Roughness of mycelial aggregates
T Torque (N m)
X Concentration of biomass (g L�1)
c Shear rate (s�1)
cave Average shear rate (s�1)
l0 Viscosity of cell-free medium (N m�2 s)
l Viscosity of culture (N m�2 s)
la Apparent viscosity (N m�2 s)
lp Plastic viscosity (Pa s)
q Density (kg m�3)
s Shear stress (N m�2)
s0 Yield stress (N m�2)
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INTRODUCTION

The settling behavior of biological cells with densities dif-
ferent than the fluid is a key factor affecting the perfor-
mance of roller bottle bioreactors. The fully three-
dimensional velocity field in a roller bottle bioreactor was
simulated using a finite-element method, and the settling
behavior of cells was simulated for both steady and time-
dependent bottle rotation rates using particle dynamics al-
gorithms. These simulations were validated experimen-
tally using fluorescent particle tracers. Under steady flow
conditions the flow is divided into two regions, one in which
the particles settle to the wall and one in which the par-
ticles remain suspended indefinitely, but unsteady flow

conditions (characterized by repeated reversal of the flow
direction) lead to complete cell settling. These observations
showed qualitative agreement with culture infection ki-
netic data in which changes in the roller bottle rotation
rate resulted in enhanced infection. The main mixing lim-
itation observed experimentally in roller bottles is very
slow mixing in the axial direction, caused by flow segre-
gation at the central plane of symmetry of the bottle. This
limitation is readily overcome by imposing a small-
amplitude vertical rocking motion to the bottle, forcing
fluid to flow through the segregation plane and leading to
a completely homogeneous mixture in just a few revolu-
tions of the bottle.

BACKGROUND

Manual and automated roller bottle systems have been
used for more than 40 years in the pharmaceutical, bio-
chemical, and medical fields for processes such as cell
growth and infection, heterologous glycoprotein produc-
tion, vaccine preparation, and high-density plant cell cul-
tivation (1–10). Despite efforts by numerous investigators
to develop unit operations such as microcarrier culture for
the production of anchorage-dependent cells or cell prod-
ucts (11–19), roller bottle systems still persist in research
and industry. Additionally, for industrial-scale cell culture
production (e.g., vaccines), cells are frequently expanded
in roller bottles before transfer to microcarrier cultures for
the final growth phase even when unit operation-based
systems are utilized (17).

Widespread use of the roller bottle has several reasons.
Most notably, the process relies on very simple technology:
a horizontal cylindrical vessel is filled approximately one-
fourth full and rotated axially; increased production is ac-
complished simply by increasing the number of bottles.
Thus, scale-up development is straightforward, resulting
in reduced developmental time lines for industry and fas-
ter introduction to market for new products. The system
allows constant fluid–gas contact and easy addition of nu-
trients without interruption of the process. In addition, the
process is capable of maintaining sterile conditions for pro-
longed times, contamination of one or more roller bottles
does not necessarily result in the failure of an entire lot,
precise control of nutrient and waste product levels is pos-
sible, and the direct monitoring of cell growth and metab-
olism is relatively simple (6).

On the other hand, roller bottles are limited in surface
area available for growth and in the volume of harvest fluid
obtained. Manpower and facility space requirements are
higher than for unit operation systems such as microcar-
riers because hundreds or thousands of roller bottles can
be operated for a single production run, although new au-
tomation systems are addressing the manpower issue
(10,20). In addition, cell growth and infection are believed
to be suboptimal in certain vaccine products because of
flow and mixing dynamics, perhaps by preventing infected
cells from attaching to host cells attached to the bottle
walls (4). Although these issues point toward an obvious
need for flow analysis and process design criteria, there
have been no published results to date on either of these
topics.
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The following sections detail computational and exper-
imental characterizations of the fluid flow profiles within
rotating roller bottles, including particle trajectories, fluid
mixing patterns, and unsteady-state flow strategies. The
results point to ways in which cell proliferation and infec-
tion can be optimized by simple modifications to roller bot-
tle rotation. This article is organized as follows. First, the
numerical method for obtaining the three-dimensional
flow solution is described. The flow solution is then vali-
dated by comparison with experimental measurements ob-
tained via particle imaging velocimetry. Computationally
predicted mixing patterns are compared with mixing pat-
terns obtained by visualization of fluorescent dye streak-
lines. The model is then used to examine cell motion in the
flow field. Computationally predicted cell motion patterns
are compared with experimentally observed particle mo-
tion patterns obtained via long-time exposure photography
of fluorescent particles. Then, particle settling results for
the roller bottle under steady flow conditions are discussed
and related to cell growth results obtained for various bot-
tle rotation speeds. Finally, attention turns to improving
the performance of roller bottles. The use of unsteady mo-
tions on the cylinder to enhance cell settling is explored,
and the use of rocking flow perturbations to enhance axial
mixing is demonstrated. The final portion of this chapter
is devoted to conclusions and recommendations for future
research.

DEVELOPMENT AND EXPERIMENT VALIDATION
OF A COMPUTATIONAL MODEL OF FLUID
AND CELL MOTION IN A ROLLER BOTTLE

Flow Field Solution

The three-dimensional flow field for a standard 850-cm2

roller bottle geometry was obtained using a commercial
CFD software package, FLUENT. This and similar soft-
ware packages have been used by several researchers in
the past to solve fluid dynamics problems (21–26). The
equations of motion for the flow are the well-known
Navier–Stokes equations, which, for a two-dimensional
flow, include the momentum equation in two components
and the continuity equation:

2u/t � u�u � ��p � (1/Re)� u � (1/Fr) (1)

�u � 0 (2)

where u is the dimensionless velocity and p is the dimen-
sionless pressure. Re in Equation 1 is the Reynolds num-
ber, Re � qvL/l, where q and l are the fluid density and
viscosity, and v and L are the bottle’s linear rotational ve-
locity and the liquid height, respectively; Fr is the Froude
number, Fr � gL/v2, where g is gravity. The rationale for
selecting liquid height as the natural length scale for the
flow is that the liquid height is the diffusional length scale
in the system. Viscous forces can be viewed as diffusive
transport of momentum, with the kinematic viscosity (l/q)
playing the role of a momentum diffusivity. Hence, the liq-
uid depth is the natural length scale for the action of vis-
cous forces.

The experimental geometry is shown in Figure 1a. To
obtain the velocity field, it was assumed that (1) the flow
is steady, (2) the flow is in the Stokes regime (creeping flow
conditions), (3) the free boundary is both planar and hori-
zontal (effects of surface tension and viscous drag on the
boundary are neglected). For the conditions used in the
biotechnology industry, Re � 10, confirming the validity of
the creeping flow assumption.

The physical domain was discretized using a curvilinear
mesh; although the bottle has a total length to diameter
ratio of 2:1, because of its symmetry only one-half of the
system needed to be simulated, giving a length to diameter
ratio of 1:1. The liquid height in the bottle was one-fourth
the total diameter, which is typical of industrial practice.
A 80 � 20 � 94 structured computation grid was used;
Figure 1b represents a schematic of the z-plane grid (for
the computation a higher node density was used). An ac-
ceptable node density for the computational mesh was
found by creating several meshes with different node den-
sities. The number of nodes in the mesh was successively
increased by 25% until an average velocity difference of
less than 3% was achieved for two successive meshes. The
lower node density was then used to generate the compu-
tational mesh.

Velocity and pressure fields were obtained via iteration
using a Sun SPARC 20 workstation. Approximately 140
Mb of RAM and 60 h of CPU time were required for solu-
tion convergence. To determine convergence, a criterion of
10�6 was used for each normalized residual velocity and
pressure component. Residuals for each iteration were nor-
malized versus the residual values obtained after the sec-
ond iteration of the solver. To test the sufficiency of the
convergence criterion, the simulation was run using con-
vergence criteria ranging from 10�5 to 10�6 with no sig-
nificant change in the velocity field when the convergence
criteria were varied over this range (�1.0% change in ve-
locity magnitude, on average). Sensitivity analysis (i.e.,
trajectory closing) showed that such a mesh was suffi-
ciently accurate. These flow data were then used for all
subsequent particle tracking simulations.

The condition adopted in the base case simulation was
X � 0.25 rpm, l � 0.125 Pa s at room temperature, giving
a Reynolds number of Re 1.32. At this Re, the flow can be
considered to be in the creeping flow regime. The flow was
assumed to be sufficiently slow so that it could be assumed
that the free surface was always horizontal and no surface
tension effects were present at the bottle walls. The free
surface was therefore modeled as a frictionless wall (i.e., a
surface that exerts no stresses on the fluid). Several as-
sumptions were also made regarding the particles simu-
lated in the postprocessing program. The particles in the
flow were sufficiently dilute so that they did not interact
with each other or affect the fluid flow in any way. The
particles were assumed large enough so that Brownian
forces could be ignored. All the assumptions used here are
valid for the majority of industrial uses of roller bottles.

The Fluid Velocity Field in a Roller Bottle

Two flow visualization experiments were performed to val-
idate the simulations. The experiments were conducted in
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10 cm

20 cm(a) (b)

Figure 1. (a) Schematic diagram of the roller bottle. (b) Schematic diagram of the computational
grid used for the simulations.

(a) Experimental velocity vectors—creeping flow

(b) Computational velocity—creeping flow, z = 0.10

Figure 2. (a) Particle imaging velocimetry determination of the
velocity field at the center plane of the bottle. (b) Finite volume
results of velocity field at the center plane of the bottle.

Figure 3. Computational stream lines of the flow at the center
plane of the bottle under steady flow conditions.

a glass roller bottle 10 cm in diameter and 20 cm in length.
The working fluid was glycerin, which has a density of 1.26
g/cm3 and a viscosity of 1.25 Pa s. The bottle was rotated
using an apparatus that consisted of a set of rollers whose
rotation speed and direction were accurately controlled by
a computer. The rotation rate for the two experiments per-
formed was 0.25 rpm, giving a Re of 0.13. This flow con-
dition can be assumed to be representative of all conditions
in the creeping flow regime, because in this regime the ve-
locity field becomes independent of Re. The velocity field
was first validated via comparison with particle imaging
velocimetry (PIV) results. The use of particle imaging tech-
niques to study fluid flow problems is well documented in
the literature and has been reviewed by Adrian (27). In-
formation that is pertinent to our specific system is pro-
vided here. The flow was seeded with 12-lm-diameter
silver-coated hollow glass spheres (Potter’s Industries)
that have a specific gravity of 1.17. These particles are suf-
ficiently small as to provide accurate measurements of the
instantaneous velocity field. A 10-mJ New Wave Research
pulsed mini-YAG laser was used as the illumination
source. The laser beam passed through a series of optical
components to produce a sheet of light 1 mm thick (at a
focal distance of 1 m). A 32 � 32 grid was analyzed using
cross-correlation data acquisition, with 10 ms between la-
ser pulses. Resultant data from PIV was in the form of
velocity direction and magnitude at the center of each in-
terrogation area.

The experimental velocity field was measured in the
vertical plane normal to the bottle axis in the middle of the
bottle. Figure 2 shows the experimental (Fig. 2a) and com-
putational (Fig. 2b) velocity vector fields. The length and
color of the arrows represent the velocity magnitude in the
plane, ranging from low (dark blue) to high (red). As seen
in this figure, the velocity fields are qualitatively identical,
with the exception of some small experimental scattering
near the free surface of the liquid.

The computational velocity field was further validated
by comparing computational and experimental mixing pat-
terns obtained for passive tracers at the center plane of the
bottle. This first step for simulating mixing patterns is to
determine the trajectories followed by point particles as a
result of the equation of motion:

dx/dt � v (3)

where x is the particle position and v is the fluid velocity.
Figure 3 shows the flow pathlines predicted using 4th-

order Runge–Kutta integration of equation 3, which are
also the flow streamlines because the flow is steady. A stag-
nation point is located on the symmetry line at 0.6 unit
lengths below the free surface (the unit length is the height
of the liquid). A similar approach was used to simulate the
evolution of a vertical filament initially placed at the cen-
ter of the bottle (Fig. 4a). The “line” consisted of 10,000
particles moving at the flow velocity. Figures 4b–4e show
the configuration adopted by the line, as revealed by the
particle positions, at 4, 8, 16, and 32 bottle revolutions,
respectively. As the particles are moved by the flow, the
line is twisted around the stagnation point. The line
stretch in this steady two-dimensional flow is linear with
time. The evolution of a fluid line was also observed ex-
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(a)

(b)

(c)

(d)

(e)

Figure 4. Evolution of a vertical line placed in the flow field.
(a) Initial condition. (b–e) The line-after 4, 8, 16, and 32 bottle
revolutions, respectively.

Figure 5. Initial condition for the flow visualization experiment.
The fluorescent dye was placed in the center of the bottle axially
so that end effects would cancel.

Figure 6. Experimental validation of the evolution of a vertical
line placed in the flow field.

perimentally to verify the simulations. Figure 5 represents
the initial condition, which consisted of a vertical streak of
dyed fluid placed in the center plane of the roller bottle,
and Figure 6 shows the evolution of the streak of dye after
20 revolutions. Once again, excellent qualitative agree-
ment between experiments and simulations was obtained,
and it was concluded that the simulations indeed provide
an accurate representation of the velocity field in the roller
bottle.

Once the computational velocity field was validated, it
was used to obtain a detailed characterization of fluid mo-
tion in the bottle. To provide a clear illustration of a three-
dimensional velocity vector field is not a trivial task. This
is accomplished by using two-dimensional cuts of the ve-
locity field, where the in-plane components are shown us-
ing a vector and the total magnitude of the velocity field is
shown using color contours, with red signifying high veloc-
ity and blue indicating low velocity.

Figure 7 shows vertical cross sections at 2-cm intervals
through the bottle (i.e., z � 0.0 is 0.0 m from the end wall,
and z � 0.10 cm is at the symmetry plane in the center of
the roller bottle). Figure 7f corresponds to the center of the
bottle and is therefore identical to Figure 2b. Moreover,
Figures 7d and 7e are also identical to Figure 7f, indicating

that end effects play little or no role in the fluid flow past
5 cm from the end of the bottle. The velocity field shows
both reflection symmetry relative to the center plane (ex-
pected from the symmetry of the boundary) and antisym-
metry between the left and right sides of the bottle (ex-
pected from the creeping flow condition and the rotational
symmetry of the bottle). As discussed next, this observa-
tion can have important implications because the flow in-
duced by the end walls of the bottle is the only means of
axial mixing.

Figure 7a represents the velocity field at the end of the
roller bottle. Due to the no-slip condition at the bottle wall,
all fluid follows the bottle wall in a counterclockwise di-
rection. When the fluid reaches the free surface (at the
right side), it detaches from the wall and flows outward in
the z-direction. At the left side, the fluid immediately ad-
jacent to the wall is drawn downward; this motion is “fed”
by an inward flow from the z-direction. Figures 7b and 7c
show the presence of a high-velocity component near the
surface of the liquid, caused by the end-wall effects. How-
ever, detailed examination of the velocity vectors displayed
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(a) Vmag, z = 0.00 (b) Vmag, z = 0.02 (c) Vmag, z = 0.04

(d) Vmag, z = 0.06 (e) Vmag, z = 0.08 (f) Vmag, z = 0.10

Figure 7. Finite-volume results. Velocity field at several vertical planes spaced along the axis of
the bottle.

Figure 8. Finite-volume results. Velocity field (left) at a
horizontal plane near the upper surface of the fluid. Right,
top view.
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in Figures 7b and 7c indicates that the x- and y-compo-
nents of the velocity field are largely unaffected by end-
wall effects; such effects appear primarily in the axial (z)
component of the velocity field.

The end-wall effects are more clearly shown by a top
view of the bottle. Figure 8 shows a velocity contour plot
just below the liquid free surface. The end of the bottle is
at the bottom of this figure, and the symmetry plane is at
the top. Flow in the axial (z) direction is clearly visible in
this figure. The fluid flows upward from the end wall in the
lower right-hand corner, travels in a counterclockwise loop,
then flows downward at the lower right-hand corner as a
result of the end-wall flow. There is a stagnation point 0.46
cm from the end of the bottle, as shown by the dark blue
color. Moving toward the center of the bottle, end effects
have less influence on the flow; there is less than 2% dif-
ference in the velocity field between the two-dimensional
symmetry plane and the plane at 5 cm from the end wall.
Similar flow patterns were observed for other values of Re
of less than 10.

An alternative illustration of the three-dimensional
flow pattern in the roller bottle is obtained by computing
the pathlines of the flow. Figure 9 shows six pathlines for
fluid particles initially placed 0.2 cm from the bottom of
the bottle. The center of the bottle is at the left-hand side
of the figure, and the end wall is at the right. Examination
of the pathlines from left to right reveals the effect of
the end wall on the flow field. The pathline at the center
plane is a two-dimensional vertical loop identical to the
pathlines observed in Figure 3. Toward the end of the
bottle, the pathlines begin to bend near the free surface
toward the center of the bottle. All the pathlines shown
are closed loops. The pathlines at the center plane of the
bottle are two-dimensional loops, and the pathlines away
from the symmetry plane are three-dimensional loops. In
either situation, however, the same result ensues: fluid
particles in the flow remain trapped in the closed periodic
orbits and do not contact other portions of the flow. Such
regular motion patterns can pose significant barriers to
the mixing process. Experimental evidence of this obser-
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Figure 10. Pathlines of six particles with settling velocity of Vs

� 0.05 U placed in the flow.
Figure 9. Pathlines of passive tracer particles starting from dif-
ferent positions inside the bottle.

vation and approaches for overcoming mixing limitations
follow.

The Motion of Cells in a Roller Bottle

The initial point for the modeling of small particles in the
flow field is given by the equations of motion proposed by
Maxey and Riley (28):

dv Du
m � (m � m )g � mp p F Fdt Dt

dX2 �1/2� 6pa l [pm(t � s)] ds� � �dt
2 21 d[u � v � (1/10)a � u]

� m � 6palXF� �2 dt
(4)

where X � u � v � (1/6)a2�2u.
In these equations, u is the (dimensional) fluid velocity

vector, v is the (dimensional) cell velocity vector, a is the
cell radius, m is the fluid kinematic viscosity; and mp and
mF correspond to the weight of the cell and that of the fluid
displaced by the cell, respectively. The five terms on the
right-hand side of the equation correspond to buoyancy
forces, pressure forces, flow history effects, added mass ef-
fect, and Stokes drag forces. This equation can be signifi-
cantly simplified for the roller bottle problem. Because u
is known from the numerical solution of the flow, the rela-
tive magnitude of each term can be evaluated. Analysis
has shown that the leading order terms are inertia, buoy-
ancy, and drag forces, thus the equation becomes:

dv 1
� Gg � (u � v) (5)

dt Stk

where G � 2(c � 1)gL/[(2c � 1)U2], and Stk � (2c�1)a2U/
(9mL); c is the particle density relative to the fluid density,
L is the depth of the fluid, and U is the bottle rotation
velocity. If we assume that the particles are cells and the
rotation speed and liquid are typical of those used in the
biotechnology industry, this equation can be further sim-
plified. Under such conditions, G �O(10�3) and Stk

�O(10�6), so that the inertial term can be neglected,
greatly simplifying the problem. The particle velocity is
obtained immediately as

22a (c � 1)
v � u � V , V � g (6)s s 9mU

where v, the total particle velocity, is simply the sum of u,

the fluid velocity, and VS, the particle terminal settling ve-
locity. Once v is known, particle positions are found by nu-
merically integrating the equations

dx
� v (7)

dt

using the standard 4th-order Runge–Kutta method. To un-
derstand small particle behavior in a steady rotating roller
bottle, equations 6 and 7 are used to simulate the motion
of particles on the center plane of the bottle. Figure 10
shows the particle trajectories for a settling velocity Vs �

0.05 U, where U is the nondimensional tangential velocity
of the bottle wall. Six particles were initially placed on the
vertical center line. The particles showed different behav-
iors: while the two particles nearest to the free surface
reached the rotating wall in a fraction of a bottle rotation,
the remaining four particles moved in closed orbits. Such
particles will never reach the bottom wall. This simulation
indicates that whether a particle settles or not depends not
only on its settling velocity, but also on its initial location
within the flow field. Moreover, as the settling velocity used
in this simulation is much larger than those corresponding
to real systems, Figure 10 actually indicates that a sub-
stantial fraction of the cells in a roller bottle could actually
remain trapped indefinitely in recirculating trajectories
within the bottle flow, never reaching the bottle wall.

This simulation result was investigated experimentally
by using long-exposure-time photography to reveal the
pathline followed by a fluorescent particle with a settling
velocity similar to the one corresponding to Figure 9. A
200-lm fluorescent polystyrene particle was placed in the
center plane of the roller bottle. This particle had a ter-
minal settling velocity of approximately 0.5 cm/min, or
0.06 U, where U is the linear rotation velocity of the roller
bottle. Using long-exposure photography, the particle
pathline was photographed for one bottle revolution under
fluorescent light (Fig. 11). The original position of the par-
ticle was approximately 0.6 length units from the free sur-
face (where the unit length is the height of the fluid). The
pathline revealed in Figure 11 closely resembles the pat-
tern shown in Figure 10, which is a simulation for particles
of roughly similar settling velocity. When the particle was
originally placed in a different location, closer to the bottle
center, the particle followed a different closed pathline.
When placed close enough to the upper surface, the par-
ticle eventually settled and remain attached to the bottle
wall.
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Figure 11. Experimental validation of a particle pathline in the
flow. The particle had a settling velocity of approximately 0.06 U.

(a)

(b)

(c)

(d)

(e)

Figure 12. Poincaré diagram of particles, initially distributed
uniformly in the central vertical cross section of the bottle, for
settling velocities of Vs � 0, 0.02 U, 0.05 U, 0.1 U, and 0.2 U,
respectively, from top to bottom of figure (a–e).

DETAILED ANALYSIS OF CELL SETTLING

Particle Settling Results

A more complete picture of cell behavior can be obtained
by following a large number of particles over a long period
of time. Such simulations were conducted by placing
20,000 particles uniformly distributed across the entire
central cross section of the bottle and following them for
20 rotations of the bottle. Whenever a particle touched the
bottle wall, it was (arbitrarily) assumed that the particle
had “settled” and was removed from the simulation. Figure
12 shows Poincaré diagrams obtained from such a simu-
lations for settling velocities Vs � 0, 0.02 U, 0.05 U, 0.1 U,
and 0.2 U. For these simulations, the bottle was rotating
counterclockwise at a nondimensional linear velocity of U
� 1.0. For Vs � 0 (Fig. 12a), the structure of the particle
positions is identical to those of the flow streamlines, be-
cause such particles are in fact fluid particles. As Vs in-
creases, the particle paths are perturbed away from
streamlines, but as it is shown in Figure 12b, for Vs � 0.02
U most particles remain trapped in closed periodic orbits
and never reach the bottle walls; only those particles ini-
tially very close to the free surface and the bottle wall are
able to reach the bottle boundary. As settling velocity in-
creases, more particles settle, but only for large values of
Vs (i.e., Vs � 0.2 U; Fig. 12e) are most particles able to
reach the bottle walls.

Although such simulations give information about the
dynamic behavior of particle motion, the settling rate can-
not be inferred from them. To obtain the spatial distribu-
tion of particle settling rate, the settling time of each par-
ticle was recorded and plotted as a function of initial
particle location. The settling time distribution in the bot-
tle is shown in Figure 13. The bottle is rotated clockwise
at a dimensionless linear velocity of U � 1.0 at the wall.
Results correspond to Vs � 0.02 (Fig. 13a), 0.05 (Fig. 13b),
0.1 (Fig. 13c), and 0.2 (Fig. 13d). The colors from dark gray
to white represent the particle residence time from 0 to the
maximum computing time. The smooth core region in dark
gray represents the particles that do not settle at all. For
small Vs � 0.02 (Fig. 13a), only a narrow strip of particles

under the top free surface and near the bottom on the right
side of the bottle settle. The width of this strip increases
as Vs increases and the size of the red core decreases. The
tip of this core region is always at the upper-left corner of
the flow and leans to the left side of the bottom of the bot-
tle. At Vs � 0.1 (Fig. 13b), most of the particles in the bottle
will settle. When Vs is increased to 0.2 (Fig. 13c), almost
all the particles settle to the wall. The spatial distribution
of particle settling time in the flow is shown clearly by the
shades of gray. Short-lived particles are always on the
right side of the bottle for this flow direction. If the flow
direction were reversed, Figure 13 would appear as a mir-
ror image because of the symmetry of the system. These
results clearly reveal that the particle residence time
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(a) (b)

(c) (d)

Figure 13. Contour plots of residence time of particles against particle initial position for Vs �

0.02 U, (a) 0.05 U, (b) 0.1 U, (c), and 0.2 U (d) after 20 bottle revolutions. The shades in this figure
range from dark gray to white, corresponding to zero residence time to infinite residence time.
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Figure 14. Fraction of particles (Pn) suspended in the flow as a
function of time for varied settling velocities (Vs).

distribution in suspension is strongly affected by the recir-
culation of the flow.

The rate of particle settling is shown in Figure 14; the
fraction of particles suspended in the flow at a given time
is plotted against the dimensionless time, where one bottle
revolution corresponds to 12.56 time units. All the settling
processes are nonlinear (except for Vs � 0.2). Particles set-
tle to the wall relatively fast at the initial stage, and then
the rate of settling (the slope of the curves) levels off in a
relatively short time, about 8 to 12 time units. With large
settling velocity (Vs � 0.2, the heaviest particles exam-
ined), the particles settle at almost a constant rate.

Effects of Bottle Rotation Speed on Cell Culture Experiments
Previous experiments demonstrated that the growth of
anchorage-dependent cells and cell culture products (e.g.,
varicella virus) in roller bottles was much less efficient
than that observed in stationary cultures such as T-flasks.
It was hypothesized that these differences were caused in

part by decreased cell (uninfected and infected cells) sedi-
mentation rates present in the roller bottle cultures as the
result of circulating liquid flows that trapped the particles
in circular orbits. The decreased sedimentation times re-
sulted in lower cell plating efficiencies for uninfected cells
and increased degradation times for virus-infected cells,
that were unable to reach the cell culture surface for at-
tachment or infection. To further investigate this hypoth-
esis, the kinetics of virus-infected cell sedimentation and
attachment were studied at different rotation rates. The
attachment to and growth of cells on the roller bottle sur-
face were also studied to determine the primary mecha-
nism controlling the differences observed in cell growth
rates as a function of rotation rate.

Materials and Procedures. Oka strain of varicella was
obtained from the Biken Institute, Japan. MRC-5 cells
were obtained from ATCC or NIBSC and used to generate
a manufacturer’s working cell bank (MWCB) at Merck.
MEM was manufactured by Merck and supplemented at
the time of use with fetal bovine serum (FBS), neomycin,
and glutamine. Eagle’s basic medium (BME) was pur-
chased from Gibco. Horseradish peroxidase–conjugated
donkey antigoat antibody (affinity-purified F[ab�]2 frag-
ment) was obtained from Jackson Immunoresearch Labs
(West Grove, Pa. [Cat# 705-036-147]). Goat antivaricella
antiserum was obtained from Lampire (Lot 2200). 3,3-
Diaminobenzidine (DAB) was obtained from Sigma, pre-
pared as a 25 mg/mL solution in water, and stored at �20
�C. Immediately before use, DAB stock solution was
thawed and diluted with a peroxide/nickel enhancing so-
lution (Amersham) in phosphate buffer.

A freshly trypsinized, concentrated cell suspension was
placed in roller bottles with MEM growth medium supple-
mented with 10% FBS, 50 lg/mL neomycin, and 2 mM
glutamine. The bottles were incubated at 37 �C and rotated
at the desired rate. After 4–6 days (depending on the pro-
cess used), the roller bottles were refed with fresh nutrient
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Figure 15. Fraction of cells remaining in the supernatant as a
function of roller bottle rotation rate (rpm).

medium. Roller bottle cultures with an established cell
monolayer on the roller bottle surface were infected by the
addition of freshly trypsinized, varicella virus-infected
MRC-5 cells. The infected cells were added to the liquid
nutrient medium in the roller bottle 6–8 days after the
initial roller bottle cell plant. Particle counting and size
analysis utilized an Elzone particle size analyzer model
with a 48-lm orifice.

An in situ immunostaining procedure was used. The
medium was aspirated from the culture vessel (T-flask or
roller bottle) using vacuum. The culture vessel was then
rinsed three times with PBS with 1% BSA. After the final
rinse with PBS, a fixing solution of 5% acetic acid, 5% wa-
ter, and 90% methanol was added to the culture vessel and
exposed to all surfaces for 15–30 min. The methanol is then
aspirated from the culture vessel with vacuum. The cul-
ture vessels are then rinsed three more times with PBS,
and stored with a PBS overlay at 4–8 �C until stained. Im-
munostaining of the fixed bottles was carried out by a dual
antibody method. First, 2–3 mL of a 1:500 dilution of goat
antivaricella antiserum in PBS with 1% BSA was added
to the culture vessels, covering the entire growth surface
of the T-flask and a 3- to 4-cm-wide strip along one side of
the roller bottle. The vessels were then placed on a rocker
platform and rocked gently at room temperature for 1–2 h
to allow binding of the primary antibody. The culture ves-
sels were then rinsed three times with PBS to remove un-
bound antibody, and 3 ml of a 1:500 dilution of the anti-
goat antibody was added. The vessels were again
incubated at room temperature with gentle rocking for 30–
45 min. Unbound secondary antibody was then removed
by three PBS rinses. Then, 10 mL of peroxidase substrate
solution was added to each culture vessel and the vessels
were incubated at 37 �C until foci of infected cells ap-
peared. The peroxidase solution was then aspirated from
the vessels with vacuum and the vessels again rinsed three
times with PBS. The stained areas were left under a PBS
overlay, and the vessels were stored at 4–8 �C. Infectious
foci were counted using a microscope at 10� magnifica-
tion.

Varicella plaque assay was conducted in the following
manner: MRC-5 cells were grown in 60-mm plates with 5
mL/plate of BME with 10% FBS, 0.2% glutamine, and
0.05% neomycin; 10 plates were prepared per sample with
5 plates per dilution. The plates were then incubated at
35.5 �C with a 3% CO2 gas environment for 2 days. Before
addition of the samples, the cell growth medium was re-
moved and 5 mL/plate of MEM with 2% FBS, 0.2% gluta-
mine, and 0.05% neomycin was added to each plate. Di-
luted virus samples of 0.1 mL were added to each plate.
Samples were diluted to ensure a plaque counting range
of 15–80 plaques per plate. The plates were mixed well and
incubated for 7 days at 35.5 �C with a 3% CO2 gas envi-
ronment. Following incubation, the medium was removed
by aspiration and 2 mL of 0.2% Coomassie blue stain in
100% ethanol containing 1% v/v glacial acetic acid was
added to each plate. After 15 min at room temperature,
the stain was removed and the plate was rinsed with cold
water. The plates were inverted to dry. Plaques were then
counted in each plate using a light box to assist in visual-
izing the plaques.

Results. In the first study, the kinetics of virus-infected
cell sedimentation and attachment were studied at three
rotation rates: 0 (T-flask stationary culture), 1/4 rpm
(roller bottle culture), and 1/2 rpm (roller bottle). A mono-
layer of MRC-5 cells was established on the surface of the
T-flasks and roller bottles. Following growth of these cells
to confluence, varicella-infected MRC-5 cells in nutrient
medium were added to the T-flasks or roller bottles and
rotated at 0, 1/4, and 1/2 rpm. Samples of the supernatant
were collected at various times from 0 to 36 h and were
measured for infected cell number remaining. At the same
time intervals, flasks and roller bottles were sacrificed and
stained with a varicella-specific monoclonal antibody
marker to determine the number of infectious foci on the
cell monolayer. Infectious foci appear when an infected cell
has attached to, fused with, and infected a cell attached to
the roller bottle surface followed by infection of neighbor-
ing cells. Thus, the disappearance of infected cells from the
supernatant could be correlated to the appearance of in-
fectious foci on the cell monolayer (where it is assumed
that one infected cell equals one infectious focus).

The infectivity of varicella-infected cells degrades ex-
ponentially at culture temperatures. To optimize the use
of this material and to provide for as synchronous an in-
fection as possible, the time that the infected cells remain
in solution is to be minimized. Figure 15 demonstrates that
as the rotation rate is reduced the fraction of infected cells
remaining in the supernatant decreases at a given time.
This finding is further supported by the increased appear-
ance of infectious foci on the cell monolayer (Fig. 16) as the
rotation rate is decreased, thus establishing the correla-
tion between number of infected cells disappearing from
the supernatant with the increase in infectious foci. Ad-
ditionally, a mass balance was performed to demonstrate
that as a function of time the appearance of infectious foci
equaled the initial number of cells in the supernatant mi-
nus the intrinsic degradation rate in solution (degradation
rates were determined from independent experiments).

In the second study, lower rotation rates were used to
further optimize the roller bottle rotation rate for the in-
fection of the cell monolayer. Rotation rates lower than
1/8 rpm were not selected because the cell monolayer re-
mains without nutrient medium coverage for too long, re-
sulting in poor cell growth and viability. Thus, the follow-
ing three rotation rates were selected in the second study:
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Figure 16. Quantity of infectious foci on the cell monolayer as a
function of rotation rate (rpm).
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Figure 17. Fraction of infectious foci on the cell monolayer as a
function of rotation rate, for lower rotation rates.

0 (T-flask stationary culture), 1/8 rpm (roller bottle cul-
ture), and 1/4 rpm (roller bottle). In Figure 17, the disap-
pearance of infected cells correlates with a decrease in ro-
tation rate, further supporting the hypothesis.

In the final study performed, cell growth rates and final
cell densities were determined as a function of roller bottle
rotation rate to evaluate if rotation rate was a critical pa-
rameter in achieving high cell densities once the cells at-
tached to the culture vessel surface. Two rotation rates
were evaluated in this study: 1/4 and 1/2 rpm. Higher cell
numbers were achieved when higher rotation rates were
utilized (Fig. 18). The higher cell densities as rotation rate
is increased may be attributed to improved transport of
nutrients, gases, and waste products to and from the bulk

solution to and from the cell monolayer. The results of this
experiment pointed to the need to further optimize the cell
proliferation steps of the process. These studies were car-
ried out, and the resulting process has shown much greater
productivity (data not shown).

The liquid flow modeling shows good qualitative agree-
ment with the experimental data. In both cases, the set-
tling dynamics are nonlinear, in which the rate at which
particles are removed from the suspension starts out high
and decreases thereafter. In addition, the model correctly
predicted that decreases in rotation rate resulted in im-
proved sedimentation of cells onto the cell monolayer.

IMPROVING THE PERFORMANCE OF ROLLER BOTTLES

Using Unsteady Rotation to Enhance Settling

Comparison of Figure 3 and Figure 12 indicates that in-
complete settling is caused by the strong recirculation
present in the flow, which in two-dimensional cuts of the
flow field causes the flow to behave as sets of nested closed
loops. When a particle is in the lower part of the flow (below
the stagnation point), it falls through loops toward an
outer loop. However, if the particle does not reach the wall,
it then moves to the upper part of the flow and then falls
toward an inner loop. The combination of these two effects
causes the particle to move up and down in an closed orbit.
In fact, without Brownian motion a particle can exhibit
only one of two phenomena: settle to the bottom of the bot-
tle or move in a closed orbit.

Intuitively, such closed orbits can be disrupted by per-
turbing the flow in a time-dependent manner, perhaps re-
sulting in enhanced settling. This hypothesis was tested
by examining settling in time-periodic flows, which are the
simplest and most easily controllable time-dependent
flows. There are different ways of introducing time perio-
dicity into the flow. A simple approach is to reverse the flow
direction periodically. For the creeping flow used in this
study, transient effects that occur when the flow reverses
direction are negligible because inertial terms in the
Navier–Stokes equations are very small; therefore, the pe-
riodic flow can be simulated using two identical steady
flows that are mirror images of each other, each one acting
for a predetermined amount of time in an alternating fash-
ion.

Although mixing of passive tracers will not improve at
all in such a periodic flow because the tracers would simply
move back and forth along the same streamlines, settling
of heavy particles is greatly enhanced by periodic reversal
of the direction of rotation. The settling behavior of parti-
cles depended strongly on the value of the flow period T,
defined as the total displacement of the bottle wall (mea-
sured in dimensionless units, where one unit is equal to
half the depth of the liquid) between a pair of reversals
(i.e., a flow period). For example, if the bottle completes a
rotation between reversals, the flow period is two total ro-
tations and one obtains a value of T � 25.13. For some
values of T, complete settling can be achieved in short
times even for a much smaller settling velocity than those
studied for steady flow.

The particle settling rate in the periodic flows was stud-
ied by placing 6,540 particles uniformly in the flow domain.
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Figure 20. Experimental apparatus used to investigate mixing
enhancement by introduction of rocking motion.
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Figure 19. Fraction of particles (Pn) suspended in the flow as a
function of time for varied period lengths. The settling velocity for
all figures was the same, Vs � 0.003 U.

As before, particles that hit the wall were considered to be
settled at the wall. Two small values of settling velocity
were studied, Vs � 0.002 and 0.005. The particles were
followed for 30 periods for each case, and the fraction of
particles suspended in the flow was plotted against time.
The results for Vs � 0.005 are shown in Figure 19, which
demonstrates that the settling processes for all values of
T are linear. At small values of T, T � 25, almost all par-
ticles settle very fast, and the smaller the value of T, the
faster the settling. However, at T � 25, almost no settling
occurs, and the same behavior is observed for T � 50. The
particle settling rate increases from small T to T � 25 and
then decreases until T � 35. The settling rate for T � 35
and 40 are about the same during most of the flow process,
except at the later stage when settling in the T � 40 case
continues at a linear rate while settling in the T � 35 case
slows down. Therefore, the fastest settling is achieved at
small T or between T � 35 and T � 40. Of those two con-
ditions, the latter is preferable because for T � 25, the
bottle does not complete a rotation between reversals, and
therefore some regions of the bottle wall never touch the
liquid. Such a condition would lead to drying and lysis of
the cell monolayer in such regions of the bottle wall and
therefore to reduced process efficiency.

Using Rocking Motion to Enhance Axial Mixing

As mentioned, the flow patterns revealed by simulations
suggest slow fluid mechanical mixing, especially in the ax-
ial direction. This expectation was confirmed experimen-
tally by using a pH indicator (bromothymol blue) and an
acid–base neutralization to study mixing behavior (29).
The experiments were carried out on an apparatus that
consisted of a set of rollers whose rotation speed and di-
rection were accurately controlled by a computer (Fig. 20).
To achieve flows within the creeping regime, glycerin was
used as the working fluid. The glycerin initially was mixed
with the indicator and 0.5 mL 1 M NaOH, causing the glyc-
erin to turn a deep blue color. With the roller bottle on the
apparatus, approximately 20 mL of glycerin was then re-
moved from the bottle with a syringe and mixed with 1.0

mL of 1 M HCl, turning the fluid yellow. This fluid was
then injected back into the roller bottle near the back wall
(the bottom of the bottle when upright) with a syringe and
carefully mixed with the surrounding fluid at the base of
the bottle using a specially modified spatula.

After the acidic glycerin was injected back into the roller
bottle, the mixer was turned on and the bottle was rotated
at constant speed. Figure 21a–c shows the results of this
experiment. The initial condition is shown in Figure 21a,
mixing after 32 revolutions in Figure 21b, and 64 revolu-
tions in Figure 21c. These figures clearly reveal the effect
of the symmetry plane located in the center of the bottle.
After 32 revolutions, mixing within each half of the bottle
is complete. This mixing results from the axial motion of
fluid caused by the end-wall effects. However, even after
64 bottle revolutions, mixing is minimal between the two
halves of the bottle; neutralization of the base on the right-
hand side will occur only through the action of diffusion.
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Figure 21. Results from mixing experiments performed (a–c) without rocking motion, correspond-
ing to (a) the initial condition, (b) 32 revolutions, and (c) 64 revolutions; (d–f) with rocking motion
at amplitude of 12 degrees, frequency equal to 1.6 revolutions per rock, corresponding to (d) the
initial condition, (e) 32 revolutions, and (f) 64 revolutions; and (g–i) with rocking motion at am-
plitude of 12 degrees, frequency equal to 3.2 revolutions per rock, corresponding to (g) the initial
condition, (h) 32 revolutions, and (i) 64 revolutions.

Recent experiments dealing with mixing of dry powders
in a rotating and rocking cylinder have shown that a small-
amplitude rocking motion in the vertical direction can
greatly enhance mixing in the axial direction (30). This
approach was implemented here to attempt to enhance
mixing in the roller bottle. Two conditions were examined:
(1) mixing at a rocking frequency of 1.6 bottle revolutions
per rocking cycle and (2) mixing at a rocking frequency of
3.2 bottle revolutions per rocking cycle.

Figure 21d–f represents the effect of rocking on mixing
in the system. The roller bottle was rocked approximately

12 degrees at a rocking rate of 1.6 bottle revolutions per
rock, and mixing improved substantially in the system as
a result of the rocking. Similarly, Figure 21g–i represents
mixing for a rocking rate of 3.2 bottle revolutions per rock;
rocking indeed enhanced mixing, which is essentially com-
plete after 64 revolutions. Moreover, because rocking dis-
rupts the recirculating flow patterns described earlier, it is
also likely to disrupt cyclical cell motions and enhance set-
tling. It is important, however, to realize that if rocking
were used to enhance mixing in a cell growth process, the
choice of rocking frequency and amplitude should take into
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Figure 21. Continued.

account the need to keep the cells submerged in the nutri-
ent medium as uniformly as possible. If an integer number
of revolutions per rocking cycle were chosen, then the cells
at the top of the bottle when the rocking reached its max-
imum angle of inclination would always be the same and
would be exposed to nutrients for a substantially shorter
fraction of time than those at the bottom. The rocking fre-
quencies of 1.6 and 3.2 revolutions per rocking cycle were
chosen because these frequencies should keep the cells
fairly uniformly exposed to the nutrients, although the
cells closer to the neck of the bottle will still be exposed
less to the nutrients.

CONCLUSIONS

The three-dimensional flow in a roller bottle was simulated
using a finite-volume method and used to study the par-
ticle settling behavior in the bioreactor. From the steady
flow simulations of cell motion in two-dimensional cuts of
the velocity field, it was shown that a large number of par-
ticles in the flow remain trapped in circulating loops and
never reach the walls of the roller bottle. Only for large
settling velocities (i.e., Vs � 0.2 U) do most particles reach
the bottle walls. Thus, in many situations, poor mixing and
settling of cells could occur.

It was shown that settling could be enhanced by de-
stroying the closed-orbit motion of the cells. A simple time-
dependent flow that periodically reversed the rotation di-
rection was an effective approach for this purpose.

Particles were found to settle faster for small values of the
flow period T, but such short periods are undesirable be-
cause such conditions fail to wet the entire bottle wall,
which is essential to keep the cell monolayer intact and
viable. Longer periods were also shown to be effective for
enhancing settling, and nearly optimal values were iden-
tified.

Major limitations in mixing performance in the axial
direction were caused by the presence of a vertical plane
of symmetry at the center of the bottle. Such limitations,
however, can be readily overcome by introducing a small-
amplitude vertical rocking motion that disrupts the plane
of symmetry, leading to much faster and complete axial
mixing. The frequency of such motion was shown to have
a significant effect on mixing rate. Additional work is
needed to identify optimum values of frequency and am-
plitude.
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INTRODUCTION

To optimize fermentation processes, that is, to ensure max-
imum growth and/or productivity, the fermentation con-
ditions should be controlled and maintained at their opti-
mum values. However, the media for fermentations and
other bioprocesses are very complex in nature. These are
often multiphase systems. The liquid phase contains sol-

uble nutrients (e.g., sugar, proteins, vitamins, salts, and
products of metabolism such as amino acids, alcohols, and
organic acids). Furthermore, there may be a solid phase of
suspended material (insoluble substrate/product, carrier
materials, etc.). The gas phase is in equilibrium with dis-
solved gases in the medium. Analysis of any of these com-
pounds by traditional techniques is tedious and time-
consuming and cannot provide on-line information of the
process. Recently, the increasing demand of high-value
products has focused interest on well-controlled, optimized
processes. This has initiated the development of new on-
line measurement techniques (1–3). The ideal situation
would be to have specific probes that can operate in situ
during the fermentation. However, at present there is only
a limited number of such probes available for measuring
pH, dissolved oxygen, and carbon dioxide. There is still no
suitable technology for operating biosensors containing a
biological macromolecule. In the last few years research on
biosensors for bioprocess control has been growing. These
sensors offer the ability to measure concentrations of vari-
ous biomolecules, as well as biological parameters, very
specifically using immobilized enzymes or cells or other
biochemical/biological entities. Unfortunately, these sen-
sors are inactivated by steam sterilization (4). Because
sensor technology is not yet sufficiently advanced to permit
this type of monitoring, the majority of analysis is still car-
ried out outside of the bioreactor, a process requiring sam-
pling and sample-handling strategies. This review high-
lights the importance of sampling and sample handling
and the techniques used.

STRATEGIES FOR SAMPLING

For analysis of any bioprocess, off-line or on-line sampling
is a prerequisite and is the basis for the final analytical
result. The following strategies/criteria are important
when designing a sampling device (5).

1. The sterility of the process must be maintained dur-
ing sampling.

2. The delay between sampling and analysis may result
in changes in the composition of the sample. Precau-
tions must be taken to prevent or compensate for
that.

3. The analysis must be accurate and reproducible.
4. When constructing the sampling and sample treat-

ment unit, the selection of material must be gov-
erned by compatibility criteria such that the process
being monitored is not negatively influenced.

5. Protein adsorption and cell colonization on the sam-
pling and sample-handling device may lead to an im-
parted mass transport and formation of unwanted
immobilized catalytic activities that may severely in-
fluence the composition of the sample before analysis
can be carried out.
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Figure 1. Schematic presentation of different modes of sampling
from a bioreactor. The different concepts are (1) dialysis, (2) a
membrane unit for removing a particulate-free sample from the
turbulent liquid around the impeller, (3) direct sampling, (4) sam-
pling of headspace, (5) sampling and filtering the sample outside
the fermenter using a receiving buffer to catch the permeate,
(6) sampling with filtering where the permeate is collected, (7) a
membrane dialysis probe with the receiving buffer being pumped
through the unit.

Considering these parameters, a sampling system for
on-line monitoring of fermentation processes must meet
the following criteria.

1. The system can take representative samples from
fermenter but should not disturb the fermentation
process.

2. The system should be sterilizable and provide a ster-
ile barrier to avoid contamination.

3. Separation of cells, solids, or macromolecules should
be carried out with as short a delay as possible
within the sampling devices (6).

There are many different types of sampling units avail-
able to achieve these goals (7). This review highlights a
detailed description of some of the sampling devices used
for on-line monitoring of bioprocesses, especially when bio-
sensors are used in the analytical step. It should, however,
be stressed that the sampling and sample handling as de-
scribed here will be applicable when setting up any kind
of analysis to monitor a bioprocess. Figure 1 presents a
schematic description of different sampling modes.

NATURE OF THE SAMPLE

The character of the reaction mixture to be sampled deter-
mines the choice of sampling method. Different kinds of
analytes require different sampling protocols.

Volatile Compounds and Compounds Present in Gaseous
Phase

Volatile compounds may be present in the head space of a
fermentation or be dissolved in the liquid medium. At equi-

librium, the concentration in the head space reflects that
in the liquid. The composition of the gas phase is usually
less complex than that of the aqueous phase; therefore,
when the metabolites are volatile, it is probably simpler to
monitor the concentration in the gas phase. The risks of
infection of the fermentation are lower when sampling
from the gas phase. This has made it attractive to use anal-
ysis of the gas phase when monitoring industrial fermen-
tations.

There are two main modes described in the literature
for the sampling of gases and volatile compounds:

1. Analysis of the outlet gases or of the headspace
gases.

2. Analysis of the volatile gaseous compounds dissolved
in the culture medium.

A sampling method is applied that is based on a tech-
nology for supplying oxygen to bioprocesses that are dis-
turbed by bubbling oxygen. Oxygen is supplied in a tubing
made of hydrophobic material. The oxygen penetrates the
walls of the tubing and is released to the cultivation broth.
Similar phenomena can take place for gaseous compounds
with an opposite concentration gradient (8). Tubings made
from materials that are permeable to organic solvent mol-
ecules are immersed in the fermentation broth, and an in-
ert gas that flows through the lumen of the tubings trans-
ports the solvent molecules to an analyzer (e.g., a
gas-sensitive semiconductor sensor placed downstream of
the tubing) (9,10).

Recently a new approach for monitoring carbon dioxide
during fermentation was reported based on a piezoelectric
crystal (11). A change in the oscillation frequency of the
crystal occurs due to selective sorption of a gaseous com-
pound to the surface, and the change in frequency is di-
rectly proportional to the mass deposited. Fast response,
simple use, and low cost may lead to a more extensive use
of this technique. More details on sampling of gases during
fermentations are described in the literature (12,13).

Analysis of Nonvolatile Compounds

Analytes Dissolved in the Liquid Medium. Automatic
sampling, either continuously or by a frequently repeated
procedure, is a prerequisite for on-line or “at-line” moni-
toring. The sampling system normally serves also as a ster-
ile barrier between the bioreactor and the analytical sys-
tem. Different analytical systems can be used. Flow
injection analysis (FIA) is a common and convenient way
to carry out the analysis (14). The samples are heteroge-
neous, with compounds dissolved in the medium, some
forming complexes with other constituents, some not fully
soluble, some particulate, and so forth. Manual sampling
and off-line analysis are still in practice; however, they re-
sult in delays in analysis, risks of infection, and less re-
producible sample handling (15). Sampling can be done us-
ing sampling units mounted either inside or outside the
bioreactor. Several systems of both kinds have been re-
ported recently (16,17). The advantages and disadvan-
tages of internal and external sampling modules are pre-
sented in Table 1.
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Table 1. Advantages and Disadvantages of Internal and External Sampling Modes

Mode of sampling Advantages Disadvantages

In situ modules Short answering time, simple design, less
contamination, suited for coupling on on-line
analyzers

Problem of long-term stability, not exchangeable,
adhesion of microorganisms and fouling,
positioning is crucial, size limitation

External modes Exchangeable, suited for coupling of on-line
analysers

Complex design, longer answering time, fouling,
shear stress

Figure 2. The coaxial catheter. The unit consists of two concen-
trically placed catheters, the inner being a few millimeters shorter
that the outer. Sample is sucked into the inner and is transported
away for analysis. The space between the two catheters is used to
transport an inhibitor solution toward the tip of the coaxial cath-
eter, where it is mixed with the sample and then withdrawn. If
the inner catheter sucks at, for example, double the rate of the
inhibitor feed, one volume inhibitor is mixed with one volume of
sample and then transported to analysis.

Direct Sampling. Direct sampling from a bioreactor is
possible through a catheter with a small inner diameter.
It is possible to connect this sample stream directly to a
FIA system or any other analytical device. However, for
precise measurements, the metabolic activity in the sam-
ple must be stopped immediately after sampling, other-
wise unwanted reactions may take place during the period
after sampling but before analysis. If a deactivation is car-
ried out with addition of an inhibitory agent (18), one has
to examine the possibility of interference from the reagent
on the analysis (19).

One device that addresses these challenges is the co-
axial catheter unit (20,21), which is connected to the bio-
reactor for direct sample withdrawal. It consists of two con-
centrically placed tubings, an inner and an outer (Fig. 2);
the outer protrudes beyond the inner a few millimeters.
The sampling is done via the inner tubing. An inhibitor is
fed into the space between the tubings, and the broth plus
the inhibitor are mixed in the small mixing zone at the tip
of the catheter. Inhibition thus takes place at the moment
of sampling. A major advantage of the direct sampling sys-

tem is that a complete sample is obtained, and it is there-
fore possible to measure the biomass concentration on-line
(22) and even perform analysis on intracellular compounds
(23,24). The coaxial catheter has not yet been used for sam-
ple withdrawal from cultures of filamentous fungi and
highly viscous fluids. This method is so far limited to stud-
ies of unicellular organisms.

Membrane-Based Sampling Techniques. The sampling
system acts as an aseptic barrier between the bioreactor
and the analytical equipment. The basic idea behind this
type of sampling device is to utilize a membrane for sepa-
ration during the sampling process. In most cases sepa-
rations based on differences in size are carried out. The
membrane-based sampling techniques can also be applied
to cultures of filamentous fungi and in other viscous media.
The major disadvantage of the membrane module is clog-
ging of the membrane, mainly due to deposition of proteins
on the membrane surface. Reviews on membrane modules
are present in the literature (3,25,26).

When using a membrane sampling module, there are
three types of separation forces that can be utilized:
pressure-driven difference, concentration difference, and
electrical potential difference. Applying any of these forces,
transport over the membrane will occur and may serve sev-
eral purposes:

1. Cells are removed from the sample, thus stopping
the metabolic activity.

2. Compounds that may interfere with the analysis are
retained.

3. Membrane sampling acts as a barrier between the
analytical system and the bioreactor.

The details of four major types of membrane separation
processes, used in combination with FIA, are presented in
Table 2.

Membrane modules can be categorized into two groups:
those placed in a recycle loop connected to the bioreactor
(filtration outside the reactor), and those placed in situ (as
with dialysis filtration). When the membrane unit is placed
outside the reactor, fermentation broth is usually pumped
through the membrane unit and then recycled to the fer-
mentor. Some characteristics both pro and con of such a
device are listed in Table 3.

What is special with the external loop membrane unit
is that upon passage of the fermentation broth through the
loop, special conditions may prevail. Thus, oxygen limita-
tions may be severe, and, damaging shear forces may ap-
pear. This type of device is thus less suited to dealing with
high-cell-density fermentations of aerobic cells or with
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Table 2. Membrane Separation Procedures Used for Sampling

Mode of separation Particles separated Driving force

Filtration Water and dissolved species Gravity
Microfiltration Water and dissolved species (possible to separate unicellular organisms) Pressure difference
Ultrafiltration Water and salts (separates biologicals, colloids, and macromolecules) Pressure difference
Electrodialysis Charged molecules and ions Electrical potential
Dialysis Low molecular weight species Concentration difference

Table 3. Advantages and Disadvantages in Using
a Membrane Unit Placed Outside the Bioreactor

Pro Con

Replacement of membrane
possible

Oxygen depletion may appear
in the external loop

Quick response Shear forces
Risk of infection

Filtrate
outlet

Sample
inlet

Sample
outlet

Membrane

Filtrate
collection

Figure 3. Schematic presentation of the flux membrane dialysis
module. The membrane is mounted between the two holders, and
sample is introduced on one side. The filtrate is collected and
transported for future analysis.

shear-stress-sensitive cells. The great advantage to using
an external membrane is the greater flexibility. Thus, a
membrane may be easily replaced when needed.

There are two basic modes of operation: the permeate
may be collected and used for analysis, or alternatively, a
receiving buffer is pumped through the unit on the collec-
tion side of the membrane to collect substances passing the
membrane. It is important that analyte collection is car-
ried out under sterile conditions. This is usually secured
by intermittent sterilization (27–29).

The membranes used for external filtration are made of
a variety of materials (e.g., nylon, polypropylene, acrylni-
tril copolymer, cellulose acetate, cellulose nitrate, polyvi-
nylpyrroliden fluoride) and are available in different pore
sizes. Normally, membranes with pore sizes of 0.2 lm are
preferred because they guarantee the separation of me-
dium from the biomass and other suspended material (30).
Sampling units with external filters are available com-
mercially. The Bio-Pem (B. Braun, Melsungen, Germany)
consists of a chamber (vol. 175 mL) containing a magnet-
ically stirred rod. The stirrer ensures a tangential flow
across the membrane, which is placed in the bottom of the
chamber (31). This unit was successfully used for sample
withdrawal during a cultivation process involving unicel-
lular microorganisms but was found unsuitable for sam-
pling cultures of fungi. A major draw back of the Bio-Pem
is the large dead volume in the membrane module, which
may cause substrate depletion in the loop as well as high
response times. An alternative method involves a cross-
flow filtration module in which the dead volume is less,
resulting in a much shorter response time (�10 s). This
module is applied efficiently in fed-batch penicillin fermen-
tations on complex media (32) and for wastewater treat-
ment (33).

There is still another unit based on a planar membrane
(Fig. 3). The membrane is clamped between two metal
blocks, which are then screwed together. During filtration,
the incoming broth (feed) is pumped into grooves in the
upper block, and the filtrate is collected in the lower
chamber. The broth is separated into two streams: the
particular-free filtrate (permeate), which passes the mem-

brane, and the particulate-enriched retentate, which is re-
turned to the fermentor. The filtrate is then led to an in-
jection loop for later injection into the analytical system.
After passing the loop, two possibilities arise: the filtrate
is either returned to the bioreactor or sent to the waste
collector. The latter would quickly empty a small fermen-
tor. To avoid this, the filtrate can be recycled to the fer-
mentor, but this increases the risk of contamination. Plac-
ing a sterile barrier (e.g., a microfilter) between the
injection loop and the bioreactor reduces the risk (34). This
may be acceptable in microbial fermentations, but in cer-
tain types of processes, such as human cell line production,
such a strategy cannot be applied because such cells are
very slowly growing and must be cultivated during long
time periods and at the same time have a high value. An
alternative approach is called discontinuous filtration. The
filtrate line is closed between injections and opened shortly
before the injection to flush the tubings and the loop (35).

There are several units with planar membranes avail-
able on the market. These units have been used for differ-
ent applications. The A-SEP TM module (Applicon, Schie-
dam, The Netherlands) has been used for monitoring
acetate and phosphate during Escherichia coli fermenta-
tions (36), utilizing a standard 47-mm-wide 0.45-lm MF
membrane. The Minitan TM system (Millipore, Bedford,
Mass.), using two membranes, has been employed for the
determination of glucose in Candida rugosa cultivations
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Figure 4. Schematic presentation of the hollow-fiber modules for
sampling. A perfusion buffer is passed through the lumen of the
fibers, and the fermentation broth is introduced on the shell side
of the unit.

(37), followed by several others for the determination of
glucose, diols, and ethanol (38,39).

Membrane filters may also be available in the form of
hollow fibers of different diameter and porosity (Fig. 4).
Depending on the intended application, the cartridge con-
tains different numbers of hollow fibers. In accordance
with the cross-flow filtration principle, the medium is
pumped at high velocity (1 m s�1) through the fiber. A pres-
sure is applied, and the filtrate is collected on the outer
side of the fibers. It is also possible to pump the broth on
the outer side of the fiber(s) and collect the filtrate inside
(40). However, depending on the membrane geometry, this
latter may be less attractive. When dealing with aniso-
tropic membranes it is advisable to apply the complex me-
dium to the smooth side of the membrane.

A range of different applications are described in the
literature. A stainless steel module with only one fiber in-
side has been reported (41). The fiber had an inner diam-
eter of 5.5 mm and a length of about 200 mm. The dead
volume of the module was 2.5 cm3; and it was successfully
used for sampling in conjunction with determination of
ammonium, glucose, and phosphate. Reports on the use of
several in-house built hollow-fiber modules can be found
in the literature, covering vastly different applications in
mammalian cell culture (42), lignocellulose hydrolysate
fermentations (43), and biodegradation of naphthalene
sulphonic acid (44). Systems are also available commer-
cially from Bio-FIO (Glasgow, U.K.) and used for monitor-
ing different types of fermentation components (45,46).

Despite the potential complications associated with op-
erating an external loop filtration system, it remains a pop-
ular approach. The great advantage is that when mem-
brane clogging occurs, it is possible to intervene without
ruining the fermentation.

In dialysis, a membrane is used to separate a complex
solution from a more well defined solution. Pores in the

membrane allow exchange of small molecules between the
two liquid volumes. The driving force is concentration dif-
ference. The different modes of dialysis originate from
whether the donor and acceptor phases are stagnant or
moving. In equilibrium dialysis both are stagnant and, at
equilibrium, the concentration in both phases will be the
same of those molecules able to pass the membrane. In
continuous dialysis, compounds passing the membrane are
continuously removed. This results in a larger concentra-
tion gradient, and a higher flux is maintained.

The membranes used for dialysis are classified accord-
ing to their molecular weight cut-off. Most dialysis mem-
branes are made from cellulose materials, but because
many organisms are able to hydrolyze cellulosic materials,
this limits their applicability. There are several sampling
units that incorporate dialysis membranes. They are usu-
ally placed in the fermentor, and a receiving dialysis car-
rier buffer is circulated on the permeate side of the mem-
brane. The carrier buffer is thus pumped into the
bioreactor and, after having received the dialysate mole-
cules, removed again. The major problem associated with
this approach is the deposition of cells and fouling of the
membrane on the fermentor side. The accumulated layer
of cells may reduce the mass transfer from the fermentor
to the accepting solution and also cause decreases in con-
centration of metabolites passing through the membrane
because they run the risk of being metabolized by the cell
layer before entering the dialysis membrane. To help re-
duce fouling it is possible to place the dialysis probe into
the zone of the fermentor where the impeller creates the
greatest turbulence (47).

Another means of obtaining similar results, but with
fewer design restrictions, is to construct a dialysis probe
that besides containing the membrane unit also has a stir-
ring function, so that a high tangential liquid flow is gen-
erated over the membrane. This approach was used by
Mandenius et al. (48) in constructing a system for use in
dense particulate suspensions. The membrane is placed in
the front of the probe, and membrane fouling is avoided by
means of the rotating magnet driven by an electrical motor
inside the probe (Fig. 5).

Zabriskie and Humprey (49) developed a dialysis probe
situated within one baffle of a stirred fermentor. They were
able to take samples for glucose analysis during cultivation
of yeast cells on a synthetic medium. The disadvantage of
this dialyzer is that it can be used only in this type of bio-
reactor. Another sampling device was presented by Glaxo
Laboratories, Ltd. (50). This unit consist of an elongated
support with a milled helical groove. A tubular membrane
made of cellulosic materials or polytetrafluoroethylenewas
fixed to the support using ring seals.

An in situ dialysis membrane module was developed at
the University of Hannover and is marketed by Advanced
Biotechnology Corporation (ABC). The module consists of
a unit supporting the membrane, and one or more exten-
sion units. The membrane module is usually inserted
through a standard 19- or 25-mm port in the top of the
bioreactor or, alternatively, through a 25-mm port below
the liquid surface. When inserted from the top of the bio-
reactor, one or more extension tubes are needed to place
the membrane below the liquid surface. Liquid passing the
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Figure 5. Cross section of the dialysis probe. The stirring bar is
rotated by the rotating magnetic field when the motor is on. Re-
ceiving solution is pumped over the inner side of the membrane
where dialysate is received and removed for analysis Source: From
Ref. 48.
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Figure 6. The microdialysis unit.

membrane is collected in 16 grooves, and these 16 per-
meate streams are joined in four openings placed evenly
along the membrane holding unit. Through these four
openings the permeate enters the central channel (10 mm
i.d.), and a continuous sample stream to the analyzer
leaves the unit from the top of the probe (51).

Gibson and Woodward (52) have also described an in-
ternal dialysis module, based on the same principle but
without a stirrer. Ethanol and glucose could be sampled
with this unit, and the results from the subsequent anal-
yses agreed well with the on-line data.

Another modified technique is the microdialysis used
for continuous in vivo sampling, which has been described
in reviews (3,53,54). The microdialysis sampling unit is a
probe, and it is a miniaturized form of a dialysis unit. It is
manufactured in several different configurations, one is
seen in Figure 6.

Typical flow rates of the perfusion liquid are 0.5–25 lL/
min, and to avoid pulses in the flow, a peristaltic pump or
preferably a syringe pump should be used. Due to its ease
of operation and the general approach, the number of ap-
plications increases rapidly. It can easily be coupled on-line
to a number of separation and detection techniques. This
technique was used in fermentation processes for the pro-
duction of ethanol, penicillin, and so on (55). However, the
slow flux of liquid and thus the long response time from an
analysis based on this sampling technique, compared with
the conventional sensing devices, should be considered.

The major problem in dialysis units is the fouling and
clogging by macromolecules on the membrane surface.
This can be overcome by adding molecules that compete
for the binding site of the protein, adding a displacer (56),
changing the pH (57), or pumping the solution tangentially
over the membrane surface. An excellent review on dialy-
sis for flow injection analysis has been published (26).

MODES THAT AVOID OR AT LEAST REDUCE THE NEED
FOR SAMPLE TREATMENT

As already noted a major concern in sample handling is
clogging. Quite often packed-bed systems are used, and
then particulate matter constitutes a major obstacle. In
these cases, particulate matter has to be removed prior to
analysis. However, with the introduction of expanded-bed
chromatography, it is possible to handle large-scale chro-
matographic processes without separating out the cells
(58). This made it tempting to investigate the possibility
of using the same approach in an analytical system.

Enzyme-based analysis was studied using glucose oxi-
dase immobilized to Streamline� particles. These particles
are characterized by being of heterogeneous size and den-
sity distribution, such that when used in an expanded bed,
a stable expanded bed can be obtained. Glucose was moni-
tored using this technique (59). A more challenging issue
is whether the same system would allow binding reactions
to take place. If so, one should be able to run immuno-
assays in whole broth and maybe even in cell homogenates.
Assays of human serum albumin in the presence of in-
creasing amounts of heat-killed yeast cells was used as a
model system. Antibodies against albumin were present on
the Streamline� (60). The assays seemed successful, and
therefore the model was also studied to see if the intracel-
lular enzyme b-galactosidase could be quantified in a cell
suspension or a cell homogenate. The results were so en-
couraging that it is safe to say that this technique allows
binding assays without the preceding separation of partic-
ulate matter from the sample.

PRETREATMENT OF SAMPLES

Another vital part of the analysis is the pretreatment of
the samples. This includes dilution, centrifugation, extrac-
tion, and filtration, depending on the nature of the sam-
ples. Certain samples can be analyzed without pretreat-
ment; however, for complex samples extensive clean-up is
required before introduction into the flow system. This
topic has been discussed in several reviews (61,62). The
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reproducibility and rapidity of flow injection analysis pro-
motes its applicability for on-line pretreatment of samples
with less manual intervention (63–65) (Fig. 8). Addition-
ally pretreatment steps by FIA are rapid. The pretreat-
ment and analysis, including chemical conversion, usually
require less than a minute. Furthermore, when samples
are toxic or pathogenic, FIA offers the advantage of re-
moving, or at least minimizing, human exposure. An ex-
cellent review on sample pretreatment by FIA was pub-
lished by Clark et al. (66) and includes a description of the
theoretical background of sample pretreatment.

Disintegration of Cells

Monitoring levels of intracellular compounds has so far
been possible only via off-line analyses. However, after the
recent development of an on-line disintegration system
that can be used together with expanded-bed adsorption
in a flow system, a new possibility seems to have emerged.
The important issues are that the whole broth is taken and
treated and after that the whole homogenate can be pro-
cessed in, for example, a binding assay.

The whole broth is introduced into an FIA system where
it first passes an expanded bed containing Streamline�
with immobilized lysozyme. On passage of Micrococcus ly-
sodeiticus cells it has been proven that a high degree of
disintegration is achieved, as judged from the amount of
protein released (23). When adding a subsequent step in-
volving sonication using a flow cell, the disintegration is
even more efficient. The experimental set-up is shown in
Figure 7. A culture of E. coli was studied and its level of b-
galactosidase production was monitored. The detection
step consisted of an expanded bed containing Streamline�
with immobilized antibodies to b-galactosidase.

Upon introduction of the whole broth, homogenization
takes place by treatment in the two units; and afterward

liberated enzyme is trapped by the immunosorbent. The
enzyme is quantified by reading the amount of o-nitro-
phenol liberated after passing a pulse of o-nitrophenyl-b-
galactopyranoside over the sorbent. After the assay the im-
munocomplex is broken and the system is ready for
another assay (24).

Centrifugation

Centrifugation is commonly used for separating cells and
particulate materials from the fermentation broth. It is
possible to include a small-scale centrifuge in an FIA sys-
tem, with recycling of the sample to the reaction vessel
(67).

Liquid–Liquid Extraction

Liquid–liquid extraction is based on the partitioning of the
analytes between an aqueous and an organic phase and is
widely used for gas chromatographic analysis. Integrating
this technique into FIA is difficult because it is difficult to
automate, laborious, and expensive. Solid-phase extrac-
tion (SPE) is based on sorption of analytes in solution to a
sorbent packed in a cartridge or reactor, typically the size
of a precolumn (10–20 � 2–4.6 mm in length and i.d., re-
spectively) (68). While the analyte is trapped into the pack-
ing material, compounds with little or no affinity for the
sorbent pass through the column. After washing the col-
umn to further remove the interfering substances, the an-
alytes are then desorbed and eluted by a small volume of
an appropriate solvent. Recently, Vreuls et al. (69) dem-
onstrated the coupling of on-line SPE to gas chromatog-
raphy. A precolumn packed with mixed anion/cation ex-
change materials was used on-line in a flow system for
removal of ionic substances in aliquots of a filtrate from
fermentation.



2312 SAMPLING METHODS (REACTORS, CONTAMINATION)

β-
G

al
ac

to
si

da
se

 (
U

/m
L)

O
pt

ic
al

 D
en

si
ty

 (
6

2
0

 n
m

)

Cultivation time (min)
0

Lactose

200 400 600 800 1,000 1,200
0

10

20

0

1

2

3

4

30

40

Figure 8. Monitoring of a shake-flask experiment. On-line (�)
and off-line (�) b-galactosidase activity and o.d. (�) measure-
ments. At the arrow the inducer lactose was added.

D

t or scan

Cmax

C0

t0 T

S

1

2

4
8
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tration, C0, is injected at time t0, and the pulse appears as a con-
tinuum of concentrations as exemplified by the peak. At time T,
Cmax is the highest value read, but a reading could be done any-
where along the peak (e.g., a diluted value at point D).

Preconcentration Techniques

If the analyte concentration is less than the concentration
range of the detection method, the sample must be concen-
trated. Most of the manual pretreatment methods are
time-consuming and expensive. Microcolumns with ion ex-
change materials can be used to significantly reduce the
volume of the analyte by adsorbing the sample into a solid
support in the column and by a further elution (70).

Dilution of Samples

If the analyte concentration is more than that of the de-
tectable range of the analytical system, the sample must
be diluted. The same goes for a sample in which inhibiting
or otherwise disturbing substances are present in high con-
centrations. Manual dilution is used for off-line analysis.
On-line dilution is now widely applied for fermentation
processes (66) and includes the use of gradient dilution,
zone sampling, and cascade dilution.

In the gradient dilution, an originally homogeneous
sample zone disperses during its movement through the
FIA conduit. The zone undergoes a change from an initial
plug shape with a concentration C0, to an exponentially
modified gaussian shape with a maximum concentration
in the zone of Cmax. If the peak maximum does not lie in
the calibration range of the measurement, the zone can be
made at a time on the profile that yields a decreased re-
sponse. By selection of measurement times longer than the
time of peak maximum (T in Fig. 9), an element with a
decreased concentration is measured, yielding a propor-
tionally decreased absorbance. This measurement is re-
producible from sample to sample and can be calibrated.

In zone sampling a small portion of the sample zone
injected into a second flowing stream results in dilution
(71,72). In cascade dilution the sample volume is reduced
through stream splitting using differential pumping cou-
pled with a true dilution by merging with a subsequent
carrier stream.

Sample Injection

Sample handling and pretreatment can be achieved by us-
ing many techniques in FIA. The method of injection is

equally important. The purpose of sample injection in FIA
is to deliver a well-defined sample bolus reproducibly into
a continuously flowing carrier stream. Ruzicka and Han-
sen (73) described that changing the injected sample vol-
ume is a powerful way to change the dispersion. An in-
crease in peak height and sensitivity of measurement is
best achieved by increasing the volume of the injected sam-
ple solution. Conversely, dilution of overly concentrated
sample material is achieved by reducing the sample vol-
ume.

There are two methods of injection: time-based injection
(a sample loaded for a precise time at a given flow rate)
and volume-based injection (the sample fills a geometri-
cally defined volumetric cavity). This well-defined sample
bolus is then inserted into the carrier stream. Volume-
based injections are performed using rotary valves, com-
mutators, and hydrodynamic injections. A detailed meth-
odology used for injection has been published (74).

Calibration of Sampling System

For any kind of analysis, whether it is on-line or off-line,
the system needs to be calibrated to ensure that the com-
pound of interest is being measured reliably. It is easy to
calibrate an off-line system. However, the continuous sys-
tems described so far commonly have no possibility for cal-
ibration and recalibration on-line without disrupting the
monitoring procedure. Thus, any changes occurring in the
sample during the recalibration, are not registered (5). An-
other important limitation is the fact that the calibration
solution and the sample solution are usually not treated
in the same manner.

In-line calibrating systems are used in medical moni-
toring. Attempts were made for in-line calibration during
fermentation with E. coli using a double-lumen catheter.
The calibration was done by closing the sample inlet from
the fermentor and substituting it with a sample of known
analyte concentration (20) (Fig. 10). A further development
of this technology was the use of the coaxial catheter for
sampling. In on-line monitoring of glucose and lactate in
blood, the calibration solution was introduced as a pulse
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in the heparin stream fed via the outer space in the coaxial
catheter. This led to an on-line monitoring of the process
without having to interrupt the reading (Fig. 11). Further-
more, by introducing the calibration solution at the tip of
the sampling catheter, the whole system is calibrated.
Thus a more true calibration value is obtained (75,76).

CONCLUSION

Sampling and sample treatment are extremely important
when applying good analytical technique to the monitoring
and control of biotechnological processes. Too often much
effort is spent on developing a sensitive assay, but very
little or no concern has been given to sampling and sample
handling. The examples given in this article clearly dem-

onstrate that many good techniques can be applied. Which
method to use will be governed by the system studied, the
equipment available, and also the earlier experience of the
researcher.
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INTRODUCTION

The scale-up of a biotechnological process developed in the
laboratory often presents problems that, owing to the
many parameters involved and their complexity, do not
permit any generalized solution. As a result, criteria for
scale-up have always been developed on the basis of spe-
cific processes. The main problem in all considerations of
scale-up is that no strictly defined criteria exist for con-
ducting biotechnological processes and, hence, their scaled
translation. Of the biological and physical factors impor-
tant in scale-up, generally valid relationships can be es-
tablished only for the latter. Thus in the following, the ex-
perimentally proven physical fundamentals of scale-up for
conventional stirred-tank reactors are brought together in
a way that reflects their importance in practical operation.
Such considerations have been published in the past but
were based on the scientific knowledge available at that
time (1–5). This article is an updated short version. For
further information about scale-ups of fermentation pro-
cesses and extended literature see Ref. 5.

SCALE-UP METHODS

Balance Equation

A scale-up using a solution of the complete equations for
momentum, energy, and mass balances is exceedingly dif-
ficult to determine for a complex microbiological process.

Thus for a scale-up on the basis of mathematical models,
there are still no practicable equations available at present
that take into account the kinetics and transport processes
in the stirred-tank reactor. Nonetheless, the application of
simplified balance equations is often helpful in order to
understand the processes involved (6,7).

Dimensional Analysis

Dimensional analysis, introduced successfully into chem-
ical technology and already a classical method of scale-up,
is also helpful when dealing with biotechnological pro-
cesses. Using it, a number of dimensionless quantities
(p-quantities) are derived from the relevant process-
influencing quantities, which using the mathematical in-
terrelationships of the similarity principle, provide criteria
for scale-up (see also Refs. 8 and 9). The invariance of all
dimensionless p-quantities relevant to the problem pro-
vides the simplest rule for scale-up, but the rule is depen-
dent upon complete similarity. Whereas physical processes
often do behave similarly upon change in scale, similarity
in the presence of a chemical or microbial process is often
unattainable. Even for purely physical processes, a com-
plete similarity can often not be attained. As shown in the
section “Performance Characteristics of the Stirred-Tank
Reactor,” the translation rule Re � idem (idem means that
the numerical value of Re is held constant in scale trans-
lation) is valid for the energy input in scaling-up stirred-
tank reactors, without formation of vortices. But if, none-
theless, a vortex should form, as in unbaffled vessels, then
both the Reynolds number and the Froude number must
retain their numerical value. From the definition of Re and
Fr, it immediately becomes obvious that the requirements
Re � idem and Fr � idem cannot be fulfilled because n •
d2 � idem cannot equal n2 • d � idem.

Because it is rarely possible to maintain all dimension-
less characteristic quantities at the same numerical value,
it becomes necessary to restrict oneself to partial similar-
ities in which only some of the p-quantities remain fixed.
To achieve this, the rate-determining step of the reaction
for the complex microbial system must be known. That
means that from the many process parameters, such as
nutrient requirements, physicochemical conditions of
growth, or transport processes, the limiting (or inhibiting)
quantities have to be determined by careful analysis. Prob-
lems then arise when there is a shift in the effect of the
individual limiting factors when the scale is altered. Such
an approach to scale-up, in which each rate-determining
step, both of the microbial reaction and of the transport
processes, is mathematically correlated, has been put for-
ward from time to time (for example, see Ref. 10) and has
also been introduced highly successfully (11–14).

Maintenance of Identical Operating Conditions

A further simplification of the scale-up criteria, which fol-
lows from accepting the notion of partial similarity, is the
maintenance of identical operating conditions (usually as-
suming that there is geometrical similarity). The most
common examples of scale-up rules that have been pub-
lished in the specialized biotechnological literature are
based on this concept; extrapolation is often performed ac-
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Table 1. Effects of Different Criteria in Linear Scaling-Up by a Factor of 5

Scale-up criterion

Laboratory scale P/V (kW/m3) n (s�1) n • d (m/s) Re

Diameter D (m) 1 5 5 5 5
Specific power input P/V (kW/m3) 1 1 25 0.2 1.6 � 10�3

Power input P (kW) 1 125 3125 25 0.21
Rotational speed of stirrer n (s�1) 1 0.34 1 0.2 0.04
Tip speed of stirrer n • d (m/s) 1 1.71 5 1 0.2
Reynolds number 1 8.55 25 5 1

Source: From Ref. 20.
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Figure 1. Performance characteristics of some types of stirrer
with Newtonian fluids.

cording to empirical rules of thumb that are still used to-
day in the fermentation industry. Typical examples of this
are the following:

• Identical volumetric power input P/V
• Identical mixing time or adaption of the mixing time

to different stirred-tank reactor sizes according to
purely empirical translation rules

• Identical tip speed of the agitator
• Identical volumetric mass transfer coefficient kLa
• Identical Reynolds number, Re

In fact, according to Ref. 15, about one third of plants em-
ployed the translation rules P / V � idem and kLa � idem,
and about 20% used the tip speed of the stirrer (i.e., as-
suming shear stress). Another 20% of industrial plants em-
ploy a scale-up on the basis of mixing time and Reynolds
number. The remainder scaled-up on the basis of a limiting
or inhibiting substrate or product component—most com-
monly on the basis of the concentration of dissolved oxy-
gen.

A scale-up founded on a single operating condition has
diverse effects on the other operating quantities, as shown
in Table 1 (see also Refs. 16–19). Using a linear scaling
factor of 5 (corresponding to a volume scaling factor of 125)
each column shows the change in the operating quantity
that results from the respective scale-up criterion. Table 1
shows that it is not possible to simultaneously fulfill sev-
eral of the scale-up criteria mentioned (20).

PHYSICAL FUNDAMENTALS OF SCALE-UP CONDITIONS

Performance Characteristics of the Stirred-Tank Reactor

The stirring power, P, which produces the three-dimen-
sional flow field can be calculated from the dimensionless
power number or Newton number:

P
Ne � (1)3 5q • n • d

From considerations of the similarity principle, the formal
correlation of the performance characteristic for a given
geometry is described by

Ne � f (Re, Fr, Q) (2)

where the Froude number is Fr � n2 • d/g, the Reynolds

number is Re � n • d2/m, and the dimensionless gasflow
number is Q � qG/n • d3.

Power Input in Nongassed Systems of Newtonian Fluids.
In systems that have no gas input (Q � 0) and no vortex
formation (as is effectively the case in a vessel with baf-
fles), the effect of the Froude number is negligible. The
performance characteristics of the nongassed system of
Newtonian fluids, which is then solely a function of the
Reynolds number (21–23) is depicted in Figure 1 for a se-
lection of stirrers. The geometrical arrangement and the
working range of the stirrers have been standardized in
some countries (e.g., DIN 28131 in Germany). Except for
the helical and anchor stirrers which extend right to the
wall, stirred vessels are equipped with baffles to avoid vor-
tex formation. The reduction in the number of baffles from
4 to 3 or 2 generally lowers the energy input by 10 or 20%
(23). In a completely turbulent system (a condition fulfilled
with most stirrers at Re � 104), the performance charac-
teristic is independent of the Reynolds number, that is, Ne
� constant. If the scale-up considerations are based on a
constant volumetric power input, P/V � P/d3 � idem, then
the following is valid for the scaled translation:

3 2n • d � idem (3)

Power Input in Nongassed Systems of Non-Newtonian
Fluids. In many fermentation broths, for example, those
containing polysaccharides or mycelium-forming microor-
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ganisms, non-Newtonian flow behavior is encountered:
there is a complicated nonlinear relationship between the
shearing stress, s, and shear rate, . For non-Newtonianċ

fluids, the viscosity property can be defined only in the
form of an apparent viscosity

s
g � (4)a

ċ

A number of models have been put forward to describe
the non-Newtonian flow behavior. The most efficacious
originate from the Ostwald-De Waele law for pseudoplastic
fluids

m�s � K� • ċ (5)

and from Herschel–Bulkley law for plastic fluids

m�s � s � K� • ċ (6)0

In order to determine the energy input in such fluids, the
approach adopted by Metzner and Otto (24) and Metzner
et al. (25) has proved itself. According to this concept, there
is a direct proportionality between the rate of shear and
the rotational speed of the stirrer

ċ � K • n (7)

whereby the apparent viscosity, ga, is obtained from the
rheological flow curve of the fluid involved. The coefficient
K depends only slightly on the rheological behavior of the
fluid but mainly on the stirring system, for example, K �
11 to 13 for turbine agitators and K � 15 to 25 for anchor
agitators (15,26). In Figure 2 the performance character-
istic of the turbine stirrer for pseudoplastic fluids is plotted
versus the Reynolds number which has been modified by
ga (24,27).

A similar performance characteristic was measured by
Sanchez et al. (28) and Velasco et al. (29) for a single and
a dual Rushton turbine when mixing a mycelial broth un-
der nonaerated conditions. As with Newtonian fluids, a
constant Newton number is attained here at sufficiently

high Reynolds numbers (i.e., the performance character-
istic is independent of the viscosity). Whereas this inde-
pendence of the viscosity is unequivocally valid in a non-
gassed system, considerable dependence on the viscosity
occurs in a gassed system of non-Newtonian fluids, as is
illustrated in a following section.

The apparently simple approach advocated by Metzner
and Otto (24) is made more complicated by the fact that
the rheological behavior of fermentation broths often
changes drastically during the fermentation, as is shown
in Figure 3 for a decrease of the apparent viscosity during
the cultivation of Cellulomonas uda grown on printed
newspaper (26).

Power Input in Gassed Systems at Low Viscosities. In
gassed systems of aqueous-like fluids, a decrease in the
stirring power input can be observed with increasing gas
flow. This decrease is caused by gas cushions that form
behind the stirrer blades and diminish the rotational re-
sistance of the stirrer. The effect was first studied by
Oyama and Endoh (30); the results are shown in Figure 4.
Since then a series of measured values have been pub-
lished; particularly extensive are the measurements made
by Zlokarnik (31) and Judat (32). Judat (32) gives a rela-
tionship valid for a turbine stirrer in a turbulent region of
flow (Re � 104) in water. This relationship is also appli-
cable, in a somewhat modified form, to large vessels of up
to V � 900 m3:

�0.32 1.53 1.25Ne � 187QFr (d/D) � 4.6Q0Ne � Z (8)G 1.141 � 136Q(d/D)

Here Ne0 � 4.9 is the Newton number of the turbine stir-
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ring in a turbulent region of flow without gassing, and Z
is the number of stirrer blades. Equation 8 is valid for Re
� 104, Fr � 0.07(d/D)3, 0.2 � d/D � 0.42, and h/d � 0.75.

Detailed investigations with other types of stirrers and
multiple impellers were carried out by Schlueter and Deck-
wer (33). Their experimental results were well described
by equation 8 with a maximum deviation of only 30%. Fur-
ther investigations are necessary to describe properly the
power input in stirred vessels if the impeller position is
varied and multiple stirrer arrangements are used.

The influence of the Reynolds number on the power in-
put in a gassed system has been studied by Zlokarnik (31)
and is given, for the turbine stirrer, by

NeG 0.12 �12 3.45� 1 � [(3.9Re � 6 • 10 Re )
Ne0

0.1 3 �1• (0.22Q � 6.25Q )] (9)

which is valid for Q � 0.05 and 800 � Re � 104. NeG is the
Newton number of the turbine stirrer gassed with Q at Re
� 104.

Power Input in Gassed Systems of Newtonian and Non-
Newtonian Fluids at Higher Viscosities. Whereas the influ-
ence of the gas on the energy input in aqueous-like fluids
is about the same for the different types of stirrer, each
stirrer type displays a very different effect when the vis-
cosity increases. Detailed measurements on this have been
published by Hoecker and Langer (34) and Hoecker (35).
To illustrate the results, the form completely equivalent to
equation 2 was chosen,

Ne � f (Q, Fr, Ga) (10)

with the Galilei number

2 3Re d • g
Ga � � 2Fr m

With turbine stirrers, a decrease in the power input is ob-
served with increasing viscosity (Fig. 5). As in the corre-
lation of the power input for nongassed systems of non-
Newtonian fluids, the results with sparging can also be
expressed by introducing an apparent viscosity, ga, as re-
sults from the approach taken by Metzner and Otto (24)
(i.e., equations 4 and 7). As Figure 5 shows, even the re-
sults for Newtonian glycerine–water solutions and for
pseudoplastic carboxymethylcellulose–water solutions can
be expressed by the same form of curve (34). With visco-
elastic polyacrylamide–water solutions (Figure 5b), the de-
crease in the power input with viscosity is even more pro-
nounced than with Newtonian and pseudoplastic fluids;
this can probably be traced back to the development of or-
thogonal tension in viscoelastic fluids, which tends to
damp the turbulence. The illustration of the performance
characteristic for turbine stirrers in aqueous glycerine so-
lutions in terms of the gas flow in Figure 6 clearly shows
that at high viscosities a decrease in power input with
the gas throughput hardly makes itself felt, but rather the
Froude number exerts a more marked effect (34,35). The
slight influence of the dimensionless gasflow number is
due to the formation of gas cushions behind the stirrer
blades, which is independent of the gas throughput.

The relationship given in equation 9 to calculate the
influence of the Reynolds number on the power input with
gassed turbine stirrers is roughly applicable to non-
Newtonian fluids, too. In Figure 7 the results obtained by
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Hoecker and Langer (34) are depicted for water, glycerine,
carboxymethylcellulose (CMC), and polyacrylamide (PAA)
solutions, plotted as Ne • f (Re, Q) corresponding to equa-
tion 9 as a function of Q(1 � 38(d/D)5). The dotted curve
shows the results obtained by Zlokarnik (31). From the
values taken from the line of the curve, the performance
characteristics can be calculated exactly enough from Fig-
ure 7 with Ne � NeG/f (Re, Q) with equation 9; this is the
case for Newtonian and pseudoplastic fluids in the region
Ga � 106 (Re � 103) and for viscoelastic fermentation
broths with Ga � 109 (34,36).

Completely different behavior from that seen with a
turbine stirrer is observed with a multistage impulse coun-
tercurrent (MIG) agitator: In Figure 8 the results obtained
by Hoecker and Langer (34) and Hoecker (35) are plotted
and are analogous to those in Figure 5. Here a decrease in
the power input comparable in magnitude to that with the
turbine stirrer cannot be established; this is due to the less
marked formation of gas cushions with a MIG agitator. Be-
cause the interference multistage impulse countercurrent
(INTERMIG) and the oblique arm paddle stirrer both ex-
hibit hydrodynamic behaviour similar to that with a MIG
stirrer, this result is to be expected in these cases, too.

Dispersing Capacity of the Stirrer

The dispersing capacity of a stirrer is limited by the so-
called flooding point, which gives the maximum gas
throughput that can be distributed by the stirrer, qG,max. If
this maximum gas throughput is exceeded, the stirrer is
completely “flooded” by the gas, and the circulatory flow
provided by the agitator breaks down. This flooding point
exists in the transitional zone leading to turbulent flow
and is particularly marked in the turbulent flow region. It
manifests itself in a sudden decrease in the power input
and mass transfer capacity. In the turbulent area of flow
(Re � 104) the measured data can be correlated using the
dimensionless form

Q � f (Fr, d/D) (11)

Judat (32) reports that the flooding point for turbine stir-
rers for Re � 104 and 0.2 � d/D � 0.42 is

2.1d /D 7.54d /D0.21Fr 0.14Fr
Q � � (12)max �1 1.3 �1 1.5[(d/D) � 2.04] [(d/D) � 2.25]

The flooding characteristic for different stirrers is depicted
in Figure 9 (32). Because these results have all been ac-
quired in laboratory experiments, comparison measure-
ments must be carried out in order to achieve a dependable
scale-up. A model to describe the flooding characteristic of
stirrers by means of dimensional analysis was suggested
by Zehner (37).

For fermentation processes that require low rotational
speeds of the stirrer at high sparging rates or at very high
gas throughput, Breucker et al. (38) made an interesting
observation. For different types of turbine, propeller, or
INTERMIG stirring systems they showed that sparge
rings near the wall prevent the introduced gas flow from
flooding the impeller. In the rotational speed range in
which the stirrer is normally flooded, flooding did not occur.
This extension of the operation range results in greater
safety in vessel design. From the observations available for
media of higher viscosity and for non-Newtonian fluids,
conservative design considers the dispersing capacity of
the agitator as lower than with Newtonian fluids.

Mixing Time Characteristics of Stirred-Tank Reactors

The mixing time is commonly defined as the time neces-
sary to reduce concentration differences in the volume in
question to a minimum. The mixing time should thus al-
ways be related to the method of measurement used and
the degree of homogenity desired. From theoretical consid-
erations of similarity, the mixing time characteristic in the
case of Newtonian fluids (with negligible density and vis-
cosity differences) is given by

n • h � f (Re) (13)

with the dimensionless characteristic mixing number n • h.
In Figure 10 the mixing time characteristics of some

types of agitator are illustrated. Those conditions of ge-
ometry (which deviate from the German norm DIN 28131)
are given in the diagram. In the range of turbulent flow
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Figure 7. Power input with turbine stirrer (d/D �

0.33): Influence of Reynolds number and gas
throughput [ f (Re, Q)] according to equation 9.
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(Re � 104) the characteristic mixing number is practically
independent of the Reynolds number (39–41). Figure 11
shows a plot of the power input that is required to achieve
those mixing times in the turbulent region given in Figure
10. The characteristic dimensionless numbers used in this
diagram, which were formulated by Zlokarnik (42) on a
theoretical consideration of similarity, permit the stirring
power input to be determined for a given mixing time, or
vice versa (43). For the most favorable conditions of ge-
ometry and operation, the stirring power input required in
the region of turbulent flow (Ne � constant, n • h � con-
stant) is obtained from the relationship

3P • h
� 300 (14)5q • D

For a scale-up with P/V � idem there is, from equation 14,
a corresponding increase in the mixing time in the region
of turbulent flow by

h
� idem (15)2/3D

for example,

h
� idem (16)2/9V

A scale-up on the basis of constant mixing times (h� idem)
requires, according to equation 14, an increase in the
power input by

P/V
� idem (17)2D

which leads to required energies that cannot be defended
either on a technical or an economic basis. Bearing in mind
the need for an economical stirring power input, it is in-
deed meaningful to allow an even longer mixing time when
scaling-up than that given by equation 16.

The influence of non-Newtonian flow behavior on the
mixing time characteristics can be derived from Figure 12

(44). The Reynolds number here has again been modified
by the apparent viscosity, as determined according to the
method of approach used by Metzner and Otto (24) (equa-
tions 4 and 7).

For pseudoplastic fluids Opara (44) observed that in the
laminar flow region, about 95% of the liquid is distributed
very rapidly by convection, whereas the remainder is
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mixed very slowly by diffusion. This convective mixing
time corresponds roughly to the mixing time in Newtonian
fluids (Fig. 10). The total mixing time in non-Newtonian
fluids can be as much as a factor of 10 longer than the
convective mixing time.

Mass Transport between Gas and Liquid Phase

Apart from the stirring power, mixing time, and dispersing
capacity of the stirrer, mass transfer between gas and liq-
uid is often the prime influence during an aerobic fermen-
tation. The oxygen demand of the aerobic culture has to be
the same as the oxygen transfer rate (OTR � ) in theṅO2

steady-state condition

ṄO2ṅ � � k a(c* � c ) (18)O L O O av2 2 2V

In this, it has been assumed that because oxygen is such
a poorly soluble gas, the overall rate of mass transport is
determined essentially by the mass transfer resistance in
the liquid phase. In fact the transport coefficient in the gas
phase is larger than that in the liquid phase by a factor of
100. The liquid-phase mass transfer coefficient, kL, multi-
plied by the interfacial exchange area per unit volume, a,
is termed the volumetric mass transfer coefficient.

The averaged concentration difference at the phase
boundary � in the whole reaction vessel is, in(c* c )O O av2 2

the case of an ideally mixed liquid phase and complete seg-
regation of the gas phase, equal to the logarithmic mean
concentration

c* � c*O O2,in 2,out(c* � c ) � (19)O O av2 2 c* � cO O2,in 2ln� �c* � cO O2,out 2

In stirred tank reactors the average concentration differ-
ence can be calculated from equation 19 with sufficient ac-
curacy.

Mass Transfer in Aqueous Fluids. Many equations have
been published for the calculation of the volumetric mass
transfer coefficient, kLa, in low-viscosity aqueous fluids
(see Ref. 5). Regardless of the measuring system used,
these equations give differences in the kLa value of up to
a factor of 10. In particular, the influence of the coalescence
behavior of the fluid system on kLa has not been elucidated.
Consequently the kLa values found with the model system
of sulfite oxidation in water must be viewed critically when
applying such values to fermentation broths.

Theoretical considerations of the similarity of mass
transfer between gas and liquid phase made by Zlokarnik
(45) led to the formal relationship

P qGk a � f , , . . . (20)L � �V V

with a gas throughput per unit volume qG/V. However, Ju-
dat (46) showed, by evaluating a series of published kLa
values, that in order to fit the measured data better, the

gas throughput related to the cross-sectional area of the
reactor (i.e., the superficial gas velocity)

qGu � (21)G A

should be taken as the characteristic gassing quantity.
This finding is in agreement with the empirical equation
of the type

�P bk a � K u (22)L 1 G� �V

which was compiled by Moo-Young and Blanch (3) for co-
alescent and noncoalescent aqueous solutions; their find-
ings are listed in Table 2 (SI units, i.e., kLa in s�1, P/V in
W/m3, and uG in m/s). According to Van’t Riet (47), differ-
ences of up to 35% arise in the kLa values in coalescent and
noncoalescent systems. Van’t Riet (47) gives the following
correlations for low-viscosity fermentation broths from a
series of published data (SI units as in equation 22):

0.4P 0.5Coalescing medium: k a � 0.026 u (23)L G� �V
0.7P 0.3Noncoalescing medium: k a � 0.002 u (24)L G� �V

In modifying the dimensionless quantities proposed by
Zlokarnik there follows, for the calculation of the volumet-
ric mass transfer coefficient, kLa, the functional relation-
ship

1/3
m P uGk a � , , Sc, r*, S (25)L i� 2� � 4 1/3 1/3 �g V • q • (g • m) (g • m)

In this, Sc � m/� is the Schmidt number, r* � r/q(g
• m4)1/3 is the dimensionless surface tension, and Si repre-
sents characteristic quantities that are intended to de-
scribe the coalescence behavior of the fluid system but
whose composition, as already mentioned, still remains
largely unclear, though Breucker et al. (38) found that
qualitatively the mass transfer coefficient for the nonco-
alescing system is up to a factor of 4 higher than for coa-
lescing systems at comparable conditions. In the absorp-
tion of oxygen in fermentation broths, r* and Sc are
practically determined only by the viscosity. The surface
tension itself changes only very slightly and is not signifi-
cant. The diffusion coefficient of aqueous solutions exhib-
iting Newtonian flow behavior can be correlated with the
viscosity. On the other hand, the diffusion coefficient in
non-Newtonian aqueous solutions is independent of m and
has the same value as water (48,49).

In the mass transfer of gases other than O2, the Schmidt
number and surface tension must also be considered in
some cases. However the transport of CO2, which is also of
interest in fermentations, can be calculated without much
error by using the same kLa, owing to the very slight dif-
ferences in diffusion coefficients between O2 and CO2. In-
deed the overall transport rate is greater for CO2 because
it is 40 times more soluble in water than O2.
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Table 2. Sorption Characteristics of Aqueous Systems for Turbine Stirrers

Range of validity

Liquid K1 � b P/V (kW/m3) uG (cm/s)

Water 0.024 0.4 0.5 0.26–5.3 0.3–1.8
Electrolyte solution 0.018 0.74 0.26 0.26–5.3 0.3–1.8
Water – 0.4 0.35 0.03–18 0.1–0.5
KCl solution

0.22 N – 0.71 0.36 0.03–18 0.1–0.5
0.1N – 0.63 0.62 0.03–18 0.1–0.5

Water 0.0275 0.42 0.43 0.44–10 0.37–1.11
Electrolyte solution (Na2SO4 � KOH) 0.017 0.52 0.43 0.44–10 0.37–1.11

Note: Z � 6, d/D � 0.33; according to Equation 22. For more information see Ref. 5.

By evaluating published data, Judat (46) proposed a
correlation that for aqueous systems covers the entire re-
gion of technical interest:

�P�59.8 • 10 � 4 1/3�1/3 V • q(g • m)m
k a � (26)L � 2� �b �0.65/B 1.05g (B � 0.81 • 10 )

The dimensionless gassing number is here given by

2q /DGB � (27)1/3(m • g)

The exponents are given as � � 0.42 and b � 0.6. Although
the exponents are dependent on the fluid system, the ad-
dition of the exponents, � � b � 1, is approximately valid
for all substances. Henzler (4) used this circumstance to
evaluate the experimental results available with a rela-
tionship of the form

1/3 � b
m P uGk a � K (28)L 2� 2� � 4 1/3� � 1/3�g V • q(g • m) (g • m)

Taking into account b � 1 � �, the simplified form was
derived:

1/3 �2k a m PL
� K (29)2� � � �u g V • u • q • gG G

which reflects the measured values with almost the same
accuracy as equation 26.

In Figure 13 the sorption characteristics according to
equation 29 are given for water and aqueous salt solutions.
The results were obtained in reactor volumes of between
2.51 and 900 m3. They lie close together, independent of
the vessel volume. Equation 29 can thus be taken as a
translation rule in scale-up on the basis of the oxygen
transfer. In Table 3 the constant K2 and exponent � are
given for coalescent and noncoalescent fluid systems for
turbine stirrers having d/D � 0.14 � 0.5.

Mass Transfer in Fluids of Higher Viscosity. For fluids of
higher viscosity, in particular those with non-Newtonian
flow behavior, there have been few systematic investiga-
tions published that deal with the determination of the

volumetric mass transfer coefficient, kLa. Figure 14 shows
a plot of several sorption characteristics for millet pulp,
aqueous glucose solutions, and aqueous CMC solutions us-
ing the same correlation (equation 29) as for low-viscosity
fluids (4,35,49). Thereby the translation rule given by
equation 29 is confirmed for all fluid systems, even though
the viscosity and the diffusion coefficient change by a factor
of 1,000 and 30, respectively. To illustrate the experimental
results for non-Newtonian fluids it is necessary, however,
as with the determination of the power input, to calculate
the apparent viscosity with equations 4 and 7 according to
the concept of Metzner and Otto (24).

In Table 3 all sorption characteristics compiled by Hen-
zler (4) are shown. Because these sorption characteristics
are valid only for the particular rheological behavior and
coalescence properties of each system, such properties
have to be measured in the fermentation medium before
an exact calculation of the mass transport is possible.
Perez and Sandall (50) proposed the following correlation
to calculate the volumetric mass transfer coefficient for
pseudoplastic non-Newtonian fluids according to an ap-
proach of Sideman et al. (51):

0.447 0.6942d g • u ga G G111 0.5k a � 21.24Re Sc (30)L � � � � � �� r ga

The range of the flow behavior indices according to equa-
tion 5 is m� � 0.916 � 1.00 and K� � (0.009 � 0.04) Pa •
sm� with a vessel diameter of D � 0.1524 m. Kawase and
Moo-Young (52) showed that the proposed model correlates
reasonably well with the relatively wide variety of data
measured by different authors for a range of vessel diam-
eters of D � 0.15 � 0.6 m and for the flow behavior indices
m� � 0.59 � 0.95 and K� � (0.00355 � 10.8) Pa • sm�.

A completely different correlation for the calculation of
the volumetric mass transfer coefficient, kLa, was sug-
gested by Mooyman (53):

k a � C(270u � 135u log(P /V)) (31)L G G a

Equation 31 expresses the overall transfer coefficient as
an enhancement formula dependent on two variables: the
gas holdup fraction, uG, that is given by
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Figure 13. Sorption characteristics
of aqueous systems for turbine stir-
rers.
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Table 3. Sorption Characteristics of Different Fluid Systems for Turbine Stirrers

Range of validity

Liquid Liquid � P/V (kW/m3) uG (cm/s) g (mPa s)

Water 7.5 � 10�2 0.43 0.01–16.7 0.07–1.8 1
Aqueous salt solution

6.7 g/L 7.2 � 10�5 0.68 0.15–16 0.12–0.47 1
18–36 g/L 8.3 � 10�5 0.71 0.23–18 0.12–1.8 1

Aqueous glucose solution 2.65 � 10�5 0.7 – – 12–267
Millet pulp 9.0 � 10�5 0.7 0.23–2.2 0.19–0.78 1.3–70.2
Aqueous CMC solution, m � 0.4–0.82, equation 5 3.6 � 10�4 0.55 0.06–6.2 0.22–1.9 16–1500

Note: Z � 6, d/D � 0.14–0.5; according to equation 29. For more information see Ref. 5.
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Figure 14. Sorption characteristics for millet pulp, glucose so-
lutions, and CMC solutions.

p
u � 0.1 log 10.915u � 0.9 (32)G G� � � �pav

and the mechanical plus the adiabatic gas expansion
power input per unit of volume, Pa/V; C is a multiplication
factor required to correct published or calculated kLa data
to actual values observed in industrial fermentations with
operating volumes above 250 L (53).

The effects of the suspension of solids on the mass trans-
fer in sparged tank reactors have been investigated by
various authors (e.g., Mills et al. [54] and Oguz et al. [55]).
Of particular note is the dimensionless correlation devel-
oped by Oguz et al. (55) for the kLa in air-sparged agitated
tanks containing slurries of different materials:

0.607V P/qG�3k a � 2.173 • 10 (33)L � 1/3 2/3�q q (g • g)G a

The influence of the solid concentration becomes evident
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in the calculation of the apparent viscosity of the slurries,
which all showed non-Newtonian behavior. Consequently
the viscosity was calculated with equations 4 and 7 ac-
cording to the concept of Metzner and Otto (24). Oguz et
al. (55) showed that an increase in the solid concentration
leads to an increase of the slurry viscosity that corresponds
to a decrease in kLa. The deviation of the measured data
from the values calculated with equation 33 was in the
range of 12.5%.

For a scale-up on the basis of constant volumetric mass
transfer coefficients, there follows from the generally valid
equation 29

P (1��) /�u � idem (34)G� �V

for the power input required. The exponent � is approxi-
mately 0.67 for noncoalescing aqueous systems as well as
for more highly viscous Newtonian fermentation fluids.
From equation 34 it follows that

P 0.5u � idem (35)G� �V

For example, with uG � qG/D2

0.5P qG
� idem (36)� �V D

If surface-active substances, such as chemical antifoam
agents, are added to the fermentation medium, the volu-
metric mass transfer coefficient at the interfacial surface
usually drops, and the mass transfer behavior tends to-
ward a coalescing fluid system. In a coalescing fluid system
and for non-Newtonian fluids, the exponent � is approxi-
mately 0.5. Consequently it follows from equation 29 that

P
u � idem (37)G� �V

and

P qG
� idem (38)� � 2V D

In applying this translation rule (equations 35–38), the
dispersing capacity of the stirrer, as given by equation 12,
also has to be taken into consideration.

Shearing Stress and Pumping Capacity of the Stirrer

The mixing of the fermentation broth, the distribution
and dispersion of the gases, and the suspending of solid
constituents of the culture medium and microorganism
pellets are effected in the stirred tank by a complex three-
dimensional flow field. In only a few isolated cases (those
that have a defined flow field) can the shearing stress and
the pump capacity of the stirrer be calculated. With tur-
bulent mixing it is possible, however, only to estimate both
the longitudinal mixing by the pumping around of the ves-

sel contents, and the shear stress on the fluid caused by
the fluctuations in turbulence.

In a theoretical consideration of turbulent flow, Rey-
nolds split up the measured local liquid velocity, uL, into
the sum of a mean (deterministic) velocity, , and a super-ū
posed stochastic fluctuation velocity, u�. According to this
hypothesis, the turbulent Reynolds shear stress produced
by the stirrer is proportional to the square of the local fluc-
tuation velocity of the turbulence and is approximately
given by the tip speed of the stirrer

2s � (n • d) (39)R

With the Reynolds shear stress, sR, the effects of the sto-
chastic liquid fluctuation velocity, u�, are mathematically
seized. sR can be interpreted as a virtual shear stress, that
is, a consequence of the impulse transport caused by the
turbulent motions.

Hoffmann et al. (56) determined the shear stress in
stirred-tank reactors by means of a model system consist-
ing of flocculated clay. Their investigations showed that the
proportionality between shear stress of the clay floc system
and the tip speed of the stirrer is of little influence; this is
caused by the distinctness of the length scale of the vortices
resulting from the Reynolds shear stress and the size of
the relatively small flocs. The clay floc system is suitable
for describing the influence of shear stress on tissue cell
cultures (57).

Therefore, the model of Cherry and Kwon (58) is pro-
posed for the calculation of shear stress. It is based on Kol-
mogoroff ’s theory of local homogenous isotropic turbu-
lence: the length scale of the microeddies in the dissipative
area (with laminar flow of the eddies) yields

0.253m
k � (40)� �e

where e is the energy dissipation rate (i.e., the energy input
to the system that is completely dissipated by the forma-
tion of vortices)

P
e � (41)

q • V

To employ this model by Cherry and Kwon (58), the par-
ticles exposed to shear have to be smaller than 12 times
the length scale, k, a condition that is usually fulfilled in
fermentation processes. Under these circumstances the
microeddies induced by the energy input or the energy dis-
sipation rate, respectively, cause the shear stress. The par-
ticles are put into rotation by the velocity gradients in the
microeddies, which are significantly larger than the gra-
dients caused by the liquid fluctuation velocities in Rey-
nolds hypothesis. The pulsating shear stress that acts
upon the flocs during the contact with the microeddies
leads to

0.5s � 5.33q(e • m) (42)

that is,
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Figure 16. Experimentally determined shear stress compared
with calculated data, according to equation 46; for symbols, see
Figure 15.
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Figure 15. Experimentally determined maximum shear stress
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0.5 0.5P P
s � 5.33 m • q � K (43)3� � � �V V

The influence of the liquid fluctuation velocities (i.e., the
influence of the shear stress caused by the microeddies)
has its maximum value if the dimension of the particles is
close to the length scale of the microeddies. In Figure 15
the relationship between the experimentally determined
shear stress of the clay floc system and the volumetric en-
ergy input for different types of stirrers is shown, using a
relationship in analogy to equation 43

�P
s � K (44)3� �V

The experimentally determined maximum shear stress
deviates from the data calculated with the model of Cherry
and Kwon (58) by two to six times. This can be explained
by the fact that, according to the type of impeller system,
there exist areas with increased energy dissipation rates
in the reactor in the area close to the stirrer. This effect
was not taken into consideration in the model, which uses
a mean energy dissipation rate over the entire reactor vol-
ume that can be up to 30 times smaller than the maximum
value of the energy dissipation rate close to the stirrer (59).
Because the main part of the energy input is dissipated

near the impeller, the model has to be extended by a sup-
plementary corrective term containing information about
the type of stirrer and its geometry (i.e., about the area
with increased dissipation rates). By analogy with the
work of Liepe (60), who studied the ratio between the max-
imum and the mean dissipation rate, emax/e, of different
impeller systems for dispersion tasks, Hoffmann et al. (56)
suggested a corrective function

bV
f � f (45)� �V • NeS

with the effective energy dissipation volume, VS, that is
proportional to the volume of the stirrer (VS � d2 • hB). The
values of V/VS and Ne are given in Figure 15. By fitting
the experimental data, Hoffmann et al. (56) finally deter-
mined the following correlation for the calculation of shear
stress in stirred-tank reactors:

0.42 0.55P V
s � 0.367 (46)� � � �V V • NeS

Figure 16 shows the calculated shear stress according to
equation 46 compared with the experimentally determined
data (56). The deviation of the model from the measured
data is in a range of up to 30%, which means the model is
suitable for a scale-up of the reactor performance on the
basis of constant shear stress. In a sparged stirred-tank
reactor the shear stress is also dependent on the gas input.
Experimental investigations of Henzler and Biedermann
(61) showed that there is a qualitative dependency of the
shear stress on the pneumatic power input and the type of
sparging system. They observed that with constant volu-
metric power input the shear stress increases with the in-
creasing portion of pneumatic power input and with in-
creasing superficial gas velocity. They described some of
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the observed effects causing the increased shear stress,
such as the turbulence in the lag zone of rising bubbles,
coalescence or dispersion of bubbles close to the sparger,
and the bursting of bubbles at the liquid surface (as is ob-
served in bubble columns) (62). Because a model or corre-
lations to describe these effects quantitatively are not yet
known, further investigations are necessary to describe
the effects of sparging and bubbles on the mechanical
shear stress in stirred vessels.

A relationship for the circulating volumetric flow, which
is produced by the pumping capacity of the stirrer, can be
derived in a manner analogous to the principle that applies
to rotary pumps. In this way Van de Vusse (39) calculated
the circulating volumetric flow of propellers with the as-
sumption that counterpressure is “zero” and obtained

p 2V̇ � 0.5 n • d • h (47)S4

where hS is the pressure head produced by the propeller.
With hS � d, the generalized relationship

3V̇ � K • n • d (48)4

follows from equation 47. K4 is a constant that is essen-
tially dependent on the type of stirrer (63) (see also Refs.
16, 19, and 64).

Varying details have been published regarding the sus-
pension of solids in stirring apparatuses. Most authors say
that in achieving the same suspension result in a larger
vessel, the power input can be diminished (43). The cir-
culating volumetric flow given by equation 48 is suffi-
ciently large under the conditions of stirring that generally
prevail in stirred-tank reactors so that a uniform distri-
bution of cell pellets and solid constituents in the culture
medium is guaranteed. This uniform distribution is sup-
ported by the very slight density differences between solid
and liquid in the fermentation medium, and the relatively
small solid particles and the small fraction of solid mate-
rial (dP � 2 mm, uS � 20%) in the fermentation medium.
Consequently the suspension process in general takes on
no particular significance in scaling up stirred-tank reac-
tors.

Mass Transport Processes in Mycelium Agglomerates

Mycelium-forming microorganisms can build up many
morphological forms while submerged fermentation, de-
pending on the conditions of fermentation. Forms include
loose hyphae that are distributed homogenously through-
out the medium or collect in agglomerates that appear as
compact pellets. Whereas the filamentous forms result in
highly viscous, non-Newtonian fermentation fluids, the
mycelial pellets are usually present in Newtonian fluid
systems at a considerably lower viscosity (65). An adequate
shearing of the mycelium-forming microorganismsthereby
leads to the preferred formation of pellets rather than a
filamentous mycelial structure.

Regardless of whether the formation of pellets and com-
pact cell agglomerates leads to fluids of lower viscosity
(and thus to more turbulent conditions), problems regard-

ing the oxygen supply to the cells can arise, in particular
with large, compact pellets. When the inner and outer
mass transport resistances are too large, the danger of au-
tolysis exists, and only the external pellet layer is involved
in the biotechnological process.

The effective diffusion coefficient of oxygen in mycelial
pellets of Aspergillus niger was found to be about �Pe �
10�4 cm2/s (2). This value is larger by a factor of 10 than
the molecular diffusion coefficient, �, in the culture me-
dium. Because the diffusion coefficient determined by
Miura (2) also varied with the volumetric power input, this
result must be interpreted as indicating that the mycelium
forms a loose pellet structure that is penetrated by the tur-
bulent microflow. Thus in such cultures an adequate but
not excessive turbulence (i.e., shear stress) is required in
order for pellets with a loose structure to form.

Whereas the mass transport inside mycelial aggregates
has still not been widely researched, reliable equations ex-
ist for determining the mass transfer from fluid to pellet.
The mass transfer coefficient kPe on the surface of the pel-
let of diameter dPe can be calculated from the formal re-
lationship

Sh � f (Re , Sc) (49)Pe

where Sh � kPe • dPe/� is the Sherwood number, RePe �
uPe • dPe/m is the Reynolds number formed with the relative
velocity between pellet and fluid, and Sc � m/� is the
Schmidt number. The relative velocity at the pellet is de-
termined solely by local turbulent fluctuation velocities, u�,
which are effected by the turbulent eddies of the scale of
the pellets. According to the theory of isotropic turbulence
put forward by Kolmogoroff, it follows for this velocity that

2 1/3u� � (e • d ) (50)� Pe

where e is the mass-related energy of dissipation calcu-
lated with equation 41. Then the Reynolds number, formed
with the relative velocity

2u � u��Pe

is

1/34P dPeRe � (51)Pe � 3�V q • m

In Figure 17 the experimental results according to
equation 49, from different authors, are shown; the exper-
imental data, following the theory, have been plotted as

Sh � 2
� f (Re ) (52)Pe1/3Sc

The only published equations that are mentioned here are
those relationships reported by Liepe and Moeckel (66);
with the relative velocity defined here they are given by
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Figure 17. Mass transfer at the pellet surface as dependent on
the particle Reynolds number. Numbers in brackets indicate ref-
erence.
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1/3 4Sh � 2 Dq P dPe
� 0.35 (53)1/3 � � � 3�Sc q V q • m

The curve given by equations 52 and 53 is illustrated in
Figure 17, marked according to Liepe and Moeckel (66).
Apart from the measurements made by Sicardi et al. (67),
all measurements were performed in a nongassed system.
Nevertheless the comparison of results shows that the
presence of gas has virtually no influence on the mass
transfer from fluid to pellet.

SCALE-UP EXAMPLES OF BIOTECHNOLOGICAL
PROCESSES BY MAINTENANCE OF IDENTICAL
OPERATING CONDITIONS

Scale-Up on the Basis of the Oxygen Transfer Rate

A scale-up of aerobic biotechnological processes is often
performed successfully using the criterion of identical ox-
ygen transfer rate (OTR � idem), or the same volumetric
mass transfer coefficient (kLa � idem). The reason is that
in the aerobic culture of yeasts and bacteria, which have
high rates of respiration, the rate-limiting reaction step is
often located in the oxygen transfer resistance at the gas–
liquid interface. In the fermentation of mycelium-forming
microorganisms there arises, under certain conditions, a
further limiting mass transport resistance at the surface
of or inside the mycelial pellet. That is the reason why a
scale-up on the basis of both mass transport resistances is
more successful.

Karow et al. (71) took the oxygen transfer rate as a
scale-up criterion for the production of penicillin and strep-
tomycin. In Figure 18 the relative penicillin concentrations
are shown as a function of the oxygen transfer rate. The
results for the production of streptomycin are very similar.
The scale-up covers 4 orders of magnitude. At oxygen
transfer rates of more than 0.5 mol/(L h) the product yield
is maximal and nearly constant. The successful translation
from the laboratory to a production scale, performed by

Karow et al. (71), was also confirmed by Bylinkina et al.
(72) for the fermentation of penicillin and streptomycin.
They carried out a scale-up from the 15-L fermentor via a
100-L and 3-m3 fermentor up to a 63-m3 production fer-
mentor on the basis of the mass transfer coefficient at the
gas–liquid interface. Wegrich and Shurter (73) also de-
scribed a successful scale-up of penicillin production. The
same yields of penicillin were attained in an 8-m3 fermen-
tor as in a 100-m3 fermentor. They did not only keep the
superficial gas velocity constant but also the volumetric
power input of the stirrer. According to equation 37, hold-
ing these parameters constant in non-Newtonian fluids
corresponds to the scale-up rule kLa � idem.

A further, now “historical,” example of scale-up on the
basis of the oxygen transfer is shown in Figure 19, in which
the production of baker’s yeast is depicted (74). Although
the oxygen transfer rate in the model system (sulfite oxi-
dation), used as the scale-up criterion, was measured, no
significant difference in the production of yeast could be
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established, which was dependent only on the size of the
reactor. Those points plotted in Figure 19 were obtained
using shaker flasks with a 190-mL liquid content and in
19-L, 265-L, and 114-m3 fermentors. Jari (75) was able to
show for the production of the primary metabolites alka-
line and acid proteases and the secondary metabolites ny-
statin and fumagillin that a scale-up can be carried out
using the same oxygen transfer rate (kLa � idem).

In the bacterial production of vitamin B12, Bartholomew
(76) established that the yield at high oxygen transfer
rates is negatively influenced by a not very clearly de-
scribed effect (Fig. 20). Since, moreover, this effect is de-
pendent on the fermentor size, the oxygen transfer rate in
this region cannot be used as a scale-up criterion. The dot-
ted curve in Figure 20 applies to the yield only when small-
scale equipment is used, and the continuous line repre-
sents the yield achieved in a production fermentor. In other
words, the production fermentor is oversized. Takei et al.
(77) studied protease production by Streptomyces sp. in a
0.03-m3- and a 0.2-m3-sized fermentor and found the same
effect. The productivity of the cells in synthesizing prote-
ase is indeed determined by the oxygen transfer rate but
is nonetheless diminished at higher oxygen transfer rates
by a fermentor size–dependent effect.

In the production of glucoamylase by Endomyces sp.,
the enzyme yield is also not solely determined by the ox-
ygen transport. A scale-up on the basis of identical kLa
values also leads to oversizing of the production fermentor.
The yields depicted in Figure 21, expressed in relative en-
zyme activities as a function of the volumetric mass trans-
fer coefficients, were measured in fermentors of 0.06 m3,
3 m3, and 30 m3 (78). In the latter three examples of fer-
mentation described, no adequate scale-up among the fer-
mentor sizes was achieved by using solely the oxygen
transfer rate (i.e., the kLa value). The reasons for such de-
viations can be diverse. For example, in applying the same
kLa values as a scale-up criterion, the influence of the sur-
face aeration has to be taken into consideration. Fuchs et
al. (79) showed that this effect makes itself felt at fermen-
tor volumes smaller than 200 L.

The translation of the oxygen transfer rate from a lab-
oratory fermentor to a production scale can still lead to

considerable errors for other reasons. Thus, with the same
kLa value, the oxygen transfer rate in the production fer-
mentor can be larger than in the laboratory fermentor be-
cause, owing to the higher hydrostatic pressure, the driv-
ing force (concentration difference) will be larger. But with
the same bubble size (identical rising velocity of the bub-
bles) the average residence time of the air bubble in the
larger apparatus is longer; it is thus deficient in oxygen,
and consequently, the positive effect of hydrostatic pres-
sure, just cited, is diminished.

Scale-Up on the Basis of the Volumetric Power Input

One-third of the scale-up translations performed in the fer-
mentation industry use the scale-up criterion “identical
volumetric power input,” as Margarites and Zajic (15) re-
ported. Apart from the simplicity of the measurement in
applying this scale-up rule, the reason for its industrial
success probably lies in the fact that almost all hydrody-
namic and mass transport phenomena can be correlated
using the dissipated energy (and thus using P/V). Never-
theless, or maybe simply because of it, this criterion pro-
vides an extremely rough rule of thumb, which permits a
scale-up only on an empirical basis.

Maxon (80) studied the influence of the volumetric
power input on the production of novobiocin using Strep-
tomyces niveus. In Figure 22 the novobiocin concentration
produced is plotted against the volume-related power in-
put for three different sizes of stirrer. Above P/V � 1 kW/
m3 the yields of the antibiotic are maximal and largely in-
dependent of P/V. Scale-up based on this criterion is not
dependable because it has been established that there is a
dependance on the diameter of the stirrer. According to
Wang and Fewkes (81) a scale-up of this process is possible
only owing to the partial similarity of the turbulent shear-
ing stress and the pumping capacity of the stirrer.

In the fermentation of penicillin, the volumetric power
input, P/V, was often used in the past as a criterion for
scale-up. In Figure 23 the penicillin concentration is plot-
ted as a function of the volume-related stirring power, as
described by Gaden (82), who gave P/V values between 1.5
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and 3 kW/m3 as a scale-up rule. Similar results were
achieved by Humphrey (83,84), who established a corre-
lation between penicillin production and the volumetric
power input and carried out a scale-up at a volume-related
stirring power between 1 and 2.5 kW/m3. Humphrey (84)
reports a volumetric power input of 1.5 kW/m3 for a scale-
up of streptomycin production.

NOMENCLATURE

A Reactor cross-sectional area (m2)
a Interfacial exchange area per unit

volume (m2/m3)
B � (qG/D2)/(m • g)1/3 Dimensionless gassing number
C Factor
c*O2

Saturation concentration of O2 in
fermentation medium (mg/L)

cO2
Concentration of O2 in
fermentation medium (mg/L)

,c* c*O ,in O ,out2 2
Saturation concentration of O2 at
entrance and exit of reactor (mg/L)

D Diameter of stirred-tank reactor
(m)

� Diffusion coefficient of the liquid
phase (m2/s)

�Pe Effective diffusion coefficient in
mycelial pellets (m2/s)

d Diameter of the stirrer (m)
dP Diameter of solid particles (m)
dPe Diameter of mycelial pellets (m)
Fr � n2 • d/g Froude number
Ga � d3 • g/m Galilei number
g Acceleration due to gravity (m/s2)
H Liquid filling height in the reactor

(m)
h Distance between stirrers (m)
hB Height of stirrer blade (m)
hS Pressure head of the stirrer (m)
i Number of stirrer blades
K Proportionality constant
K� Consistency index [(Pa s)m�]
K� Consistency index [(Pa s)m�]
K1, K2, K3, K4 Constants
kL Liquid-side mass transfer

coefficient at gas–liquid interface
(m/s)

kPe Mass transfer coefficient at
mycelium pellet surface (m/s)

kLa Volumetric mass transfer
coefficient at gas–liquid interface
(s�1)

m�, m� Flow behavior parameters
Ne � P/q • n3 • d5 Newton number
NeG Newton number in gassed reactor

at Re � 104

Ne0 Newton number without gassing
ṄO2

Oxygen mass flow (kg/s)
n Rotational speed (s�1)
ṅO2

Oxygen transfer rate (mass flow
density) [kg/(s • m3)]

P Stirring power (kW)
Pa Mechanical plus adiabatic gas

expansion power input (kW)
p Atmospheric pressure (N/m2)
pav Average pressure at half the liquid

height (N/m2)
Q � qG/n • d3 Dimensionless gassing number
Qmax Dimensionless gas flow number at

flooding point of stirrer
qG Gas throughput (m3/s)
qG,max Maximum gas throughput (m3/s)
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Re � n • d2/m Reynolds number
Re* � n • d2 • q/ga Modified Reynolds number
RePe � uPe • dPe/m Pellet Reynolds number
Si Characteristic quantities for

coalescence of fluids
Sc � m/� Schmidt number
Sh � kPe • dPe/� Pellet Sherwood number
u� Turbulent fluctuation velocity of

the fluid (m/s)
ū Mean velocity of the fluid (m/s)
uG Gas velocity based on empty cross

section area of the reactor (m/s)
uL Local liquid velocity (m/s)
uPe Relative velocity between pellet

and fluid (m/s)
V Reactor volume (m3)
V̇ Circulating volumetric flow by

stirrer pumping (m3/s)
VS Volume stirred up by the stirrer

blades (m3)
Z Number of stirrer blades
� Exponent
b Exponent
ċ Shear rate (s�1)
e Mass-related energy dissipation

rate (kW/kg)
emax Maximum energy dissipation rate

(kW/kg)
g Dynamic viscosity (Pa s)
ga Apparent dynamic viscosity (Pa s)
gG Dynamic viscosity of the gas phase

(Pa s)
h Mixing time (s)
k Length scale of microeddies (m)
m Kinematic viscosity (m2/s)
q Density of fermentation fluid

(kg/m3)
r Surface tension (N/m)
r* � r/[q(g • m4)1/3] Dimensionless surface tension
s Shear stress (Pa)
sR Reynolds shear stress (Pa)
s0 Yield stress (Pa)
uG Gas holdup
uS Solid holdup
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Figure 1. Relatedness of actinobacteria showing the presence of 6 orders and 10 suborders of the
Actinomycetales based on 16S rDNA/rRNA sequence comparison. The scale bar represents 5 nu-
cleotide substitutions per 100 nucleotides. Source: From Stackebrandt et al. (2).
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INTRODUCTION

Actinomycetes are an industrially important group of mi-
croorganisms, producing, in fermentation, numerous ther-
apeutically relevant natural products. In the pharmaceu-
tical and biotechnology industries, they continue to be the
focus of many natural product screening programs, espe-
cially in the search for novel antibiotics active against
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Table 1. Morphological Characteristics of Members of the Families Streptosporangiaceae, Nocardiopsaceae, Thermomonosporaceae, Pseudonocardiaceae,
Micromonosporaceae, and Glycomycetaceae

Family/genus Substrate mycella Aerial mycelia Spore chains Spores

Streptosporangiaceae

Streptosporangium Branching, nonfragmenting; yellow,
brown, orange, red

Present; white, pink to greenish-
gray; spore vesicles borne on long
or short sporangiophores, singly
or clustered

Spore vesicles contain a coiled
chain of arthrospores formed by
septation of an unbranched,
spiral hyphae within an
expanded sporangiophore sheath.

Nonmotile; smooth, spherical, oval
or rod-shaped

Herbidospora Branching, nonfragmenting;
colorless, tan to yellow-brown

Absent; spore chains, in mass,
white

Straight, short chains, 10 to 30
spores, borne on tips of
branching sporophores, in
clusters, directly from the
vegetative mycelium

Nonmotile; smooth, oval

Microbisporaa Branching, nonfragmenting; yellow,
brown, orange, violet

Present; pink to white; bearing
longitudinal pairs of spores often
closely arranged along the
hyphae, either sessile or on short
sporophores

Spores in pairs Nonmotile; smooth, spherical to
oval

Microtetraspora Branching, nonfragmenting; yellow,
brown, orange, violet

Present; white, pink, blue-gray;
short, sparsely branched

Spores in chains of 4 Nonmotile; smooth, warty,
spherical to oval

Planobispora Branching, nonfragmenting;
colorless or rose

Present; white to light rose;
bearing cylindrical to clavate
sporangia, singly or in bundles,
on short sporangiophores

Longitudinal pairs of spores in
sporangia

Motile; peritrichous flagella;
smooth, straight to slightly
curved

Planomonospora Branching, nonfragmenting;
grayish-yellow, pink, reddish,
orange

Present; white to rose; bearing
cylindrical to clavate sporangia,
sessile or on sporangiophores

Single spore in each sporangium Motile; peritrichous flagella;
straight to curved.

Nocardiopsaceae

Nocardiopsis Branching, fragmenting into rods
and coccal elements; yellow,
yellowish-brown, olive

Present; white, yellowish-gray;
long, moderately branched;
straight to flexous, zigzag
fragmentation

Fragmenting into long (greater
than 50) chains of spores

Nonmotile; smooth, irregular

Thermomonosporaceae

Thermomonosporab Branching, nonfragmenting;
colorless to pale yellow

Present; white; differentiates into a
single, heat sensitive spore

Single, sessile, or on the end of
short branched or unbranched
sporophores

Nonmotile; smooth to ridged

Actinomadura Branching, nonfragmenting;
colorless to yellow, orange,
brown, red-brown, red, violet,
gray-green

Present; white, yellow, pink, blue,
green, gray; branching, carrying
short to long chains of
arthrospores

Straight, flexous, hooked, open
loops, irregular spirals of 1 to 4
turns

Nonmotile; folded, irregular,
smooth, spiny, or warty

Spirillosporac Branching, nonfragmenting; white,
pale yellow, pale pink, red to
reddish brown

Present; white; bearing spherical
sporangia on sporangiophores

Each spore vesicle contains coiled,
branched aerial hyphae that
differentiate into spores.

Motile, 1 to 7 subpolar flagella;
smooth, rod-shaped, curved
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Micromonosporaceae

Micromonospora Branching, well developed; tan to
orange, brown, blue-green,
purple

Absent or a gray to white bloom Borne singly, sessile or on short
sporophores, in branched
clusters

Nonmotile; smooth to warty, oval

Actinoplanes Branching, nonfragmenting; tan to
red, brown, violet

Absent or scanty, sporangia,
spherical, subspherical, clavate,
irregular, arising from the
substrate mycelia, sessile or on
short sporangiophores

Within the sporangia Motile, polar flagella; spherical or
short rods

Catellatospora Branching, nonfragmenting; tan,
yellow, mustard gold, orange,
reddish brown.

Absent Short, straight to flexous, branched
chains of spores directly from the
substrate mycelia

Nonmotile; cylindrical, ovoid,
smooth to slightly rough

Couchioplanes Branching, nonfragmenting; dark
blue

Present; branching Short spore chains in irregular
spirals, directly from the
substrate mycelia or on short
aerial mycelia

Motile, polar flagellation; oval,
short rods, smooth

Catenuloplanes Branching, nonfragmenting;
orange, red, brown

Present; sparse, branching Short spore chains in spirals of 1 to
2 turns, from the substrate or
aerial mycelia

Motile, peritrichous flagella; rod-
shaped, straight to curved,
smooth

Dactylosporangium Branching, nonfragmenting;
orange, rose, or wine.

Absent; sporangia present, borne
on short sporangiospores, finger-
shaped to claviform

Within the sporangia a single row
of 3 to 4 spores

Motile, polar flagella; oblong, ovoid

Pilimelia Branching, nonfragmenting; pale
lemon-yellow, golden yellow,
orange

Absent; sporangia present,
spherical ovoid, pyriform,
cylindrate, borne on
sporangiospores

Within the sporangia, in parallel or
swirl rows, and as conidia, in
chains

Motile, sporangiospores, laterally
inserted tuft of flagella;
nonmotile, rod-shaped
conidiospores

Spirilliplanes Present, nonfragmenting,
branching, yellow to orange

Absent Short chains of spores arranged in
spirals and clusters directly from
the substrate mycelia

Motile, oval to short rods, smooth,
flagella type not given

Pseudonocardiaceae

Pseudonocardia Zigzag fragmentation and long
chains of spore-like structures;
mycelial wall with a
characteristic electron dense
outer layer

Present; white; fragmenting Spore chains long, 50 or more per
chain

Nonmotile; smooth, spiny, irregular

Actinopolyspora Branching, occasionally fragments;
buff

Present; white, with an outer
sheath

Long chains of spores Nonmotile; smooth

Actinosynnema Fragmenting Present; form synnemata (dome-
like structures)

Chains of arthrospores at the tip of
the synnemata

Motile arthrospores (flagellation
not given)

Amycolatopsis Fragments into long chains of
squarish to ellipsoid structures

Rarely formed; when present,
white; may fragment into chains
of spores

Chains of squarish to oval
fragments

Nonmotile; oval, smooth, warty

Kibdelosporangium Zigzag fragmentation Present; white; sporangia-like
structures that do not contain
spores but germinate when
placed on agar

Long chains Nonmotile; smooth, irregular

Table 1. Morphological Characteristics of Members of the Families Streptosporangiaceae, Nocardiopsaceae, Thermomonosporaceae, Pseudonocardiaceae,
Micromonosporaceae, and Glycomycetaceae (continued)

Family/genus Substrate mycella Aerial mycelia Spore chains Spores
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Table 1. Morphological Characteristics of Members of the Families Streptosporangiaceae, Nocardiopsaceae, Thermomonosporaceae, Pseudonocardiaceae,
Micromonosporaceae, and Glycomycetaceae (continued)

Family/genus Substrate mycella Aerial mycelia Spore chains Spores

Kutzneria Branching, nonfragmenting Present; white, olive gray;
branching with globose
sporangia

Long chains formed by separation
of coiled, unbranched hyphae

Nonmotile; spherical, rod-shaped
or oval

Lentzea Branching, nonfragmenting; yellow
to yellow brown

Present; white to whitish-yellow;
fragmenting into rod-shaped
elements

Chains of rod-like structures Nonmotile; smooth, rod-like

Saccharomonospora Branching, rarely fragments; beige,
lilac, green

Present; white becoming green;
with an outer sheath

Single densely packed, on the
aerial mycelia

Nonmotile; oval, smooth, warty

Saccharopolyspora Fragmenting; spores often present Present; white, pink to brownish
gray, often sparse; with an outer
sheath

Long and short chains Nonmotile; spore sheath
ornamentation hairy, spiny,
smooth

Saccharothrix Zigzag fragmentation; yellow to
yellow brown

Present; white to yellowish-gray,
zigzag fragmentation

Chains of ovoid to irregular
elements

Nonmotile; smooth, ovoid

Streptoalloteichus Branching, bearing spore-like
vesicles containing one to several
spores

Present; spore chains in clusters
and sclerotia

Spore chains on the aerial mycelia,
sporangiospores on the substrate
mycelia

Motile sporangiospores by a single
long polar flagellum

Thermocrispum Branching, nonfragmenting; yellow
to light brown

Present; white; aggregating into
clusters that fragment into rod-
like structures

Chains of rod-like structures Nonmotile; smooth, rod-like

Glycomycetaceae

Glycomyces Branching, nonfragmenting; pale
yellow to tan

Present; white; forming spores Short chains Nonmotile; square-ended

Genera of Uncertain Affiliation

Actinobispora Branching, nonfragmenting;
bearing paired spores; light
orange

Present; white; sparse; bearing
paired spores

Longitudinal pairs Nonmotile; smooth, spherical

Actinocorallia Branching, nonfragmenting; ivory
to pale yellow

Absent Coralloid sporophores arising from
the substrate mycelia bearing
long chains (30�) of spores

Nonmotile; smooth, cylindrical

Actinokineospora Branching, nonfragmenting; (on
agar); colorless to yellow brown

Present; white; bearing chains of
spores in a sheath

Irregularly curved; less than 50 per
chain

Motile, peritrichous flagella;
smooth, ovoid to squarish

Planotetraspora Branching, nonfragmenting; ivory Present; whitish gray; cylindrical
sporangia on short
sporangiophores

Single row of 4 spores per
sporangium

Motile, a single polar flagellum

Thermobispora Branching, nonfragmenting; yellow
to yellow brown

Present; white; monopodially
branched; bearing pairs of spores

In longitudinal pairs on the aerial
hyphae

Nonmotile; smooth, spherical to
oval

aMicrobispora bispora has been removed from the genus to form a new, thermophilic single species genus, Thermobispora (7).
bThe genus Thermomonospora, as defined by Kroppenstedt and Goodfellow (8), contains two species, T. curvata and T. formosensis.
cThe genus Spirillospora was last placed in the family Streptosporangiaceae (9) based on 16S rDNA but has now been moved to the family Thermonomosporaceae (2).
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Table 2. Cell Wall Types and Corresponding Whole-Cell Sugar Patterns of Aerobic Actinomycetes Containing
meso-Diaminopimelic Acid

Cell Wall Whole-cell sugar pattern

Type Distinguishing major constituents Type Diagnostic sugars Representative genera

II Glycine D Xylose, arabinose Micromonospora
III None B Madurosea Actinomadura

C None Nocardiopsis
IV Arabinose, galactose A Arabinose, galactose Amycolatopsis

Source: According to Lechevalier and Lechavalier (13).
aMadurose is 3-O-methyl-D-galactose.

Muramic acid

L-Alanine (Gly, L-Ser)

D-Glutamic Acid (D-AlaNH2, Gly, GlyNH2)

meso-Diaminopimelic acid 
(LL-Dap, L-Ala, L-Dab, L-Glu, L-Lys, L-Orn, L-Hsr)

D-Alanine

1

2

3

4

Figure 2. The peptide stem of the actinomycete (and other Gram-
positive bacteria) peptidoglycan and the possible variations in
amino acid content (in parentheses). Ala, alanine; Dab, diamino-
butyric acid; Glu, glutamic acid; Gly, glycine; Hsr, homoserine;
Lys, lysine; Orn, ornithine; Ser, serine. Source: From Suzuki et al.
(15).
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Figure 3. Complete structure of a single subunit of the peptido-
glycan showing the linkage between the two amino sugars that
make up the glycan strand and between muramic acid and the
four amino acids in the peptide. Also indicated is the position of
acetyl/glycolyl on muramic acid. Source: Modified from Suzuki et
al. (15).

highly resistant, infectious Gram-positive pathogens. In
an actinomycete-based natural product screening pro-
gram, the organisms must be isolated from the environ-
ment, grown in pure state, preserved, and fermented, and
the fermentation products must be tested for biological ac-
tivity. Essential to this process is a knowledge of actino-
mycete ecology, taxonomy, and physiology, all of which con-
tribute to the isolation of new strains with the potential of
producing novel compounds.

Actinomycetes are Gram-positive, filamentous bacteria
with a mol % G�C content of DNA greater than 50%. They
can be divided into two broad groups: the fermentative or-
ganisms that are found in the natural cavities of man and
animals and the larger group of oxidative organisms found
in soil (1). The majority of oxidative soil actinomycetes can
be further subdivided into two large groups based on the
isomer of diaminopimelic acid in the peptidoglycan: the
streptomycetes, containing LL-diaminopimelic acid (DAP)
and the remainder containing meso-DAP. Further subdi-
visions to family, genus, and species relies on analysis of
actinomycete morphology, determination of chemical con-
stituents of cell walls and whole cells, biochemical char-

acteristics, and resistance patterns. Sequence data gen-
erated from the analysis of small subunit RNA (16S) have
been applied to the understanding of actinomycete phylog-
eny as well as molecular identification. A new hierarchical
classification based on 16S rDNA/rRNA sequences (Fig. 1),
proposed by Stackebrandt et al. (2), will be followed as phe-
notypic data are presented. Aerobic, saprophytic, filamen-
tous actinomycetes containing meso-DAP in their cell
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4
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1

(CO-NH2)

Type A1� Type A3�

----Gly----Gly----Gly----Gly----Gly----D-Ala

Figure 4. Example of a directly cross-linked meso-DAP–containing peptidoglycan of type A (cross-
linkage between positions 3 and 4 of two peptide subunits), 1 (no peptide bridge), and c (meso-DAP
in position 3), and an example of cross-linking through a peptide bridge, A (as above), 3 (the bridge
is an oligopeptide), and � (L-lysine in position 3. Ala, alanine; Dap, diaminopimelic acid; G, N-
acetylglucosamine; Glu, glutamic acid; Gly, glycine; Lys, lysine; M, N-acetyl- or N-glycolylmuramic
acid. Source: Modified from Suzuki et al. (15).

walls, which have not been placed in any of the actino-
mycete families defined by 16S rDNA sequence data, in-
cluding Actinobispora (3), Actinocorallia (4), Actinokineo-
spora (5), Planotetraspora (6), and Thermobispora (7) will
also be described. The suborders Actinomycineae, Micro-
coccineae, Corynebacterineae, Propionibacterineae and
Frankineae (2) will not be discussed in this article.

IDENTIFICATION OF NONSTREPTOMYCETE
ACTINOMYCETES

Morphological Characterization

Meso-DAP–containing soil actinomycetes have a complex
morphology. When grown on agar, a substrate mycelia
forms that may penetrate the agar and that canbearspores,
sporelike structures, or sporangia. Aerialmyceliamayarise
from the substrate mycelia andcanbebranching.Theaerial
mycelia may be in a sheath or in a sporangium and may
fragment into motile or nonmotile spores. Morphological
characteristics can be observed by growing the organisms
on minimal media, for example, water agar (crude agar, 15
g; tap water, 1,000 mL), dilute Bennett’s agar (agar, 15 g;
glucose, 1 g; pancreatic digest of casein, 0.2 g; yeast extract,
0.1 g; beef extract, 0.1 g; distilled water, 1,000 mL), or dilute
yeast–dextrose agar (agar, 15 g; yeast extract, 1 g; dextrose,
1 g; tap water, 1000 mL). After 7–28 days of incubation at
28 �C, plates can be examined directly under a light micro-
scope using a long working distance, 40� objective. De-
tailed morphological analysis, such as spore and sporangi-

ophore ornamentation, location and attachment of flagella
on motile spores, and sporangial structures and spore for-
mation within the sporangia will require either scanningor
electron microscopic observations. In some cases, actino-
mycetes can be identified to genus based on their charac-
teristic morphology (Table 1).

Chemical Characterization

Although the majority of actinomycetes readily form mor-
phological structures, many do not, making preliminary
identification based on this characteristic impossible. The
laboratories of Huber and Mary Lechevalier at the Waks-
man Institute, Rutgers University, New Jersey, pioneered
the extensive use of chemical markers to delineate genera
of actinomycetes. The first large-scale, systematic appli-
cation of chemical criteria to taxonomy focused on the anal-
ysis of cell-wall and whole-cell sugars and amino acids.
Representatives of all the described actinomycete genera
were analyzed, and distinct patterns were discerned
(11,12) (Table 2). In conjunction with the data generated
by Schleifer and Kandler (14) delineating the mode of
cross-linking between subunits of the Gram-positive pep-
tidoglycan (Figs. 2 to 4), a clearer understanding of the
relationship of wall structure to wall chemotype was ob-
tained (15) (Tables 3 and 4). The presence of either glyco-
lyated or acetylated muramic acid in the cell wall (17,18)
and lipids such as mycolic acids (19), phospholipids (20),
menaquinones (21), and fatty acids (22,23) resulted in ad-
ditional taxonomic discrimination. Phospholipid patterns
are presented in Table 5, and the structure of typical ac-
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Table 3. Peptidoglycan Classification

Position of cross-link Peptide bridge Amino acid at position 3

Peptidoglycan A

Cross-linkage between positions 3 and 4
of two peptide subunits

1. None �-L-Lysine
b-L-Ornithine
c-meso-DAP

2. Polymerized subunits �-L-Lysine
3. Monocarboxylic L-amino acid or glycine or oligopeptides �-L-Lysine

b-L-Ornithine
c-LL-DAP

4. Contains a dicarboxylic amino acid �-L-Lysine
b-L-Ornithine
c-meso-DAP
d-L-DAB

Peptidoglycan B

Cross-linkage between positions 2 and 4
of two peptide subunits

1. Contains an L-amino acid �-L-Lysine
b-L-Homoserine
c-L-Glutamic acid
d-L-Alanine

2. Contains a D-amino acid �-L-Ornithine
b-L-Homoserine
c-L-DAB

Source: From Suzuki et al. (15) based on Schleifer and Kandler (14).
Note: DAB, diaminobutyric acid.

Table 4. Relationship Between Wall Chemotype and Peptidoglycan Type in Actinomycetes

Wall typea Major wall amino acidsa
Other distinguishing

characteristicsb
Peptidoglycan

typec Representative genera

I Glycine, LL-DAP None A3c Streptomyces
II Glycine, meso- or OH-DAP None A1c Actinoplanes

Micromonosporaa
III meso-DAP Madurose in whole cells A1c Actinomadura

Streptosporangium
IV meso-DAP Arabinose and galactose in

cell wall
A1c Amycolatopsis

Nocardia
V Lysine, ornithine None A5b Actinomyces
VI Lysine (aspartic acid, var.) Galactose (var.) A3�, A4� Couchioplanes, Oerskovia
VII Diaminobutyric acid, glycine

(lysine, var.)
None B2� Agromyces

VIII Ornithine None B2b Bifidobacterium

Source: From Minnikin and Goodfellow (16).
Note: var. � variable
aMajor constituents of actinomycete cell walls according to Lechevalier and Lechevalier (13).
bAll cell wall preparations contain major amounts of alanine, glutamic acid, glucosamine, and muramic acid.
cFrom Schleifer and Kandler (14).

tinomycete fatty acids and the patterns obtained from
their analysis are presented in Tables 6 and 7. Chemotax-
onomic markers aid in the identification of actinomycetes
to the genus level. Further discrimination to the species
level can be achieved using physiological tests, including
utilization of various carbon and nitrogen sources; hydro-
lysis of complex carbohydrates and macromolecules; and
resistance to chemicals, including antibiotics (24,25). Se-
quence analysis, particularly of the 16S rDNA, may play a
significant role in future definitions of actinomycete spe-
cies. However, because of the highly conserved nature of
small subunit RNA, very high similarity levels (greater
than 97%) among related strains will be observed. In order

to delineate species within these groups, DNA–DNA reas-
sociation may be required (26).

The chemotaxonomic characteristics for each genus of
the families described in the next section are presented in
Table 8.

CHARACTERISTICS OF ACTINOMYCETE FAMILIES

Streptosporangiaceae

Streptosporangiaceae (9,27) are aerobic, Gram-positive,
non-acid-fast, chemoorganotrophic actinomycetes that
form stable substrate and aerial mycelia. Aerial mycelia



2340 SECONDARY METABOLITE PRODUCTION, ACTINOMYCETES, OTHER THAN STREPTOMYCES

Table 5. Phospholipid Patterns of Aerobic Actinomycetes

CH2�OO C�R�
|

OR�COO�CH
| �
CH2�O�P�OY

|
OH

R, R� � Long chain alkyl

Y � Polar head groups, PG, DPG,a PI,a PIM, PE, PC, PME

Phospholipid
Pattern

Phosphatidyl-
ethanolamine

(PE)

Phosphatidylmethyl-
ethanolamine

(PME)
Phosphatidyl-
choline (PC)

Phosphatidyl-
glycerol (PG) GluNUa

PI Absent Absent Absent Variably present Absent
PII Present Absent Absent Absent Absent
PIII Variably present Variably present Present Variably present Absent
PIV Variably present Variably present Absent Absent Present
PV Absent Absent Absent Present Present

Source: According to Lechevalier et al. (20).
aDPG, diphosphatidy glycerol; PI, phosphatidylinositol; GluNU, phospholipids of unknown structure containing glucosamine.

Table 6. Structure of Representative Actinomycete Fatty
Acids

Fatty acid type Common example and structure

Straight-chain Hexadecanoic
CH3-(CH2)14-COOH

Cis-unsaturated Oleic
CH -(CH ) -CH�CH-(CH ) -COOH3 2 7 2 7

cis
Tuberculostearic 10-Methyloctadecanoic

CH3

|
CH -(CH ) -CH-(CH ) -COOH3 2 7 2 8

Cis-cyclopropane 11,12-Methyleneoctadecanoic
CH2

�
CH -(CH ) -CH-CH-(CH ) -COOH3 2 5 2 9

cis
Iso 13-Methyltetradecanoic

CH3

|
CH -CH-(CH ) -COOH3 2 11

Anteiso 12-Methyltetradecanoic
CH3

|
CH -CH -CH-(CH ) -COOH3 2 2 10

Source: From Minnikin and O’Donnell (16).

may carry chains of two or more spores or be differentiated
into sporangia (spore vesicles) containing one, two, or more
spores. Spores are either motile or nonmotile. Cell walls
contain meso-DAP and N-acetylated muramic acid, but
lack characteristic sugars; whole cells contain madurose.
The peptidoglycan is of the A1c type, having a cross-
linkage between positions 3 and 4 of adjacent peptide sub-
units, with meso-DAP at position 3 of the peptide stem (14).
Lipid profiles contain saturated, iso- and anteiso-fatty ac-

ids; major proportions of tetrahydrogenated menaquin-
ones, with nine isoprene units saturated at sites III and
VIII; and glucosamine-containing polar lipids. Mycolic ac-
ids are absent. The mol % G�C content of the DNA ranges
from 66 to 74.

Nocardiopsaceae

Nocardiopsaceae (28,29) are aerobic, Gram-positive, non-
acid-fast, chemoorganotropic actinomycetes that form
well-developed, branching substrate mycelia that may
fragment into coccoid to bacillary forms. Aerial mycelia are
long and moderately branching, with zigzag fragmentation
into irregular spores. The family is defined on the basis of
chemotaxonomic markers because the morphological char-
acteristics are the same for the genus Saccharothrix (fam-
ily Pseudonocardiaceae). Cell walls contain meso-DAP, N-
acetylated muramic acid, and no characteristic sugars. The
peptidoglycan is A1c. Lipid profiles contain phosphatidyl-
choline and phosphatidylmethylethanolamine; major por-
tions of variably saturated menaquinones with 10 isoprene
units; iso-branched, anteiso-branched, and 10-methyl-
branched fatty acids; and high levels of octadecanoic acid.
The combination of 15 to 20% anteiso-C17:0 (14-methyl-
hexadecanoic acid) with 20 to 25% 10-methyl-C18:0 (tuber-
culostearic acid) or its precursor, oleic acid, is diagnostic
and unique among bacteria. Mycolic acids are absent. The
G�C content of the DNA is 64 to 69 mol %. The family
contains only one genus, Nocardiopsis.

Thermomonosporacea

Thermomonosporacea (8) are aerobic, Gram-positive, non-
acid-fast, chemoorganotrophic actinomycetes producing
branched substrate mycelia bearing aerial mycelia that
differentiate into single or short chains of arthrospores.
Cell walls contain meso-DAP, N-acetylated muramic acid,
and no characteristic sugars. The peptidoglycan type is
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Table 7. Fatty Acid Types

Type
Iso-
15:0

Anteiso
15:0

Iso-
16:0 16:0

10-Methyl
16:0

Iso-
17:0

Anteiso-
17:0 17:0 17:1

10 Methyl
17:0

Iso-
18:0 18:0 18.1

10-Methyl
18:0 OH2

Cyclo-
19

1a � � � ��� � � � � � � � � ��� � � �

1b � � � ��� �� � � � � � � � �� ��� � �

1c � � � ��� � � � � � � � � �� � � ��

2a � � ��� �� � � � � � � � � � � �� �

2b ���� �� �� � � ��� � � � � � � � � � �

2c �� ��� ��� � � � �� � � � � � � � (V) �

2d ��� �� ���� �� � �� �� � � � � � �� � � �

3a � � �� ��� � � � � � � � � �� �� � �

3b ���� � �� � � �� �� � �� � � � � � � �

3c �� � ��� � � � � �� � �� � � � � �� �

3d � � ��� � � � ��� � � �� � � �� �� � �

3e �� � ���� � � � � � � � � � � � � �

3f �� � ���� � � � � �� �� � � � � � � �

3g �� � ���� � � � �� � � � � � � � � �

Source: From Kroppenstedt (23).
Note: � � 1.5%; �� � 5–15%, ��� � 15–25%, ���� � 25%; (V) � variable, usually less than 2% for one component.

A1c. Whole cells contain madurose. Lipid profiles contain
mixtures of straight- and branched-chain fatty acids; hy-
drogenated menaquinones with nine isoprene units; and
major amounts of phosphatidylglycerol, phosphatidylinos-
itol, and phosphatidylmannosides, some strains contain
minor amounts of phosphatidylglycerol. The G�C content
of the DNA is mol % 66 to 72.

Micromonosporaceae

Micromonosporaceae (10,30,31) are aerobic, Gram-
positive, and non-acid-fast, forming nonfragmenting,
branching substrate mycelia that, in the genus Micro-
monospora, form nonmotile spores, singly either sessile or
on short sporophores. Aerial mycelia are rarely formed, but
when present are scanty. Sporangia, which may be present
and can contain two to five or numerous spores, are formed
on sporangiophores arising directly from the substrate my-
celia. Globose, subglobose, or rod-shaped spores are formed
in the sporangia or in chains arising from the substrate
mycelia. In water the spores become motile by means of
polar or lateral tufts of flagella. Cell walls contain meso- or
3-hydroxy-DAP, or both. The peptidoglycan is of the A1c
type; glycine is the first amino acid (acetate in Pilimelia)
in the stem peptide attached to a glycolated muramic acid.
Whole-cell hydrolysates contain arabinose and xylose.
Lipid profiles have saturated, iso-, and anteiso-fatty acids,
and diphosphatidylglycerol, phosphatidylethanolamine,
phosphatidylglycerol, and phosphatidylinositol as charac-
teristic phopholipids; menaquinones are of varying
lengths. Mycolic acids are absent. The mol % G�C content
of the DNA ranges from 71 to 73.

Pseudonocardiaceae

Pseudonocardiaceae (32,33) are a heterogeneous grouping
of organisms based on 16S rDNA/rRNA sequence data.
Aerobic, Gram-positive, mesophilic or thermophilic, and
chemoorganotrophic, one genus is halophytic. Heteroge-
neous morphologies include stable or fragmenting sub-
strate and aerial mycelia; single or short chains of non-

motile spores on both the aerial and substrate mycelia;
sporangial-like bodies not containing spores; and long
chains of interwoven spores with motile spores at the tip.
The peptidoglycan contains meso-DAP and is acetylated;
many genera contain arabinose and galactose in their cell
walls and whole cells, others do not. Rhamnose in combi-
nation with galactose in whole-cell hydrolysates appears
to be diagnostic for some genera. Lipid profiles include
mono-methyl-branched, straight-chain saturated and un-
saturated, and hydroxy fatty acids and are genera specific;
tetrahydrogenated menaquinones with 8, 9, or 10 isoprene
units; phospholipid patterns II, III and IV are represented;
mycolic acids are not present. The mol % G�C content of
the DNA ranges from 64 to 79.

Glycomycetaceae

Glycomycetaceae (34) are aerobic, Gram-positive, non-
acid-fast, and chemoorganotrophic, forming stable sub-
strate mycelia and aerial mycelia that fragment into short
chains of square-ended spores. The cell wall contains meso-
DAP and glycine and N-glycolated muramic acid; the
whole-cell sugar pattern is xylose and arabinose. The pep-
tidoglycan is A1c. Lipid profiles contain diphosphatidylgly-
cerol and phosphatidylinositol; nitrogenous phospholipids
are not found, nor are mycolic acids; tetra- and hexahydro-
genated menaquinones with 10 isoprene units predomi-
nate. The mol % G�C content of the DNA is 71. The family
contains only one genus, Glycomyces.

SCREENING ACTINOMYCETES FOR NATURAL PRODUCTS

Isolation from Natural Habitats

Studies have been performed (35–38) to discover appro-
priate conditions for isolating various groups of actino-
mycetes from natural habitats, thereby enhancing diver-
sity and increasing the chances of discovering novel
natural products. A testing paradigm was described by
Horan (39) that evaluated the effect of soil type, media
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Table 8. Chemotaxomic Characteristics of Members of the Families Streptosporangiaceae, Nocardiopsaceae,
Thermomonosporaceae, Micromonosporaceae, Pseudonocardiaceae, and Glycomycetaceae

Family/genus

Diagnostic
whole-cell

sugars

Diagnostic
cell-wall

componentsa

Acyl type of
muramic

acid Menaquinones
Phospholipid

type

Fatty
acid
typeb

mol
% G�C

Streptosporangiaceae

Streptosporangium Madurose None Acetyl MK-9(H0,2,4) IV 3c 69–71
Herbidospora Madurose None Acetyl MK-10(H2,4,6) IV 3c 69–71
Microbispora Madurose None Acetyl MK-9(H0,2,4) IV 3c 67–74
Microtetraspora Madurose None Acetyl MK-9(H0,2,4) IV 3c 64–69
Planobispora Madurose None Acetyl MK-9(H0,2,4) IV 3c 70–71
Planomonospora Madurose None Acetyl MK-9(H0,2,4) IV 3c/a 72

Nocardiopsaceae

Nocardiopsis None None Acetyl MK-10(H4,6) III 3d 64–69

Thermomonosporaceae

Thermomonospora �/�Madurose None Acetyl MK-9(H2,4,6,8) I 3a/c 72
Actinomadura Madurose None Acetyl MK-9(H4,6,8) I 3a 66–70
Spirillospora Madurose None Acetyl MK-9(H4,6) I/II 3a 71–73

Micromonosporaceae

Micromonospora Arabinose
Xylose

OH-DAP
Glycine

Glycolyl MK-9(H4)
MK-10(H4,6)
MK-12

II 3b 71–73

Actinoplanes Arabinose
Xylose
�/�Galactose

OH-DAP
Glycine

Glycolyl MK-9(H4)
MK-10(H4)

II 2d/2c 72–73

Catellatospora Arabinose
Xylose

OH-DAP
Glycine
3-O-Methyl-rhamnose

Glycolyl MK-10(H2,6)
MK-9(H4,6)

III 2c 70.6
71.5

Couchioplanes Arabinose
Xylose
Galactose

L-Lysine glycine
Serine

Glycolyl MK-9(H4,6) II 2c 69.9
72.1

Catenuloplanes Xylose
�/�Galactose

L-Lysine
Serine
Glycine

Glycolyl MK-9(H8)
MK-10(H8)

III 2c 71–72

Dactylosporangium Arabinose
Xylose

Glycine Glycolyl MK-9(H2,6,8) II 3b/2d 72–73

Pilimelia Arabinose
Xylose

Glycine Glycolyl MK-9(H2,4) II 2d/2b NR

Spirilliplanes 3-O-Methylmannose
Xylose
Galactose

Glycine Glycolyl MK-10(H4) II 2d 69

Pseudonocardiaceae

Pseudonocardia Arabinose
Galactose

Arabinose Acetyl MK-8(H4) III 3f/3e 68–79

Actinopolyspora Arabinose
Galactose
Ribose

Arabinose
Galactose

Acetyl MK-9(H4,6) III 2e/2c 64

Actinosynnema None None Acetyl MK-9(H4,6) II 3d 71–73
Amycolatopsis Arabinose

Galactose
Arabinose
Galactose

Acetyl MK-9(H2,4) II 3f 66–69

Kibdelosporangium Arabinose
Galactose
tr-Madurose
Rhamnose

Trace galactose Acetyl MK-9(H4) II 3f 66

Kutzneria Galactose
Rhamnose

None Acetyl MK-9(H4) II 3c/3e 70.3
70.7

Lentzea None None Acetyl MK-9(H0,2) II 3d 68.6
Saccharomonospora Arabinose

Galactose
Arabinose
Galactose

Acetyl MK-9(H4)
MK-8(H4)

II 2a 66–70
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Table 8. Chemotaxomic Characteristics of Members of the Families Streptosporangiaceae, Nocardiopsaceae,
Thermomonosporaceae, Micromonosporaceae, Pseudonocardiaceae, and Glycomycetaceae (continued)

Family/genus

Diagnostic
whole-cell

sugars

Diagnostic
cell-wall

componentsa

Acyl type of
muramic

acid Menaquinones
Phospholipid

type

Fatty
acid
typeb

mol
% G�C

Saccharopolyspora Arabinose
Galactose

Arabinose
Galactose

Acetyl MK-9(H2,4)
MK-10(H4)

III 3c 70–71.5

Saccharothrix Galactose
Rhamnose

None Acetyl MK-9(H4) II 3f 70–73

Streptoalloteichus Galactose
Rhamnose

Galactose Acetyl MK-9(H6)
MK-10(H6)

II NR NR

Thermocrispum Arabinose
Trace galactose

None Acetyl MK-9(H4) II 3f 69–73

Glycomycetaceae

Glycomyces Xylose
Arabinose

Glycine Glycolyl MK-10(H2,4) I 2c 71–73

Genera of Uncertain Affiliation

Actinobispora Arabinose
Galactose
Xylose

None Acetyl MK-7(H2)
MK-9(H2)

IV NR 71

Actinocorallia None None Acetyl MK-9(H4,6) II 1a 73
Actinokineosporia Arabinose

Galactose
Rhamnose

Arabinose
Galactose

Acetyl MK-9(H4) II 3c 69–72

Planotetraspora Arabinose
Galactose
Xylose
Ribose

Glutamic acid NR NR NR NR NR

Thermobispora Madurose
Galactose

None Acetyl MK-9(H0,2,4) IV 3c 70

Note: NR, not reported.
aAll organisms contain meso-DAP.
bGrowth conditions may affect the profile (15).

constituents, and selective pressure on the isolation of ac-
tinomycetes. Resistance to antibiotics and physiological
data, derived from taxonomic analysis of the various spe-
cies of actinomycetes, formed the basis for the choice of
selective pressures (antibiotics) and soil isolation media
constituents. Soil samples were suspended in distilled wa-
ter and serially diluted. The suspensions plated onto the
surface of agar media containing various carbon and nitro-
gen sources and antibiotics, including the antifungal agent
nystatin at 50 lg/mL. Resulting colonies were isolated to
purity and identified microscopically to either genus or
broad morphological group. Antibiotics in the agar medium
had the most profound effect on the types of actinomycetes
isolated, followed by soil type and media constituents. No-
vobiocin and spectinomycin at 20 lg/mL selectively en-
hanced the isolation of micromonosporae: up to 90% of iso-
lates belonged to this group. Rifamycin (15 lg/mL),
rosaramicin (10 lg/mL), everninomicin (10 lg/mL), and
gentamicin (5 lg/mL) significantly reduced the strepto-
mycete population, allowing diverse, meso-DAP containing
actinomycetes to proliferate. Pretreatment of the soil sam-
ple, particularly air drying for 48 hours before plating, and
rifamycin in the agar positively affected the isolation of
nocardioform (fragmenting aerial and substrate mycelia)

actinomycetes. Table 9 summarizes selective isolation
techniques for non-streptomycete actinomycetes.

Growth and Fermentation of Isolates

Organisms are isolated from soil plates using sterile tooth-
picks, streaked onto the surface of a rich medium, usually
American Type Culture Collection (ATCC) medium 72 (53);
and grown at 28 �C for 5 to 7 days. Isolated colonies are
transferred to broth (ATCC medium 172) in 25-mm tubes
containing 10 mL of media. After 3 to 5 days’ incubation
at 28 �C on a rotary shaker at 200 to 250 rpm, the tubes
are removed. Sterile glycerol is added to a final concentra-
tion of 10%, and 3 mL aliquots are distributed into sterile
vials. The contents of a frozen vial are used as the inoculum
that initiates the fermentation process. One milliliter of a
thawed suspension is added to 10 mL of germination me-
dium in a 25-mm tube stoppered with a Morton closure,
and the tube is incubated for 3 to 5 days at 28 �C and
shaken (200 to 250 rpm) on rotary shaker. After incuba-
tion, 1 mL of the germination tube growth (G1) is trans-
ferred into 10 mL of fermentation medium in 25-mm tubes
and incubated as above. For primary screening, large num-
bers of diverse actinomycetes should be fermented in me-
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Table 9. Methods for the Isolation of Actinomycetes from Natural Habitats

Genus Habitat Method

Streptosporangium
Kurtzneria

Soil, possibly slightly acidic Air dry soil, plate on AV agar containing penicillin G (0.8 lg/mL) and/or
polymyxin (4 lg/mL) or gentamicin (2–5 lg/mL) (38,40)

Microbispora and
Microtetraspora

Soil Air dry soil, dry heat 120 �C/h, treat with 1.5% phenol, plate on AV, MGA-
SE, and HV agars alone or on minimal media with rubromycin or
streptomycin without phenol treatment (9,41)

Dactylosporangium,
Planobispora,
Planomonospora,
Spirillospora

Soil Baiting using organic substrates including grass, centrifugation for motile
spored organisms, and plating on egg white agar containing nystatin
(50 lg/mL) (42–44)

Herbidospora Soil and plant material Plant samples desiccated at 28 �C for 1 week, ground in blender with
water, suspension incorporated into yeast extract agar containing
nystatin and cyclohexamide; pour plates incubated 28 �C �2 weeks (45)

Thermonomonospora Soil, mesophiles; overheated
substances, bagasse, compost,
fodders and manure,
thermophiles

Sample heated to 100 �C, dilution plate onto media containing rifamycin
(12 lg/mL) and/or kanamycin (25 lg/mL) (8,35)

Actinomadura Soil Air dry soil, dilution plate on media containing rifamycin (15 lg/mL),
mefoxitin (10 lg/mL), or gentamicin (2–5 lg/mL) (38,39)

Micromonospora Soil, lake muds, sediments Air dry soil, dilution plate on soluble starch-yeast extract agar plus
novobiocin (20 lg/mL), spectinomycin (20 lg/mL), or gentamicin (5–50
lg/mL) (39)

Actinoplanes
Couchioplanes
Dactylosporangium

Soil, sediments Air dry soil, dilution plate on water agar, colloidal chitin agar or HV agar
containing 0.1% potassium tellurite (30), or novobiocin (25 lg/mL) (27),
or baiting and centrifugation (42)

Pilimelia Soil, rarely encountered Baiting using hair (30)
Catenuloplanes Soil Dilution plating on starch-casein agar plus nalidixic acid (25 lg/mL),

kanamycin (12.5 lg/mL), cefsulodin (5 lg/mL), and kabicidin (6.25 lg/
mL) (46)

Spirilliplanes Soil Dry heat 120 �C/h, dilution plating onto HV agar (10)
Amycolatopsis Soil Dilution plate on AV agar plus vancomycin (1–10 lg/mL) and polymyxin B

(5 U/mL) (38); some species isolated from human specimens (47)
Saccharomonospora Soil, thermophilic strains

isolated from leaf litter,
manure, compost

Isolate using Anderson Sampler, sedimentation chamber with penicillin G
and polymyxin (5 lg/mL) added to half-strength nutrient agar (35)

Saccharopolyspora Soil and decaying plant
material

Dilution plate on yeast extract (1 g/L), glucose (1 g/L), agar (15 g/L) plus
novobiocin (5 lg/mL) (A. Horan, unpublished data)

Kibdelosporangium Soil Ampicillin (4 lg/mL) and nalidixic acid (10 lg/mL) in complex medium
incubated at 43 �C (48)

Saccharothrix Soil AV or starch-casein agars plus penicillin G (5–10 lg/mL) and nalidixic
acid (15 lg/mL) or starch-casein-nitrate agar plus rifamycin (10 lg/mL)
(38,39)

Streptoalloteichus Soil, arid Dilution plate on ISP-2 or Bennett’s agars plus gentamicin or kanamycin
(10 lg/mL), incubate 43 �C (49)

Thermocrispum Municipal waste and mushroom
composts

Dilution plate and Anderson Sampler, TSA plus rifamycin (10 lg/mL),
erythromycin and oleandomycin (100 l/mL), novobiocin (15 lg/mL), 50
�C (50)

Glycomyces Soil Dilution plate on Czapek-sucrose agar plus novobiocin (25 lg/mL) and
streptomycin (15 lg/mL) (30)

Actinocorallia Soil Dilution plate on colloidal chitin-vitamin agar plus kabicidin (10 lg/mL)
(4)

Actinokineospora Soil, fallen leaves Dilution plates plus kanamycin and/or nalidixic acid (50 lg/mL) or baiting
and centrifugation (5,51)

Note: Detailed selective procedures are not reported for the following general: Nocardiopsis, Actinoployspora (not isolated from a natural habitat, appeared
as a contaminant), Catellatospora, Pseudonocardia, Actinobispora, and Planotetraspora. Lentzea has been isolated from human specimens (52).
aAll media contain nystatin at 50–100 lg/mL.

dia that support the production of a wide variety of sec-
ondary metabolites. More than one medium is often used,
three to four are optimal. The fermentation is harvested
after 4 to 6 days and can either be extracted with solvent
(butanol, methyl isobutyl ketone, or ethyl acetate) or fil-

tered (paper or 10,000 mw cutoff filters). The extract or
filtrate is tested for secondary metabolite production using
biological activity or chromatography. Primary fermenta-
tions of wild-type strains, under the conditions outlined,
can yield from 0.01 lg/mL to as much as 400 lg/mL of
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Table 10. Methods for the Production of Actinomycete Secondary Metabolites

Parameter
Example 1 (54): saccharocarcins by

Saccharothrix aerocolonigenes
Example 2 (55): megalomicin by
Micromonospora megalomicea

Germination medium
(per liter)

Glucose, 10 g; trehalose, 10 g; hydrolyzed casein,
5 g; soy flour, 5 g; yeast extract, 5 g; calcium
carbonate, 2 g; tap water

Dextrose, 1 g; potato starch, 24 g; beef extract, 3 g;
tryptone, 5 g; yeast extract, 5 g; calcium
carbonate, 2 g; tap water

Germination conditions G1 48 hr at 28 �C, 250 rpm; G2 48 h at 28 �C, 250
rpm

G1 72 h at 35 �C, 300 rpm

% inoculum 10 5
Fermentation medium

(per liter)
Dextrin, 30 g; molasses, 10 g; soluble starch, 5 g;

tap water
Dextrose, 10 g; starch, 20 g; yeast extract, 5 g;

casein hydrolysate, 5 g; calcium carbonate, 4 g;
tap water

Fermentation conditions 5 days at 30 �C, 250 rpm 60–70 hr at 31 �C, 300 rpm
Extraction procedure Whole broth with ethyl acetate Adjust whole broth to pH 9.5 and extract with ethyl

acetate

Soil suspension

Plate

Serial dilution

Incubate, pick, and purify colonies

Purified colonies

Grow in broth Streak on minimal media

ID to genus
Freeze G1

3 to 5 days, 28 °C
10% inoculum

3 to 5 days, 28 °C
Harvest and extract

Store –80 °C
F1

Dried extract

Microtiter plates

Store Tent in high throughput screening

Figure 5. Outline of the primary screen process.

product. Examples of the production of secondary metab-
olites by two different genera of actinomycetes are pre-
sented in Table 10.

The advent of high throughput screening has resulted
in a dramatic increase in the number of samples assayed,
including natural products, with a concurrent decrease in

the time required to test samples. In addition, an assay’s
lifetime has also decreased because all available samples
can be tested in a relatively short time span (one month).
For natural products to effectively compete with synthetic
compounds and combinatorial libraries for available assay
slots, a readily available source of samples is required.
High throughput screening requires small amounts of test
sample; a 10-mL fermentation results in enough extract
for as many as 100 assays. Many natural product screening
programs have addressed the issue of sample availability
by developing libraries of extracts stored in 96-well micro-
titer plates. For each extract that is stored, the correspond-
ing producing culture must also be preserved and its lo-
cation catalogued. The nonstreptomycete actinomycetes
described in this section can be stored at �80 �C in 10%
glycerol for many years. However, data on the stability of
natural product extracts stored over a period of years as
well as the ability of preserved nonstreptomycete actino-
mycetes to maintain productivity have yet to appear in the
literature. Figure 5 outlines the steps in a typical primary
screen. Once activity has been detected in an extract or
filtrate, the producing culture is fermented in a large
enough volume to isolate enough material for character-
ization and structure elucidation. Many of the secondary
metabolites produced by the meso-DAP containing acti-
nomycetes are listed in Table 11.

SUMMARY

Nonstreptomycete actinomycetes continue to be a source
of novel, therapeutically relevant natural products. Pro-
cedures described to effectively isolate a wide variety of
genera rely on (1) collecting ecologically and geographically
distinct soil samples, (2) using selective pressures (incor-
porating antibiotics and other chemicals into isolation me-
dia) that suppress streptomycetes while allowing diverse
genera to survive, and (3) incorporating media constitu-
ents that favor the growth of rare actinomycetes. Evalu-
ating the effectiveness of soil isolation procedures in ob-
taining diverse nonstreptomycete actinomycetes can
quickly be achieved by identifying isolates macro- and mi-
croscopically. More definitive identification currently re-
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Table 11. Secondary Metabolites Produced by meso-DAP-Containing Actinomycetes

Genus Secondary metabolitesa

Streptosporangium Anthracyclines (figaroic acids, fragilomycins, carminomycin, carborubicin, sibiromycin; ansamycins
(ansamitocin); bleomycins (platomycins, victomycin); glycopeptides (A-84575); macrolides (aculeximycin);
peptides; phenazines; sugars (sporacuracins, 21906A); selenomycin; WS79089

Microbispora Peptides (cochinmicins); phenazines; EV22 (SCH31828)
Microtetraspora Amino acid containing (azaserine); talisomycin B; kistamicins; pyralomicins; macrolactam (fluvirucins); Bu-2313
Planobispora Peptides; GE 2270
Planomonospora Peptides (sporangiomycin); polyene
Thermomonospora Naphthaquinone (SCH38519)
Actinomadura Anthracyclines (akrobomycins, barminomycins, benanomicins, carminomycins, pradimicin, rubeomycins,

rubstomycins); ansamycin (rifamycins); amino acid containing (madumycin); anthraquinones (oxanthromicin,
maduramycin); indolocarabozole (AT2433); nucleosides (chloropentastatin, adenosine, coformycin, pentostatin);
macrolactam (SCH38516, SCH38518, fluvirucin); macrocyclic lactone (kijanimicin); prodigiosins; polyethers
(cationomycin, hidamicin, kijimycin); peptide related (formestin, luzopeptin, parvodicin), sugar containing
(veractamycins, esperamicins); tetracyclin related (ES-119, SCH33256, SCH36969)

Spirillospora Peptide macromolecular (Spirillomycin); polyene.
Micromonospora Aminoglycosides (gentamicin, fortimicin, kanamycin, neomycin, sagamicin, sisomicin, verdamicin, G-52, G-418,

Jl20); anthracyclines (daunorubicin, sibanomicin); anthraquinone (dynemicin); ansamycins (halomycins,
rifamycins); benzodiazepine (sibanomicin); macrocyclic lactones (antlermicin, tetrocarcins); macrolides
(clostomicin, erythromycin, juvenimicin, megalomicin, mycinamicin, izenamicin, rustmicin, primycin,
rosaramicin); nucleosides (astromycin, dapiramicin); orthosomicins (everninomicins); peptides and amino acid
containing (actinomycin, bottromycin, chalcidin, micromonosporin, 68-1147, glycine, negamicin); pigments
(genistein, rubradirin, nocardiorubin); sugar containing (calicheamicin); xanthone (citreamicins); LL-E-19085

Actinoplanes Glycopeptides (actaplanin, teicoplanin, ramoplanin); macrolides (lipiarmycin); peptides and amino acid
containing (gardimycin, mycoplanecin, planothiocin, taitomycin, azetidine, azaserine, plauracins,
virginiamycin, thristreptone); orthosomicin (SE737/74D); polyenes (octamycin, SE293); quinone
(purpuromycin); chuangxinmycin; A/15104Y

Couchioplanes Polyene (67-121)
Catenuloplanes CP-54715
Dactylosporangium Aminoglycosides (dactimicin, G-367); macrolides (clostomicin, tiacumin); orthosomicins (SF-2107); peptide

containing (capreomycin, SF-2329); polyether (AC-7230, CP44161); quinone (DK-7814); tetracycline
(SCH34164)

Pseudonocardia Glycopeptides (azureomycins, boxazomycins, helvedardins); peptide (41043); polyene; quinones
Actinosynnema Ansamycins (macbecins, C-33196); b-lactams (nocardicins)
Amycolatopsis Ansamycins (rifamycins, kanglemycin); glycopeptides (avoparcin, vancomycin, orienticins, decaplanin, ristocetin,

balhimycin); macrocyclic lactones (quartromycins); macrolides (A-59770); quinones (benzathrins,
epoxyquinomicins, azicemicins); sugar (efrotomycin type); tetracycline (cetocycline); octacosamicins

Kibdelosporanglum Glycopeptides (aridicins, kibdelins, decaplanin, A-80407); cycloviracins
Kutzneria Chloramphenicol; glycoside macrolides (sporaviridins)
Saccharomonospora Glycopeptide (AB-65)
Saccharopolyspora Aminoglycosides (nebramycin, destomycin, saccharocin, sporaricin); alkaloids (hatomamicin); cinodines

(coumamidines); lactones (belactins, nodusmicin); macrolides (erythromycin, sporeamicin); peptides
(vanoxonin); CL307-24

Saccharothrix Alkaloids (tetrazomine); glycopeptides (galacardins); indolocarbazoles (staurosporin, K-252a, rebeccamycins,
SCH43228); macrolides (kayamycin, sekothrixide, N-814-103 factors); macrocyclic lactones (saccharocarcins);
peptides (dopsisamine, madumycin, polynitroxin, nocamycin, sandramycin); polyether (portmicin); sugar (LL-
C-19004); phosphonothrixin; karnamicins; tetrazomine

Streptoalloteichus Aminoglycosides (kanamycins); bleomycins (talisomycins); siderochelin
Thermocrispum Undescribed antifungal antibiotic (50)
Glycomyces Amino acid containing (azaserine); LL-D05139
Actinocorallia Peptide (azaserine related)

Note: Secondary metabolites not reported from Herbidospora, Catellatospora, Pilimelia, Spirilliplanes, Actinopolyspora, Lentzea, Actinobispora, and Plano-
tetraspora.
aData from Actinomycetes Antibiotic Data Base, Technomics Inc., C. P. O. Box 882, Tokyo, 00-91, Japan.

quires extensive chemical analysis of cell-wall and whole-
cell components. Future identification of actinomycetes
from natural habitats will rely on molecular approaches,
particularly sequencing the gene encoding the small sub-
unit of RNA (16S). This gene is a likely target because it
is relatively small (1.5 kb), many actinomycete-type
strains have been sequenced, and the data are readily

available on-line for comparison to soil isolated, unknown
strains. Numerous isolates can be fermented in small vol-
umes. The fermentations are extracted or filtered, and the
resulting samples are stored for testing against novel tar-
gets using high throughput screening methodologies. And
so the quest for new metabolites with therapeutic potential
from new organisms continues.
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H.G. Trüper, A. Balows, and H.G. Schlegel eds. The Procary-
otes: A Handbook on Habitats, Isolation and Identification of
Bacteria, Springer-Verlag, New York, 1981, pp. 1915–1922.

14. K.H. Schleifer and O. Kandler, Bacteriol. Rev. 36, 407–477
(1972).

15. K. Suzuki, M. Goodfellow, and A.G. O’Donnell, in M. Goodfel-
low and A.G. O’Donnell eds. Handbook of New Bacterial Sys-
tematics, Academic Press, New York, 1993, pp. 195–238.

16. D.E. Minnikin and A.G. O’Donnell, in M. Goodfellow, M. Mor-
darski, and S.T. Williams eds. The Biology of the Actinomy-
cetes, Academic Press, New York, 1984, pp. 337–388.

17. K. Uchida and K. Aida, J. Gen. Appl. Microbiol. 23, 249–260
(1977).

18. K. Uchida and A. Seino, Int. J. Syst. Bacteriol. 47, 182–190
(1997).

19. M.P. Lechevalier, A.C. Horan, and H.A. Lechevalier, J. Bac-
teriol. 105, 313–318 (1971).

20. M.P. Lechevalier, C. DeBievre, and H.A. Lechevalier,
Biochem. Syst. Ecol. 5, 249–260 (1977).

21. M.D. Collins, in M. Goodfellow and D.F. Minnikin eds. Chem-
ical Methods in Bacterial Systematics, Soc. for Applied Bio-
tech., Tech. Series No. 20, Academic Press, London, 1985, pp.
267–287.

22. R.M. Kroppenstedt, in M. Goodfellow and D.F. Minnikin eds.
Chemical Methods in Bacterial Systematics, Soc. for Applied
Biotech., Tech. Series No. 20, Academic Press, London, 1985,
pp. 173–199.

23. R.M. Kroppenstedt, in A. Ballows, H.G. Trüper, M. Dworkin,
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INTRODUCTION

Definition of Natural Product Antibiotics

The field of natural products owes its origins to the discov-
ery of penicillin and its ability to kill bacteria. Since Flem-
ing’s original discovery in 1928 of the antibacterial effects
of Penicillium chrysogenum and Flory and Chaim’s efforts
more than a decade later to bring that discovery to pro-
duction, the field of natural products has undergone enor-
mous changes.

Vuillemin first introduced the concept of antibiotic ac-
tivity in 1889, using the term influences antibiotiques (an-
tibiotic influences) to describe negative interactions be-
tween plants and animals (1). Waksman later coined the
term antibiotic to describe “a chemical substance derived
from microorganisms which has the capacity of inhibiting
growth, and even destroying, other microorganisms in di-
lute solutions” (2). Natural product antibiotics are almost
universally secondary metabolites, compounds generally
produced at low growth rates or after growth has ceased,
nonessential for growth of the producing organisms in pure
culture, and typically possessing unusual structures not
found in primary metabolites of central metabolism. Al-
though natural product antibiotic biosynthesis is not es-
sential to the producing organism in pure culture, these
compounds are critical to the producing organisms in their
natural environment, both for survival and competitive ad-
vantage (3).

In more recent years, the term antibiotics sometimes
has been used more broadly to define anti-infective agents,
essentially in line with Waksman’s definition, as well
as bioactive natural products. This latter group includes
immunomodulatory agents, statins, antitumor drugs, an-
tiparasitic compounds, insecticides, and other bioactive
natural products, many of which also possess weak anti-
bacterial or antifungal activities. Indeed, the immunosup-
pressive drug cyclosporin was originally discovered in an
antifungal screening program. Additionally, the biosynthe-
sis of bioactive antibiotics is often very similar to that of
other bioactive natural products. As a result, cyclosporin,
a weak antifungal antibiotic but an excellent immunosup-
pressive agent, is usually included in discussions of other
peptide antibiotics. Similarly, when reviews are written
about macrolide antibiotics, other bioactive natural prod-
ucts such as tacrolimus (formerly called FK-506) and ra-
pamycin, both of which are immunosuppressive agents (4),
are typically included in discussions with erythromycin, a
bacteriostatic antibiotic; avermectin, a potent antiparasi-
tic compound; and tylosin, an agricultural feed additive.



SECONDARY METABOLITES, ANTIBIOTICS 2349

This certainly makes sense because all these bioactive nat-
ural products possess similar modes of biosynthesis.

An extensive table including all marketed antibiotics
(both natural product-derived and chemosynthetic) as well
as all other marketed bioactive natural products, as of De-
cember 1996, was recently compiled for the book entitled
Biotechnology of Antibiotics (5). Additionally, a recent re-
view by Shu (6) highlighted most of the recent important
discoveries in the field of natural products, ranging from
new antifungal activities to natural products active as neu-
romodulators. Thus, this review will focus on natural prod-
uct anti-infective and antitumor agents.

Overview of the Natural Product Antibiotics Field

Cragg et al. (7) published in 1997 a well-cited review of the
natural products field in which they analyzed the percent-
age of natural products in various fields. Of 520 new ap-
proved drugs between 1983 and 1994, 55.6% were chemi-
cally synthesized drugs, 24.4% were semisynthetic
compounds, 5.8% were unmodified natural products, 8.8%
were chemically synthesized drugs patterned after natural
products, and 5.4% were “biologics” (e.g., recombinant
proteins) (7). Thus, approximately 40% of all newly ap-
proved drugs over that period were derived from natural
product leads. In breaking down the categories, however,
natural products dominated the antibacterial markets
(63% were derived from natural product leads) and the an-
ticancer market, in which 61% of the new drugs were de-
rived from natural product leads. Natural product leads
also strongly contributed to the antihyperintensive market
(48% were derived from natural product leads) and the
anti-inflammatory market, in which one-third of the new
drugs approved between 1983 and 1994 were derived from
natural product leads. According to Cragg et al., however,
natural products did not contribute in the period of 1983–
1994 to newly approved drugs in the antifungal, analgesic,
anxiolytic, antihistamine, antidepressant, cardiotonic, or
hypnotic fields (7).

Strohl (5) conducted a similar analysis of bioactive nat-
ural products with antibiotic activities, identifying a list of
252 natural and synthetic compounds used clinically and
agriculturally in the United States with selected com-
pounds included from other countries. Thus, although this
analysis was not all-inclusive, it represented the majority
of commercially important antibiotics and antimetabolic
drugs. Of those compounds identified, 75 (30%) were nat-
ural products, another 75 (30%) were semisynthetic com-
pounds derived from natural products, and the remaining
40% were chemically synthesized compounds (5).

The discovery of new, novel natural products continues
to rise dramatically (5). Based on an analysis of papers
published in Journal of Antibiotics, Bérdy (8) indicated
that about 11,900 antibiotics and bioactive natural prod-
ucts had been discovered through 1994, with increasing
rates of discovery every year through 1990. He projected
that the total of new, novel natural product structures dis-
covered by the year 2000 would top 16,000 (8). The annual
rate of new natural product descriptions published is now
more than 500 per year, up from 200 to 300 per year 20
years ago (5,8). Nevertheless, there is the widespread per-

ception in both the scientific literature and the popular
press that the discovery of new natural products and nat-
ural product antibiotics is on the wane (5). This anomaly,
however, can easily be explained. Because most new nat-
ural product drugs still are concentrated in the fields of
anti-infectives and anticancer drugs, and natural product
leads have been around long enough in both the anti-
infectives and anticancer areas, the law of diminishing re-
turns is most prevalent in these fields. For example, from
1962, when nalidixic acid was developed as the first quin-
olone antibiotic, to 1996, no new classes of clinical natural-
product-derived antibacterials have been introduced to the
market. In 1993, only one new natural product antibiotic
was approved by the Food and Drug Administration for use
in the United States, none in 1994, and only a few in 1995
and 1996. Overall, from 1980 to 1990, the worldwide dis-
covery of more than 4,600 new bioactive natural products
was published, yet only 20 new natural-product-derived
drugs (3 natural products and 17 semisynthetic products)
were commercialized in that period. Finally, in the period
spanning from World War II to 1975, approximately 1.6%
of all natural product antibiotics reported (either by pub-
lication or patent) were eventually commercialized. Since
1975, this number has dropped to about 0.11%. Thus,
fewer antibiotics are being commercialized from an in-
creasingly larger pool of isolated candidate compounds.
These data suggest that the Golden Era of antibiotics, gen-
erally recognized as having begun shortly after World War
II ended, lasted nearly 30 years before the law of dimin-
ishing returns caught up to it. Another major contributing
factor for the dearth of commercialized natural product
antibiotics from 1975 to the present is that the U.S. gov-
ernment, academic researchers, and pharmaceutical com-
panies alike turned their efforts toward the defeat of can-
cer and heart disease, believing that infectious diseases
were under control (5,9).

On the other hand, in pharmacological areas in which
natural products are making new inroads, many discov-
eries of bioactive natural products have resulted in com-
pounds that are still in preclinical or clinical trials. Since
the late 1960s, Umezawa and colleagues in Japan showed
interest in discovering non-anti-infective bioactive natural
products, particularly in the area of protease inhibitors
(10). Although researchers in U.S. pharmaceutical com-
panies showed interest in developing natural products as
bioactive molecules in areas other than the anti-infective
and anticancer markets (i.e., whole cell assays), many
viewed the Japanese mechanism-based assay approach
more as a curiosity than a serious discovery effort. It was
not until the publication of Merck’s patent and paper in
Proceedings of the National Academy of Science (11) in
1980 on lovastatin as a remarkable inhibitor of hydroxy-
methylglutaryl-CoA reductase, and ultimately an out-
standing cholesterol-lowering drug, that the inclusion of
natural products in mechanism-based screens was consid-
ered seriously.

Since that time much has changed, and although some
pharmaceutical companies have minimized natural prod-
uct screening efforts because of the perceived cost-to-
benefit ratio, others have sought to expand the scope of
natural products in their screening programs. As evi-
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denced by publications in journals such as Journal of An-
tibiotics, patent applications, and clinical trial candidates
(6), it has now become apparent that natural products can
significantly augment synthetic chemical approaches for
the discovery of new drug entities in a wide range of phar-
macologically important areas. The two most significant
recognized drawbacks of natural products in a broad-based
screening program are the inclusion of crude extracts
(which usually include salts, proteins, fatty acids and other
potentially interfering materials) in in vitro assays (e.g.,
receptor-based, enzyme inhibition, or protein–protein in-
teraction assays) and the time it takes to turn a crude-
extract hit into a chemical structure. Despite these draw-
backs, natural products now have been found to contribute
to significant leads in most therapeutic areas (6).

The sources of natural products are also likely to
change. Bérdy (8) showed that of the 11,900 antibiotics
that had been discovered through 1994, approximately
6,600 (55%) were produced by Streptomyces spp. The re-
mainder of producing organisms included the filamentous
fungi, which produced 2,600 (22%); nonactinomycete bac-
teria, which produced 1,400 (12%); and non-Streptomyces
strains of actinomycetes, which produced 1,300 (11%) (8).
In the broader pharmacological field, it is widely recog-
nized that a great percentage of pharmacologically derived
products in use today are derived from or patterned after
plant products (6). It can be expected that in the future a
wider range of microorganisms, including well-known but
underused groups such as the filamentous fungi, myxo-
bacteria, bacilli, and pseudomonads, will contribute to the
pool of natural products in larger ways (5).

Market for Natural Product Antibiotics

The total world sales for prescription pharmaceuticals was
estimated in a September 1998 news release to be $308
billion. In a recent report of the 200 most-prescribed med-
icines in the United States (12), natural products ac-
counted for 10 of the top 35 prescribed drugs (Table 1). All
the top-prescribed natural products or semisynthetic drugs
derived from natural products are anti-infective agents ex-
cept for three statins: simvastatin, lovastatin and pravas-
tatin. Although it is difficult to identify the entire contri-
bution of natural products to the world pharmaceutical
market economy, it should easily total more than $30 bil-
lion, including the natural-product-derived anti-infective
agents (�$20 billion), the natural-product-derived anti-
cancer agents (in which the anthracyclines and taxanes
alone represent more than $3 billion in market size), the
statins (with a market size estimated at more than $6 bil-
lion and rising at a rate of more than 20% annually), and
the large pool of plant-derived natural products or com-
pounds patterned after plant products.

The total world market for anti-infective agents in 1996
was reportedly $23 billion (13). The 1995 U.S. anti-
infectives market alone was greater than $8 billion, with
cephalosporins (45%), penicillins (15%), fluoroquinolones
(11%), tetracyclines (6%), and macrolides (5%) comprising
the majority of sales. Of these top-selling anti-infective
agents, only the fluoroquinolones lack the distinction of be-
ing natural products, and even they are patterned after the

original quinolone, nalidixic acid. Thus, in deference to
their origins, antibacterial drugs are still natural products,
semisynthetic compounds derived from fermentation prod-
ucts, or patterned after natural products.

The world antifungal market in 1995 was approxi-
mately $3 billion. Although this represents a much smaller
market than the antibacterial market, the antifungal mar-
ket is projected to grow at 20% annually. This rapid growth
in antifungals unfortunately is driven by the dramatic in-
crease in life-threatening fungal diseases, mostly as a re-
sult of opportunistic fungal pathogens infecting immuno-
compromised patients.

The antiviral market was $1.8 billion in 1995, and the
projected 1998 market is $3 billion. Although the top prod-
uct in 1995 was acyclovir (50% of the market [14]), more
than 17 million people were infected with HIV, a number
that is expected to reach 30 to 40 million by year 2000 (14).
Because of the development of successful new anti-HIV
drugs such as the HIV-proteinase inhibitors, it is expected
that the antiviral market should increase substantially
within the next few years.

Biogenesis of Natural Product Antibiotics

Since the discovery and elucidation of the structure of pen-
icillin, there has been an enormous effort placed into find-
ing new natural product antibiotics, particularly those of
the antibacterial, antifungal, and anticancer therapeutic
classes. Natural product antibiotics, for the most part, fall
into several major classes of structures, as shown in Table
2, based on the precursors from which they are assembled
and the mechanisms of assembly. Precursors common for
the synthesis of natural products include short chain acyl-
CoAs such as acetyl-CoA, malonyl-CoA, and propionyl-
CoA, which are used to synthesize polyketides; activated
amino acids, which are used to build peptides and b-
lactams; various pyrimidines, which are the building
blocks for nucleoside natural products; isoprene units,
which form the basis of terpene, alkaloid, and substituted
steroid natural products; and sugars and amino sugars,
which are the building blocks for aminoglycosides as well
as for the sugar moieties that decorate a wide variety of
natural products. Many natural products result from the
fusion of moieties arising from two or more different bio-
genic classes. For example, 6-deoxyerythronolide B (DEB),
the macrolide backbone of erythromycin, is synthesized by
a type I modular polyketide synthase, but the molecule is
not biologically active until the sugars desosamine, at-
tached at C-5, and cladinose, attached at C-3, are added.
Several other macrolides, including spiromycin and tylo-
sin, have this same characteristic. Similarly, anthracyc-
lines are comprised of the aglycone portions, derived from
the activity of a type II iterative polyketide synthase sys-
tem, and daunosamine, a 2,3,6-trideoxy-3-aminohexose
synthesized from TDP-glucose (15). Glycopeptides such as
vancomycin also contain core units derived from the activ-
ity of a nonribosomal peptide synthetase that are deco-
rated by sugar units to make bioactive molecules. An ex-
aggerated example of this is the antifungal compound
pradimicin, which is synthesized by a type II iterative poly-
ketide synthase and then decorated both with sugar moi-
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Table 1. Ranking of Natural Product Pharmaceuticals as Prescription Medicines in the United States (1997)

Natural producta Brand name Company Rankb

Amoxicillin Trimox Apothecon 1
Azithromycin Zithromax Pfizer 9
Amoxicillin-clavulanate Augmentin SmithKline Beecham 14
Simvastatin Zocor Merck 15
Clarithromycin Biaxin Abbott 24
Amoxicillin Amoxil SmithKline Beecham 25
Cephalexin Cephalexin Teva 26
Penicillin V (K�) Veetids Apothecon 32
Amoxicillin Amoxicillin Teva 33
Pravastatin Pravachol Bristol-Meyers Squibb 34
Cephalexin Cephalexin Apothecon 54
Lovastatin Mevacor Merck 57
Cefprozil Cefzil Bristol-Meyers Squibb 58
Cefuroxime Ceftin Glaxo Wellcome 72
Erythromycin Ery-Tab Abbott 82
Neomycin/polymyxin B/HC Neomycin/polymyxin B/HC Schein 122
Mupirocin Bactroban SmithKline Beecham 130
Cefaclor Cefaclor Mylan 139
Doxycycline Doxycycline Zenith 168
Amoxicillin Amoxicillin Warner-Chilcott 184
Clarithromycin Biaxin suspension Abbott 192
Cefixime Suprax Wyeth-Ayerst 196

aIncludes both natural products and semisynthetic compounds derived from natural products.
bRanking based on number of prescriptions sold.
Source: Data from Ref. 12.

eties and D-amino acid moieties (16). Other molecules,
such as the rifamycins, contain a unique building block
such as 3-amino-5-hydroxybenzoic acid (AHBA), which is
used as the primer with which to initiate the synthesis of
the macrocycle (17). Thus, many natural products are de-
rived from mixed biogenic origins. For more detailed infor-
mation on specific antibiotics, recent books edited by Vin-
ing and Stuttard (18) and by Strohl (19) cover the
biogenesis and biosynthesis of virtually all the major
classes of antibiotics and bioactive natural products.

ANTIBACTERIAL AGENTS

Introduction

The most widely prescribed, best known, best character-
ized, and perhaps also the most widely disparaged natural
products are the antibacterials. After the discovery of pen-
icillin by Fleming in 1928 and its subsequent development
as a drug during World War II, the pharmaceutical indus-
try and well-known academics such as Waksman of Rut-
gers University worked feverishly to discover new antibac-
terials that would eliminate bacterial infections of all
kinds. The natural product antibiotics gramicidin (1939),
streptomycin (1944), chlortetracycline (1948), chloram-
phenicol (1948), cephalosporin C (1948), neomycin (1949),
oxytetracycline (1950), erythromycin (1952), tetracycline
(1953), vancomycin (1955), rifamycins (1959), lincomycin
(1962), pristinamycin (1962), and nalidixic acid (1962), the
predecessor to fluoroquinolones, were all discovered by
1962 (22). No new, truly novel classes of natural product
antibacterial drugs have been marketed since then. Even
in the cases of modern synthetic antibacterials, all suc-

cessful synthetic antibacterials have been biomimetically
derived from natural product structures (the best example
being the fluoroquinolones, which are based on nalidixic
acid). There are new classes of candidate antibacterials,
such as the oxazolidinones (23), which are not derived from
natural products, but these have yet to break into the mar-
ket, in part because of associated toxicities exhibited by
this class of compounds. The targets for these drugs, in-
cluding cell wall biosynthesis, protein biosynthesis, and
nucleic acid biosynthesis, all have been targeted many
times over by analogues of them, as well as by other com-
pounds, both synthetic and naturally derived. As we enter
the 21st century, there is a critical need for new, potent
antibacterials to which resistance is not easily gained.

Needs and Markets

With the emergence of new infectious diseases as well as
the emergence of bacterial strains resistant to existing an-
tibiotics, there is an enormous challenge to pharmaceutical
companies, researchers, and governments to develop new
methods for treating existing infectious diseases and those
emerging as new health threats. As recently reviewed by
Strohl (5), there are several reasons for the need to develop
new antibiotics, preferably with novel structures and ac-
tivities.

First and foremost, pathogenic bacteria are acquiring
or developing resistance to existing antibiotics and classes
of antibiotics in direct correlation with the use of those
antibiotics to treat them (24). As Julian Davies stated, “it
is frightening to realize that one single base change in a
gene encoding a bacterial b-lactamase can render useless
$100 million worth of pharmaceutical research effort” (25).
Although this is an oversimplification of the problem, it
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Table 2. Biogenic Classes of Natural Product Antibiotics

Biogenic class and subclassa Example compounds or groups Example activities

Nonribosomal peptide synthetases

Diketopiperazines Gliotoxin Antibiotic
Cyclic peptides Cyclosporin Immunosuppressive

Gramicidin Antibacterial
Depsipeptide Enniatin, valinomycin Ionophores
Lipopeptides Echinocandins Antifungal
Glycopeptides Vancomycin Antibacterial

Bleomycins Antitumor
b-Lactams Penicillins, cephalosporins Antibacterial
Lantibiotic Nisin Antibacterial
Peptidolactones Actinomycin D Antitumor
Phosphinopeptide Bialaphos Phytotoxic

Polyketides

Type I modular
Macrolides Erythromycin, tylosin Antibacterial
Pentacyclic lactones Avermectin, milbemycin Insecticidal acaricidal
Ascomycins Tacrolimus Immunosuppressive
Ansamycins Rifamycin, ansatrienins Tuberculostatic, antibacterial
Polyenes Nystatin, amphotericin B Antifungal
Polyethers Monensin Growth promotants

Type I iterative
Statins Lovastatin, pravastatin Cholesterol-lowering

Type II iterative
Tetracyclines Oxytetracycline Antibacterial
Anthracyclines Doxorubicin, aclarubicin Cytotoxic antitumor

Aminoglycosides

Aminoglycosides Streptomycin, kanamycin Antibacterial
Aminocyclitols Spectinomycin Antibacterial
Cyclitol Kasugamycin Antibacterial

Isoprenoids

Steroidal Squalamine Antitumor, antibacterial
Sesquiterpene Artemisinin (Qinghao), epolone Antimalarial
Diterpene Paclitaxel (Taxol) Antitumor
Triterpene Fusidic acid Antibacterial
Indole alkaloid Vinblastine Antitumor

Others

Lincosamides Lincomycin, clindamycin Antibacterial
Chorismic acid-derived Chloramphenicol Antibacterial
Amino acids Cycloserine Antibacterial
Quinolones Nalidixic acid, fluoroquinolones Antibacterial
Nucleosides Nikkomycins, polyoxins Antifungal
Mitosanes Mitomycin C Antitumor, cytotoxic
Oligosaccharides Everninomycin, avilamycin Antibacterials

Source: Data from Refs. 5, 18–21.

succinctly sums up the problem with the development of
antibiotic resistance by pathogenic bacteria. The most
critical reason for the development of new antibiotics is the
race to remain a step ahead of antibiotic-resistance devel-
opment, which has proceeded at an alarming rate (26).
Even since the earliest use of antibacterial agents, the
emergence of resistance to the drugs used has been ob-
served. For example, within 4 years after the introduction
of penicillin during World War II, several strains of peni-
cillin-resistant bacteria were isolated from infected pa-

tients (27). After the war, outbreaks of dysentery in Japan,
caused by sulfonamide-resistant Shigella spp., presented
a serious health hazard to the recovering population.
Within just a few years after introduction in 1950 of the
newly developed antibiotics, streptomycin, tetracycline,
and chloramphenicol to help quell the problem, resistance
to each of these antibiotics was observed (28). By 1969,
69% of shigellae were resistant to sulfonamides, strepto-
mycin, tetracycline, and chloramphenicol (28). Thus, in
fewer than 20 years, nearly 70% of all Shigella spp. in Ja-
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pan became resistant to four antibiotics to which there was
minimal resistance before their use (28). Widespread an-
tibiotic use has resulted in the rapid spread of multidrug
resistant pathogens, and it has become both a local and
global health hazard of epidemic proportions. The inci-
dence of methicillin-resistant Staphylococcus aureus
(MRSA), vancomycin-resistant enterococci (VRE; particu-
larly by Enterococcus faecium and Enterococcus faecalis),
and b-lactam-resistant Streptococcus pneumoniae are
among the most serious problems, but are by no means the
only ones (29). The incidence of nosocomial infections (i.e.,
hospital-acquired) is on the rise, and of those, an increas-
ingly greater percentage of the infectious agents (typically
MRSA and VRE) are drug-resistant (30). The U.S. Centers
for Disease Control and Prevention (CDC) estimates that
of the 40 million hospitalizations in the United States each
year, 2 million patients (5%) contract nosocomial infec-
tions, and that as many as 58,000 of them (0.15%) die of
them (31). Unfortunately, VRE are nearly untreatable with
current antibiotics, with the possible exceptions of the ex-
perimental drugs Synercid or teichoplanin, which have
been used successfully to treat some cases of VRE (32). The
mortality rate of patients infected with multiple-drug re-
sistant enterococci is 70%, making this a serious health
care problem (32).

Second, new pathogens are evolving at an alarming
rate. For example, today there are more than 30 new in-
fectious diseases (e.g., AIDS, Ebola, Legionnaires disease,
hantavirus, Lyme disease, and food-borne E. coli O157:H7
infections) that were unknown 20 years ago (5,33). Third,
even with the development of remarkable anti-infective
drugs with outstanding biological activities, there are still
certain pathogens that naturally defy even the best efforts
to defeat them. Perhaps the best example of this is our
current inability to treat successfully Pseudomonas aeru-
ginosa infections resulting from cystic fibrosis (5).

Finally, many potentially important antibiotics have as-
sociated toxicities that limit their use. The best example of
this is gentamycin and other aminoglycosides, which are
limited in effectiveness because of their associated neph-
rotoxicity and ototoxicity (5). Thus, critical challenges lay
ahead for the entire anti-infectives field, many of which
may be met by the discovery and development of new nat-
ural product leads.

There are three critical needs in the antibacterial mar-
ket. First, new parenteral drugs that can successfully treat
MRSAs and VREs are absolutely required. This need will
grow dramatically in the coming years as the once-rare
incidence of vancomycin-resistant S. aureus strains, the
single greatest worry of infectious disease experts (34), ex-
pands. Second, even with a seemingly crowded pediatric
market, there is still a critical need (and market place) for
an orally absorbed, pediatric-safe (which eliminates fluoro-
quinolones, which are not considered safe for children) an-
tibacterial agent that can successfully treat upper respi-
ratory tract infections (primarily otitis media caused by
b-lactam resistant streptococci, moraxellae, and Haemo-
philus influenzae) and that is not compromised by b-
lactam, aminoglycoside, or MLS (macrolide-lincosamine-
streptogramin) resistance or degraded by extended
spectrum b-lactamases (35).

The pediatric antibacterial market, which has grown
sharply since the early 1980s, has become one of the most
important anti-infective markets today. Pediatric antibac-
terials typically are prescribed for middle-ear infections
(otitis media) caused by H. influenzae, Moraxella spp., and
Streptococcus pneumoniae. By the year 2000, it is expected
that the U.S. pediatric market alone will be $2.2 billion,
with annual increases of approximately 15%. The current
leading pediatric antibacterials are amoxicillin, Augmen-
tin (amoxicillin plus clavulanic acid), azithromycin, and
clarithromycin. It is expected that the ketolides may make
a significant impact on this market. The final critical need
is for a new tuberculocidal drug. Antibiotic resistance in
Mycobacterium tuberculosis is considered to be a major
growing problem. Currently, a combination treatment with
isoniazid and rifamycin (both tuberculostats) is the
method of choice, but many strains of M. tuberculosis have
recently been found that are resistant to one or both of
these antibiotics, and approximately 14% of all tubercu-
losis cases reported today involve M. tuberculosis strains
that are resistant to one or more antibiotics (36). The prob-
lem facing doctors today is that there is no proved, effective
alternative yet on the market to treat isoniazid- and
rifamycin-resistant M. tuberculosis (36).

Antibiotic-Resistant Bacteria

Antibiotic resistance is a major clinical problem that will
only get worse with time. In the case of bacteria, resistance
can be mediated by several different types of mechanisms,
including modification of the target to make it unsuscept-
able to the antibiotic, enzymatic modification of the anti-
biotic to render it inactive, exclusion of the antibiotic by
modification of membrane permeability, active export of
the antibiotic, and bypass of the critical physiological
mechanisms or structures inhibited by the antibiotic. Re-
sistance to some these mechanisms, encoded by chromo-
somal mechanisms, is attained at a rate of 1 � 10�8, and
others are obtained at much higher frequencies through
horizontal plasmid transfer.

Plasmid-encoded TEM- and SHV-type b-lactamases are
the most common mechanisms responsible for b-lactam
resistance in Gram-negative bacteria (37). These b-
lactamases have generally broad substrate specificities for
penicillins as well as some first- and second-generation
cephalosporins and are responsible for much of the resis-
tance to b-lactams observed in the clinics. It is well docu-
mented that as new b-lactams have been developed to
resist plasmid-borne b-lactamases, the b-lactamases them-
selves have evolved (25,37). In an extraordinary example
of natural directed evolution, TEM- and SHV-type b-
lactamases recently have been found containing specific
point mutations, all falling in close proximity to the active
site cavity, which confer resistance to third-generation
cephalosporins and monobactams (37).

Vancomycin has long been the last line of defense
against antibiotic-resistant bacteria, particularly MRSAs
and b-lactam- and aminoglycoside-resistant enterococci.
Just a little over a decade ago, it was thought that micro-
organisms would never become vancomycin resistant be-
cause of its unusual mechanism of action (38). This illusion
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was shattered, however, when VREs were reported in En-
gland and France in 1987 (39). VREs now are being dis-
covered at an alarming rate, with no new last line of de-
fense substitute firmly entrenched on the market (40).

Not all clinically significant antibiotic resistance is
plasmid- or transposon-mediated. S. pneumoniae, the pri-
mary causative agent in pediatric otitis media and pneu-
monia as well as bacterial meningitis and bacteremia, re-
mained sensitive to penicillin for many years. Recently,
however, an alarming number of penicillin-resistant S.
pneumoniae strains have recently been isolated from in-
fected patients, correlating with the use of penicillins to
treat them (41). These penicillin-resistant S. pneumoniae
were not found to produce b-lactamases, the common plas-
mid-borne mechanism for resistance. Instead, they had in-
curred chromosomal mutations giving rise to altered pen-
icillin-binding proteins (PBPs), the target for penicillin
activity (41). This discovery has a touch of irony, because
S. pneumoniae is the bacterium with which plasmid-me-
diated transformation was first observed. Similarly, the
Oxford strain of S. aureus, isolated 50 years ago, is sensi-
tive to nearly every antibiotic tested against it (42). The
staphylococci, however, acquired resistance to aminoglyco-
sides very quickly, and by 1992, 32% of S. aureus strains
tested were found to be resistant to methicillin, the drug
of choice to treat staphylococcal infections, up from 2% in
1975 (42). Like pneumococci, MRSAs have altered PBPs,
giving them a resistance mechanism that cannot be coun-
tered easily. Thus, vancomycin has become the drug of last
resort to treat MRSAs. Ever since Enterococcus faecalis
was shown to transfer vancomycin resistance to S. aureus
in the laboratory in 1992 (43), one of the greatest fears of
health professionals universally has been the emergence
of vancomycin-resistant, methicillin-resistant staphylo-
cocci (44). Recently, such doubly resistant, nearly untreat-
able strains have appeared in sporadic cases, confirming
the greatest fears of infectious disease professionals (45).

A new mechanism of antibiotic resistance recently was
discovered in meropenem-resistant Pseudomonas aerugi-
nosa strains (46). P. aeruginosa is an opportunistic patho-
gen that contributes to nosocomial infections, eye infec-
tions, and opportunistic infections of burn patients and
those with cystic fibrosis. The mechanism was found to be
based on the alteration of outer membrane proteins, caus-
ing a reduction in permeability of several antibiotics, in-
cluding meropenem, through the outer membrane (46).
This is a significant finding, because carbapenems (e.g.,
imipenem) have been considered the antibiotics of choice
for the treatment of opportunistic pseudomonads.

b-Lactams

As is well known, the discovery of penicillin was the gen-
esis of modern pharmaceutical efforts to produce antibi-
otics, the magic bullets that at one time were thought to
cure the world of disease. b-Lactams function by binding
to PBPs, especially transpeptidases, that normally func-
tion in peptidoglycan biosynthesis. Because peptidoglycan
is novel to bacteria, these drugs specifically act on a bac-
terial target. Since bacteria cannot grow in normal envi-
ronments without their cell wall, inhibition of cell wall bio-

synthesis results in killing of the bacteria; thus, all
b-lactams by definition are bacteriocidal drugs.

The total antibacterial market tops $20 billion an-
nually, with nearly all the top-selling antibacterial drugs
being natural products, semisynthetics derived from nat-
ural products, or compounds patterned after natural prod-
ucts. Even more than a half century after the first wide-
spread use of penicillin during World War II to treat
bacterial infections, b-lactams as a whole still make up
60%, or more than $12 billion worth, of the total antibac-
terial market. The commercial b-lactam antibiotics are
comprised of many types of several different classes, rang-
ing from penicillin G to the monobactam biomimetic drug,
aztreonam (Table 3).

The natural product b-lactams can be separated into
five separate biogenic subclasses (47): penams (e.g., peni-
cillins), cephems (cephamycin C, cephalosporins), clavams
(clavulanic acid, clavamycins), carbapenems (thienamy-
cin), and monobactams (aztreonam) (Table 4). The ring
structures of the various b-lactams differ from the classical
penicillin core as follows: cephems have an expanded 6-
membered ring containing a double-bond but retaining the
sulfur atom; clavams have an oxygen atom replacing the
sulfur of penicillins, and they tend to differ at C-2 and C-6;
in carbapenems, the sulfur is replaced by a carbon and a
double bond is present; and the monobactams are mono-
cyclic (48).

b-Lactams of the penicillin, cephamycin, and cephalo-
sporin subclasses share a common biogenic origin, i.e., the
condensation of three activated amino acids, L-�-aminoad-
ipate, L-cysteine, and L-valine by aminoadipyl-cysteinyl-
valine (ACV) synthase (pcbAB gene products) to form the
tripeptide d-L-(�-aminoadipyl)-L-cysteinyl-D-valine (ACV),
which is then cyclized by the enzyme isopencillin N (IPN)
synthase (pcbC gene product) to form isopenicillin N (49).
ACV synthases comprise a subset of a larger class of non-
ribosomal peptide synthases, which have been character-
ized in detail, both biochemically and molecularly (49,50).
Both ACV synthases (49,50) and IPN synthases (49) of all
b-lactam producers are highly conserved, indicating com-
mon ancestral origins. IPN is either directly converted to
penicillin G via IPN acyltransferase (penDE gene product),
or via IPN epimerase (cefD gene product) to penicillin N,
which is converted via deacetoxycephalosporin C (DAOC)
synthase (cefE gene product; also called expandase be-
cause it expands the 5-membered ring of penicillins to the
6-membered ring of cephalosporins) to deacetoxycephalo-
sporin C (DAOC) (49).

The clavam b-lactamase inhibitor, clavulanic acid, is
produced by Streptomyces clavuligerus, which also pro-
duces cephamycins (49). Interestingly, the biogenesis of the
bicyclic nucleus of clavulanic acid occurs via a completely
different mechanism than does the biosynthesis of other b-
lactams (49,51). In S. clavuligerus, the clavulanic acid bio-
synthesis genes are just downstream of the cephamycin C
biosynthesis genes (51).

Not all b-lactam-producing taxonomic groups of organ-
isms synthesize all subclasses of b-lactams, as depicted in
Table 4. Filamentous fungi, for example, produce b-
lactams only of the penam and cephem classes, whereas
various actinomycetes produce b-lactams of all subclasses
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Table 3. Important Clinical and Experimental b-Lactams

Subclass Drugs on marketa

Penicillins Ampicillin, amoxicillin, bacampicillin, cloxacillin, floxacillin, mezlocillin, nafcillin, oxacillin,
penicillin G, penicillin V

Penicillinase-resistant penicillins Methicillin, dicloxacillin
Antipseudomonal penicillins Carbenicillin indanyl, piperacillin, ticarcillin
First-generation cephalosporins Cefadroxil, cefazolin, cephalexin, cephalothin, cephapirin, cephradine
Second-generation cephalosporins Cefaclor, cefmetazole, cefonicid, cefotetan, cefuroxime
Third-generation cephalosporins Cefamandole, cefixime, cefoperazone, cefotaxime, cefpodoxime proxetil, cefprozil, ceftazidime,

ceftibuten, ceftizoxime, ceftriaxone
Oxycephams (third generation) Flomoxef, latamoxef
Fourth-generation cephalosporins Cefepime
Cefam Cefoxitin
Carbacefem Loracarbef
Carbapenems Imipemen/cilistatin, meropenem, MK-826, panipenem (Japan only)
Monobactams Aztreonam
Clavams (b-lactamase inhibitors) Clavulanate, sulbactam, tazobactam
Penicillins/b-lactamase inhibitors amoxicillin/clavulanate (Augmentin), ampicillin/sulbactam (Unasyn), pipericillin/tazobactam

(Zosyn), ticarcillin/clavulante (Timentin)

aCompounds in italics are most important commercial antibiotics.

Table 4. Biogenic Classes of b-Lactams

b-Lactams produced bya

Subclass Example compounds Fungi G� bacteria G� bacteria

Penams Penicillin G Penicillium, Aspergillus — —
Cephems Cephalosporin C Cephalosporium — —

DAOCb — — Various strains
Cephabacins — — Lysobacter
Cephamycin C — Streptomyces, Nocardia —

Carbapenems Thienamycin — Streptomyces cattleya Serratia, Erwinia
Monobactams Aztreonamc — Nocardia Pseudomonas
Clavams Clavulanic acid — Streptomyces —

Clavamycins — Streptomyces —

Note: See Cohen and Aharonowitz (47) for more information. Dash means not produced by this group.
aExample taxonomic groups are given by genus names rather than an exhaustive listing of producing organisms.
bDAOC � deacetoxycephalosporin C.
cExample given is the biomimetic synthetic compound of the class.

except the penams and cephalosporins of the cephem sub-
class. The cephems in general are produced by the taxo-
nomically widest range of microorganisms, including fila-
mentous fungi, Gram-negative bacteria (e.g., lysobacters),
and actinomycetes. The cephem products accumulated by
each group differs, however, likely indicating evolutionary
branches in terms of enzymes present. The Gram-negative
bacteria, Flavobacterium sp. SC 12.154 and Lysobacter lac-
tamgenes accumulate a 7-formylamino analogue of cepha-
losporin called cephabacin (49,52), an unusual natural b-
lactam structure that is highly resistant to b-lactamases
(49). The actinomycetes Streptomyces clavuligerus and No-
cardia lactamdurans produce cephamycin C, which is
formed from DAOC by the enzymes (gene names in paren-
theses) DAOC hydroxylase (cefF), deacetylcephalosporin C
(DAC) O-carbamoyltransferase (cmcH), cephalosporin
7-�-hydroxylase (cmcI), and 7-�-hydroxy-O-carbamoyl-
deacetoxycephalosporin C methyltransferase (cmcJ) (49).
The filamentous fungus, Cephalosporium acremonium, on
the other hand, converts DAOC to cephalosporin C in two

steps: DAOC hydroxylase (cefF), and DAC acetyltransfer-
ase (cefG) (49).

As is well known, penicillin was the first widely used
clinical antibiotic. The first oral penicillin, used primarily
to treat Gram-positive bacteria, was the fermentation
product phenoxymethylpenicillin (penicillin V), still sold
today under the name Veetids (5). Second-generation pen-
icillins include the aminopenicillin group of ampicillin,
amoxicillin, and bacampicillin, which exhibited much bet-
ter gastrointestinal tract absorption and possess longer
half lives. These aminopenicillins also exhibit greater ac-
tivity against Gram-negative bacteria at the expense of ac-
tivity against Gram-positives. Unfortunately, these peni-
cillins are highly susceptible to b-lactamases. Development
of b-lactamase inhibitors such as clavulanic acid, sulbac-
tam, and tazobactam, however, have greatly extended the
use of these broad-spectrum penicillins (47,49). In fact,
Augmentin (oral amoxicillin/clavulanic acid), Unasyn (in-
jectable ampicillin/sulbactam), Timentin (injectable ticar-
cillin/clavulanic acid), and Zosyn (injectable pipericillin/ta-
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zobactam) are widely used antibiotics. Carbenicillin
indanyl, the first oral antipseudomonal b-lactam, and ti-
carcillin, a potent parenterally administered drug, are
third-generation penicillins (53). The development of anti-
pseudomonal fluoroquinolones, however, has rendered car-
benicillin indanyl obsolete. Pipericillin, azlocillin, and me-
zlocillin are parenteral fourth-generation penicillins that
have not found wide usage clinically (53).

First-generation cephalosporins typically inhibited
Gram-positive bacteria other than the enterococci. Second-
and third-generation cephalosporins typically inhibit
Gram-negative bacteria at the expense of activity against
Gram-positives. A new fourth-generation parenteral ceph-
alosporin, cefepime (Maxipime), possesses activity against
both Gram-positives and Gram-negatives (54). Addition-
ally, cefipime penetrates bacteria well, is not susceptible to
b-lactamases, and has a lower propensity to induce b-lac-
tamases (55). Unfortunately, this broad-spectrum cepha-
losporin does not effectively treat either VREs or MRSAs
(54). Ceftriaxone was very recently approved as a one-
time-only injectable for treatment of pediatric otitis media.
The concept behind the development of this drug is that
the greatest problem, and reason for failure, with treat-
ment of otitis media is patient compliance; the option of a
one-time-only injectable removes this as an obstacle.

Carbapenems are very broad spectrum, b-lactamase-
resistant b-lactams that contain a carbon atom instead of
a sulfur atom in the 5-membered ring (47). Imipenem/cil-
istatin (Primaxin) was the first clinical carbapenem anti-
biotic, developed in the mid-1970s and made available
commercially since 1986, as a synthetic biomimetic ana-
logue of the natural product thienemycin (56). Imipenem
is administered with cilistatin, an inhibitor of human renal
dehydropeptidase, to protect the antibiotic from enzymatic
degradation. Imipenem has broad-spectrum activity
against Gram-negatives and anaerobic bacteria and mod-
erate activity against Gram-positive bacteria (53). Unfor-
tunately, imipenem also is limited by potential renal tox-
icity (56). Meropenem (Merrem) (57) is a new carbapenem
antibiotic approved in 1996 for use as a broad-spectrum
injectable antibiotic for treatment of intra-abdominal in-
fections and for pediatric bacterial meningitis. The advan-
tage of meropenem over imipenem is that meropenem is
stable in the presence of renal dehydropeptidase, thereby
bypassing the need for cotherapy with cilistatin (53). A
third carbapenem called panipenem is available in Japan
but not in the United States (58). Merck currently has a
new, very potent, broad-spectrum, long-acting carbape-
nem, MK-826, in phase-II clinical trials (59). This new car-
bapenem drug candidate has been demonstrated to be
highly resistant to b-lactamases, including plasmid-
encoded extended spectrum b-lactamases (ESBLs) (59).
Nevertheless, certain rarely pathogenic bacteria (particu-
larly Acinetobacter baumannii) contain specific
carbapenem-degrading enzymes known as carbapene-
mases (60), which may, through horizontal gene transfer,
enter the broader pathogen field in the future.

An interesting new parenteral b-lactam drug candidate
has recently been described. The new Glaxo-Wellcome ex-
perimental compound, GV129606, called a trinem, is a
highly potent antibacterial with efficacy against Gram-

positives, Gram-negatives, aerobes and anaerobes alike,
plus marked resistance to extended spectrum, clinically
relevant b-lactamases (61). This compound may mark a
new path to be followed in the b-lactam field.

Macrolides

The macrolide antibiotics are a group of compounds pro-
duced by actinomycetes via type I modular polyketide syn-
thases (62). The core aglycone of the prototype macrolide,
erythromycin, is synthesized by the huge multifunctional
enzyme, 6-deoxyerythronolide B synthase (DEBS), which
consists of three, multidomain subunits, each subunit with
a molecular weight around 300,000 Da. The macrolide
chain is synthesized by a set of enzymatic functional do-
mains within the proteins in a linear, stepwise fashion.
Interestingly, the enzymatic active sites are arranged in
the polypeptides in the same order as their apparent func-
tion (62).

Although macrolides theoretically can have ring sizes
ranging from as few as 6-membered to over 30-membered,
most of the clinically relevant macrolides possess 14-
membered or 16-membered rings (Table 5). Current clini-
cal antibacterial macrolides are mostly derived from eryth-
romycin, although a wide variety of biologically active
macrolides are used for several purposes across several
therapeutic areas (Tables 5 and 6).

The macrolide antibiotic, erythromycin, was first dis-
covered in 1952, the year the double-helical structure of
DNA was first announced. Macrolides, which are bac-
teriostatic agents, inhibit bacterial protein synthesis by
structure-based mechanisms: 14-membered macrolides
such as erythromycin block translocation of peptidyl-
tRNA, whereas 16-membered macrolides inhibit peptidyl-
transfer reactions (64). There are apparently additional in-
teractions of macrolides of both groups with ribosomes, but
even after 30 years of research, these are not fully under-
stood (64). Resistance to macrolides is most often via the
MLS resistance mechanism, which is based on mechanism
of action. MLS resistance, conferred by several different
genes, results in methylation of adenosine-2058 of 23S
rRNA. MLS-I resistance, exemplified by the tlrD gene, is
result of monomethylation, whereas MLS-II (ermE -type)
is the result of dimethylation (65).

Erythromycin itself is a poorly soluble, acid-labile mol-
ecule that nevertheless has enjoyed a long history of suc-
cessful use. Erythromycin has been an important orally
active antibiotic for many years. The efforts for years in
the macrolide field have been aimed at developing new
drugs that are acid-stable, possess a longer half-life, have
broader ranges of activity, and are not subject to MLS re-
sistance mechanisms. Recently, several semisynthetic
macrolides arising from modifications of erythromycin, in-
cluding clarithromycin (Biaxin) the 15-membered azalide,
azithromycin (Zithromax), and most recently, dirithromy-
cin (Dynabac), have made significant contributions to the
antibacterials market. Among them, these macrolides rep-
resent more than $2 billion in market share.

The most exciting research area in antibacterials today
may be the discovery of ketolides, erythromycin-analogue
macrolides in which the L-cladinose at the 3-position of
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Table 5. Clinical and Experimental Macrolides of Interest as Sorted by Ring Size

Compounds Ring size Comments

Spinosad (spinosyns) 12 New insecticidal (esp. against lepidopterans) drugs from Dow AgroSciences
Methymycin 12 Antibacterial; produced by same PKS and gene cluster as picromycin (63)
Clarithromycin 14 Biaxin; 6-O-methylerythromycin; acid stable form available in 1-day dosing
Dirithromycin 14 Dynabac; approved in 1995 as orally available, single dose/day formulation
Erythromycin A 14 Original 14-membered macrolide antibacterial agent
Flurithramycin 14 8-Fluoro-erythromycin
Galbonolides 14 Group of 14-membered antifungal macrolides
Ketolides 14 HMR3004 and HMR3647 are new, experimental, 3-oxo-semisynthetic macrolides
Oleandomycin 14 Antibacterial compound used as agricultural feed additive
Picromycin 14 Synthesized from same PKS and gene cluster as methymycin (63)
Roxithramycin 14 9-[O]-(2-Methoxyethoxy)methyloxime] derivative of erythromycin
Rustmicin 14 Experimental 14-membered ring antifungal agent of the galbonolide group
Troleandomycin 14 Acid-stable acetylated ester of oleandomycin; antibacterial
Azithramycin 15 Zithromax; Orally active azalide; semisynthetic analogue of erythromycin
Avermectin 16 Veterinary use; also use to treat human onchocerciasis (river blindness)
Doramectin 16 Mutational biosynthetic analogue of avermectin; antiparasitic
Epothilone 16 Experimental myxobacterial antitumor drug; targets microtubule formation
Ivermectin 16 Semisynthetic analogue of natural product avermectin; antiparasitic
Josamycin 16 Used in both human and veterinary treatments
Midecamycin A1 16 Antibacterial agent
Milbemycin 16 Used in Europe as antiparasitic agent
Miocamycin 16 Acetylated ester of midecamycin gives oral bioavailability
Rokitamycin 16 Propionyl ester of leucomycin A5; active against macrolide-resistant Gram-positives
Spiramycin 16 Used in France as antibacterial agent
Tylosin 16 Veterinary use as antibacterial feed additive
Soraphen 18 Myxobacterial macrolide patented as an agricultural antifungal agent
Ascomycin 23 Also called FK-520 and immunomycin; immunosuppressive compound
Tacrolimus (FK-506) 23 Immunosuppressive agent
Rapamycin 31 Immunosuppressive agent

erythromycin has been replaced by a keto moiety. The ke-
tolides are particularly interesting because they do not in-
duce MLS-resistance mechanisms in pathogenic organ-
isms. This is critical because MLS resistance is typically
not constitutive. The two leading ketolide drug candidates,
RU64004 (also known as HMR 3004) and RU66647 (also
known as HMR 3647), have been shown to be potent in-
hibitors of Gram-positive bacteria, particularly the pneu-
mococci, including those that show marked resistance to
other macrolides such as erythromycin and azithromycin
(66). The ketolides, however, show poor activity against
Gram-negative bacteria.

Recently, a series of new, 14-membered macrolide an-
tifungal compounds known collectively as galbonolides was
discovered (67), of which one, rustmicin, has been inves-
tigated in more detail (68). The data indicate that rust-
micin and, by extension, possibly the other galbonolides
appear to interact with the �-mannan of the cell wall by a
potentially novel mode of action (68). Several years ago,
interest was sparked when a macrolide known as FK506
(Tacrolimus) was found to possess significant immunosup-
pressive action (69). Additional compounds of interest in
this area included rapamycin, which is expected to be ap-
proved soon, and immunomycin, which was dropped be-
cause of a narrow efficacy-to-toxicity window (69). Both the
milbemycins and avermectins have been used for several
years as antiparasitic drugs (70). Ivermectin has been used
and approved to treat human diseases such as river blind-
ness and intestinal threadworm. Additionally, macrolides

such as tylosin have long been important as animal-feed
additive growth promotants in the agricultural area (71).

During the past few years, interest in macrolides as
bioactive natural products has grown significantly in
areas other than the anti-infective area. As shown in Table
6, there currently is active experimental interest in
macrolides in multiple therapeutic areas, including anti-
bacterial, antifungal, antiparasitic, anticancer, immuno-
suppressive, neuroimmunophilin, gastrointestinal, respi-
ratory, and agricultural areas.

There are five human therapeutic areas in which mac-
rolides have not been used clinically, but in which there is
currently considerable interest. An acid-catalyzed break-
down product of erythromycin, called motilide, has been
shown to be a potent agonist of the motilin receptor, but it
is unstable. Abbott has the lead drug candidate in this
area, ABT-229, a 12-deoxyerythromycin homologue pos-
sessing modification in the sugars, which is stable and has
reasonably high potency (74). It has recently been dem-
onstrated that tacrolimus (formerly FK506) and rapamy-
cin possess additional activities other than those related
to immunosuppression. Both tacrolimus and rapamycin
have been demonstrated to promote neuron cell growth un-
der conditions in which they can still bind the FK-binding
protein in the absence of the second ligand (calcineurin or
RAFT, respectively) (73). The macrolide, roxithramycin,
currently an investigational drug for treatment of asthma
(75), potentially has multiple modes of action for this in-
dication, including inhibition of glycoconjugate secretion to
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Table 6. Therapeutic Areas in which Macrolides Are Being Studied as Potential Bioactive Molecules

Therapeutic area Example macrolides Comments

Antibacterial Erythromycin analogues Traditional area of strength based on erythromycin (64)
Antifungal Rustmicin, galbonolides New activities of interest; interaction with mannans (67,68)
Antiparasitic Avermectin, doramectin Avermectin recently approved for human use in U.S. (70)
Anticancer Epothilone Tubulin stabilizer activity similar to Taxol (72)
Immunosuppressive Tacrolimus, rapamycin Substitutes for cyclosporin (69)
Neuroimmunophilin Rapamycin and analogues Stimulation of neuronal growth (73)
Motilin receptor Motilide, ABT-229 Treatment of gastroesophageal reflux disorder (74)
Respiratory Roxithramycin Antiasthmatic by multiple potential mechanisms (75)
Agricultural Tylosin Antibacterial and growth promoting feed additive (71)

increase mucous clearance; clearance of Chlamydia pneu-
moniae, a possible causative or implicated agent in
asthma; suppression of T-cell cytokines interleukins 2, 3,
and 4; and inhibition of cholinergic neuroeffector trans-
mission in airway smooth muscle cells. Finally, a macrolide
produced by the myxobacterium, Sorangium cellulosum,
was found to possess tubulin-stabilizing activity similar to
Taxol (72), a $1 billion per year anticancer drug. Several
companies and research laboratories have shown strong
interest in trying to develop epothilone analogues as po-
tential antitumor drugs.

Streptogramins

For more than 25 years, pristinamycin, a combination of
two antibiotics, pristinamycin IA (a peptidic macrolactone
belonging to the streptogramin B group) and pristinamy-
cin IIA (a polyunsaturated macrolactone belonging to the
streptogramin group A) (76), has been used in Europe as
a drug to combat severe infections caused by both Gram-
positive and Gram-negative bacteria, without develop-
ment of resistance against it (76). Each component of pris-
tinamycin is bacteriostatic with poor efficacy, but the
combination is bacteriocidal with good potency against a
broad range of bacteria (76). The usefulness of pristina-
mycin, however, has been limited because of its poor sol-
ubility (77). In February 1996, however, Rhône-Poulenc
Rhorer introduced Synercid, a new variation on pristina-
mycin. A mixture of the two water-soluble, semisynthetic
streptogramins, quinupristin (RP57669) and dalfopristin
(RP54476) (78), Synercid (RP 59500) is currently in phase
III clinical trials worldwide and is currently available in
the United States and Europe in an emergency-use pro-
gram. More than 700 patients have received Synercid in
this program. In one study, 70% of 115 patients with VRE
infections were successfully treated (i.e., infection cleared)
with Synercid (5). Synercid has been found to be bacteri-
cidal for most Gram-positive bacteria, but bacteriostatic
for Listeria monocytogenes (78). In one study, 96% of all
staphylococci tested were sensitive to Synercid in vitro
(76), suggesting that this drug may become the “vanco-
mycin of the future,” a drug of last resort for use against
severe bacterial infections. One hopeful aspect concern-
ing Synercid is that it is unaffected by classical rRNA-
methylase-conferred MLS resistance mechanisms, the
most common resistance mechanisms found in staphylo-
cocci (79). Other MLS resistance mechanisms such as acet-

ylation or hydrolysis of streptogramins still affect these
compounds, however, so they are not completely impervi-
ous to bacterial resistance mechanisms (79). A recent
study showed that Synercid at 2 lg/mL inhibited nearly
99% of vancomycin-resistant E. faecium clinical isolates
tested in the United States (80), giving rise to hopes that
Synercid will help to contain the growing VRE problem.

Tetracyclines

The tetracyclines are among the earliest of antibacterial
antibiotics to be discovered, with chlortetracycline being
discovered in 1948. The natural tetracyclines are produced
by various species of actinomycetes; Streptomyces aureo-
faciens produces both chlortetracycline and tetracycline,
the production of each which can be optimized by specific
fermentation conditions (81), Streptomyces rimosus pro-
duces oxytetracyclines, and dactylocyclines are produced
by Dactylosporangium spp. and Actinomadura brunnea
(81).

Tetracyclines function as antibiotics by inhibiting pro-
tein translation, specifically by disrupting codon-anticodon
interactions of tRNA and mRNA at the acceptor site of the
ribosome. Because they inhibit protein synthesis, tetracy-
clines, like macrolides, are bacteriostatic. Tetracyclinesare
widely used not only in human health, but also in animal
health programs; perhaps the widest current use of chlor-
tetracycline and oxytetracycline is as prophylactic drugs in
the fish husbandry industry (81).

Bacteria typically develop resistance to tetracyclines by
acquiring a plasmid- and transposon-borne resistancegene
(tetA) encoding an efflux pump (81). Thus, tetracycline re-
sistance is one of the primary resistances observed as being
transmitted horizontally among different groups of bacte-
ria. Additionally, a second mechanism, mediated by TetM,
gives resistance by inhibition of the interaction of the tet-
racyclines with the ribosome. This, unfortunately, has led
to the diminution of use of the classical tetracyclines for
most human health indications. Some of the more modern
tetracyclines, such as minocycline, are important for treat-
ing MRSAs (81).

The most exciting advance in the tetracycline area has
been the development of the glycylglycine tetracyclines
(81). Two new semisynthetic glycylglycines, N,N-dimeth-
ylglycylamido-9-aminominocycline (DMG-MINNO) and 9-
amino-6-demethyl-6-deoxytetracycline (DMG-DMDOT),
have been developed by Lederle for their very broad spec-
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trum of activity against Gram-positive, Gram-negative,
aerobic, and anaerobic bacteria (54). Their spectrum in-
cludes, perhaps surprisingly, bacteria as widely disparate
as mycoplasmas, MRSAs, VREs, Neisseria spp., Haemo-
philus spp., and Moraxella spp. Most importantly, glycyl-
glycine tetracyclines bind the ribosome more tightly than
traditional tetracyclines so that TetM, which mediates ri-
bosomal resistance mechanism, cannot interfere with their
activity, and they are not substrates for the TetA-mediated
efflux mechanisms (81). Thus, there currently is no effec-
tive resistance mechanism yet known for these modified
tetracyclines. For more information, Hunter and Hill (81)
have recently described the tetracyclines in detail.

Glycopeptides

Vancomycin was first isolated in the early 1950s, making
it another of the group of long-standing, well-known anti-
bacterial drugs. For a long time, vancomycin was not used
to a significant degree, but as the incidence of infections
with drug-resistant organisms increased, the use for van-
comycin became significantly greater. Because vancomycin
is absorbed poorly by the gastrointestinal tract, it is rarely
used as an oral drug. Instead, its primary use today comes
as a parenteral drug as the last line of defense against
many potentially lethal pathogenic bacteria, including
MRSAs and antibiotic-resistant Enterococcus faecium. In
1987, however, after 30 years of vancomycin being on the
market, resistant strains of E. faecium (VREs) were finally
observed (39). The increased incidence of vancomycin re-
sistance, especially in S. aureus, is of enormous concern
(44).

Little more than a decade ago, resistance to vancomycin
was unheard of and totally unsuspected, because its mech-
anism of action was so different from that of any other
antibiotic class. Nevertheless, resistance to vancomycin
and other glycopeptides was discovered and is on the rise.
Vancomycin and other glycopeptides exert their activity by
inhibiting peptidoglycan biosynthesis, making them po-
tent bacteriocidal drugs. Peptidoglycan consists of a sugar
backbone to which pentapeptide chains are attached. The
terminal residues of the pentapeptide chain are D-alanine
residues, which are critical to processing the peptidoglycan
matrix as it is built. Vancomycin and other glycopeptides
bind, through multiple hydrogen bonding, to the terminal
D-alanine residue of the pentapeptide chain and prevent
both transglycosylation and transpeptidation (82). Resis-
tance occurs when a bacterium contains special genes
(vanAHXY) that allow for incorporation of a D-lactic acid
residue in place of the terminal D-alanine residue of the
peptidoglycan pentapeptide chains, rendering the pep-
tidoglycan unrecognizable to vancomycin binding. Two
genetically distinct forms of resistance have emerged, al-
though both operate by the same mechanism. VanA-
mediated resistance gives high-level resistance to both
vancomycin and teichoplanan, whereas VanB-mediated re-
sistance is restricted to vancomycin (82). A recent study of
clinical VRE isolates in the United States showed that 72%
possessed the VanA phenotype, whereas only 28% pos-
sessed the VanB phenotype (80).

There are several relatively new analogues of vanco-
mycin on the market to combat vancomycin resistance. Tei-

choplanan has been around for several years, but its use
is restricted to Europe so far. Ramoplanan, another gly-
copeptide that has been around for a few years, is currently
in phase II clinical trials at BioSearch Italia. Eli Lilly has
developed a new chlorobiphenyl analogue of vancomycin,
LY333328, that is considerably more potent than vanco-
mycin (83). Moreover, LY333328 appears not only to inhibit
bacterial growth, but to kill existing bacteria, which may
give it a distinct clinical advantage over other existing an-
tibiotics. LY333328 is very potent against VRE in vitro
(84), giving hope for treatment of vancomycin-resistant
pathogens.

Aminoglycosides

Aminoglycosides are not widely used in clinical therapy in
the United States because of their relative toxicity profile
as compared to other available antibacterials and to the
rapid development of plasmid-borne resistance mecha-
nisms through pathogen populations. Streptomycin and
neomycin were first described in 1944 and 1949, respec-
tively, so this group of antibacterials has a rich history. An
incredible amount of knowledge about the biosynthesis,
the genes, and the molecular mechanisms for regulation of
aminoglycoside production is now known, and Piepersberg,
the architect of much of this effort, has coalesced this
enormous wealth of information in a recent review (85).
One new aminoglycoside worth mentioning is the devel-
opment in Japan of arbekacin, a new aminoglycoside that
has potent activity against methicillin-, gentamycin- and
tobramycin-resistant S. aureus strains (86). The incidence
of methicillin-resistance in Japan has risen to nearly 60%,
and only vancomycin and the newly developed arbekacin
are approved for treatment of these strains. The new ami-
noglycoside is apparently effective because the widely dis-
tributed resistance mechanism, a bifunctional aminogly-
coside phosphotransferase (APH[2�])-6�-acetyltransferase
(AAC[6�]) which confers resistance to other aminoglyco-
sides such as gentamycin and tobramycin, is relatively in-
effective at modifying the new drug (86). It is probable that
within a few years, APH(2�)-AAC(6�) will evolve so that it
will be able to modify arbekacin.

Other Antibacterial Compounds and New Activities
of Interest

Several new antibacterial drugs recently have been intro-
duced to the market or in clinical trials that hold hope for
containing the problems of newly emergent pathogens and
increased resistance to existing drugs. Several of these are
listed in Table 7. A comparison of the minimal inhibitory
concentrations (MICs) to kill 90% of S. pneumoniae treated
in vivo (MIC90s, in lg/mL) was made of several of the new
antibacterials with the following results (in order of effi-
cacy) (87): ketolides (new macrolides containing keto
groups at C-3), 0.016 to 0.25; everninomicins (novel oligo-
glycoside from marine organism), 0.06 to 0.25; glycylgly-
cines (modified tetracyclines), 0.12 to 0.5; new fluoroquino-
lones (e.g., sparfloxacin and trovafloxacin), 0.12 to 0.5;
oxazolidinones (new class of chemosynthesized antibacter-
ials), 0.5 to 1.0; and new streptogramins (e.g., Synercid),
0.25 to 2.0. These can be compared to MIC90s for the ex-
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Table 7. Newly Approved and Experimental Antibacterial Agents

Compound or drug Classa Comments

Azithromycin Azalide New 15-membered macrolide containing a nitrogen in the ring; approved for pediatric use
against otitis media

Trovafloxacin Quinolone New very broad-spectrum, high potency quinolone (Pfizer)
Mupirocin Pseudomonic acid The pseudomonad product, which inhibits bacterial isoleucyl tRNA synthetase, was

recently approved in the U.S. as a topical drug
Cefepime Cephalosporin Fourth generation very broad spectrum cephalosporin; has potency of cefotaxime against

Gram-positive bacteria and of ceftazidime against Gram-negative bacteria
Oxazolidinones Chemically made Two new oxazolidinones are being tested as potential broad-spectrum antibiotics for use

against VRE and staphylococci (Upjohn)
Synercid Streptogramins Now in phase III clinical trials; combination of quinupristin (RP57669) and dalfopristin

(RP54476), both semisynthetic streptogramins
Ziracin (SCH27899) Everninomycin Although discovered in 1979, everninomycins were not pursued because of their narrow

spectrum; now Ziracin is a leading clinical candidate for treatment of VRE and
staphylococci

PA 1648 Ansamycin Rifampin-derivative being developed that has excellent activity against Mycobacterium
tuberculosis and M. avium–M. intracellulare complex, the most common opportunistic
bacteria infection of AIDS patients (PathoGenesis)

Meropenem Carbapenem New, safer penem with better activity against Gram-negative bacteria
Rifapentine Ansamycin FDA approved in 1998 for treatment of pulmonary tuberculosis
MK-826 Carbapenem Long-acting, stable, broad-spectrum carbapenem now in phase II clinical trials (Merck)
Trinem Novel b-lactam New, broad-spectrum b-lactam being tested that is resistant to b-lactamases (Glaxo-

Wellcome)
LY333328 Glycopeptide New chlorobiphenyl vancomycin analogue with improved potency over vancomycin;

currently in phase II clinical trials (Eli Lilly)

aNatural product class, except where noted.

isting drugs on various (and variably resistant) strains of
S. pneumoniae: amoxicillin-clavulanate (Augmentin), 0.06
to 1.0; cefuroxime (semisynthetic cephalosporin), 0.12 to
2.0; cefpodoxime (semisynthetic cephalosporin), 0.25 to
2.0; and cefixime (semisynthetic cephalosporin), 0.5 to 16
(87). As important as MICs are a low MIC does not alone
make a good drug. The other critical factor is the devel-
opment of antibacterials that can be taken orally in once-
per-day doses to increase patient compliance. Thus, the
time for a particular drug dose to maintain in vivo efficacy
above MIC (T � MIC) value is also critical to dial into the
structure of newly developed drugs (87).

Most of the new antibacterials on the market are mod-
ified analogues of existing, well-known classes of antibac-
terials: azithromycin and clarithromycin, as well as the
new experimental ketolides, are based on modifications to
the erythromycin core structure; trovafloxacin and spar-
floxacin are new fluoroquinolones; cefepime is a new ceph-
alosporin; meropenem and MK-826 are new carbapenems;
trinem is a novel b-lactam; LY33328 is a new glycopeptide;
and Synercid is comprised of two new streptogramins.
Only the oxazolidinones, a chemical synthesis class, rep-
resents a new, novel class of antibacterials.

Pharmacia-Upjohn is testing two new oxazolidinones
for their ability to treat multiple-drug-resistant strains of
Mycobacterium tuberculosis (23). These new chemically
synthesized antibiotics inhibit protein synthesis in a man-
ner different from natural product protein synthesis-
inhibitory antibiotics, have novel structures unrelated to
structures of other antibiotics, and have a wide spectrum
of activity (23). Experiments have shown that, at least in
in vitro tests, pathogens do not form resistance against
these antibiotics at significant frequencies.

Mupirocin (Bactroban) was approved in 1997 by the
U.S. FDA for use as a topical agent, especially against
nasal MRSA. Mupirocin has been used in the U.K. since
1985 and is currently approved in 90 countries. Produced
as pseudomonic acid by Pseudomonas fluorescens, mupi-
rocin is interesting because of its novel mode of action; it
inhibits bacterial protein synthesis specifically through its
binding to isoleucyl tRNA synthetase (88). Unfortunately,
mupirocin-resistant MRSA have emerged, which is not
surprising since the target is a single enzyme.

Ziracin is an interesting, if still-evolving story. The ever-
ninomycins have been known since the early 1960s as bac-
terial protein synthesis inhibitors, but they have attracted
little attention for many years (89). Ziracin, an aromatic
moiety-containing oligosaccharide, was first isolated in
1979 from a marine actinomycete, Micromonospora cabon-
acea (89). At that time, the everninomycin was not pursued
because of its relatively narrow spectrum of being potent
against only Gram-positive bacteria. With the increased
resistance of Gram-positive bacteria to existing drugs, in-
terest in the everninomycin, Sch27899, was revived. Now,
Sch27899 is in clinical development as a novel antibacte-
rial. The problem is that a similar everninomycin, avila-
mycin (MaxusG), has been used for several years in the
European Union as a feed additive in the agricultural mar-
ket. Recently, avilamycin-resistant isolates of E. faecium
have been found in broiler chickens that are cross-resistant
to Ziracin (90). This discovery is of great concern, poten-
tially cutting short the effectiveness, and certainly the life
span, of Ziracin if it is ever marketed (90).

ANTIFUNGAL AGENTS

The need for new antifungal drugs has never been greater
for a variety of reasons. Fungal infections fall into two ma-
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Table 8. Clinical and Lead Experimental Antifungal Drugs

Antifungal drug Type Comments

Amphotericin B Polyene (NP) Clinical; broad-spectrum antifungal agent
Atovaquone Substituted naphthoquinone (CS) Clinical; used for P. carinii infections
Clotrimazole Oral fluconazole (CS) Clinical; for vaginal candidiasis and dermal use
Fluconazole Bis-triazole (CS) Clinical; Orally active, relatively broad spectrum
Flucytosine Flurocytosine Clinical; for cryptococcal meningitis and candidiasis
Itraconazole Triazole (CS) Clinical; used for histoplasmosis and blastomycosis
Ketoconazole Triazole (CS) Clinical; broad spectrum
LY303366 Lipopeptide echinocandin (NP) Phase II clinical trials (Eli Lilly)
Miconazole Azole (CS) Clinical; oral, parenteral, and topical; broad spectrum
MK-0991 Lipopeptide pneumocandin (NP) Phase III clinical trials (Merck); broad spectrum
Natamycin Polyene (NP) Clinical; for aphthalmic treatment
Nikkomycin Z Nucleoside dipeptide (NP) Phase I clinical trials; chitin synthesis inhibitor
Nystatin Polyene (NP) Clinical; orally active and broad spectrum
Pentamidine isethionate Aromatic diamidine (NP) Clinical; for P. carinii infections
Pradamycins Benzonaphthacene quinone (NP) Phase I clinical trials
Rustmicin Macrolide (NP) Unusual target; plasma protein interactions
Sordarin analogue Unusual natural product (NP) Experimental compound
Sulconazole nitrate Imidazole (CS) Clinical; for topical treatment
Sulfanilamide Sulfonamide (CS) Clinical; for topical vulvovaginitis
Terbinafine Allylamine (CS) Clinical (Lamisil); orally active; for nail fungal infections
Thiabendazole Benzimidazole (CS) Clinical; for treatment of worms and fungi
Trimetrexate Diaminoquinazoline (CS) Clinical; for treatment of P. carinii

Notes: This list may not represent all clinical or experimental antifungal drugs. Generic names are used. NP � natural product; CS � chemically synthesized.

jor categories, those that are localized, dermal, and mostly
annoyances, such as ringworm, athlete’s foot, and nail in-
fections (onychomycoses), and those that are disseminated
and life threatening. Life-threatening, disseminated fun-
gal diseases have risen dramatically during the past few
decades, making this an important area for new drug de-
velopment. Typically, life-threatening fungal infections oc-
cur in patients with impaired defenses, such as patients
with AIDS; with other debilitating diseases; who are under
treatment with immunosuppressive drugs (usually after
organ transplants, to prevent tissue rejection); who are re-
ceiving chemotherapy; or with severe burns. Additionally,
with the potentially broader use of immunosuppressive
drugs for other indications such as arthritis, the potential
for fungal infections may be expanded.

The most important pathogenic fungi are Candida al-
bicans (disseminated candidiasis), Candida spp., Asper-
gillus fumigatus (systemic aspergillosis), Cryptococcus
neoformans (disseminated cryptococcosis leading to
meningoencephalitis), Pneumocystis carinii (P. carinii
pneumonia [PCP]), Histoplasma capsulatum (histoplas-
mosis), and Coccidioides immitis, the final example being
a fungal pathogen very rich in chitin (91). The most im-
portant fungal pathogens associated with immunocompro-
mised patients, such as those with AIDS or receiving im-
munosuppressive therapy, are P. carinii, C. neoformans,
and Candida spp.

The current antifungal drugs and leading clinical can-
didates are listed in Table 8. Current potent antifungal
drugs have problems that make them less than optimal for
clinical use. For example, amphotericin B, the antifungal
drug of choice in life-threatening cases, causes acute tox-
icity, resulting in it not being well tolerated in a large per-
centage of patients, although it is efficacious against PCP

(92). Azoles (e.g., clotrimazole, fluconazole, ketoconazole),
which target membrane ergosterol synthesis, are static in
vitro; they stop fungi from growing but do not kill them.
Such agents, which depend on the immune system to clear
the existing fungal infection, are used in immunocompro-
mised patients but, because they do not clear the infec-
tions, require lifelong therapy to prevent recurrence. Ad-
ditionally, Aspergillus spp. are naturally resistant to
azoles, preventing their use in typically aggressive sys-
temic aspergillosis infections that result in high mortality
rates. Finally, the incidence of azole-resistant fungi is in-
creasing, particularly among Candida spp. such as C. gla-
brata and C. krusei.

Because most of the current antifungal drugs suffer
from either toxicity (amphotericin B) or the limitations of
being static in vitro and increasing resisted by target pop-
ulations (azoles), there is a critical need for new antifungal
agents that act against new targets. Azoles target lanos-
terol demethylase, a P450 enzyme involved in the synthe-
sis of ergosterol (93), a sterol found in fungal cell mem-
branes but not mammalian cell membranes. Antifungal
polyenes, including amphotericin B, nystatin, candicidin,
and faerifungin, also target the cell membrane of fungi, but
in this case by the formation of transmembrane pores and
other membrane-associated effects (94). Although polyene
antifungal agents are typically fungicidal, they also are not
generally well tolerated by a large majority of patients,
making them drugs used as last resorts.

Drug resistance in fungi, which more closely resembles
drug resistance in tumor cells, is inherently different from
drug resistance in bacteria. First, there is no evidence for
plasmid-borne drug resistance mechanisms in fungi, so re-
sistance is limited to chromosomal and nontransferable re-
sistance genotypes. Most fungal drug resistance is effected
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by changes in membrane permeases, leading to exclusion
of the drugs, induction of membrane-bound efflux mecha-
nisms, modifications of activases required for the activa-
tion of some antifungal drugs into their active forms, and
site-specific mutations of target enzymes. Degradation of
antifungal drugs by target organisms (e.g., similar to the
action of b-lactamases) or modification of antifungal drugs
to inert forms (e.g., aminoglycoside phosphotransferases)
has not been observed thus far.

With the sequencing of the entire Saccharomyces cer-
evisiae genome, a study was conducted to search for novel
targets, unique to fungi or different enough in fungi, which
might be used to develop new antifungal agents with novel
mechanisms of action (95). Of 6,000 genes analyzed, only
a dozen or so potential targets were identified, including
chitin synthetase, b-1,4-glucan synthetase, tubulin, elon-
gation factor 2,N-myristoyl transferase, acetyl-CoA car-
boxylase, inositol phosphoryl ceramide synthase, mem-
brane ATPase, mannosyl transferase, tRNA synthetases,
lanosterol dehydrogenase, lanosterol synthase, and squa-
lene epoxidase.

The most widely considered new targets for fungicidal
activity are all involved with cell wall biosynthesis or
structure. Yeast cell walls, which make up 15 to 25% of the
cell dry weight, are typically comprised of b-1,3- and b-1,6
glucan polymers (about 50%), �-mannan (highly glycosyl-
ated mannoproteins; about 50%), and chitin (about 2%).
Although different species of fungi contain different per-
centages of these components in their cell walls, the major
constituents are typically present (93). Thus, the biosyn-
thesis or structural integrity of b-1,3-glucans, b-1,6-
glucans, and �-mannans represent potential excellent
targets. The pneumocandins and echinocandins, novel li-
popeptides produced by Glarea lozoyensis and similar
fungi, inhibit the synthesis of b-1,3-glucans (96). Two new
drug candidates, Merck’s MK-0991 and Eli Lilly’s
LY303366, are semisynthetic lipopeptide echinocandin de-
rivatives that specifically target the Rholp dissociable sub-
unit of the heterodimeric transmembrane 1,3-b-(D)-glucan
synthase (92,93,96). Because there is apparently only a
single gene that is responsible for the synthesis of this sub-
unit, this is considered an excellent target. The pneumo-
candin experimental drug, MK-0991, has been shown to
possess efficacy against Aspergillus fumigatus, C. albicans,
H. capsulatum, and P. carinii (but not against Cryptococcus
neoformans), suggesting that this would make an out-
standing potential broad-spectrum candidate for dissemi-
nated, life-threatening fungal diseases, particularly in im-
munocompromised patients (92).

Other targets of interest that have been pursued re-
cently include chitin and sphingolipid biosynthesis. Fungi
contain three chitin synthetases (CSI, CSII, CSIII) that
catalyze the synthesis of the polymer from individual units
of UDP-N-acetylglucosamine. The leading antifungal chi-
tin biosynthesis-inhibitor drug candidate is nikkomycin Z,
a nucleoside dipeptide substrate analog of UDP-N-acetyl-
glucosamine which competitively inhibits chitin synthases
(91). Although nikkomycin Z is effective in vitro against C.
albicans, C. immitis, and other fungi with relatively high
chitin contents, it does not kill Saccharomyces cerevisiae
(92,94). The polyoxins, also peptidyl-nucleoside natural

products, also inhibit chitin synthase, but none of these
has been developed yet as a clinical candidate. Rustmicin
(also called galbonolide A), a 14-membered macrolide pro-
duced by Micromonospora chalcea, inhibits inositol phos-
phoceramide synthase at pM levels, resulting in the loss of
all complex sphingolipids and the accumulation of cer-
amide (68). Although rustmicin was reasonably efficacious
in a murine cryptococcosis model, it suffers from severe in
vivo instability, brought about by serum protein binding,
and by being an excellent substrate for S. cerevisiae efflux
pump Pdr5 (68). The pradamycins are D-amino-acid-
substituted benzonaphthacene quinone glycosides that ap-
pear to act by binding to the saccharide moieties of the
mannoproteins in fungal cell walls, leading to a loss of in-
tracellular potassium that results in gross morphological
changes (6). Another unusual antifungal compound is
sordarin, which exerts antifungal activity via inhibition of
the elongation step in protein synthesis (6,97). Glaxo-
Wellcome has developed a semisynthetic sordarin,
GM237354, that possesses a broad spectrum of activity
and high in vivo potency (6).

ANTICANCER AGENTS

The search for natural product anticancer agents began in
the late 1950s and became a reality with the discovery in
1964 of daunorubicin, a cytotoxic, antitumor drug of the
anthracycline class with efficacy against a wide variety of
solid tumors and leukemias (15). Five years later, doxo-
rubicin, the 14-hydroxy analogue of daunorubicin, was dis-
covered at Farmitalia (15). Doxorubicin, which showed a
wider range of efficacy for treatment of various cancers,
has been a mainstay in chemotherapy for more than 25
years. It was shown recently that doxorubicin as well as
many other cytotoxic antitumor drugs (e.g., etoposide) act
by trapping topoisomerase II with DNA in what has been
referred to as the cleavable complex, resulting in multiple
DNA strand breaks (15). Another class of anthracyclines,
exemplified by aclarubicin (aclacinomycin A), were re-
cently shown to inhibit by a different mechanism of action,
by inhibition of topoisomerae II–DNA interaction (15).

Table 9 shows a list of the major antitumor drugs de-
rived from natural products. Other natural product anti-
tumor chemotherapy agents used for several years, but
more restrictively than doxorubicin, include mithramycin,
discovered in the early 1950s; the mitomycins, first de-
scribed in 1956; bleomycin, described by Umezawa in 1965;
and the vinca alkaloids, vinblastine and vincristine, which
were first described in the period of 1958–1962. In all these
cases, the mode of action is cytotoxicity through drug-DNA
interactions. With the ultimate desire to get away from
cytotoxic drugs that are detrimental to all cells and not just
cancerous cells, these cytotoxic natural product antitumor
drugs are considered to be drugs of the past and not of the
future.

Interest in natural product antitumor drugs was re-
newed, however, with the discovery of taxanes from the
pacific yew tree. Paclitaxel (Taxol), a complex diterpenoid
alkaloid, was discovered as a potential antitumor agent in
1971 (98), and it has taken nearly three decades to bring
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Table 9. Clinical and Lead Experimental Natural Product-Derived Anticancer Drugs

Anticancer drug Type Comments

Aclacinomycin A Anthracycline Produced by Streptomyces galilaeus; used in Japan and France
Bleomycin Glycopeptide Produced by Streptomyces verticillus
Carminomycin Anthracycline Produced by Actinomadura carminata; used in Russia
Dactinomycin Acylpeptidolactone Produced by Streptomyces parvulus
Daunorubicin Anthracycline Produced by Streptomyces peucetius
Docetaxel Taxane Taxotere; recently approved for treatment of ovarian cancer
Doxorubicin Anthracycline Adriamycin; Produced by S. peucetius subsp. caesius
Epothilone Substituted macrolide Produced by Sorangium cellulosum; experimental only
Idarubicin Anthracycline Synthetic (mimetic), orally available analogue of doxorubicin
Irinotecan Camptothecin Approved in 1996 for metastatic colon and rectal cancers
Mitomycin C Cytotoxic drug Produced by Streptomyces caespitosus
Mitoxantrone Anthracenedione Biomimetic compound
Paclitaxel Taxane Produced by Taxus spp. (yew trees); approved for use in 1994
Pentostatin Nucleoside analogue Produced by Streptomyces antibioticus
Plicamycin Polyketide Mithramycin; Produced by Streptomyces argillaceus
Tenipocide Podophyllotoxin Cytotoxic antitumor drug
Topotecan Camptothecin Semisynthetic; from Camptotheca acuminata (Chinese tree)
Vinblastine sulfate Vinca alkaloid Produced by Catharanthus roseus (periwinkle)
Vincristine sulfate Vinca alkaloid Produced by Catharanthus roseus (periwinkle)
Vinorelbine tartrate Vinca alkaloid Semi-synthetic vinblastine analogue

it to the market. One of the unique features that helped
move the taxanes from experimental drugs to clinical can-
didates was the finding that they acted as tubulin stabiliz-
ers, a novel mode of action (99). Docetaxel (Taxotere) and
paclitaxel (Taxol) have excellent activity against ovarian
and breast cancers. Additionally, Taxol and semisynthetic
taxanes may be efficacious against a wide range of tumors.
Thus far, the greatest impediment to the development of
these drugs on a large scale was that they are only found
at levels of about 0.01% (w/w) in the bark of several related
yew trees, Taxus brevifolia (Pacific yew, an endangered
species), Taxus baccata, Taxus cuspidata (Japanese yew),
and others (100). Moreover, the chemical synthesis of pa-
clitaxel is very difficult, requiring more than 30 steps.
Thus, paclitaxel is currently made semisynthetically from
10-deacetylbaccatin III, produced by the needles of the
Himalayan yew (100). Other novel antitumor drugs devel-
oped in recent years include irinotecan (Camptosa) and to-
potecan (Hycamptin), both which are inhibitors of topoiso-
merase I.

FUTURE DIRECTIONS IN NATURAL PRODUCTS DRUG
DISCOVERY

Several approaches are being taken to address the issues
of MRSA, VRE, other antibiotic-resistant bacteria, newly
emerging infectious diseases and related problems. One
approach is the use of genomics to help to identify new
targets amongst bacteria and fungi. As mentioned previ-
ously, sequencing of the yeast genome helped to identify
about a dozen unique targets for new antifungal drugs. It
appears that the incidence of fungal resistance to new
drugs targeted against single, critical enzymes, such as
glucan synthase, is very low. Similarly, it is hoped that ge-
nomic analysis of bacteria is as useful in identifying new

targets for novel antibacterials. Unfortunately, there is a
significant difference between bacteria and fungi and be-
tween bacterial infections and fungal infections that
must be considered. First, any single-site bacterial target
for which single mutations can render resistance cannot be
seriously considered because of the high frequency of mu-
tations (10�8) that occur in bacteria (77). Second, many
resistance mechanisms are passed horizontally among
bacterial populations by plasmid- and transposon-
mediated transfer, which renders many antibiotics useless.
Even the fluoroquinolones, which for years were thought
to target only DNA gyrase, are now known to target at
least two separate enzymes (101). This is critical, too, be-
cause single mutations in bacterial gyrases have been
shown recently to yield resistance to several fluoroquino-
lones (102). What is the best answer? Although there is
probably no single best answer for all resistance problems,
the clear-cut best approach is still to inhibit cell wall bio-
synthesis, preferably with a novel mechanism of action or
at several sites. Alternatively, inhibition of systems or pro-
cesses, such as protein or nucleic acid synthesis, again at
multiple sites, appears to be back in vogue. The conun-
drum, however, is that protein synthesis inhibitors are bac-
teriostatic agents, which in recent years have been thought
not to be desired. Nevertheless, the newer macrolides, di-
rithromycin, clarithromycin, and azithromycin, all protein
synthesis-inhibiting bacteriostats, are effective drugs.

The Pharmaceutical Research and Manufacturers of
America organization announced that as of September
1998, 136 new anti-infective drugs were currently in ad-
vanced stages of development by 78 different companies.
Of these, 27 compounds are antibacterials, 31 are antivi-
rals, 12 are antifungals, 42 are vaccines, and 24 are in the
“other” category, but still relating to anti-infection indica-
tions. As described throughout this review, there are un-
met needs in all fields of antibiotics. The wealth of new
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drugs on the horizon bodes well for the future of antibiotics
of all classes.
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INTRODUCTION

The specialized process of secretion in mammalian cells is
directed through membrane-enclosed compartments com-
posed of vesicles. Each compartment is unique to ensure
specificity and directionality for the secretion process. The
compartments are maintained by mechanisms of selective
targeting of newly made proteins to their correct vesicle.
As proteins destined for the cell surface transit the differ-
ent compartments, they attain their final conformation
through a maturation process that involves protein folding
facilitated by molecular chaperones, covalent modification

of the polypeptide backbone, and assembly into higher-
order structures.

PROTEIN TRANSLOCATION INTO THE ENDOPLASMIC
RETICULUM

Targeting to the Endoplasmic Reticulum

All proteins destined for the cell surface, the extracellular
space, or intracellular organelles such as lysosomes or the
Golgi apparatus are first translocated across the mem-
brane of the endoplasmic reticulum (ER). In mammalian
cells the process of protein transport across the ER mem-
brane occurs in the majority of cases while the polypeptide
is being translated, which is called cotranslational trans-
location. In contrast, in yeast, translocation can occur ei-
ther cotranslationally or after translation of the polypep-
tide is complete, that is, posttranslational translocation.
Proteins that are targeted for transport across the ER
must contain a signal that directs the process. Most secre-
tory proteins contain an amino-terminal set of amino acids
that compose the signal that directs cotranslational trans-
location of the protein across the ER membrane. The signal
peptide is exposed as the polypeptide emerges from the
60S ribosomal subunit and mediates association of the na-
scent polypeptide with the cytosolic face of the ER. Al-
though the exact amino acid sequence of signal peptides is
not conserved for a given protein across species, its general
character is very conserved. The signal sequence may be
approximately 30–60 amino acids in length and is com-
posed of three regions: (1) an amino terminal segment of
variable length that has a net positive charge, (2) a central
hydrophobic core of 6–15 residues, and (3) a C-terminal
region that often has a helix-breaking amino acid residue
such as glycine proline or serine (1). In yeast, the more
hydrophobic the character of the signal peptide, the more
likely the transport process occurs by a cotranslational
mechanism.

The signal recognition particle (SRP) is a complex of six
polypeptides and one 7S RNA molecule that targets sub-
strates for cotranslational translocation (for review see
Ref. 2). The 300-nucleotide RNA component is very con-
served across all species and is homologous with the highly
repetitive Alu DNA family. The mechanism by which co-
translational translocation occurs was elucidated using in
vitro studies of protein import into canine pancreatic mi-
crosomes, because they are efficient at directing SRP-
dependent translocation. Analysis of the SRP has identi-
fied subcomplexes that perform different functions. SRP54
(the number refers to the molecular weight of the protein)
binds the signal sequence and targets it to the ER mem-
brane. SRP54 contains a stretch of methionine residues
that provide a flexible surface, much like bristles of a
brush, for interaction with the variable hydrophobic
stretches of amino acids in different signal peptides. After
interaction with SRP54, translation elongation pauses by
a subcomplex of SRP9 and SRP14. This pause helps ensure
proper targeting to the ER membrane before significant
portions of the polypeptide are synthesized and begin to
fold.
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Figure 1. SRP-dependent cotransloca-
tional translocation into the ER. SRP binds
to the signal sequence of a nascent poly-
peptide emerging from the 60S ribosome to
form a targeting complex in which elon-
gation is arrested. SRP in the targeting
complex then binds SRP receptor (com-
posed of SR� and Srb subunits) in the ER
membrane. After GTP binding, SRP inter-
acts with SRP receptor to result in forma-
tion of the ribosome-translocon junction,
and translation elongation resumes. GTP
hydrolysis stimulates the dissociation of
SRP from SRP receptor so they can be re-
cycled. As the nascent chain grows, the
translocon pore allows passage of the na-
scent protein across the membrane. In
most cases, the signal sequence is removed
on the luminal side of the ER membrane
by signal peptidase (not shown). Source:
Reprinted from Ref. 3, with permission.

After SRP binds the signal sequence of the nascent
chain–ribosome complex, it targets the complex to the ER
translocation machinery (Fig. 1). The SRP receptor (SRPR)
on the ER membrane is composed of two subunits SR� and
SRb and receives the nascent polypeptide after release
from SRP. SRP then recycles back to the cytosol. Both
SRP54 of the SRP and each of the SRP receptor subunits
are GTPases. SRP and SRPR reciprocally stimulate each
others’ GTPase activity. SRP in the GTP-bound form pro-
motes high-affinity association with SRPR (4). Subsequent
transfer of the signal to the translocation apparatus de-
pends on GTP binding by SR� (5). For recycling, SRP must
be released from SRPR, a process that requires GTP hy-
drolysis by SRP54 (6). The nascent chain–associated com-
plex (NAC), an ER-localized protein complex, ensures fi-
delity of cotranslational targeting to the translocon in the
ER membrane by binding nascent polypeptides that lack
signal sequences, preventing their targeting to the ER
membrane, and preventing free ribosomes from interact-
ing with the ER membrane (7–9). In addition, some poly-
peptides also require the translocating chain–associated
membrane protein (TRAM) for translocation. TRAM can
be cross-linked to the signal peptide of some secretory pro-
teins (10). The signal-containing polypeptide inserts into
the membrane, and the polypeptide threads through the
protein channel, composed of Sec61�, into the lumen of the
ER as an extending loop.

Translocation into the ER

The proteins that are required for translocation in vitro
and in vivo have been identified through genetic studies in
yeast. The most important protein is Sec61p (40 kDa), a
protein predicted to span the ER membrane a number of
times; it is the primary subunit of the protein translocation
channel (11). Sec61p is part of a heterotrimeric complex
with Sbh1p and Sss1p, which are the yeast homologues of

mammalian Sec62b and Sec61c (12). In addition to the
Sec61p complex, another complex, Sec62p, Sec63p,
Sec71p, and Sec72p, is required for posttranslocational
translocation in yeast. Sec63p has a luminal region ho-
mologous to the J-domain that is highly conserved in the
DnaJ protein family, a protein family that stimulates the
ATPase activity of Hsp70 family members. The yeast ho-
mologue of BiP, Kar2p, is required for posttranslational
translocation, probably through its ATPase activity, which
is regulated by the J-domain of Sec63p. In mammalian
cells, purified SRP, SRPR, and Sec61p are the only proteins
required for cotranslocational translocation (12). TRAM is
required for only a subset of precursors and stimulates
translocation of others.

The role of resident proteins in the lumen of the ER was
studied by selectively solubilizing and reconstituting mi-
crosomal translocation activity into proteoliposomes (13).
Alkaline extraction at pH 9.5 releases a class of luminal
proteins that is essential for completion of polypeptide
translocation (14). Among the proteins released are the
stress proteins BiP/GRP78, GRP94, protein disulfide isom-
erase, calreticulin, and peptidyl prolyl cis-trans-isomerase
enzymes (cyclophilin and FKBP). These studies demon-
strated that BiP/GRP78 was required for translocation in
these yeast-derived proteoliposomes. However, experi-
ments in mammalian systems have not provided compel-
ling evidence that BiP/GRP78 is required for transloca-
tion. In addition, expression of an ATPase-defective BiP
only prevented the secretion of selective proteins, support-
ing the view that the BiP ATPase activity is not absolutely
required for the secretion of all proteins (15).

Proteins that become integral membrane proteins pose
a unique problem for the translocation machinery. Type I
transmembrane proteins contain a cleavable N-terminal
signal peptide and an internal transmembrane domain.
They are oriented such that their amino terminus is in the
extracellular space. For these proteins, a span of hydro-
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phobic amino acids (called the stop-transfer sequence) an-
chors the polypeptide in the lumen of the ER. In type II
transmembrane proteins the carboxy terminus of the pro-
tein is in the extracellular space. The topology of type I
and type II membrane proteins is determined by the
charge distribution of polar amino acids flanking the
signal-anchor domain (16). The side of the signal anchor
that has more positively charged flanking residues re-
mains intracellular, likely reflecting interactions with the
negatively charged phospholipid bilayer. For multiple-
spanning transmembrane proteins, each transmembrane
domain displaces the prior one from the protein conducting
channel where it moves laterally into the lipid bilayer.
During the process of translocation, the channel is always
gated, either by the ribosome on the cytoplasmic side or by
BiP/GRP78 on the luminal side (17).

The cleavage site for signal peptidase is marked by
small amino acids (alanine or glycine) in the 3- and 1-
positions, relative to the cleavage site. Insertion into the
ER membrane involves the formation of a loop structure
with the amino terminus remaining in the cytoplasm and
the growing carboxy terminus being continuously trans-
located across the membrane through Sec61p, a protein-
conducting channel (18). Cleavage of the signal sequence
by the signal peptidase (19,20) then releases the mature
amino terminus into the lumen of the ER and is required
for translocation of proteins into the secretory pathway.

The transport of a polypeptide across the ER membrane
requires energy. GTP is used in the cycling of SRP and
SRPR. The energy in cotranslational translocation is de-
rived from the process of translational elongation. For
posttranslational translocation, ATP is required for both
function of Hsp70 in the cytosol and BiP function in the
lumen of the ER. Depletion of intracellular ATP can block
the secretion of some proteins, presumably by preventing
dissociation of proteins from BiP (21). An ER ATP trans-
porter has been characterized (22), and studies have di-
rectly detected ATP in the lumen of the ER by directing
firefly luciferase expression to be localized in the ER (23).
It is possible that increases in the intraluminal concentra-
tion of ATP will increase the secretion capacity in mam-
malian cells.

POSTTRANSLATIONAL MODIFICATIONS
WITHIN THE SECRETORY PATHWAY

Protein translocation into and transport through the se-
cretory pathway in eukaryotic cells is accompanied by a
multitude of covalent modifications that occur on the poly-
peptide backbone. The sequence of posttranslational mod-
ifications that occur on a polypeptide is carefully regulated
both temporally and spatially; specific modifications occur
only within vesicles of the ER or Golgi compartment (Fig.
2). In many cases these modifications are required for
proper polypeptide folding and secretion. In addition, post-
translational modifications can affect the half-life of the
protein in the plasma and may be required for functional
activity of the polypeptide. The mechanisms that direct
posttranslational modifications recognize specific struc-
tural determinants within the polypeptide backbone. The

efficiency of these modifications is determined by the spe-
cific host cell enzymatic machinery, the availability of sub-
strates and cofactors, as well as structural properties of
the polypeptide. To evaluate the role of posttranslational
modification in protein function, investigators have stud-
ied proteins treated with chemicals or enzymes to remove
modifications, proteins synthesized in the presence of in-
hibitors of specific modification reactions, proteins ex-
pressed in either different cell types or in cell mutants with
defects in specific enzymatic machinery required to per-
form modifications, or proteins engineered through recom-
binant DNA technology that contain mutations that pre-
vent modifications. The interpretation of results utilizing
different strategies needs to be qualified to consider sec-
ondary effects due to the approach utilized. As a conse-
quence, it is desirable to utilize several independent ap-
proaches to confirm the importance of any specific
modification.

Protein Folding and Catalysts of Protein Folding in the ER

Analysis of protein folding in vitro has identified several
key steps that occur during spontaneous refolding of a pro-
tein upon dilution from a denaturant. First, the polypep-
tide chain collapses into a compact shape to bury hydro-
phobic structures; this coincides with formation of
secondary structures. Then native tertiary structures form
as the protein passes through kinetically defined inter-
mediates; this process may take several minutes. The par-
tially folded intermediate is called the molten globule. Fi-
nally, the rate-limiting step lies close to the native folded
state and involves formation of hydrogen bonds and disul-
fide bonds. Although proteins can fold into correct tertiary
conformations in vitro (25), additional factors such as pro-
tein chaperones assist protein folding in vivo. Molecular
chaperones compose a group of unrelated proteins that me-
diate the correct assembly of other proteins but are not
themselves components of the final folded structure. Some
molecular chaperones actually catalyze protein folding,
whereas others maintain proteins in a folding-competent
state and prevent protein aggregation.

A number of protein chaperones bind and stabilize par-
tially folded polypeptides. One of the most well studied
members of this family is the immunoglobulin binding pro-
tein (BiP) that is the same as the glucose-regulated protein
of 78 kDa (GRP78) within the lumen of the ER (26). BiP is
a member of the heat shock protein family, which exhibits
a peptide-dependent ATPase activity (27), and for which
expression is induced by the presence of abberently folded
protein or unassembled protein subunits within the ER
(28,29). Polypeptide release from BiP and transport out of
the ER requires high levels of intracellular ATP (21); how-
ever, not all proteins require functional BiP for secretion
(15). Intensive investigation into the role of BiP in protein
folding has led to two different, but not mutually exclusive,
functions for BiP. One hypothesis is that BiP assists pro-
tein folding by maintaining proteins in a conformation
where they are folding competent, (30,31). This model is
supported by the transient association with polypeptides
destined for secretion (32–35) and an ATP dependence for
proper folding and disulfide bond formation (36). In
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contrast, other studies (37–40) suggest that these proteins
act as a retention mechanism for quality control to prevent
aberrantly folded proteins from exiting the secretory path-
way. However, despite many efforts to date, there is no
direct demonstration that BiP binding to protein sub-
strates actually catalyzes protein folding (41).

Disulfide bond formation occurs in the oxidizing envi-
ronment of the ER. The tripeptide glutathione (c-glutamyl,
cyteinyl, glycine) is the major thiol-containing molecule in
eukaryotic cells and prevents disulfide bond formation in
the cytosol and catalyzes their formation in the ER. Glu-
tathione is in equilibrium between a reduced form (GSH)
and an oxidized form (GSSG). In the ER the ratio of GSH
to GSSG is 5:1, an optimum for formation of disulfide
bonds. In contrast, the ratio is 50:1 in the cytosol (42). Ox-
idized glutathione is reduced by glutathione reductase in
a reaction that uses NADPH as a cofactor and occurs in
the cytosol. One identified catalyst of protein folding is pro-
tein disulfide isomerase (PDI), which exchanges disulfide
bonds on substrates and ensures proper disulfide bond for-
mation, and exchange occurs prior to exit from the ER (43).
PDI is also the b-subunit of prolyl hydroxylase, which cat-
alyzes posttranslational hydroxylation of proline residue
in pro-�-collagen. PDI is a soluble protein of the ER and is
the most effective catalyst of protein folding known. PDI
does not change the intermediates in the folding reaction
but increases the kinetics of the overall process. Proper
pairing of disulfide bonds is essential for transport through
the ER, and pairing does not always occur in a sequential
order.

Another rate-limiting step in protein folding is proline
isomerization. Proteins that catalyze isomerization around
peptidyl-prolyl bonds are peptidyl-prolyl isomerases
(PPIases). There are two classes of these enzymes, based
on their different substrate specificities and sensitivities
to cyclophilin or FK506. Cyclophilin binds to cyclosporin
A, a PPIase that has broad specificity. FK506 binds to
FKBP, a PPIase that has narrower specificity with pref-
erence for hydrophobic residues in the P1 position. There
are some very specific PPIases, one of the best studied is
NinaA, a PPIase of the ER that specifically folds rhodop-
sins 1 and 2. Drosophila that have mutations in NinaA
lack proper visual responses.

Asparagines and Serine/Threonine-Linked Glycosylation

High-mannose-containing oligosaccharide structures are
added to asparagine residues of glycoproteins as an
obligatory event for the folding and assembly of many
newly synthesized polypeptides (44). This is an essential
process in eukaryotic cells (45). The presence of oligo-
saccharides may be required for the efficient transport
of individual glycoproteins through the secretory pathway
(33,46), to increase the plasma half-life, or for the biolog-
ical activity of glycoproteins. The luminal enzyme oligo-
saccharyltransferase catalyzes the transfer of a preas-
sembled high-mannose-containing oligosaccharide core
structure [glucose (Glc)3mannose (Man)9N-acetylglucosa-
mine (GlcNAc)2] from a dolichol pyrophosphate precursor
onto asparagine acceptor sites within the consensus se-
quence Asn-X-Ser/Thr, where X can be any amino acid ex-

cept proline. The mammalian oligosaccharyltransferase is
a heterotrimeric transmembrane complex of ribophorin I,
ribophorin II, and the oligosaccharyltransferase, which
has been purified and molecularly cloned (47). The utili-
zation of a particular consensus site for N-linked oligosac-
charide attachment is determined by the structure of the
growing polypeptide. As a consequence, proteins expressed
in heterologous cells most frequently exhibit occupancy of
N-linked sites very similar to that of the native polypeptide
(48). To date there is no evidence that the N-linked oligo-
saccharide addition machinery can be saturated at high
expression levels of glycoproteins.

After addition of the high-mannose-containing oligosac-
charide core structure, trimming begins with the removal
of the three terminal glucose residues, which is mediated
by the action of glucosidases I and II (Fig. 2). Glucosidase
I removes the terminal �1-3-glucose, and glucosidase II
subsequently removes the two �1-2-glucose residues. Glu-
cose trimming is required for binding to the protein chap-
erones calnexin and calreticulin within the lumen of the
ER (49) (Fig. 3). Calnexin (IP90, p88, or CNX; an integral
transmembrane protein) (50) and calreticulin (CRT; an ER
luminal protein) (51) are homologous lectin-binding pro-
tein chaperones that transiently and selectively bind to
overlapping sets of newly synthesized glycoprotein folding
intermediates, thereby preventing their transit through
the secretory pathway. Prolonged association with CNX
and/or CRT is observed when proteins are unfolded, mis-
folded, or unable to oligomerize. CNX and CRT bind most
avidly to monoglucosylated forms of the N-linked core
structure and promote folding, delay oligomerization, and
prevent degradation of some glycoproteins (52). In con-
trast, interaction with CNX correlates with intracellular
degradation of some glycoproteins (53). Removal of the
third glucose from the oligosaccharide core structure cor-
relates with release from CNX and CRT and transport to
the Golgi apparatus. It is proposed that the selective bind-
ing of unfolded glycoproteins to CRT and CNX is mediated
by reglucosylation of the deglucosylated N-linked oligosac-
charide. This reglucosylation activity is performed by a
UDP-glucose:glycoprotein glucosyltransferase (UGT). The
activity of the UGT is activated by unfolded protein (54).
Thereby, only unfolded, mutant, or unassembled proteins
are subject to reglucosylation. Reglucosylated proteins can
rebind CNX and/or CRT and in this manner; unfolded pro-
teins are retained in the ER through a cycle of CNX/CRT
interaction, glucosidase II activity, and UGT activity. In-
hibition of glucose trimming by inhibitors of glucosidase I
and II, such as deoxynojirimycin or castanospermine, can
inhibit this cycle and the secretion of some proteins. Be-
cause glucosidase inhibitors are fairly nontoxic and can in-
hibit the secretion of HIV envelope glycoprotein gp160,
they have been used in the treatment of AIDS (55). Sub-
sequent to glucose trimming in the ER, at least one �1-2-
linked mannose is removed by an ER �1-2-mannosidase
prior to transport out of the ER. Transit out of the ER is
the rate-limiting step in secretion for the majority of pro-
teins and may vary from 15 min to days, depending upon
the rate at which a polypeptide attains a properly folded
conformation.
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recognition and retention of unfolded glycoproteins in the ER. As a protein is cotranslationally
translocated into the lumen of the ER, high-mannose core oligosaccharides are attached to aspar-
argine residues. Subsequently, the glucose residues on the core-N-linked oligosaccharides are
trimmed by the action of glucosidases I and II to expose a monoglucosylated core oligosaccharide
that is a ligand for calnexin (a transmembrane protein) and/or calreticulin (a luminal ER protein)
binding. After further action by glucosidase II, the glycoprotein is released from calnexin and
calreticulin interaction. Unfolded glycoproteins are recognized as a substrate for the UDP-
glucose:glycoprotein glucosyltransferase to form a monoglucosylated ligand to promote another
round of calnexin and/or calreticulin binding. Folded glycoproteins bypass reglucosylation and are
subsequently transported to the Golgi compartment. Source: Adapted from Ref. 44, with permis-
sion.

A sequential series of additional carbohydrate modifi-
cations occur that are separated spatially and temporarily
as the protein transits through the cis, medial, and trans
Golgi compartments. Mannose residues are removed by
Golgi mannosidases I and II, and then N-acetylglucosa-
mine, fucose, galactose, and sialic acid residues are added.
These reactions are catalyzed by specific glycosyltransfer-
ases that modify the high-mannose carbohydrate to com-
plex forms. Also within the Golgi apparatus, O-linked oli-
gosaccharides are attached to the hydroxyl of serine or
threonine residues through an O-glycosidic bond to N-
acetylgalactosamine. Serine and threonine residues sub-
ject to glycosylation are frequently clustered together and
contain an increased frequency of proline residues in the
region, especially at positions �1 and �3, relative to the
glycosylated residue (56). Galactose, fucose, and sialic acid
are frequently attached to the serine/threonine-linked N-
acetylgalactosamine. O-glycosylation occurs in the Golgi
complex concomitant with complex processing of N-linked
oligosaccharides.

The role of N- and O-linked oligosaccharide addition in
glycoprotein function can be studied by using specific en-
zymatic inhibitors, glycosidases, and mutant cell lines (24).
N-linked glycosylation is most easily evaluated by using
specific glycosidases. The acquisition of resistance to endo-
b-N-acetylglucosaminidase (Endo-H), which cleaves high-

mannose and some hybrid-type oligosaccharides at the
GlcNAcb1-4GlcNAc linkage to leave a single GlcNAc resi-
due attached to the asparagine (57), is frequently used to
monitor movement of the protein from the ER to the me-
dial Golgi apparatus. Resistance to Endo-H occurs in the
medial Golgi following action of GlcNAc transferase I and
mannosidase II. Peptide-N4-(N-acetyl-b-glucosaminyl)-
asparagine amidase (N-gly) removes all N-linked oligosac-
charides, regardless of the complexity of their structure, to
leave a free aspartic acid residue (58). Also of use are a
number of inhibitors that are specific for selective steps in
the N-linked oligosaccharide processing pathway (see Fig.
2). In addition, a number of cell lines have been isolated
that are defective in specific steps in oligosaccharide pro-
cessing (59).

There are no specific inhibitors that can be used to study
the requirement for O-linked glycosylation. It is possible
to inhibit O-glycosylation, as well as complex modification
of N-linked oligosaccharides, by depletion of the divalent
metal ion manganese from the secretory pathway, and this
may be used as an indication of whether O-linked sugars
are present on the polypeptide (60). Of greater utility is a
mutant cell line, ldlD, that is deficient in the UDP-
galactose and UDP-N-acetylgalactosamine-4-epimerase
and cannot synthesize Gal or GalNAc under normal
growth conditions in the presence of glucose (61,62).
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Finally, it is possible to enzymatically remove O-linked
glycans with endo-�-N-acetyl-D-galactosaminidase (O-
glycanase) that cleaves the Galb1-3GalNAc disaccharide
unit linked to serine or threonine residues (63). Sialic acid
residues on the Gal or GalNAc will inhibit O-glycanase
cleavage and therefore need to be removed by prior diges-
tion with neuraminidase.

Glycosylphosphatidylinositol Anchor Addition

The addition of glycosylphosphatidylinositol (GPI) to many
cell-surface-associated proteins occurs in order to anchor
the protein in the lipid bilayer. The addition of GPI anchors
occurs in the ER. A signal in the carboxy terminus of the
polypeptide substrate contains a hydrophobic sequence of
17–30 amino acids followed by a spacer of 5–10 amino acids
and a cleavage/attachment site. The attachment site must
be an amino acid with a small side chain. The reaction is
catalyzed by GPI:protein transamidase. This activity is de-
fective in individuals with paraxysmal nocturnal hemoglo-
binuria. This disease results from a defect in the cell sur-
face expression of inhibitors of complement-mediated cell
lysis (such as decay accelerating factor). As a consequence,
hemolytic anemia occurs because blood cells are unpro-
tected from complement-mediated lysis.

Gamma-Carboxylation of Glutamic Acid Residues

The precursor of the vitamin K–dependent coagulation fac-
tors and a number of bone proteins and growth factors con-
tain a propeptide that directs c-carboxylation of up to 12
glutamic acid residues at the amino terminus of the ma-
ture protein (64). The propeptides of these proteins exhibit
amino acid conservation within the c-carboxylase recog-
nition site and the site for cleavage of the propeptide. NMR
structural analysis identified that the propeptide is an am-
phipathic �-helix with the carboxylase recognition site N-
terminal to the helix (65).

The vitamin K–dependent c-glutamyl carboxylase en-
zyme converts glutamate residues to c-carboxyglutamate
Gla residues. In the presence of CO2, O2, and vitamin K
hydroquinone (KH2) the enzyme is able to carboxylate a
peptide containing glutamic acid residues, yielding a Gla-
containing peptide, vitamin K epoxide, and H2O (66). The
vitamin K epoxide formed is subsequently reduced to re-
generate KH2 by either a thiol or the enzyme vitamin K
epoxide reductase. The bovine (67) and human (68) cDNAs
encoding the vitamin K–dependent c-glutamyl carboxylase
were isolated and demonstrate that the protein is a single-
chain polypeptide of 94,000 kDa that spans the membrane
3 to 5 times. The overexpressed protein product directed
increased carboxylation activity in vitro using isolated mi-
crosomes from transfected mammalian or insect cells and
a synthetic peptide substrate (67,69). The ability to ex-
press c-carboxylase activity from the cloned cDNA has per-
mitted identification of the propeptide binding site be-
tween residues 50 and 225 (70) and the c-carboxylase
active site for glutamate binding within 218 residues of the
amino terminal (71), whereas the vitamin K–reactive site
is in the carboxy terminus of the protein (72). Vitamin K
epoxidase activity is also catalyzed by the enzyme, and

the carboxy terminus of the enzyme is required for this
activity.

High-level expression of the vitamin K–dependent
plasma proteins in transfected mammalian cells is limited
by the ability of the mammalian host cell to efficiently per-
form c-carboxylation of amino-terminal glutamic acid res-
idues and also to efficiently cleave the propeptide (73,74).
Analysis of factor IX expressed in CHO cells revealed that
the protein had a much lower specific activity compared
with the natural human plasma–derived protein. The re-
duced specific activity was attributed to both the limited
ability of CHO cells to cleave the propeptide of factor IX
and its ability to efficiently perform c-carboxylation
(67,73). Overexpression of the c-carboxylase cDNA yielded
increased activity in microsomal fractions when measured
in vitro using small substrates (67). However, overexpres-
sion of the c-carboxylase did not improve c-carboxylation
of factor IX when coexpressed in transfected mammalian
cells (67). These results suggest that the amount of car-
boxylase protein is not a limiting factor to direct vitamin
K–dependent c-carboxylation in vivo. Several possibilities
exist for the inability of the overexpressed c-carboxylase to
improve c-carboxylation in vivo. First, the overexpressed
c-carboxylase may be mislocalized within the secretory
pathway. It is possible that another protein, such as a pro-
tein chaperone, may be required to utilize a more complex
protein substrate as opposed to a small peptide substrate.
It is possible that another cofactor, possibly reduced vita-
min K, is limiting for factor IX carboxylation in vivo. Fur-
ther information on the mechanism of c-carboxylation re-
action in vivo is required in order to elucidate the
rate-limiting step for c-carboxylation in vivo.

b-Hydroxylation of Amino Acids: Aspartic acid, Asparagine,
Lysine, and Proline

Proline and lysine residues are hydroxylated in procolla-
gen by prolyl-3-hydroxylase and prolyl-4-hydroxylase.
Prolyl-4-hydroxylase acts on prolines if the amino acid se-
quence is G-X-P, where X is any amino acid. This reaction
requires O2, Fe2�, ascorbic acid, and �-ketoglutarate. This
modification is important for stability of the collagen triple
helix. Vitamin C deficiency results in scurvey because of
reduced proline hydroxylation to form a stable collagen tri-
plex.

A number of proteins that contain epidermal growth
factor (EGF) domains, such as blood coagulation factor IX,
have an aspartic acid or asparagine that is b-hydroxylated
(75). This modification occurs by posttranslational hydrox-
ylation of aspartic acid and/or asparagine within the ER.
The b-hydroxylase has been molecularly cloned and char-
acterized to some extent in recent years (76,77). b-Hydrox-
ylation does not require the propeptide, vitamin K, or con-
comitant c-carboxylation. A consensus b-hydroxylation site
within EGF domains (Cys-X-Asp/Asn-X-X-X-X-Phe/Tyr-X-
Cys-X-Cys) was proposed (75). Hydroxylation of both as-
partic acid and asparagine is catalyzed by aspartyl b-
hydroxylase, requires 2-ketoglutarate and Fe2� (78,79),
and is inhibited by agents that inhibit 2-ketoglutarate-
dependent dioxygenases (80). It is interesting that only 0.3
mol/mol of plasma factor IX is modified by b-hydroxylation
at Asp64, and this same amount of b-hydroxylation occurs
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in recombinant factor IX expressed at high levels in CHO
cells (80). Thus, the low efficiency of b-hydroxylation ap-
pears to be a consequence of the factor IX polypeptide back-
bone and independent of the cell type used for expression.

Sulfation of Tyrosine Residues

Sulfate addition to tyrosine as an O4-sulfate ester is a com-
mon postranslational modification of secretory proteins
that occurs in the trans Golgi apparatus (81) and is
mediated by tyrosylprotein sulfotransferase that utilizes
the activated sulfate donor 3�-phosphoadenosine 5�-
phosphosulfate (PAPS) (82,83). Although the enzyme has
been biochemically characterized (83), to date the enzyme
has not been molecularly cloned. This modification occurs
on many secretory proteins including a number of proteins
that interact with thrombin, such as hirudin (84), fibrino-
gen (85), heparin cofactor II (86), �2-antiplasmin (87), vi-
tronectin (88), bovine factor X (89), factor V, and factor VIII
(90–92). Comparison of all known tyrosine sulfation sites
yielded a consensus sequence that is primarily character-
ized by a large number of acidic amino acid residues. The
consensus tyrosine sulfation site has three aspartic acid
and/or glutamic acid residues near the sulfated tyrosine
(	5 amino acids), a turn-inducing residue within �7/�7,
and the absence of cysteine or N-linked glycosylation sites
within 7 residues of the sulfated tyrosine (81). Although
tyrosine sulfation modification is found on many proteins
that transit the secretory apparatus, there are few exam-
ples where this modification is required for secretion or
functional activity of the molecule; for example, tyrosine
sulfation in the hormone cholecystokinin is required for its
biological activity (93). However, tyrosine sulfation can
modulate the biological activity, binding affinities, and se-
cretion of specific proteins (81). For example, tyrosine sul-
fation at the carboxy terminus of hirudin increases its
binding affinity to the anion binding exosite of thrombin
(94,95).

The most direct method to measure sulfation of a par-
ticular protein is to measure incorporation of [35S]-sulfuric
acid into protein as it is synthesized in cultured cells as
described in Ref. 24. [35S]-Sulfuric acid will not be incor-
porated in cysteine. Sodium chlorate is an inhibitor of ATP
sulfurylase, the first of two enzymes involved in the syn-
thesis of 3�-phosphoadenosine 5�-phosphosulfate (PAPS).
PAPS is the donor for sulfation of both tyrosine and car-
bohydrate residues in intact cells (96). Analysis of proteins
synthesized in the presence of sodium chlorate can provide
a useful means to study the role of tyrosine sulfation.

Proteolytic Processing of Precursor Polypeptides

Early studies demonstrated that the budding yeast Sac-
charomyces cerevisiae gene product Kex2 could cleave
mammalian precursor polypeptides after paired basic res-
idues (97), suggesting that a human homologue of Kex2
may be the protease required for propeptide processing.
Kex2 is a membrane-bound Ca2�-dependent subtilisin-like
serine protease that cleaves substrates, such as alpha mat-
ing factor, within the trans-Golgi compartment (98,99). A
computer search identified a human homologue of Kex2

upstream of the c-fes/fps protooncogene and was subse-
quently named furin (fes/feps upstream coding region) or
PACE, an acronym for “paired basic amino acid cleaving
enzyme.” The cDNA was subsequently cloned and shown
to encode a protein that could cleave pro-vWF (100,101),
pro–nerve growth factor (102), proalbumin (103), comple-
ment pro-C3 (104), and pro–factor IX (73) after pairs of
basic amino acids. PCR-based cloning strategies subse-
quently identified over a half dozen members of this
subtilisin-like serine protease family (105). Expression of
some of these enzymes (PC1/PC3, PC2, and PC4) is re-
stricted to neuroendocrine tissues, and the activities are
likely responsible for processing of neuropeptides and en-
docrine hormones (106,107). In contrast, furin/PACE and
PACE4 are ubiquitously expressed, but to a greater extent
in the hepatocyte (108,109), and are likely candidates for
processing of many other proteins including coagulation
factors.

Propeptide cleavage occurs in the trans Golgi compart-
ment just prior to secretion from the cell. The activity of
the propeptide processing enzymes is uniquely regulated
where a calcium-dependent induced autocatalytic activa-
tion occurs within the trans Golgi compartment to activate
these proteases to their active form (110–113). In the pro-
cess of activation, a propeptide is cleaved away from the
zymogen. The specific localization of propeptide processing
to the trans Golgi compartment ensures that the propep-
tide is associated with the mature polypeptide as proteins
transit the secretory compartment.

Characterization of the amino acid requirements
around the propeptide cleavage site has identified that
both the P1 and P4 arginine are important for efficient
processing mediated by furin/PACE and PACE4 (114,115).
Cotransfection experiments were performed to test
whether these enzymes could process pro–factor IX and or
pro-vWF. Whereas both furin/PACE and PACE4 were ef-
fective at enhancing pro-vWF processing, only furin/PACE
was capable of improving pro–factor IX processing. Thus,
it appears that different members of this class of enzymes
recognize and process overlapping sets of substrates. Over-
expression of furin/PACE in transfected cells (103) as well
as in transgenic animals (116) improves the ability to yield
fully processed proteins. Recombinant factor IX is pro-
duced by coexpression with furin/PACE to ensure complete
processing of the propeptide.

VESICULAR PROTEIN TRANSPORT

Transport vesicles are the intermediates for the trafficking
of proteins between compartments of the secretory path-
way (117). The principal mechanism of transport vesicle
formation is through cytosolic coat proteins that bind to
specific sites on the membrane (118). Interactions between
these coat proteins and the cytosolic tails of membrane pro-
teins play a fundamental role in sorting cargo into vesicles
(119,120). Binding of coat proteins to the membrane in-
duces the configuration of the membrane into a coated bud.
Membrane fission at the neck of this bud releases the ves-
icle. The most well-characterized coat protein is the clath-
rin coat that is responsible for endocytic vesicle formation
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Figure 4. Proposed roles of COP I and COP II in vesicle traffic
between the ER and cis Golgi. COP II vesicles transport normal
cargo, some escaped ER resident proteins, and some anterograde
targeting membrane proteins from the ER to the intermediate
compartment where the COP II coat is exchanged for a COP I coat.
The COP I–coated vesicle then fuses with the cis Golgi compart-
ment. COP I vesicles are also shown mediating retrograde trans-
port to the ER for escaped ER proteins.

at the plasma membrane. Two additional types of coat
components mediate vesicle formation and fusion within
the secretory pathway. COP II (coat protein) components
are required for the formation of vesicles that export cargo
from the ER. COP I components were identified as coat
proteins that form Golgi-derived transport vesicles
(121,122) (Fig. 4).

Protein transport through the secretory pathway begins
at the ER. Secretory proteins leave the ER in vesicles that
bud from a specialized region of the ER. Protein transport
between the ER and the intermediate compartment occurs
in both directions. Retrograde transport from the inter-
mediate compartment to the ER was first demonstrated
for ER-resident proteins. If such proteins are erroneously
incorporated into transport vesicles and leave the ER, they
are efficiently recycled by retrograde transport. COP I–
coated vesicles mediate the recycling of ER-resident pro-
teins from intermediate compartments back to the ER, and
COP II–coated vesicles mediate the export from the ER.
The interaction of COP I and COP II components with the
cytosolic tail domains of secretory transmembrane and ER-
resident transmembrane proteins is likely to play an im-
portant role in sorting cargo into transport vesicles
(119,120). Recently studies have used green fluorescent
protein fused to vesicular stomatitis virus glycoprotein to
visualize protein trafficking between the ER and Golgi
compartments in living cells. The results demonstrate that
the COP II–coated vesicles that are derived from the ER
membrane have their coat proteins replaced by COP I and
then move in a manner that depends on microtubules to
the Golgi complex (Fig. 4). In addition, the vesicles are
more elongated (appearing more like tubules) and are jux-
taposed to microtubules that probably guide their move-
ment (122,123).

Secretory proteins pass through the Golgi in the cis to
trans direction. As proteins pass through the Golgi com-
partments they are modified by sequence of glycosylation
and deglycosylation steps (124). Best understood is the
modification of N-linked glycans in the Golgi. Initial trim-
ming of mannose residues is followed by attachment of N-
acetylglucosamine (GlcNAc), which is followed by more
trimming of mannose residues and attachment of more
GlcNAc. Mannose trimming and GlcNAc addition occur in
cis and medial Golgi compartments. Although each Golgi
subcompartment differs from its neighboring compart-
ments in the specific set of enzymes contained within it,
this separation is not complete. The same enzymes may
even have different localization in different cell types.
Golgi enzymes are not restricted to just one cistern. When
the distributions of two different Golgi enzymes were de-
termined relative to each other in the same samples, both
were found spread out over several cisternae. The maxi-
mum concentration of each enzyme was in different in dif-
ferent compartments, but their distribution showed con-
siderable overlap. Furthermore, Golgi enzymes seem to be
in flux. Experiments with yeast demonstrated that a Golgi
enzyme that is predominantly localized in the early Golgi
was modified by late-acting Golgi enzymes (125). In a simi-
lar study using mammalian cells it was shown that an en-
zyme that was localized in the medial Golgi could be mod-
ified by an enzyme in the cis Golgi, even after the medial
Golgi enzyme had reached its localization (126). These re-
sults indicate that Golgi enzymes must be efficiently re-
cycled from late to early Golgi compartments and move
again forward with the secretory flow. Golgi enzymes are
not immobile in Golgi cisternae, but rather are freely dif-
fusable.

Two models are proposed to explain protein transport
through the Golgi: the vesicular transport model and the
cisternal maturation model (127–129). The vesicular
transport model assumes several distinct subcompart-
ments that exchange cargo by vesicular transport in the
anterograde and retrograde direction. The cisternal mat-
uration model proposes that cisternae form de novo by fu-
sion of ER-derived transport vesicles. These ER-derived
transport intermediates would acquire Golgi enzymes by
fusion with Golgi-derived retrograde transport vesicles
from the cis-most compartment of the Golgi stack. At the
same time, resident Golgi enzymes would move by retro-
grade transport in the trans to cis direction, from cisternae
that formed earlier to more recently formed cisternae. Ul-
timately, cisternae would emerge on the trans face of the
Golgi stack and disperse into vesicles of the constitutive
and regulated secretory pathways and into transport ves-
icles to endosomes and lysosomes. Both models were first
formulated shortly after the Golgi apparatus was charac-
terized by electron microscopy, and which one best de-
scribes the Golgi has been controversial ever since.

Fusion of the vesicle membrane with its target mem-
brane requires the cytosolic protein NSF (NEM-sensitive
factor for fusion). NSF interacts with another cytosolic pro-
tein, SNAP (soluble NSF attachment protein), and SNARE
(SNAP receptor) membrane proteins (130). It is the inter-
action of vesicle SNARE (v-SNARE) with target SNARE
(t-SNARE) that is thought to play an important role in
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Figure 5. Degradation of ER-associated proteins. A putative ER chaperone facilitates association
of a protein, with the Sec61 translocon. Reverse translocation from the lumen to the cytosol occurs
with subsequent deglycosylation by N-glycanase. The protein may be subject to modification by
ubiquitination and eventual targeting to the proteasome. Soluble proteins of the ER may also be
degraded by reverse translocation through the Sec61 translocon, or alternatively they may asso-
ciate with transmembrane proteins, such as CNX, that mediate their degradation. Source: Adapted
from Ref. 141, with permission.

controlling the specificity of the vesicle fusion reaction. The
precise role of NSF in this reaction is unclear. NSF action
disrupts a v-SNARE/t-SNARE complex (131). This disrup-
tion could be what mediates the rearrangement of
SNAREs that is required during fusion (132). These results
therefore support the hypothesis that NSF directly medi-
ates vesicle fusion. However, in yeast NSF mutants, vesi-
cles accumulate in the cytosol, and this observation lends
support to a model in which NSF is required for vesicle
docking (133). Consistent with this hypothesis is that al-
though yeast vacuole fusion is NSF dependent, the NSF
action in this process precedes the docking of the mem-
branes (134). These results indicate that NSF acts by ac-
tivating the SNAREs for vesicle docking, rather than being
involved in fusion itself. Small GTP-binding proteins of the
rab family, as well as other proteins such as p115/Uso1p,
are likely to be involved in further control of vesicle dock-
ing and fusion (135–138).

Mammalian cells constitutively transport proteins
within vesicles from the ER to the plasma membrane,
where they fuse through exocytosis. There are also spe-
cialized secretory cells, for example neuroendocrine cells,
that store granules and release them upon appropriate
stimulation through a regulated secretory pathway. Dif-
ferent proteins are sorted to the regulated secretory gran-
ules in different cell types through a common mechanism.
The sorting process involves selective protein aggregation
into clathrin-coated vesicles at the trans Golgi network.
The aggregation occurs at pH 6.5 with 1 mM Ca2�.

PROTEIN RETENTION AND DEGRADATION IN THE ER

A protein within the ER has several possible destinations
that include transport to the Golgi compartment, degra-
dation, and retention in the ER. What determines the fate
of any particular polypeptide? For resident proteins of the
ER, there are two primary mechanisms that ensure that
proteins do not exit the ER compartment (139). Soluble
luminal proteins of the ER, such as BiP and PDI, contain
a carboxy-terminal tetrapeptide, with the consensus se-
quence KDEL, that is necessary and sufficient for pre-
venting secretion of the polypeptide. A KDEL receptor,
that is, a transmembrane-spanning protein, binds KDEL-
containing proteins that leave the ER and retrieves them
to the ER from the intermediate compartment. For trans-
membrane-resident proteins of the ER, there is a signal
within the cytosolic domain that mediates retrieval from
the intermediate compartment by COP proteins. Type I
transmembrane-resident ER proteins contain a dilysine
motif in the carboxy terminus (i.e., cytosolic tail). For type
II transmembrane proteins, a diarginine motif in the
amino terminus mediates the interaction with COP pro-
teins. COP I vesicles then retrieve these proteins to the ER
from the intermediate compartment.

As mentioned earlier, for many years investigators
searched for signals that direct protein transport out of the
ER. Although it is now known that specific short sequences
exist that facilitate export from the ER, it appears now
that the majority of polypeptides have retention signals
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that prevent their export. As a polypeptide folds, these re-
tention signals become buried within the polypeptide, and
thus, the polypeptide can transit to the Golgi compart-
ment. A variety of polypeptides that recognize and bind
unfolded proteins have been identified, including BiP/
GRP78, CNX, and CRT, which were discussed earlier.
These protein chaperones play a fundamental role in pre-
venting unfolded proteins from exiting the ER compart-
ment.

Proteins that are unable to attain their native confor-
mation are targeted for degradation. A nonlysosomal path-
way has been identified in the degradation of these pro-
teins (140,141). The discovery that lactacystin, a fungal
metabolite that specifically binds and inhibits the cytosolic
26S proteasome, inhibits the degradation of many ER-
associated proteins pointed to the involvement of the
cytosolic proteasome in the degradation of ER-localized
proteins. There are now a number of examples of ER-
associated proteins, such as the cystic fibrosis transmem-
brane conductance regulator, the T-cell receptor, factor
VIII, class I MHC molecules, and so forth, that are de-
graded by this pathway (53,142–146). Insight into the
mechanism of degradation was obtained by studying how
human cytomegalovirus (HCMV) evades the immune sys-
tem (Fig. 5). HCMV encodes two gene products, US2 and
US11, that are able to dislocate ER MHC class I proteins
to the cytosol (146,147). This dislocation occurs through
the Sec61 protein conducting channel (148). Once in the
cytosol, the class I molecules are deglycosylated by an N-
glycanase and are then polyubiquitinated. The ubiquitin-
ated protein is then degraded by the cytosolic 26S protea-
some. How are unfolded proteins identified to be degraded?
The answer to this question is unknown, but present data
suggest that CNX may be involved in this quality control
decision. Proteins that are destined to be degraded are
bound to CNX but not to CRT (53,143,149,150). CNX is a
transmembrane protein that is in close proximity to the
Sec61p translocon. It is speculated that CNX may mediate
the transfer of unfolded proteins in the lumen of the ER to
the proteasome.
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Table 1. Factors Determining Shear Sensitivity

1. Type of cell and species
2. Composition and thickness of cell wall when present
3. Size and morphology of cell
4. The intensity and nature of shear stress, whether turbulent

or laminar, or associated with interfaces (e.g., during bubble
rise and rupture)

5. Growth history, both short-term (e.g., starvation) and long-
term adaptation

6. Growth environment (pH, temperature, agitation intensity,
light in photosynthetic cultures)

7. Growth medium (trace elements, vitamins, carbon and
nitrogen sources)

8. Growth rate
9. Growth stage

10. Type and concentration of shear-protective agents if present

SHEAR SENSITIVITY

YUSUF CHISTI
University of Almerı́a
Almerı́a, Spain

KEY WORDS

Air-lift bioreactors
Animal cell culture
Bioreactor hydrodynamics
Bubble columns
Cell damage
Shear damage
Shear protection
Shear rate
Shear stress

OUTLINE

Introduction
Shear Forces in Bioreactors

Bubble Columns and Airlift Bioreactors
Stirred-Tank Fermenters
Spinfilter
Other Flow Devices
Shear Rate in Isotropic Turbulence

Response to Shear
Bacteria, Yeasts, and Mycelial Microfungi
Microalgae and Cyanobacteria
Plant Cells
Protozoa
Animal Cells
Composite Particles and Cell Aggregates
Bioactive Proteins

Concluding Remarks
Nomenclature
Bibliography

INTRODUCTION

Susceptibility to hydrodynamic and mechanical shear
forces affects performance of cultured cells of animals,
plants, microalgae, and cyanobacteria. In addition, hydro-
mechanical forces affect or otherwise damage some com-
mercially relevant mycelial fungi, filamentous bacteria,
microbial flocs, and biofilms. In specific cases, intense
shear fields may also damage the larger bioactive mole-
cules such as enzymes. This article details the shear sen-
sitivity of the major types of biocatalysts and the ap-
proaches available for mitigating the damaging effects.
Methods for estimating shear rate and shear stress are
discussed for various configurations of bioreactors oper-
ated in process-relevant conditions.

Depending on its intensity, a shear field may be stim-
ulatory, inhibitory, or outright destructive. Intense shear
fields will disintegrate even the most robust of microor-
ganisms (1). Lesser levels of turbulence impact upon cel-
lular morphology (2,3), biochemistry and physiology (4),
floc size (5), and attachment and detachment from surfaces
(6,7). These influences of shear stresses are reflected in the
industrially important aspects of production rate, produc-
tivity, product spectrum, and characteristics. Among the
most susceptible to shear effects are the animal cells, plant
cells, and cells of some microalgae and cyanobacteria.
Shear-associated problems have the greatest economic im-
pact in the animal cell culture industry because it is among
the largest ones based on shear-sensitive cells and because
of the high-value nature of most cell-culture-derived prod-
ucts (8). Damaging consequences of intense shear fields are
also well documented for other microorganisms. For ex-
ample, shear effects may alter characteristics of extracel-
lular microbial polysaccharides by affecting the secretery
process in some bacteria (9,10). Considerations of shear
stress levels are also important in design and operation of
biomedical devices such as dialysis machines, heart-lung
machines, and transfusion filters. Shear stresses associ-
ated with implanted devices such as artificial heart valves
can have medically significant implications. Increasingly,
shear-sensitive human cells are being used to regenerate
damaged tissue in vitro for later implanting or grafting. In
other instances, susceptibility to shear may be beneficial,
for example, during recovery of intracellular material by
mechanical disruption (1,11,12). Some of the factors that
determine shear sensitivity are summarized in Table 1.

SHEAR FORCES IN BIOREACTORS

Substantial information exists on the effects of hydrody-
namic forces on cells in defined flow geometries such as
viscometers and capillaries (5,13–18), but little is known
about shear fields in bioreactors (19–21). Whereas selec-
tion of more shear-tolerant cell lines can be helpful, suc-
cessful culture of shear-sensitive biocatalysts requires at-
tention to bioreactor design and operation.
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Figure 1. Average shear rate in air–water system in a bubble
column according to various sources. Source: Based on Ref. 21.

The magnitude of the fluid mechanical forces is often
expressed as shear stress, s, or shear rate, c. These quan-
tities are related; thus, in laminar newtonian flow,

s � cl (1)L

where lL is the viscosity of the fluid. Shear rate is a mea-
sure of spatial variation in local velocities in a fluid. Cell
damage in a moving fluid is sometimes associated with the
magnitude of the prevailing shear rate or the associated
shear stress, but these quantities are neither easily de-
fined nor easily measured in the relatively turbulent en-
vironment of most bioreactors. Moreover, shear rate varies
with location within a vessel. Attempts have been made to
characterize an average shear rate or a maximum shear
rate in various types of bioreactors and process flow de-
vices, as discussed later for the more common cases.

Bubble Columns and Airlift Bioreactors

Expressions for mean shear rate in bubble columns have
been summarized by Chisti (21), Chisti and Moo-Young
(19), and Shi et al. (22). These expression generally corre-
late the average shear rate with the superficial gas veloc-
ity; thus

ac � kU (2)G

where the parameter a equals 1.0 in most cases, but the k
value has been reported variously as 1,000, 2,800, 5,000
m�1, and so forth (20). The enormous disagreement among
various authorities is obvious in Figure 1, where the shear
rate calculated according to several available equations is
shown as a function of the superficial aeration velocity in
air–water system in a bubble column.

Equation 2 has also been applied to airlift bioreactors,
using the superficial gas velocity in the riser zone as a cor-

relating parameter; however, that usage is incorrect (19).
A more suitable form of equation 2 for airlift reactors is

kUGr
c � (3)

Ad1 �
Ar

where UGr is the superficial gas velocity in the riser, Ar is
the cross-sectional area of the riser, and Ad is the cross-
sectional area of the downcomer. In addition to the
already-noted discrepancies (Figure 1), equations 2 and 3
have other significant flaws. The shear rate should depend
also on the momentum transfer capability of a fluid, that
is, on the density and the viscosity of the fluid, but equa-
tions 2 and 3 show no such dependence. Indeed, it is well
known that the bubble size in a turbulent field depends on
the viscosity and the density of the fluid as well as on the
specific energy input rate. It is therefore reasonable to as-
sume that correlations that express the shear rate as a
function of UG (or UGr) alone are incomplete (19). Further-
more, correlations such as equation 2 have generally been
based on observations of phenomena at solid–liquid inter-
faces (e.g., heat transfer from coils or jackets), and their
extension to phenomena at the gas–liquid interface or the
bulk fluid is absurd at best. Shear stress and, hence, shear
rate at walls of riser and downcomer zones of an airlift
device are readily calculated using methods developed for
pipes and channels, as discussed in a later section.

Another equation for estimation of an “effective” shear
rate in airlift reactors is

2 4 2c � 3.26 � 3.51 � 10 U � 1.48 � 10 U (4)Gr Gr

which was developed for 0.004 � UGr (m s�1) � 0.06 (22);
the shear rate range covered was 2–35 s�1. Equation 4 was
developed in an external-loop airlift reactor. First, the ef-
fect of viscosity on the induced liquid circulation velocity
in the downcomer was established using Newtonian glyc-
erol solutions at various gas flow rates. The maximum Rey-
nolds number in the downcomer was about 3,200, or barely
in the turbulent regime. In a second step, pseudoplastic
media were used in the reactor, and the effective viscosity
(lap) of these fluids in the circulation loop was determined
as being equal to the viscosity of the Newtonian glycerol
solutions, when the two systems were at identical aeration
rates and liquid circulation rates. The effective viscosity
and the known values of K and n were used in the power
law equation to calculate the prevailing shear rate:

1/n�1
lap

c � (5)� �K

The calculated shear rates were correlated with the super-
ficial gas velocity in the riser, as noted in equation 4 (22).
Although written in terms of the superficial gas velocity in
the riser, equation 4 may usefully be expressed in terms of
the specific power input in the reactor, as recommended
elsewhere (19).

Because the procedure employed by Shi et al. (22)
equated the viscosity-associated reduction in the liquid cir-
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Table 2. The ki Values for Use in Equation 9

Impeller ki

Six-bladed disc turbines 11–13
Paddle impellers 10–13
Propellers �10
Helical ribbon impellers �30

culation velocity in different fluids, it gave in some sense
a shear rate in the vicinity of the interface between the
fluid and the walls of the reactor; shear rate in the bulk
flow, which is the quantity of interest in most cases, was
not quantified. Furthermore, the method of analysis used
(22) applies strictly to a laminar flow regime, quite unlike
the flow situations encountered in most practical opera-
tions.

Compared with bubble columns, equation 4 yields quite
low values for shear rates in airlift reactors, as noted by
Shi et al. (22). In such comparisons, care needs to be taken
to ensure that the devices are being compared at identical
values of specific power inputs (19,21). Although Shi et al.
(22) did not adhere to this criterion, the specific geometry
of the reactor they used was such that the error was small.
Unlike what Shi et al. (22) concluded, equation 4 is not
suitable for correlating mass transfer from gas bubbles or
suspended solids because it does not give shear rates at
gas–liquid or particle–liquid interfaces. Similarly, the use-
fulness of the shear rate calculated using equation 4, for
correlating survival of fragile biocatalysts, remains ques-
tionable. An alternative, mechanistic approach to quanti-
fying the bulk shear rate in various zones of airlift bio-
reactors has been advanced by Molina Grima et al. (14).
Because the hydrodynamic environment in various zones
of airlift reactors tends to be quite different, characteriza-
tion of shear rate by a single global value is not sensible.
The overall shear rates can be deceptively low even though
damaging levels may be experienced in the high-shear
zones (14); hence, the approach of Molina Grima et al. (14)
is preferred.

Yet other attempts at characterizing the hydrodynamic
forces relied on measurement of noises associated with
events such as bubble formation at the sparger, bubble dis-
engagement at the surface, and liquid flow over the baffle
into the downcomer (23). Spectra of acoustic signals were
measured in water, a salt solution, and aqueous glycerol
media in a bubble column and split-cylinder airlift reactor
(23). Because several events occur simultaneously in bub-
bling reactors, there were substantial ambiguities in as-
signment of the noise signals to specific events. The prac-
tical significance of the results was unclear even though
the intended aim was to somehow relate the data to dam-
age of fragile cells that has been reported by others in such
reactors. Yet other work (24) examined the structure of tur-
bulence in water and power law solutions (K � 0.0194 Pa
s0.973 and 0.0596 Pa s0.958) in an external-loop airlift reac-
tor. The reactor achieved complete gas–liquid separation
and there was no gas in the downcomer. Measurements of
local root mean square velocity fluctuations as an indicator
of turbulence intensity showed a slight decrease from the
center of the riser to the wall. These measurements were
at a constant gas velocity of 2.05 � 10�2 m s�1. The mag-
nitudes of the velocity fluctuations were similar for all me-
dia; however, the velocity fluctuations were much lower in
the gas-free downcomer than in the riser despite similar
values of Reynolds numbers in the two zones. Based on
measurements of one-dimensional energy spectra in the
center of the riser (24), turbulence could not be considered
isotropic, particularly in power law fluids. Other substan-
tial evidence for the absence of isotropic turbulence in air-

lift and bubble column reactors has been documented
(25,26).

Stirred-Tank Fermenters

The local velocity at a fixed position in any vessel fluctu-
ates around a mean value; hence, the shear rate fluctuates.
The extent of fluctuations is position dependent. In stirred
tanks with radial-flow impellers such as Rushton turbines,
the velocity fluctuations are greatest near the impeller tip
and decline rapidly as one moves radially outward from
the tip. Elsewhere in the vessel, the velocity fluctuations
are reduced yet further. The time-averaged mean shear
rate generated by a six-bladed Rushton turbine agitating
a Newtonian fluid in a baffled vessels of diameter dT is
given as (27)

0.3d di i
c � 4.2N (6)av � �d WT

where W is the width of the impeller blade, di is the im-
peller diameter, and N is it’s rotational speed. The time
averaged maximum shear rate value is 2.3-times cav (27).
Another expression for the maximum shear rate at Rush-
ton turbine blades is (28)

1/2
qL1.5c � 3.3N d (7)max i� �lL

which applies to Newtonian and non-Newtonian liquids
when 100 � ( qL/lL) � 29,000. The uncertainty in the2Ndi

coefficient (equation 7) is said to be �20%. For non-
Newtonian fluids, lL in equation 7 is the zero shear vis-
cosity. A different equation has been proposed by Wichterle
et al. (28):

1/1�n2�n 2N d qi L1/nc � N(1 � 5.3n) (8)max � �K

Equation 8 provides the maximum shear rate on a Rushton
turbine blade. An average shear rate expression applicable
to a broader range of impellers and media is (29):

n /n�14n
c � k N (9)av i� �3n � 1

where n, the flow index of a fluid, equals 1.0 for a Newto-
nian liquid. In equation 9, ki is an impeller-dependent con-
stant. Some typical ki values are noted in Table 2. The vari-
ous shear rate correlations discussed here are compared in
Figure 2 for water in a standard stirred tank (30) agitated
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Figure 3. Perfusion culture with spinfilter for hydrodynamics-
based cell retention in bioreactors.

with a 0.1-m diameter six-bladed Rushton turbine. For
some contexts, the shear rate around a rising bubble may
be approximated as the ratio of the terminal rise velocity
to the bubble diameter (or radius); hence,

2UB
c � (10)av dB

In air–water, under conditions typical of bubble columns
and airlift reactors, the bubble rise velocity is about 0.2 m
s�1, and the bubble diameter is about 0.006 m. Thus, the
interfacial shear rate approximates to 67 s�1 if the inter-
face is nonmobile. Lower shear rates are expected at cir-
culating interfaces.

Spinfilter

Spinfilters—rotating cylinders made of wire screen with
openings that are significantly bigger (e.g., 25 lm) than the
cells—are used to retain suspended animal cells in perfu-
sion culture continuous bioreactors. Most of the cells are
kept on the upstream side of the wire mesh by a hydro-
dynamic mechanism that depends on rapid rotation (e.g.,
500 rpm) of the cylindrical screen (Fig. 3). The spent,
largely cell-free medium is withdrawn from the zone
within the rotating screen. Shear stresses associated with
rotation of spinfilters do not generally damage animal cells
(31). Sometimes the cell-free zone within the confines of
the screen is also used for submerged aeration.

Other Flow Devices

Bioreactors and process vessels are where much of the
shear-sensitive material is processed; however, at least
part of the processing usually requires transfer of material
between vessels. Transfer is accomplished through pipe-
work, and centrifugal pumps are sometimes used. Methods

of estimating shear stress levels in these devices are briefly
summarized next.

Pipes, Tubings, and Flow Channels. Newtonian Fluids. In
developed laminar flow of a Newtonian fluid through a
straight tube of diameter d, the wall shear rate is given as

8UL
c � (11)w d

where UL is the mean flow velocity. For rectangular chan-
nels of height h, the maximum or wall shear rate in de-
veloped laminar flow is

6UL
c � (12)w h

where UL is again the mean flow velocity.
The wall shear stress (i.e., the maximum value) in a flow

channel such as the riser of an airlift reactor is related to
the pressure drop (DP), the length L of channel, and the
hydraulic diameter (20); thus,

d
s � DP (13)w 4L

Consequently, in turbulent flow, the wall shear stress is

1 2s � C q U (14)w f L L2

where qL is the liquid density and Cf is the Fanning friction
factor. The latter is related with the Reynolds number as
follows:
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�0.25
q U dL LC � 0.0792 (15)f � �lL

where d is the hydraulic diameter of the flow channel or
pipe. From equations 14 and 15, the wall shear stress can
be shown to depend on Newtonian viscosity of the fluid: sw

� (14). Use of equations 11 and 12 and others given�0.75lL

later that are similar presupposes that the liquid velocity
is known. This is normally the case in pipes and channels;
however, with airlift vessels the induced liquid circulation
rate will often need to be estimated using available meth-
ods (20,21,32).

Non-Newtonian Power Law Fluids. Methods for calcu-
lation of wall shear stress in laminar and turbulent flow of
power law fluids with and without dispersed gas, have
been discussed by Chisti (21) and Chisti and Moo-Young
(33). For a non-Newtonian pseudoplastic medium flowing
through a tube such as the riser or the downcomer of an
airlift bioreactor, the flow is laminar when (34)

3n � 1
Re � 2300 (16)

4n

where the Reynolds number is calculated using the equa-
tion

2�n n8U d qL LRe � (17)n6n � 2
K� �n

In the laminar regime, the wall shear stress for flow of a
gas-free liquid has been expressed as (35)

28q UL L
s � (18)w Re

When the flow is turbulent (i.e., the Reynolds number
exceeds the value calculated with equation 16), the wall
shear stress in a gas-free liquid is (34,35)

0.121 20.316n q UL L
s � (19)w 2/n(x�1)�28Re

In presence of a gas, the shear stress is a complex function
of sw, the gas holdup, the properties of the liquid (qL, K, n),
and the superficial velocities of the gas and the liquid
phases, as discussed elsewhere (21,33). In equations 16–
19, d is the channel diameter, UL is the superficial liquid
velocity, K is the consistency index, and n is the flow be-
havior index. The parameter x in equation 19 is given as

�0.591x � 0.70n (20)

as reported by Chisti and Moo-Young (33) based on data of
Sokolov and Metkin (34).

Submerged Jets. Submerged jets are encountered wher-
ever a pipe or nozzle discharges a fluid beneath the surface
of the same fluid in a larger reservoir. For example, culture
broth recirculating from a tank to an ultrafiltration module

and back to the tank could form a submerged jet. If the
cross-sectional area of the discharge nozzle is less than
about 25% of that of the reservoir, the wall effects can be
neglected and the jet is said to be “free.” In a stable sub-
merged turbulent jet, the maximum shear stress occurs in
the direction of discharge, six to seven nozzle diameters
downstream from the orifice. This shear stress is given as

2s � 0.018q u (21)max L o

where uo is the velocity at the orifice.

Centrifugal Pumps. Centrifugal pumps are commonly
employed in bioprocessing; hence, a knowledge of the shear
rate in these devices is essential to assessing their suita-
bility for a given use. The shear rate in a Newtonian fluid
adjacent to the rotating impeller of a centrifugal pump de-
pends on the radial position. The local shear rate at any
position has been expressed as

0.5c � 6.30NRe (22)L

where the local Reynolds number at the local diameter
dL is

2Nd qL LRe � (23)L
lL

Equation 22 is based on theoretical considerations, but it
has closely correlated measured shear rate data over the
range 102 � ReL � 2 � 106 in a centrifugal pump with
the impeller rotating in a standard volute casing (36). Over
the approximate impeller rotational speed range of 0.01–
100 s�1, the shear rate values ranged over 1–105 s�1 in
aqueous electrolyte solutions (36).

As a general guideline, centrifugal pumps may be used
to transfer most low-viscosity microbial broths and enzyme
solutions so long as gas–liquid interfaces are rigorously ex-
cluded. Centrifugal pumps should not be used for animal
cells, biofilm supporting particles, soft immobilized en-
zyme supports, suspensions of nematodes and protozoa,
protein precipitates, and plant cells. These pumps will be
satisfactory for some microalgae but not for others.

Shear Rate in Isotropic Turbulence

Irrespective of the bioreactor configuration, a turbulence
field is deemed isotropic when the size of the primary ed-
dies generated by the turbulence-producing mechanism is
a thousandfold or more compared with the size of the
energy-dissipating microeddies. The length scale of the pri-
mary eddies is often approximated as the width of the im-
peller blade or the diameter of the impeller in a stirred
tank. In bubble columns and airlift bioreactors, the length
scale of primary eddies is approximated as the diameter of
the column (or the riser tube), or the diameter of the bubble
issuing from the gas sparger.

Shear stress, shear rate, the dimensions of microeddies,
and other characteristics of flow are linked ultimately to
the energy input and dissipation rates in the fluid. The
local shear rate in the vicinity of an eddy in an isotropically
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turbulent field may be estimated as the ratio of the velocity
and the length of the eddy; hence,

u lL
c � � (24)i 2l q lL

where qL and lL are, respectively, the density and the vis-
cosity of the fluid. The mean length, l, and the velocity, u,
of the microeddies are related with the energy dissipation
in the turbulence field; thus,

3/4
lL �1/4l � E (25)� �qL

and

1/4
l ELu � (26)� �qL

where E is the rate of energy dissipation per unit mass of
fluid. In most cases, all the energy input to the fluid is
dissipated in fluid eddies, and E equals the rate of energy
input. Equations 24–26 apply when local isotropic turbu-
lence prevails.

Energy dissipation rate in bubble columns and airlift
vessels is a function of the superficial aeration velocity
(20,21); thus

E � gU (bubble columns) (27)G

and

UGrE � g (airlift bioreactors) (28)
Ad1 �
Ar

Methods for calculating the specific energy dissipation rate
in stirred vessels have been discussed elsewhere (30,37).
The energy dissipation varies greatly from the mean value
in a stirred tank. The maximum energy dissipation occurs
in the vicinity of the impellers. This maximum value can
be calculated using the equation

3 2PoN diE � (29)
qL

where Po is the power number, di is the diameter of the
impeller, and N is the rotation speed (s�1). In developed
turbulent flow in stirred vessels, the power number is gen-
erally constant for a given type of impeller and tank ge-
ometry. For single-phase pipe flow, the specific energy dis-
sipation rate is

U DPLE � (30)
qL

where DP is the pressure drop per unit length, and UL is
the mean flow velocity.

Generally, if the dimensions of the biocatalyst particle
are much smaller than the calculated length, l, of the mi-

croeddies, the particle is simply carried around by the fluid
eddy; the particle does not experience any disruptive force.
On the other hand, a particle that is larger than the length
scale of the eddy will experience pressure differentials on
its surface, and if the particle is not strong enough it could
be broken by the resulting forces.

In addition to turbulence within the fluid, other
damage-causing phenomena in a bioreactor include inter-
particle collisions; collisions with walls, other stationary
surfaces, and the impeller; shear forces associated with
bubble rupture at the surface of the fluid; phenomena
linked with bubble coalescence and breakup; and bubble
formation at the gas sparger. Some of these aspects are
discussed elsewhere in this article. Summarizing, several
possible shear rate values may be calculated for a given
situation in a bioprocess device. Not every calculated value
is appropriate or relevant to the problem at hand. For
pneumatically agitated bioreactors, when the turbulence
characteristics in the bulk fluid are the relevant ones, the
preferred approach is to use equation 24 for shear rate in
the vicinity of eddies. The same applies to mechanically
stirred tanks. In some cases, the relevant shear rate may
be that at the interface of a rising bubble unless turbulence
is so intense that bubbles do not rise freely. Other situa-
tions would be controlled by the bubble rupture events, as
discussed later. In yet other cases, the fluid eddy shear rate
and the maximum shear rate at the impeller will need to
be taken into account. Factors such as the frequency of
passage of a sensitive biocatalyst through high-shear
regions may need consideration.

RESPONSE TO SHEAR

Response to shear has been characterized using various
indices, including growth rate (38–40); cell viability (41);
regrowth potential (42); release of intracellular material
(38,43,44); changes in oxygen uptake rate, ATP, productiv-
ity of metabolites, and biochemical composition of the cells;
and alterations in morphology of cells and cell aggregates
(2,42,44).

Most studies of shear response of cells have utilized
batch culture with or without aeration. Such cultures con-
tain cells at different stages of growth; hence, the size and
metabolic state of cells are nonuniform. In contract, con-
tinuous culture is time-consuming (38), differs substan-
tially from the culture methodologies that are typically em-
ployed commercially, and, through natural selection, the
cells in continuous culture adapt to shear fields, hence,
masking the effect of shear. For example, Wu et al. (45)
noted for insect cells that the beneficial effect of shear-
protective agents (serum, methyl cellulose, Pluronic F68)
were not as important as the effect of passage number.
Similar results have been alluded to for plant cells (38). To
overcome problems associated with cell growth and adap-
tation to shear, Zhang et al. (43) recommended the use of
erythrocytes for comparative evaluation of the hydrody-
namic environment in bioreactors. A nongrowing, well-
defined, and shear-susceptible cell population such as that
provided by erythrocytes can help identify suitable re-
gimes of operation of a given reactor. In addition, shear-
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Figure 4. Effect of Rushton turbine tip speed on protein produc-
tion by the mold N. sitophila. Source: From Refs. 39 and 40.

damaging potential of different bioreactor configurations
can be assessed on a common basis using cells such as
erythrocytes. Specific information on shear susceptibility
of animal, plant, and various microbial cells is discussed
in the following sections.

Bacteria, Yeasts, and Mycelial Microfungi

Yeasts, bacteria, and mycelial microfungi are generally
quite robust and not easily damaged under typical pro-
cessing conditions; however, even the most robust cells are
broken when subjected to suitable combinations of high
stress and exposure time (1). Often, genetically modified
strains of an otherwise robust microorganism are less
shear tolerant (1,10,46–48). With microorganisms, the
composition of the growth medium and the specific growth
rate used for the culture are known to influence the ro-
bustness of the cell (1). Cells grown in fully defined media
that may lack one or more components essential to syn-
thesis of a normal cell wall are often less robust (1). Growth
at a higher specific rate will often produce weaker cells (1).
When the shear field is insufficiently intense to damage
cells, it may still affect product formation and character-
istics (9,10). In one case, properties of a shear-sensitive
polymer were affected, but not the producing bacterial cells
(10). Cells experiencing physiological stress (e.g., starva-
tion) are more susceptible to shear-stress-related damage
(44).

Reports cited by Märkl et al. (44) document increasing
release of intracellular material from mycelium of Rhizo-
pus javanicus and Mucor javanicus as the stirrer speed
increased. Increasing release of nucleotides was noted with
increasing speed of agitation, or with increasing agitation
time at a constant agitation speed. Effect of Rushton tur-
bine tip speed on performance of a process for converting
cellulose to protein-enriched microbial biomass were
clearly demonstrated by Moo-Young et al. (39). The process
utilized the filamentous microfungus Neurospora sitophila
for the conversion. Increasing impeller tip speed from 2.35
m s�1 to 3.29 m s�1 reduced the specific protein production
rate and the final yield (Fig. 4). In addition, a distinct lag
phase was observed at the higher agitation rate (Fig. 4)
when the inoculum grown in a more quiescent environ-
ment was transferred to the fermenter. At the highest tip
speed shown in Figure 4, the specific protein production
rate was only 55% of that at the lowest tip speed. Similarly,
the yield of crude microbial protein was reduced to �67%
of the value obtained at the lowest agitation speed used
(39). Further work revealed that agitation-associated dam-
age could be reduced substantially by replacing the Rush-
ton turbines with axial flow hydrofoil impellers (40); thus
confirming that different types of impellers generate very
different shear fields at identical tip speeds. For equal or
lower power draw, hydrofoil impellers are typically better
bulk mixers than Rushton turbines (30,37).

In Penicillium chrysogenum fermentations performed
in turbine-impeller-agitated vessels with working volumes
of 0.005–1 m3, operated at impeller tip speeds of 2.5–6.3
m s�1, the specific penicillin production rate and the mean
length of the main hyphae were lower at high agitation
intensities (2). High agitation speeds affected the fungal

morphology, promoting mycelial fragmentation and a
greater frequency of branching (2). The behavior of the fer-
mentation at various scales correlated poorly with the im-
peller tip speed, but correlation was superior in terms of a
parameter that took into account the frequency of passage
of the culture through the intensely agitated zones around
the impellers (2). This behavior suggests that the degree
of hyphal damage in stirred bioreactors depends on a com-
bination of the shear intensity in the impeller zone and the
cumulative time of exposure of the microbial solids to the
shear field.

Sometimes, especially with certain mycelial microfungi,
the biomass yield may not be affected by agitation rate,
but the cell morphology and production of metabolites may
be influenced greatly. Using different strains of citric acid–
producing Aspergillus niger, Ujcova et al. (3) showed that
the yield of citric acid first increased with increasing agi-
tation rate, presumably because of improved oxygen sup-
ply, but the yield declined because of cell damage if the
agitation speed was increased further. The yield maxima
occurred at different agitation rates for different strains,
and the sensitivity to agitation differed among strains.
Other morphological effects of nondamaging shear levels
include changes in growth form, whether pelletlike or
pulplike; changes in the degree of branching; the extent of
entanglement; and whether growth occurs in filamentous
or spherical cell form in certain dimorphic species.

Evidence suggests that even a supposedly robust cell
such as Saccharomyces cerevisiae (1,11) is susceptible to
mechanical shear damage in fermenters (49,50). In one
study, S. cerevisiae suspended in isotonic saline lost via-
bility at increasing rate over a 25-h period as the agitation
speed of the paddle impeller was increased (50). At 1.43 m
s�1 impeller tip speed, �90% of the cells were dead over
the course of 25 h. In contrast, at 0.66 m s�1 tip speed, only
about 15% of the cells died over the same period (50). Ex-
cessive shear has been alleged to also influence the pro-
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ductivity of ethanol in fermentations employing S. cerevi-
siae (49).

Among methane bacteria, Methanobacterium ther-
moautotrophicum with rodlike cells that exceeded 2 lm in
length was highly resistant to shear stress (44). In con-
trast, and surprisingly, the relatively smaller (�2 lm)
spheroidal cells of Methanococcus vanielii were quite sen-
sitive to shear stresses (44). Supplementing the medium
with carboxymethyl cellulose viscosity enhancer increased
the extent of the cell damage (44). Failure to provide an
essential nutrient, selenium is this case, also enhanced
shear susceptibility of the culture (44). Although many au-
thors have successfully correlated cell damage with the tip
speed of the impeller, Märkl et al. (44) believe that power
input per unit culture volume is a superior correlating pa-
rameter that is also suitable for comparing the cell damage
effects of mechanically stirred and other nonmechanically
agitated bioreactors. A constant power input per unit cul-
ture volume has also been suggested as a bioreactor scale-
up criterion for fragile biocatalysts (44). This recommen-
dation notwithstanding, average power input alone cannot
be a universally satisfactory determinant of cell damage;
as noted in an earlier section, the maximum shear rate and
the frequency of passage (or cumulative exposure) through
the high-shear zone need to be taken into account, espe-
cially when the shear rate in a given device is strongly
position dependent. Several studies confirm that frequency
of passes through a high-shear environment have a clear
impact on biocatalyst survival (1,2,11,12,16,20,51). Effects
of variously intense shear fields on microbial cells are fur-
ther discussed by Thomas (5,52), Prokop and Bajpai (53),
and Chisti and Moo-Young (1). Shear effects on microbial
flocs and pellets are treated in a separate section of this
article.

Microalgae and Cyanobacteria

Cell fragility has been referred to as the key problem of
culture of microalgae in photobioreactors (54); however,
the real situation is not quite that bad. Among microalgae,
the sensitivity to shear varies greatly with the species. Al-
gae such as Dunaliella are indeed extremely fragile, but
many other species will tolerate high levels of turbulence
and sparging with gas. Thus, gas-sparged airlift devices
are commonly used to circulate algal cultures through the
solar receivers of photobioreactors (20,55–57). Similarly,
relatively low-shear positive displacement rotary pumps
have been successfully employed. High-shear centrifugal
pumps have also been used; however, at least in some
cases, the centrifugal pumps are known to be more dam-
aging than the other fluid-moving systems. In one case, for
otherwise equivalent conditions, replacement of the cen-
trifugal pump with a positive displacement device doubled
the productivity of Porphyridium cruentum (54), a pro-
ducer of phycoerythrin and polyunsaturated fatty acids.
Irrespective of the method used to circulate the culture,
the culture flow velocities through tubular solar receivers
typically range over 0.3 to 0.5 m s�1 in tubes up to 0.06 m
in diameter. These conditions have been used with a va-
riety of algae.

In cultures of Haematococcus pluvialis, a producer of
astaxanthin, early onset of the stationary phase has been

associated with turbulence-induced deflagelation of the
cells (54). Fragility of species such as H. pluvialis depends
also on the phase of growth; thus, tailoring the bioreactor
operational regime to the growth phase can improve over-
all productivity (54). The stationary phase red cysts of H.
pluvialis are significantly more robust than the green veg-
etative cells (54). The cyanobacterium Spirulina—a
healthfood and source of the food colorant phycocyanin—
is another species that is susceptible to damage by exces-
sive shear forces. The marine alga Dunaliella is particu-
larly fragile: the cell lacks a ridged wall; only a thin
cytoplasmic membrane encloses it. Dunaliella is a good
source of natural b-carotene; hence, it is commercially use-
ful. The cell also produces glycerol. Silva et al. (58) showed
that Dunaliella was susceptible to damage by gas bubbles
as well as by turbulence in the liquid. Supplementing the
culture with carboxymethyl cellulose or agar improved cell
survival.

In one study with Dunaliella tertiolecta, culture in a
bubble column was quite successful, but when the bubble
column was converted to an airlift device by inserting a
vertical baffle, the productivity declined (59). Under con-
ditions that were earlier identified as optimal, no growth
was observed in the airlift reactor, whereas good growth
occurred in the bubble column. Microscopic examination
showed significant disruption of the cells in the airlift de-
vice (59). This was associated with the hydrodynamic
stresses generated as the culture flowed over the upper
edge of the baffle into the downcomer (59). This effect could
have been avoided, or at least minimized, by hydrodynamic
smoothing of the upper and lower parts of the baffle to
prevent flow separation (20). In the bubble column, the
growth was sensitive to aeration rate: growth rate in-
creased with increasing superficial gas velocity until a ve-
locity of about 0.6 m min�1. Further increase in aeration
rate reduced growth, apparently because of hydrodynamic
stresses in the fluid (59). Under nongrowth conditions (no
light), the specific death rate in the bubble column was
shown to increase with superficial gas velocity for veloci-
ties exceeding 0.6 m min�1 (59). At a fixed aeration velocity
(UG � 1 m min�1), the specific death rate decreased with
increasing height of the culture fluid in the column (59),
probably because the specific power input and, hence, the
turbulence intensity declined (20). Similar behavior has
been reported with animal cells in bubble columns (60–64).

For otherwise fixed conditions, increasing the number
of aeration nozzles (i.e., decreasing the gas jet velocity)
caused a marginal reduction in the specific death rate of
D. tertiolecta (59). This led to the conclusion that the events
at the gas sparger did contribute to cell death (59), al-
though the effect was minimal. Unlike Suzuki et al. (59),
others (56,57) have quite successfully cultured various mi-
croalgae in pilot-scale airlift devices. Continuous culture of
the green alga Chlorella pyrenoidosa in a rectangular air-
lift device with multiple light-emitting diodes was reported
by Matthijs et al. (65). With a relatively robust photosyn-
thetic organism such as Chlorella, increasing turbulence
within limits improves productivity in photobioreactors be-
cause of enhanced fluid interchange between the dimly lit
interior and the better-illuminated exterior parts of a pho-
tobioreactor.
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In addition to an organism’s morphology, the biochem-
ical composition of the cell wall has been associated at least
qualitatively with the cell’s susceptibility to hydrodynamic
stresses. The microalga Chlorella vulgaris, which is shear
tolerant, has a thick (100–200 nm) cell wall composed of
cellulose, pectin, and sporopollenin (44). The somewhat
more sensitive alga Chlorella reinhardii has only glycopro-
teins in its relatively thin (40 nm) cell wall (44), whereas
a highly sensitive cell wall defective mutant of C. reinhar-
dii is devoid of cell wall (44). Similarly, the cyanobacterium
Synechococcus, with a murein-containing cell wall, and the
methane bacterium M. thermoautotrophicum, with a
pseudomurine-containing wall, are noticeably more resis-
tant than methane bacteria such as Methanococcus van-
ielli, which has a protein-based wall.

Although earlier work with the mold M. javanicus
showed a reduced extent of damage to mycelia as the vis-
cosity was increased at constant agitation rate, and similar
reports exist with animal cells (66,67) and the halotolerant
alga Dunaliella (58), Märkl et al. (44) observed an opposite
effect: with a highly shear-sensitive strain of C. reinhardii,
even slight increase in viscosity enhanced cell damage (44).
The viscosity was increased by adding carboxymethyl cel-
lulose to the culture broth. With a relatively less shear sen-
sitive strain of C. reinhardii, increasing the viscosity re-
duced the impeller agitation speed at which the damaging
effects were first discerned (44). Apparently, at least with
the less sensitive strain, supplementing the medium with
the viscosity enhancer caused the cells to grow in clumps,
and aggregation supposedly was an effective shield against
cell damage (44). Increasing shear damage with increasing
culture viscosity has been seen before with a protozoan
(68). These apparently contradictory results are easily ex-
plained: whether changes in viscosity increase or reduce
shear damage depends on the peculiarities of the mecha-
nism causing the damage. For a given impeller tip speed,
increasing viscosity will not affect the tip speed–associated
shear rate, but the turbulence will be reduced; hence, the
shear rate in the fluid should be lower. However, the shear
stress around a particle may increase if the fluid eddy
length scale remains comparable to the dimensions of the
particle. In other cases, increased viscosity may reduce
both shear rate and shear stress: only eddies that are
larger than the particle may survive and there may be lit-
tle or no relative motion between the fluid and the particle.
In yet other cases, the frequency of passage through high-
shear zones may decline with increasing viscosity.

Plant Cells

Cultured plant cells are a potential source of numerous
high-value compounds, although few production processes
have been commercialized (13,69). Low culture productiv-
ities continue to be the primary limitation. Investigational
culture in large bioreactors has been carried out since at
least 1959. A variety of reactors have been used, including
bubble columns, airlift devices, stirred vessels, rotary-
drum reactors, and immobilized cell systems (13). Airlift
bioreactors have proven especially effective for large-scale
culture of heterotrophic, photomixotrophic, and photosyn-
thetic plant cell suspensions (20,70). Relatively low values

of pneumatic power inputs have given satisfactory results
during cultivation of plant cells. For example, Fischer and
Alfermann (70) obtained good results with about 13 W m�3

specific power input during culture of Chenopodium rub-
rum cells in a concentric draft-tube airlift device. Similarly,
Ballica and Ryu (71) obtained maximum biomass and
product yield at an approximate power input value of 35
W m�3, also in a draft-tube airlift reactor, while culturing
Datura stramonium cells. In the latter case, power inputs
above �60 W m�3 caused large declines in biomass and
product yields. The size of the cell aggregates declined with
increasing specific power input (71). Reinhard et al. (72)
described culture of Digitalis lanata in a 300-L airlift bio-
reactor for producing b-methyldigoxin.

Plant cells in suspension tend to be large: 20–50 lm in
diameter and 100–500 lm in length. The cells have a
cellulose-based wall. Most of the cell’s volume is taken up
by a vacuole that may occupy �95% of the available space.
The fluid in the vacuole is much less viscous than the cy-
toplasm; hence, a cell with a large vacuole is likely to be
less resistant to certain types of deformations than one
with a smaller vacuole. Cells frequently occur as aggre-
gates of up to a hundred cells. The aggregates settle easily.
Plant cells grow slowly, with doubling times of the order of
20–100 h. Cells may secrete extracellular polysaccharides,
producing non-Newtonian broths. Also, the biomass con-
centration may be high, up to 70 kg m�3. Heterotrophically
growing plant cells require oxygen, but demands are low,
of the order of 10�6 kg O2 kg�1 cell s�1. Critical dissolved
oxygen concentration generally tends to be �20% of air
saturation. The polysaccharide-containing cultures tend to
foam a lot when aerated. Also, excessive aeration may re-
duce productivity by stripping carbon dioxide and other
essential volatiles produced by the cells themselves (5,69).

As has been demonstrated with some microorganisms
(1), the composition of the culture medium, the culture con-
ditions, and the specific growth rate of a cell may affect the
wall strength of plant cells also. For otherwise identical
conditions, agitation intensity is reported to influence the
composition of plant cell walls. Thus, the relative amounts
of pectin, cellulose, and hemicellulose in walls of Cathar-
anthus roseus were affected by the intensity of agitation in
one case (73). In another case cited by Doran (13), the mass
ratio of cell wall relative to the whole cell increased with
increasing intensity of shear, suggesting adaptation of the
cell to the prevailing environment even over short periods.
Even though the turbulence level may be insufficient to
affect individual cells, aggregates may be affected; hence,
a shear-related metabolic response may occur due to al-
tered cell–cell interactions (69).

Based on laminar flow viscometric measurements, a
critical shear stress level of 80–200 N m�2 has been sug-
gested for Morinda citrifolia cells. Whereas for Daucus car-
ota, a shear stress level of 50 N m�2 has been associated
with cell damage. In another study, carrot cells in a lami-
nar flow Couette viscometer lost the ability to grow and
divide in the shear stress range of 0.5–100 N m�2 (53). The
intracellular enzyme activity was impaired at shear stress
levels above 3,000 N m�2, but significant lysis did not occur
until a shear stress level of 10,000 N m�2 was applied over
a prolonged period (�1 h) (53). In contrast to behavior in
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Table 3. Damaging Threshold Values of Impeller Tip
Speed or Specific Power Input for Some Plant Cells

Stirred fermenters Impeller tip speed (m s�1)

Catharanthus roseus �2.36
Nicotiana tabacum �2.36
Cinchona robusta �2.36
Daucus carota �1.10
Tabernaemontana divaricata �0.59
Perilla frutescens 0.60
Others �0.35

Airlift bioreactors Power input (W m�3)

Chenopodium rubrum �13
Datura stramonium �60

laminar flow, the cells were quite sensitive to turbulent
impeller agitation. Impeller tip speeds of �1.1 m s�1 lysed
a significant proportion of the cells within 40 min (53).

In studies with Perilla frutescens cell suspensions,
Zhong et al. (74) noted that the cell viability declined with
increasing shear rate (constant exposure time) or increas-
ing shear time at constant rate of shear in a concentric
cylinder shearing device. A constant shear rate of about
140 s�1 produced a noticeable loss of viability within 20
min. At higher shear rate of �860 s�1, less than 75% of
the cells were viable after 20 min (74). In marine
propeller–agitated fermenters, the impeller tip speed af-
fected the specific growth rate and the yield of the cells
(74). Tip speeds �0.6 m s�1 reduced the specific growth
rate and the cell biomass yield (74). In other cases, impeller
tip speeds as low as 0.35 m s�1 have extensively lysed cer-
tain plant cells.

With M. citrifolia cells subjected to 25–350 N m�2 tur-
bulent shear stress in a capillary, the viability decline fol-
lowed first-order kinetics in which the rate constant in-
creased with the applied shear stress (75). The culture was
circulated through the capillary by a peristaltic pump,
which also contributed to cell damage (75). The specific
death rate constant was linearly related with the cumu-
lative energy dissipated (75). Cell aggregates subjected to
shear were reduced in size. For the same species, damage
was reported when cells grown in a quiescent environment
were subjected to turbulent jet flow through 1- and 2-mm
nozzles (51). Cells lost viability with increasing number of
passes through the nozzles. The viability loss was first or-
der in the number of passes (51). For a fixed number of
nozzle passes, increased nozzle flow velocity enhanced the
death rate constant. Similarly, the maximum and the
mean aggregate size were reduced when the suspension
was subjected to jet flows (51). The average aggregate size
was lower for higher jet velocities. The average energy dis-
sipation rates in the jet ranged over 103–105 W kg�1 (51).

Meijer et al. (38) assessed the hydrodynamic stress sen-
sitivity of C. roseus, Nicotiana tabacum, Tabernaemontana
divaricata, and Cinchona robusta in a 3-L Rushton
turbine-stirred vessel. Effects of stress were quantified in
terms of culture growth rate, respiration rate, and release
of organic compounds from the cells. Cultures of C. roseus
carried out at 0.59 m s�1 and 2.36 m s�1 impeller tip
speeds showed identical behavior in terms of biomass
growth rate and glucose consumption rate; hence, hydro-
dynamics-associated stress was concluded to not affect the
cells over the ranges examined (38). Similarly, N. tabacum
was little affected by differences in agitation rate, although
the growth rate and the final yield were noticeably greater
at the lower agitation speed. Cells of C. robusta responded
differently: at 0.59 m s�1 impeller tip speed the cells grew
and there was little release of intracellular protein; how-
ever, at 2.36 m s�1, there was no growth and the specific
protein concentration increased with culture time, indicat-
ing leakage from damaged cells (38). The T. divaricata cells
also were damaged at 2.36 m s�1, but less than the cells
of C. robusta. The damage to T. divaricata was reduced at
a lower impeller tip speed of 0.59 m s�1. In separate ex-
periments, cells of N. tabacum that had earlier withstood
higher shear stress levels were shown to be more suscep-

tible to damage after a prolonged period (10 days) of star-
vation (38). This effect is similar to that noted with other
cells (44).

Table 3 is a summary of the damage thresholds levels—
either impeller tip speed or the specific power input due to
aeration—noted for various plant cell suspensions in
stirred fermenters and airlift bioreactors. The studies just
referenced clearly affirm that the susceptibility to shearing
forces varies a great deal with cell line. Moreover, for the
same cell line, cultivation history (e.g., prolonged starva-
tion) and age of cell affect the cell’s response to shear fields
(38,44,69), which is consistent with similar findings for mi-
croorganisms (1). That plant cells adapt to shear fields is
also well known: cells cultured in high-shear environments
better withstand hydrodynamic forces after many gener-
ations.

Protozoa

Midler and Finn (68) provided a clear demonstration of
shear-related damage to cells of the large (�80-lm cell di-
ameter) ciliated protozoan Tetrahymena pyriformis. Lysis
correlated with impeller tip speed. Agitation at impeller
tip speeds approximately �0.5 m s�1 destroyed most of the
cells. In a Couette viscometer, the critical shear stress level
when lysis first occurred was �24 N m�2 (68). Eighty per-
cent of the cells lysed within the first minute when exposed
to shear stress levels of 103 N m�2. The extent of damage
increased with shear stress level and exposure time. At a
given shear rate, increasing the broth viscosity made the
protozoan more susceptible to shear damage, implying
that the damage was associated with shear stress rather
than shear rate (68). The cells were more sensitive to tur-
bulent shear stress: an average turbulent shear stress of
�10 N m�2 lysed over half the population within 10 min.
In contrast, in laminar flow, similar levels of damage oc-
curred at shear stress levels of almost 300 N m�2. Note
that T. pyriformis cells are larger than most animal cells,
but smaller than most cultured plant cells.

Animal Cells

Animal cells are the most shear-susceptible of biocatalysts.
Animal cells are relatively large—typically 10–20 lm in
diameter—and they lack a protective cell wall. Osmotic
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shock is often sufficient to lyse animal cells. Other than
blood cells, most normal animal cells are anchorage depen-
dent. Cancerous cells, hybridomas, and established lines
will normally grow in suspension. Because of these distinct
growth characteristics, two types of culture methods are
employed in industrial practice: free suspension culture, in
which cells are freely suspended in a nutrient broth; and
microcarrier culture, in which anchorage-dependent cells
grow on surfaces of solid carriers that are suspended in a
culture fluid. Irrespective of the culture method, the sus-
pending fluid is invariably directly sparged with air or
other gas mixture to supply the cells with oxygen. Al-
though other aeration alternatives are available (see MASS

TRANSFER article), direct sparging with a gas is likely to
remain the dominant method of providing oxygen to ani-
mal cells (76). Both stirred tanks and airlift devices have
been successfully employed for commercial processing of
animal cells (77–79). Anchorage-dependent cells may also
be cultured on surfaces of large static particles held in
packed beds (80,81), but this method is uncommon. De-
vices used in generation of implantable tissue typically
grow normal cells supported on stationary surfaces or
within a static matrix of gel or woven fabric (82). The sup-
porting surface may be flat or variously shaped.

Cells in bioreactors are subject to two main kinds of
fluid mechanical forces: (1) those due to turbulence within
the liquid, and (2) forces associated with the gas–liquid
interface. The latter category includes effects of bubble for-
mation, rise, and rupture. In addition in microcarrier cul-
ture, collisions among carriers and carrier–impeller (or
carrier–wall) interactions may play a role. Furthermore,
in tall bioreactors cells may be subjected to substantial
changes in hydrostatic pressure as they circulate with the
fluid. Cells in tissue regeneration bioreactors experience
the same kind of forces as occur in flow past a flat plate,
wall, or other submerged object. The specific considera-
tions relevant to the various culture methodologies are
treated in the following sections.

Resistance to shear stress is determined at least partly
by the cytoskeletal structure of the cell. The cytoskeleton
determines a cell’s mechanical properties, shape, and
movements such as occur during phagocytosis. The cyto-
skeleton is made of protein filaments, mainly of actin. The
filaments interact closely with the cell membrane by an-
choring to specific membrane proteins. A cell exposed to
mechanical forces undergoes cytoskeletal reorganization.
Cytoskeleton-mediated stress signal transmission to intra-
cellular organelles (Fig. 5) has been associated with vari-
ous biochemical, physiological, and gene-level responses in
vascular cells (4). Some cells are known to have surface
stress receptors (e.g., Ca2� ion channels) that have been
implicated in biochemical responses (4,83,84) independent
of cytoskeletal mediation (Fig. 5). Cytoskeletal properties
are known to affect the shear tolerance of hybridomas. Ef-
fects of turbulence on the cytoskeleton and other biological
responses have been treated by several authors (4,53,85).
Work cited by Al-Rubeai et al. (86) suggests that inhibitors
of actin polymerization decrease a cell’s resistance to shear
forces, whereas inducers of polymerization make the cells
more robust. Thus, supplementing the culture medium
with actin polymerization inducers may be one way of im-

proving performance of bioreactor-cultured animal cells, so
long as the requisite production biochemistry is not ad-
versely affected.

Plasma membrane fluidity (PMF), which is a measure
of the degree of packing of the membrane and its constit-
uent’s freedom to move about laterally through the bilayer
membrane, to rotate about their major axes, and to oscil-
late in the plane of the membrane, is another factor that
appears to influence shear susceptibility of cells (41). In-
creasing membrane fluidity correlates with increasing
shear sensitivity (41). PMF increases with increasing tem-
perature and can be manipulated in both directions using
various additives. In studies with a freely suspended
mouse–mouse hybridoma in a laminar shear stress
Couette flow device, conditions that yielded higher mem-
brane fluidity produced more fragile cells (41). For exam-
ple, cells sheared at elevated temperatures showed greater
loss of viability than unsheard controls at the same tem-
perature (41).

Shear Effects in Bubble-Free Environments Suspended
Cells. Freely suspended cells in bubble-free bioreactors are
not damaged by mechanical agitation even at intensities
much greater than the ones used in typical processing. Ex-
ceptions occur in extensional or elongational flow in certain
high-shear devices even when the flow is laminar. Exten-
sional or elongational flow occurs whenever the cross-
sectional area of the flow channel reduces (e.g., at an orifice
on the wall of a tank or at the entrance of a capillary con-
nected to a larger reservoir). The fluid elements undergo-
ing extensional flow stretch and thin. Suspended particles
also experience elongational forces in the direction of flow,
and compression perpendicular to the flow streamlines.
Drops subjected to extension flow can rupture. Similarly,
extensional flow through orifices of high-pressure homog-
enizers contributes to rupture of even the very robust mi-
crobial cells (1). Rupture of erythrocytes at entrances to
capillaries is well known (87). Shear effects on suspended
erythrocytes are discussed in detail in a later section.

For a hybridoma line, Born et al. (88) reported that ex-
posure to laminar shear stress (208 N m�2) in unaerated
flow in a cone-and-plate viscometer led to substantial loss
in cell count and viability within 20 min. At a constant
180-s exposure, increasing shear stress over 100–350 N
m�2 linearly enhanced cell disruption, with �90% of the
cells being destroyed at 350 N m�2 stress level (88). Shear
stress levels associated with bubble rupture at the surface
of a bioreactor may range over 100–300 N m�2 (13). These
values are remarkably consistent with shear rates that
damaged hybridomas in unaerated laminar flow experi-
ments (88).

For a suspended mouse myeloma line in turbulent cap-
illary flow, McQueen et al. (18) noted a threshold average
wall shear stress value of 180 N m�2 when lysis first com-
menced. Although the flow caused lysis, it had no effect on
viability (18), suggesting that cells at various growth
stages were equally affected. The sudden flow contraction
at the entrance to the capillary may have contributed to
cell lysis, but the residence time in the capillary also had
an effect at otherwise constant average wall shear stress
level. The rate of lysis was first order in cell number. Above
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Figure 5. Stress signal transmission and transduction via cytoskeletal and biochemical routs in
an anchored cell. Source: Adapted from Ref. 4.

the threshold shear stress value, the specific lysis rate in-
creased with increasing level of shear stress (18). The
growth rate and the DNA synthesis rate of the cells ex-
posed to the shearing environment were unaffected when
the surviving cells were returned to a normal quiescent
growth environment (18). In other studies cited by Mc-
Queen et al. (18), the shear stress threshold for damage
has been reported as 0.87 N m�2 for a mouse hybridoma
and 1.5 N m�2 for insect cells. Higher shear sensitivity of
another mouse cell line relative to a human carcinoma has
been reported (16).

For human cervical carcinoma HeLa S3 and mouse ab-
dominal fibroblast L929, Augenstein et al. (16) observed
lysis of suspended cells in turbulent flow through stainless
steel capillaries. Cell death could be correlated with the
average wall shear stress level or the power dissipation
within the capillaries. The L929 line was more sensitive
than the human cell. Control experiments showed that the
positive displacement pumps used to circulate the cells
through capillaries contributed little to cell lysis (16). Av-
erage wall shear stress levels of 0.1–2.0 � 103 N m�2 were
sufficient to induce cell inactivation for the two lines. Ac-
cording to Shiragami (17), the mean shear stress acting on
cells suspended in capillary flow is 4/3 the shear stress at
the capillary walls, so long as the ratio of the cell’s diam-
eter to that of the capillary is �0.08.

For a hybridoma examined by Shiragami (89), the spe-
cific rate of monoclonal antibody production in a surface-
aerated spinner flask depended on the agitation speed. In
a 250-mL spinner vessel an agitation rate of �180 rpm
gave the highest specific antibody production rate. The
specific productivities were reduced at higher or lower val-
ues of agitation speed. The increased antibody production
with increasing agitation was associated supposedly with
enhanced secretion in a more turbulent environment (89).
Oxygen transfer effects may have better explained the ob-
servations (see MASS TRANSFER), but no data were re-
ported on this aspect.

Damage to murine hybridomas was observed by Jan et
al. (31) in stirred tanks equipped with marine impellers
agitated at sufficiently high speeds that vortexing occurred
and gas entrained into the medium. Even at these high
speeds, damage could be prevented by baffling the tank,
which suppressed vortex formation. Usually though, vor-
texing is not a problem in large-scale cell culture. Un-
baffled, marine impeller–stirred tanks were successfully
used by Chisti (78) in industrial culture of several hybrid-
oma lines. Effects of agitation on hybridoma culture in the
absence of sparging or surface entrainment were further
examined by Smith and Greenfield (90). Culture growth
was unaffected by agitation intensity (100 or 600 rpm) in
the RPMI medium supplemented with fetal bovine serum
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(10% vol/vol). However, in PFHM II medium supplemented
with either Pluronic F68, fetal bovine serum, or bovine se-
rum albumin, and agitated at 600 rpm (impeller tip speed
� 1.6 m s�1, power input � 1 kW m�3) the results were
different: the agitation intensity did not affect the expo-
nential growth rate, but once growth had ceased, the de-
cline phase was substantially faster than in control exper-
iments (90).

A certain level of hydrodynamic shear is generally ben-
eficial to culture processes, especially in intraparticle im-
mobilized culture where mass transfer limitations can be
severe. In producing engineered tissue of smooth muscle
cells/polymer matrices (biodegradable 2-mm-diameter fi-
bers of polyglycolic acid assembled into a nonwoven ma-
trix), Kim et al. (82) noted that seeding of the matrix under
agitation led to significantly higher intramatrix cell den-
sities than when cells were seeded under static conditions.
Moreover, the higher cell densities were attained more rap-
idly than the lower densities of static culture. In addition,
the relative rates of synthesis of elastin and collagen were
significantly greater in seeded matrices cultured with ag-
itation than in ones grown statically (82). A lower possible
supply of oxygen or other nutrient may have reduced the
performance of static seeding methodology. In view of the
above referenced studies and similar others, sufficiently
intense fluid mechanical forces other than those associated
with aeration do affect cells.

Adherent Cells. Quite low shear stress levels, for ex-
ample, between 0.25 and 0.6 N m�2 in laminar flow (91),
can interfere with the process of cell attachment to sur-
faces; however, once the cells are attached and spread out,
they may tolerate higher stresses. Laminar shear stress of
the order of 0.5–10 N m�2 may remove adherent cells from
surfaces (92), but even lower values (e.g., 0.1–1.0 N m�2)
are known to affect cellular morphology, permeability, and
gene expression (92). Sublethal shear stress levels cause
no obvious physical damage but are known to produce vari-
ous biochemical and physiological responses (4,83,84). In
studies with rat aortic endothelial cells anchored on the
internal walls of glass capillaries, laminar shear stress was
shown to affect the cytosolic pH because of preferential
leakage of certain ions out of the cells into the buffer saline
(84). This reversible permeability enhancement occurred
even at stress levels as low as 0.05 N m�2 applied over
short durations (�2 min). Similar effects were noted with
human aortic endothelial cells but not with human skin
fibroblasts or rat intestinal epithelial cells exposed to
shear stress levels of up to 1.34 N m�2 (84). With rat aortic
cells, the flow-induced cytosolic acidification could be main-
tained for at least 30 min at 1.34 N m�2 shear stress level,
but the cytosolic pH returned to unstressed levels within
about 15 min when the sustained shear stress was �0.027
N m�2 (84).

In studies with anchorage-dependent cells attached to
the flat glass walls of a rectangular flow channel, Shira-
gami and Unno (93) observed increased activity of lactate
dehydrogenase (LDH) in cells that had been exposed to a
steady-state shear stress of 0.5 N m�2 for 12 h: the activity
was fourfold greater relative to controls. The LDH activity
correlated with the transmission of energy from the fluid
to the attached cells (93).

In vivo hemodynamic forces have been implicated in
various physiological and pathophysiological processes (4).
Atherosclerotic lesions in humans tend to develop in zones
of flow separation (4) such as regions of arterial branching
and sharp curvature. Arteries adapt to chronic changes in
blood flow, increasing in circumference under high flow and
declining under reduced flow (4). Shear stress signals
transmitted throughout the vascular cell via cytoskeletal
and biochemical elements result in changes to structure,
metabolism, and gene expression (4).

Shear effects need to be considered also in perfusion
devices that retain cells over long periods in continuous
culture (94). Shear effects on adhering erythrocytes and
leukocytes are treated separately.

Erythrocytes and Leukocytes. Mammalian erythrocytes,
or red blood cells, are among the best studied of animal
cells. Properties of erythrocytes and other blood cells are
relevant to various pathologies and biomedical processes.
Erythrocytes and leukocytes, being suspended cells in vivo,
likely experience the kind of stresses encountered in bio-
reactors and various other industrial processing devices;
hence, these cells may provide a broad general insight into
mechanical behavior of other cells of mammalian origin.
The normal lifetime of a human erythrocyte in circulation
is 121 days. The normal daily destruction rate is about 2
� 1011 cells (87). Some cells lyse during circulation; most
are destroyed in the spleen. Aging cells resist deformation
more than the younger ones. All cells unable to deform in
the 3-lm openings of the splenic circulation are delayed
and ultimately phagocytized (87).

Erythrocytes are highly deformable cells that orient in
laminar flow so that least possible surface area of the disc-
shaped cell is perpendicular to the flow. The cytoplasm of
erythrocytes is a viscous Newtonian fluid (95). The cell
membrane behaves as an elastic solid: the cell deforms but
almost instantly recovers its shape when the deforming
force is removed. The membrane has little resistance to
bending but substantially resists increase in area (95).
Erythrocytes suspended in turbulent isotonic saline (vis-
cosity �1 � 10�3 Pa s) have been observed to undergo
elongation and deformation; however, the cell appears to
be less vulnerable to turbulent shear stress than a cell at
the same stress level in a viscous suspending medium (87).
Based on measurements in turbulent jets, a critical lytic
shear stress level of 4,000 N m�2 has been reported for
very brief exposures (�10�5 s) (87). Measurements on
erythrocytes of different mammals reveal that the critical
shear stress increases dramatically as the cell volume de-
clines.

According to Blackshear and Blackshear (87), “Areal
change occurs when the cell membrane is subjected to
stress; hemolysis occurs when the area increases by ap-
proximately 6.4 percent.” Hemolysis is associated at least
in part with physical factors and flow, which produce the
hemolysis threshold strain in membranes of erythrocytes
(87). Once the threshold strain is exceeded, membrane
pores open and the membrane eventually tears (87). A
briefly (e.g., 10 ms) imposed uniaxial tension of 0.058 N
m�1 is a sufficient criterion for lysis (87). When the cell is
subjected to biaxial stress, a tension of about 0.029 N m�1
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may produce lysis. In viscometric stress for prescribed pe-
riods, time to lysis declines as the imposed stress is in-
creased. However, it has been conclusively shown that
shear stress alone is not a sufficient predictor of hemolysis
rate or thresholds (87); cell shape and tumbling also play
a role. Membrane shear appears to be far lower when the
cells are suspended in higher-viscosity media in viscomet-
ric studies.

Erythrocytes allowed to adhere to a glass surface and
then subjected to a fluid shear commence movement when
the fluid shear force exceeds about 10�11 N (95). During
this process the cell gradually moves downstream, but the
membrane may remain attached to the surface (95). The
membrane can be deformed permanently when the de-
forming force persists for more than a few minutes (95).
Shear elasticities of nonnucleated mammalian red cells
are generally similar, but elasticities are about an order of
magnitude greater for cells of nucleated species. Small
amounts of thiol reagents are known to decrease the elon-
gation of human red cells suspended in a shear field (95),
presumably by producing some sort of cross-linking. Po-
tentially, this methodology may improve survival of any
fragile cell with a significant amount of cross-linkable pro-
tein in the membrane. Other additives may render the cell
more susceptible to shear damage. Certain chemical lysins
and some antigen–antibody reactions cause perforation of
the cell membrane and leakage of intracellular material
(87). Cholesterol enrichment or depletion of the human
erythrocyte membrane does not affect its viscosity.

Hemolysis of red cells is known to occur intravascularly
in vivo as well as in various in vitro flow systems (87). A
number of studies have correlated hemolysis to flow in
pumps, valves, heart–lung machines, blood dialyzers, and
transfusion filters. In flow through tubes, wall roughness
of the scale of erythrocyte correlates with hemolysis (87).
Bubbles trapped in surface imperfections appear to aid ly-
sis. In flow through tubes, hemolysis correlates with the
shear rate and the surface-to-volume ratio (87). This type
of lysis occurs at shear stress thresholds lower than the
ones required to produce lysis in a fluid shear field. Wall
contact–associated lysis has been observed to depend on
the chemical nature of the wall material. Lysis may decline
with time as surfaces become passivated by prolonged con-
tact with plasma proteins (87).

In capillaries of �1 mm in diameter, an upper limit on
the mean tube velocity of 6 m s�1 has been suggested for
capillaries with sharp-edged entrances, and blood with a
viscosity of 4 � 10�3 Pa s (87). This corresponds to a Rey-
nolds number of 1,500 inside the capillary and an average
wall shear rate of about 4,800 s�1. Velocities as high as 17
m s�1 may be employed inside capillaries with carefully
flared entrances (87). As with other animal cells, erythro-
cytes subjected to bubbling are susceptible to bubble
rupture–associated damage, as shown in Figure 6 for por-
cine erythrocytes. The normalized cell number (Fig. 6) de-
clined more rapidly in a sparged airlift bioreactor in com-
parison with cells in a surface-aerated shake flask (43). In
surface-aerated shake flasks, increasing shaker platform
speed over 100–400 rpm increased the specific cell lysis
rate (Fig. 7). The slight decline in lysis rate at 100 rpm
(Fig. 7) was associated with improved surface aeration

relative to static flask. Because erythrocytes do not mul-
tiply in vitro, the effects of cell-damaging forces are not
masked by growth-associated adaptation, changes in cell
size, and stages of growth; hence, suitably chosen eryth-
rocytes provide a well-defined cell population for compar-
ative assessment of the damaging potential of various hy-
drodynamic environments (43).

In comparison with erythrocytes, the cytoplasm of leu-
kocytes has markedly different rheological properties (96),
but the properties of the leukocyte membrane are similar
to those of the red cell membrane. Leukocytes adhering to
vascular endothelium detach when the shear stress is be-
tween 26.5 and 106.0 N m�2 (96). According to work cited
by Prokop and Bajpai (53), a shear stress level of 60 N m�2

applied over 10 min should lyse about one-fourth of a leu-
kocyte population. In another study, sublethal shear
stresses of 10 and 20 N m�2 applied over 10 min in a
Couette viscometer affected the biochemical response of
human T cells relative to unsheared controls (83). It seems,
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therefore, that cells in vivo in circulation are apparently
more shear resistant than ones studied in vitro.

Microcarrier Culture. Both stirred-tank and airlift bio-
reactors (97) may be used for suspended microcarrier cul-
ture. Microcarrier-supported cells likely experience hydro-
dynamic forces of greater magnitude than do freely
suspended cells. This is because in highly agitated or aer-
ated systems, the length scale of fluid eddies can be of the
same order as the dimensions of microcarriers, resulting
in high local relative velocities between the solid and the
liquid phases (15,78,98). Furthermore, the carriers have
greater inertia than free cells; hence, collisions among mi-
crocarriers and between the impeller and microcarriers
likely damage attached cells. Similarly, fluid eddy impact
and shear stress forces on a high-inertia particle are
greater than on free cells.

Resistance of a cell to rupture by impact (i.e., burst re-
sistance) is a possible measure of the cell’s survivability in
the culture environment. Measurements of burst force are
potentially useful also for comparative assessment of cell
strength and in establishing culture conditions that give
rise to more robust cells. It may eventually be possible to
correlate the sensitivity to shear of a cell to its resistance
to mechanical rupture (99). Burst strength may be directly
relevant in microcarrier culture where impact-associated
damage is likely; however, in view of the cytoskeleton-
mediated pressure signal transmission to internal parts of
a cell, a more likely scenario is that the force required to
cause impact-associated damage is far lower than the rup-
ture threshold. This issue notwithstanding, resistance to
rupture of a mouse hybridoma grown in serum-containing
continuous culture has been measured by squeezing single
cells between flat surfaces of micromanipulator arms
(100). The bursting strength increased with cell size (101).
The bursting force correlated with the initial cell diameter
as follows:

�6S � 0.2d � 0.1 � 10 (31)c

where the intercept was not significantly different from
zero (100). The cell diameter ranged over �(10–17) � 10�6

m. Other similar data (101) have been correlated (99) as
follows:

�6S � 0.27d � 0.86 � 10 (32)c

where the burst strength S is in newtons, and the hybrid-
oma cell diameter, dc, is in micrometers. The calculated
bursting tension had a mean value of (1.8 � 0.5) � 10�3

N m�1, which was essentially independent of cell size
(100). Because the bursting tension was size independent,
the bursting pressure fell with increasing cell diameter. At
(0.8 � 0.3) � 10�3 N m�1, the calculated mean compress-
ibility modulus of the cells was roughly independent of cell
diameter (100).

Sinskey et al. (102) advanced the concept of an inte-
grated shear factor (ISF)—a measure of the strength of the
shear field between the impeller and the spinner vessel
walls—to correlate shear damage to mammalian cells. The
ISF was defined as

2pNdiISF � (33)
d � dT i

or, effectively, the laminar shear rate between the impeller
tip and the walls. For a range of stirred vessels (0.25–2.0
L, 0.032 � di (m) � 0.085), cell damage occurred once the
ISF value exceeded about 18 s�1 during culture of micro-
carrier-supported human fibroblasts (103). Damage could
be correlated also with the impeller tip speed, but unlike
the ISF, the damaging value of the tip speed depended on
the size of the culture vessel (103).

Relying on the earlier work of Nagata, Croughan et al.
(103) arrived at the following expression for a time-
averaged shear rate:

1.8 0.2 0.2 1.8112.8r (r � r )(r /r )i T i c i
c � (34)av•T 2 2r � rT i

where ri and rT are the impeller and the tank radii, re-
spectively. The radius rc of the formed vortex zone would
need to be estimated using Nagata’s expression:

r Rec i
� (35)

r 1,000 � 1.6Rei i

The impeller Reynolds number in equation 35 is calculated
as follows:

2Nd qi LRe � (36)i
lL

Equation 34 was developed for unbaffled stirred tanks op-
erated in the turbulent regime (103). For human fibro-
blasts on microcarriers in various stirred vessels, cell dam-
age occurred when the time-averaged shear rate exceeded
about 2.5 s�1 (103). For chicken embryo fibroblasts, also
on microcarriers, the damage threshold was 6 s�1 time-
averaged shear rate (103). Cell damage correlated also
with the Kolmogoroff eddy length scale (l): for human fi-
broblasts the cell damage occurred when the length scale
declined to approximately below 125 lm, whereas for the
chicken embryo cells damage was observed when the l-
value declined to below 100 lm (103).

Analyzing data from several sources, Croughan et al.
(103) further showed that the specific death rate correlated
with the average energy dissipation rate per unit mass;
thus,

mk � E (37)d

where m was 0.72, 0.76, and 0.82, respectively, for micro-
carrier-supported Vero cells, similarly supported human fi-
broblasts, and a freely suspended protozoan. For attaining
a more homogeneous shear field in stirred culture vessels
(i.e., for the minimum value of the maximum-to-average
shear rate ratio) Croughan et al. (103) noted an optimal
vessel geometry corresponding to ri/rT � 0.74.

In microcarrier culture, collisions between microcar-
riers and interactions between carriers and internals of a
reactor are other possible causes of cell damage, particu-
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larly in stirred bioreactors (15,104,105). Cherry and Pa-
poutsakis (98,104,105) advanced the concept of “severity of
collision” to account for at least some of the damage to cells
in suspended microcarrier culture in stirred vessels. Se-
verity of collision combined collision frequency and energy
of the impact. Two collision severities were defined: a tur-
bulent collision severity (TCS) for turbulence-associated
particle-to-particle impacts, and an impeller collision se-
verity (ICS) for particle-to-impeller collisions; thus,

3/2 2 5Eq p q d eL S p STCS � (38)� � � �l 72L

and

4 3 4 49p q n N d dS B t pICS � (39)
512VL

where E is the energy dissipation rate per unit liquid mass,
qS and dp are the density and diameter of the microcar-
riers, eS is the volume fraction of the carriers, nB is the
number of impeller blades, N and di are the impeller ro-
tational speed and diameter, and VL is the volume of the
liquid in the vessel. Improved cell growth was observed
with smaller microcarriers, as predicted by equations 38
and 39. The specific cell death rate increased with increas-
ing values of TCS and ICS (104,105); however, the influ-
ence of hydrodynamic forces on culture performance cor-
related also in terms of the ratio of Kolmogoroff eddy scale
to bead diameter: the specific death rate declined as l/dp

increased. As culture viscosity was raised, damage to cells
declined in conformance with equation 38 and in agree-
ment with interpretations based on the l/dp ratio (105).

Unlike in stirred tanks, animal cell microcarriers sus-
pended in airlift bioreactors under typical operating con-
ditions do not significantly interact with each other or with
the walls of the vessel (106); instead, the microcarrier par-
ticles follow the laminar streamlines of the fluid (106).
Consequently, in airlift reactors at least, the effects of
particle–particle or particle–wall collisions on monolayers
of cells may be disregarded. Observations of Ganzeveld et
al. (106) spanned microcarrier loadings of up to 30 kg m�3,
with carriers of 150–300 lm diameter, and 1,030–1,050 kg
m�3 density. The observations covered a power input value
of up to 33 W m�3, which is about the upper limit for cell
culture in pneumatically agitated bioreactors. These re-
sults applied to a split-cylinder airlift bioreactor with an
aspect ratio of 7.6, which would not normally be exceeded
in large-scale cell culture systems. As an additional design
constraint, the Reynolds number in the riser and the down-
comer should not exceed about 3,000, or the flow will be
more chaotic (106).

Numerical analysis of forces exerted by laminar flow on
anchorage-dependent cells attached to flat surfaces sug-
gests that shear stress between 0.25 and 0.6 N m�2 is suf-
ficient to detach round cells, but much higher values are
needed to dislodge spread out cells (91). These observa-
tions are relevant to microcarrier culture where, during
inoculation, the round cells must first attach to microcar-
riers before spreading on the solid surface. During prolif-

eration, bead-to-bead transfer of cells may also require a
level of turbulence that is not so high as to hinder the reat-
tachment process, yet not so low that bead-to-cell encoun-
ters are few.

Typically, the shear rate values in airlift bioreactors
range over 250–4,000 s�1 for operational conditions that
are relevant to animal cell culture (14). These shear rates
are substantially lower than the �105 s�1 that would be
needed to damage cells if a 100-N m�2 shear stress value
(13,88) is taken as the threshold of mechanical damage.
However, based on the shear stress data of Olivier and
Truskey (91), during the process of attachment of cells to
microcarriers, shear rate levels of 250–600 s�1 may well
be detrimental. Thus, during initial attachment of cells,
the reactor would need to be operated at reduced aeration
rates—a practice that is well established through empiri-
cal experience, but previously explained only intuitively
(14).

Under conditions typical of microcarrier culture in air-
lift bioreactors, the specific energy dissipation rates are
different in different zones of the vessel. The specific en-
ergy dissipation rates increase in the following order:
downcomer � riser � bottom, for any fixed value of the
aeration rate (14). The dissipation rates in all zones decline
with increasing loading of microcarriers; however, the pre-
vailing shear rates are not particularly sensitive to the
density or the diameter of microcarriers within the ranges
that are relevant to anchorage-dependent cell culture. In
one case, typical shear rates ranged over 250–4,000 s�1 in
microcarrier-containing systems, but much higher values,
up to 12,000 s�1 could occur in solids-free media (14).
These values compare favorably with shear rates of �105

s�1 that have been reported as the threshold of damage to
cells. Cells in airlift bioreactors would experience a sub-
stantial increase in the riser shear rate only when the fluid
eddy length–to–microcarrier diameter ratio declines to �1
(14).

Hydrostatic Pressure As the scale of operation increases,
suspended animal cells will inevitably experience substan-
tial hydrostatic pressure changes as they move with fluid
elements in a large bioreactor. At least for hybridomas,
artificially imposed pressure cycling of up to 1.2 atm (18
psig) has shown no harmful effect (79). This level of pres-
sure fluctuation will be encountered in bioreactors that are
about 12 m tall; hence, for a 2:1 aspect ratio, an animal
cell culture vessel could be scaled up to about 340 m3. If,
as recommended for airlift and bubble column bioreactors
(20,21), an aspect ratio of 5:1 is employed, a maximum ves-
sel volume of about 50 m3 should be feasible. Suspension
cell culture vessels in current commercial use do not gen-
erally exceed 10 m3, or about 20% of the feasible volume
based on hydrostatic pressure considerations.

Bubble-Associated Damage That sparging damaged
cells has been known since the 1960s; however, the specific
events responsible for the damage—whether bubble for-
mation at the sparger, bubble detachment, rise through
the fluid, or events at the disengagement surface—and the
mechanism(s) of damage remained unclear until recently.
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The growth rate, viability, and antibody productivity of
a mouse hybridoma in a surface-aerated stirred vessel
were not affected by the agitation rate, but damage oc-
curred when gas was sparged through the culture (107). In
surface-aerated operation, the average and the maximum
shear stress values varied over the respective ranges of
0.001–0.4 N m�2 and 0.06–6.4 N m�2. Subsequent work
showed that bubbles larger than 5 mm were significantly
less damaging to cells than smaller bubbles (108). Fur-
thermore, placing the sparger below the impeller enhanced
cell damage, presumably because the impeller-associated
bubble breakup gave rise to the more damaging smaller
bubbles (108).

Cell lines differ tremendously in sensitivity to aeration
as was demonstrated by Handa et al. (109). At constant
aeration rates in geometrically identical bubble columns,
smaller diameter bubbles (0.2 mm in diameter) were
shown to be significantly more damaging to a hybridoma
than larger bubbles (1.62 mm in diameter). In industrial-
scale culture of several hybridomas, Chisti (78) preferred
yet larger bubbles (10–20 mm diameter) for aeration. Sim-
ilarly, Tramper et al. (63) observed that smaller bubbles
were more damaging to insect cells than larger ones. How-
ever, the effect of bubble size may not be prevalent across
cell types. Thus, in another study, baby hamster kidney
(BHK-21) cells were not sensitive to the size of gas bubbles
(110). Over a superficial gas velocity range of (0.42–8.5) �

10�4 m s�1, higher velocities led to faster decline in cell
viability of a hybridoma (109), which is consistent with
other similar observations (61).

In commercial stirred-tank culture of several hybrid-
oma lines at up to 0.3 m3, Chisti (78) employed submerged
aeration with bubbles of 0.01–0.02 m in diameter. Because
of high rise velocities and mobile interfaces, such bubbles
did not carry many attached cells to the surface. In con-
trast, during aeration with sintered metal spargers that
produced slower rising bubbles of �0.002–0.003 m in di-
ameter, the cells were rapidly carried into a persistent
foam layer at the top by a froth flotation mechanism (78).
The foam produced by larger bubbles collapsed soon after
the bubble rose to the surface. The reactors employed were
agitated by magnetically coupled agitators with support
bearings submerged in the culture. Reactors with sub-
merged mechanical seals were also used. No loss in culture
performance occurred relative to roller bottles. The impel-
ler tip speeds �1 m s�1 produced no ill effects. Under typ-
ical operating conditions, the length scale of the micro-
eddies was about 130 lm, or about 10-fold greater than the
dimensions of the cells (78).

Based on energetics of bubble-associated damage to
freely suspended cells, Wang et al. (111) concluded that the
principal determinants of cell damage were the cell–bubble
encounter rate, the rate of bubble breakup within the fluid,
and the bursting rate at the surface. Cell death correlated
linearly with specific gas–liquid interfacial area, with the
proportionality constant being 0.0125 m h�1 for a murine
hybridoma (111).

Using an elegant mechanistic analysis, Tramper et al.
(62,63) related the first-order rate constant for cell death
due to all causes to aeration rate in a bubble column; thus,

24QVkk � (40)d 2 3 2p d d hB T L

where kd is the first-order death rate constant, Q is the
volumetric aeration rate, hL is the height of fluid, dT is the
column diameter, and Vk is a hypothetical killing volume
associated with the bubbles. The latter is actually the total
volume of fluid associated mainly with the bubble wakes;
the cells entrapped in the circulating wake are carried with
the bubble to the surface where most of the damaging
events take place. According to equation 40, the specific
cell death rate is proportional to the frequency of bubble
generation, or . Alternatively, because at hydrody-36Q/pdB

namic steady state the bubble generation frequency equals
the frequency of rupture at the surface, the death rate may
be interpreted as being dependent on the frequency of bub-
ble rupture and the killing volume associated with the bub-
bles.

Based on equation 40, the death rate constant should
decline with increasing height of fluid, as experimentally
confirmed: for otherwise fixed conditions, increasing liquid
height in bubble columns improved survival of insect cells
(62,63), myelomas, and hybridomas (60,64,110), support-
ing the view that cell death occurred predominantly in the
bubble disengagement zone at the surface (109,110). For a
myeloma grown in serum-supplemented medium, the min-
imum culture height that provided a performance equiv-
alent to that of surface aerated flasks, was �0.7 m, corre-
sponding to a bubble column aspect ratio of �14 (64). The
0.05-m diameter column was aerated through a sintered
disc sparger (150- to 250-lm pore size). The aeration rate
was 5 mL min�1 (64), corresponding to a specific power
input of about 0.42 W m�3.

If bubble rise were to predominantly contribute to cell
death, then the specific cell death rate should be indepen-
dent of the height of fluid (112). Because this is contrary
to experimental observations, the rise events may be dis-
regarded as principal contributors to cell damage (112).
Whereas, if gas entry at the sparger contributed predomi-
nantly to cell damage, then at a given gas flow rate in the
reactor, decreasing the number of sparger holes should en-
hance the specific cell death rate constant (112). In bubble
columns, Jöbses et al. (112) noted that increasing the
sparger hole gas velocity over 0.6–2.5 m s�1 at a constant
volumetric gas flow in the reactors had no effect on the
first-order rate constant for cell death; hence, events at the
sparger could be disregarded as contributing to cell dam-
age. This process of elimination identified bubble breakup
at the culture surface as the principal cause of damage to
suspended cells in sparged bioreactors such as bubble col-
umns (112). Equation 40 applies also to airlift devices (61),
especially ones in which gas is not carried into the down-
comer. Because most agitated tanks used in animal cell
culture operate at quite low mechanical power inputs and
the impeller does not usually serve as a bubble breaking
device, equation 40 should provide a lower limit on kd also
in such tanks.

Using a hybridoma culture van der Pol et al. (60)
showed that the first-order death rate constant increased
with increasing in bubble columns, as expected from21/dT

equation 40. Equation 40 suggests that cell damage in-
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Figure 8. Effect of bubble diameter on the specific death rate of
S. frugiperda insect cells in bubble columns aerated at a constant
volumetric gas flow rate of 10 mL min�1. Source: Adapted from
Ref. 113.

creases in direct proportion to the superficial gas velocity
in the column, or in direct proportion to the specific power
input. Note that increasing liquid level at constant aera-
tion rate in a column of fixed diameter decreases the spe-
cific power input (14,20,21). Equation 40 further suggests
that for a given Vk, larger bubbles should be less damaging
than smaller ones. This agrees with substantial empirical
evidence (62,63,78,108,110,113).

That the death rate increases linearly with increasing
aeration rate has been proven (62,63,113). Also, the killing
volume,Vk, has been shown to be independent of the aer-
ation rate and the height of fluid, so long as the bubble
diameter is not affected (62,63). The killing volume appar-
ently depends on bubble diameter, increasing with diam-
eter but in such a way that the ratio declines as the3V /dk B

bubble diameter increases. This has been confirmed by Wu
and Goosen (113) using Spodoptera frugiperda insect cells
in bubble columns that were sparged with bubbles of dif-
ferent mean diameters while maintaining a constant vol-
umetric gas flow rate. Increasing bubble diameters re-
duced the specific death rate, as shown in Figure 8. In view
of the numerous contrary observations, analyses suggest-
ing lesser cell damage with smaller bubbles are clearly
flawed.

The dimensionless specific killing volume, or ,36V /pdk B

in equation 40 depends on the concentration of serum in
the culture medium. Van der Pol et al. (60) showed that
the dimensionless killing volume declined as the serum
concentration was raised over the range 0–2.5% (vol/vol);
the dimensionless killing volume in the absence of serum
was �2.7-fold that at 2.5% serum in a hybridoma culture
(60). This and other similar observations (61) at least
partly explain the well-known protective effect of serum.
Cell-protective effects of other proteins may be similarly
explained. Serum-free media with 1 g protein L�1 (equiv-
alent to supplementing the medium with 2% vol/vol se-
rum) are commercially used in sparged airlift culture ves-
sels (79).

Why rupture of larger bubbles is less damaging to cells
than breakup of smaller ones has become clear through

analyses of mechanics of rupture (114,115). Numerical
simulations and experimental observations of bubble rup-
ture at an air–water interface confirm that smaller bubbles
rupture much more violently than larger ones (114,115). A
bubble reaching the surface rises to different heights above
the flat liquid surface before rupturing. For a bubble that
is stationary at the surface, a part is always submerged
below the flat surface of the liquid. The degree of submer-
gence is generally greater for smaller bubbles. During rup-
ture, the liquid drains from the film between the raised
liquid surface and the bubble (116,117). As the film thins,
a hole develops in the center of the dome, and the film
rapidly retreats into the bulk liquid. The rupture of the
film and consequent elongational and accelerational flow
have been postulated to damage cells in the film and those
adhering to the bubble cavity (116). A cell on the surface
of a rupturing film would apparently not experience any
motion until struck by the torroidal ring of fluid at the
receding edge of the film (116). The force experienced by
the cell will depend on the film thickness at the instance
of rupture (116). Rupture of thinner films is likely to be
less damaging than the breakage of a thicker film. Once
the bubble ruptures, fluid rapidly accelerates and moves
down the interior walls of the bubble cavity. The flow from
around the walls impacts at a stagnation point located im-
mediately below where the bubble had been. The high
pressure produced by the impacting streams forces a jet of
fluid upward into the gas phase above the liquid surface.
A second opposing jet is forced into the fluid below the stag-
nation point. Intense accelerational flows around the bub-
ble cavity and formation of liquid jets occur mostly during
rupture of small bubbles. Bubbles larger than about 6 mm
rupture much less violently.

According to Boulton-Stone and Blake (114), “one of the
most important factors determining the motion following
film rupture, in terms of the energy released, is the height
of the top of the bubble above the equilibrium free-surface”
of the liquid. Bubbles rupturing from a lower position be-
neath the equilibrium surface of the liquid release more
energy because of their higher internal pressure. The en-
ergy is released as high-speed liquid jets. Bubbles larger
than about 6 mm bursting at the surface do not form sig-
nificant jets (114) which is consistent with numerous ob-
servations dating from 1950s and earlier. When a jet is
produced, the speed of the jet declines as the size of the
rupturing bubble increases: for example, for air bubbles
rupturing on water, a maximum jet speed of 6.4 m s�1 has
been calculated for rupture of a 1-mm bubble; for rupture
of a 6-mm bubble the maximum jet speed declines to 0.94
m s�1 (114). In addition to a liquid jet rising into the at-
mosphere above the liquid, a second liquid jet moves down
into the fluid from the region that had been below the base
of the bubble. The maximum pressure produced during
bursting of bubbles of various sizes declines with increas-
ing bubble diameter, as illustrated in Figure 9. The maxi-
mum energy dissipation rate occurs just beneath the bub-
ble immediately before the jet forms (114). The calculated
maximum energy dissipation rates for the smallest bub-
bles are equivalent to a stress of about 10.4 N m�2 (114).
The maximum energy dissipation rates decline with in-
creasing bubble diameter, as depicted in Figure 10.
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ing bursting of air bubbles of various sizes on the surface of water.
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Even a violent bubble rupture event would be inconse-
quential if there were no cells in the vicinity. Unfortu-
nately, cells attach to rising bubbles, and the fluid behind
bubbles is especially rich in cells. That some animal cells
will attach to rising bubbles has been shown with Tricho-
plusia ni and S. frugiperda insect cells (116,118). The cells
adhered to rising microbubbles (diameter �3 mm) of the
type used commonly in froth flotation. Hydrophobic inter-
actions are apparently responsible for cell attachment—a
mechanism observed also with ore particles attaching to
bubbles during foam flotation. Although, very small bub-
bles are generally not suited to aeration of cell cultures
(78), larger bubbles also transport cells to the surface, but
not predominantly as adhering cells. Instead, the cells are
trapped in the circulating wake carried behind large bub-
bles. The fluid associated with the wakes is known to be
richer in particles than the bulk fluid.

More than 95% of the cells in the liquid ejected as jet
during rupture of bubbles have been shown to be nonviable
even when the cells in the bulk culture contained fewer

than 10% dead cells (115). Clearly, the cells carried in the
bubble wake are destroyed by the rupture event. Based on
simulations of rupture of bubbles with diameters of 0.77
mm, 1.70 mm, and 6.32 mm, Garcia-Briones et al. (115)
calculated maximum energy dissipation rate values (W
m�3) of 9.52 � 107, 1.66 � 107, and 9.40 � 104, respec-
tively. Comparing these values with energy dissipation
rates that have damaged cells in various unaerated flow
devices (capillaries and viscometers), Garcia-Briones et al.
(115) noted that values of the order of 5.81 � 102 W m�3

did not damage the cells significantly, whereas appreciable
damage occurred when the energy dissipation rate ex-
ceeded about 2.25 � 104 W m�3. Clearly, therefore, a
6.32-mm bubble still has a significant potential to damage
cells, and a smaller bubble would produce instantaneous
damage. For example, in gas-free capillary flow in experi-
ments reported by Augenstein et al. (16), more than 80%
of the cells died within 0.3 s of exposure to energy dissi-
pation rates of about 4.80 � 107 W m�3 (115). Interpreting
data from several sources, Garcia-Briones et al. (115) fur-
ther note that average energy dissipation rates of the order
of 2,990–29,000 W m�3 have generally produced a signifi-
cant decline in growth rate in impeller-agitated bioreac-
tors. These dissipation rates are average values; the cells
probably experienced much higher local energy dissipation
rates in the vicinity of the impellers.

If stable foam is not allowed to form, and relatively
large bubbles (diameter � 10–20 mm) are used for aeration
so that the energy dissipated during rupture remains be-
low the cell damaging threshold, then the cells carried in
the wake will not be damaged or removed into a foam layer.
For bubbles of a given size, the volume of the circulating
wake can be reduced by increasing the viscosity of the cul-
ture broth. Small increases will reduce the rise velocity of
the bubbles, and the circulation in the wakes will be slowed
down. Consequently, slight enhancements in viscosity
could reduce the transport of particles in the wake. This
may indeed be one explanation of why viscosifying addi-
tives have been frequently observed to reduce cell damage.
Also, for a given volumetric aeration rate, use of larger
bubbles reduces bubbling frequency; hence, the frequency
of bubble rupture is reduced.

Based on the studies reviewed, several important ob-
servations can be made regarding freely suspended animal
cells in sparged and agitated bioreactors: (1) the aeration
rate should be kept as low as possible; (2) the mean bubble
size should larger than 7 mm, preferably about 10–20 mm;
(3) the location of the sparger should be such that the rising
bubbles do not interact with any impellers; (4) with small
airlift and bubble column reactors the aspect ratio should
be about 14; however, in larger columns where the sparged
portion of the cross section can be a small fraction of the
total cross-sectional area, more realistic aspect ratios of
about 6 or 7 are satisfactory; and (5) when an impeller is
used, the average energy dissipation (input) rate should
remain below about 1.0 � 103 W m�3. Observations (1–5)
are consistent with industrial practice (78). The sole pur-
pose of the impeller should be to suspend the cells and mix
the fluid gently so that the oxygen transferred from the
bubbles is distributed throughout the vessel. Consistent
with this purpose, the impeller should be of a kind that
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Table 4. Media Additives Associated with a Cell-
Protective Effect

Serum Pluronics
Proteins (e.g., serum albumin) Polyvinyl alcohols
Derivatized celluloses (e.g., methyl

cellulose) Polyvinyl pyrrolidone
Derivatized starches (e.g., hydroxyethyl

starch) Polyethylene glycols
Dextrans

��
��
��

Gas

Draft-
tube

Figure 11. A bubble bed reactor.

does not produce excessively high local rates of energy dis-
sipation. For example, relatively large axial flow hydrofoils
are the preferred impellers (30,78). In addition, a suitably
selected additive such as Pluronic F68 should be used
whenever feasible.

Mitigation of Shear Damage Various approaches have
been used to reduce bubble rupture–associated damage to
cells. Some common approaches are the use of cell protec-
tive additives as noted here; compartmentalization of the
culture into cell-free and cell-containing zones, with sparg-
ing confined to cell-free regions (80,81); use of bubble-free
oxygenation through microporous or diffusion tubing made
of silicone rubber or other polymer; use of liquid oxygen
vectors such as perfluorocarbons; and surface aeration (see
MASS TRANSFER). Alternatives to bubbling are suited typ-
ically only to specific cases; direct sparging remains the
predominant method of aeration of cell cultures, and it is
not likely to be displaced in the foreseeable future (76).

One adaptation of submerged aeration is the “bubble
bed” bioreactor, which can substantially reduce surface
rupture of bubbles in short-term batch culture (119). The
bubble bed device (Fig. 11) is similar to a concentric draft-
tube airlift bioreactor, but a downward pumping axial flow
impeller located in the draft tube circulates the fluid. The
downward liquid flow in the draft tube is sufficiently fast
that gas bubbles injected into the draft tube cannot escape;
hence, the bubbles do not rupture at the surface of the
culture. Pure oxygen or oxygen-enriched gas is used to re-
duce the needed gas injection rate to very low values. The
gas holdup in the downcomer increases during batch
operation, and a noncirculating bed of bubbles develops.
The cross-sectional area of the draft tube increases down-
ward (Fig. 11) so that the superficial velocity of the liquid
declines as it moves down; consequently, the downflowing
liquid cannot drag the bubbles out of the draft tube and
into the bubble-free annular zone. According to Sucker et

al. (119), the cell growth and antibody production in bubble
bed devices is comparable to values obtained in surface-
aerated spinner flasks even when the sparged culture in
the bubble bed units is not supplemented with serum, Plu-
ronic F68, or other protective additives.

Shear Protectants. Bubble-associated damage can be
significantly reduced by adding shear-protective sub-
stances to the culture medium. Many additives have been
examined for shear-protective function (120). Some of the
protective additives are noted in Table 4. The protective
effect depends on the properties of the specific additives,
the concentration used, the type of cell, and the mecha-
nism(s) of protection. Some common protective agents and
their mechanisms of protection are treated next.

Serum. A concentration-dependent protective effect of
fetal calf serum, horse serum, and others, has been widely
observed in aerated and bubble-free suspension cultures of
many types of animal cells (41,60,61,66,110,120–122).
Typically, protection increases with increasing serum con-
centration until about 10% (vol/vol) serum. In one study
reduction in fetal calf serum level from 2.5% to 0% sub-
stantially increased the death rate constant of a hybrid-
oma in aerated culture (60). Investigations revealed that
serum had no long-term biological effect, but only a direct
nonspecific physical protective effect (60). Thus, cells grow-
ing in low-serum medium were immediately protected
upon transfer to a medium with 2.5% serum. A physical
protective effect of serum has been claimed to originate in
its ability to reduce plasma membrane fluidity (41,121).
According to Martens et al. (61), serum has an immediate
physical protective effect, but also a physiological protec-
tive effect that takes longer to become effective. The latter
finding concurs with the results of Michaels et al. (122). In
bubble-free experiments in a Couette viscometer (shear
rate � 5,000 s�1, shear stress � 5 N m�2), prolonged ex-
posure of cells to fetal bovine serum (FBS) reduced their
shear sensitivity in laminar flow studies (122); however,
shorter (30–120 min) exposure to FBS did not affect shear
tolerance of cells. Based on these results, the protective
effect of FBS was claimed to have both physical and bio-
logical (biochemical) origins (122).

The precise nature of the physical protective effect of
serum is not clear. Supplementation with serum enhances
the viscosity of the culture medium, but the effect is small
(92,123). Nevertheless, Croughan et al. (66) and others
(67,104) have associated the observed protection to the
turbulence-dampening effect of serum. In contrast, other
evidence suggests a lack of relationship between the
amount of protection afforded by the serum and enhance-
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m�3. Source: Adapted from Ref. 112.

ment of viscosity (124,125). In addition to dampening tur-
bulence, the serum proteins may coat the cells so that the
fluid eddies no longer penetrate to the vicinity of the cell
membrane (66). In one study, increasing the concentration
of fetal bovine serum over 0–10% (vol/vol) reduced plasma
membrane fluidity of a hybridoma line, making the cells
more resistant to shear damage (41,121).

Pluronic� F68. Another well-known shear protectant is
the nonionic surfactant polyol Pluronic� F68, a block co-
polymer of poly(oxyethylene) and poly(oxypropylene).
Highly pure Pluronic F68 is added to cell culture media,
typically at 0.5–3 kg m�3 (92,109,110,112,120,122). The
protective effect of the surfactant is concentration depen-
dent, increasing with concentration but leveling off at �0.5
g L�1 (Fig. 12).

The protective effect of Pluronic F68 is commonly as-
sociated with its ability to suppress attachment of cells to
bubbles (110): in the presence of the surfactant, fewer cells
are carried to the surface where much of the cell damage
occurs in aerated culture. However, evidence exists for
other protective mechanisms. For example, a cell-
protective effect of Pluronic F68 has been observed even in
unaerated culture (41,112). In one case this effect was ob-
served in a strongly agitated culture sample (112). Al-
though no bubbles were present, a deep vortex was drawn
into the fluid by the marine impeller used. Extensive cell
damage occurred, but the damage was significantly re-
duced when the culture was supplemented with Pluronic
F68. Based on these observations, Jöbses et al. (112) con-
cluded that the protective effect of Pluronic F68 was due
to its direct influence on cells and to some effect of the
surfactant on the gas–liquid interface. One possible expla-
nation for the protection observed by Jöbses et al. (112) in
the absence of the bubbles follows: the damage may have
been occurring at the rapidly moving surface of the vortex
(126), and supplementation of the culture with Pluronic
F68 may have reduced the surface adherent tendency of
the cells; hence, fewer cells may have attached to the sur-
face during its formation at the periphery of the vessel.

Using flow cytometry, Al-Rubeai et al. (86) showed that
leakage of a positively charged dye, fluorescein diacetate,
from murine hybridomas increased with rising intensity of
agitation, suggesting a possible link between the perme-
ability of the cell membrane and the shear rate. However,
because intense agitation was accompanied by entrain-
ment of gas bubbles into the culture (86), the observed
leakage could not be conclusively associated with fluid tur-
bulence. The authors noted that for otherwise fixed agita-
tion conditions, the leakage of the dye reduced when the
culture medium was formulated with 1% Pluronic F68.
The protective effect of the surfactant was apparently
linked at least partly with its biochemical association with
the cell membrane. The agitation- and vortex-associated
hydrodynamic forces were reported to also affect the an-
tigen receptors embedded in the membrane of the hybrid-
oma (86). The number of active surface receptors declined
with increasing intensity of agitation and the accompa-
nying increase in the size of the vortex; however, the via-
bility of the cells was unaffected. Pluronic F68 had a pro-
tective effect on the receptors.

Pluronic F68 is known to reduce the plasma membrane
fluidity (PMF) of cells, and this has been suggested as a
possible mechanism of protection (41,121). Other additives
that affect PMF also affect a cell’s shear tolerance. For ex-
ample, in one case cholesterol enrichment of the culture
medium reduced membrane fluidity and enhanced the
shear resistance of hybridomas, whereas supplementing
the culture with benzyl alcohol increased PMF and made
cells more shear sensitive relative to controls (41,121).

Other protective mechanisms speculated for Pluronic
F68 include its stabilizing action on the gas–liquid inter-
face and consequent slower film drainage during bubble
rupture (110), improved nutritional transport because of a
reduced cell–fluid interfacial tension, and incorporation of
the surfactant into the cell membrane accompanied with
membrane stabilization (127,128). Although the protective
effect of Pluronic F68 is said to be solely due to physical
factors (122), the surfactant is known to produce physio-
logical and biochemical effects in at least some cases.
Growth suppressing and stimulatory effects of Pluronic
F68 have been seen even in some static cultures. Such ef-
fects are sometimes associated with impurities in Pluronic
F68 samples. Pluronic F68 affects the permeability of some
cells. Exposure of Saccharomyces cerevisiae to 0.2% (wt/
vol) Pluronic F68 for 30 min at 20 �C made the cells more
permeable, and they became susceptible to otherwise non-
lethal doses of certain antibiotics (129). The mean activity
of alcohol dehydrogenase in permeablized cells was more
than 3.5-fold of that in normal cells. Although Pluronic F68
could permeablize the yeast cells, it did not inhibit growth
or affect cell viability relative to controls when added to
culture media at up to 1% (wt/vol), which was the highest
concentration tested (129).

Other data suggest that the cell-protective effect of Plu-
ronic F68 may not be quite general (43). For porcine eryth-
rocytes suspended in isotonic buffer, Zhang et al. (43) noted
that addition of Pluronic F68 actually increased cell lysis
in agitated environments relative to results in the
surfactant-free medium. Whether Pluronic F68 incorpo-
rates into an erythrocyte’s membrane is not known; how-
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ever, cholesterol enrichment or depletion of erythrocyte
membrane is reported to not affect membrane viscosity
and presumably, therefore, fluidity. In addition to Pluronic
F68, several other pluronics are known to have a shear-
protective capability.

Poly(ethylene glycol). Poly(ethylene glycol) (PEG) sup-
plementation of the medium has a protective effect on
some cells but not on others. In one study (129) that em-
ployed different PEGs with molecular weights of 400–
35,000 Da in the concentration range of 0–2 kg m�3, the
polymer had a protective effect in sparged cultures when
the molecular weight and the concentration exceeded
1,000 Da and 0.25 kg m�3, respectively. The extent of pro-
tection afforded depended on the molecular weight and the
concentration used. Under the best conditions, the PEG
supplementation reduced the first-order cell death rate
constant to 0.5% of the value in the PEG-free medium
(130). The PEG additives affected the surface tension of
the culture medium; however, in extreme cases the surface
tension varied only between �60 � 10�3 and 70 � 10�3

N m�1 (130). The pattern (but not the magnitude) of vari-
ation in surface tension with addition of PEG was similar
to the pattern of change in the death rate constant. This
led the authors to suggest that the presence of PEG at the
gas–liquid interface was somehow related to the protective
mechanism.

Michaels et al. (122) showed that, in sparged bioreac-
tors, supplementing the culture medium with Pluronic
F68, fetal bovine serum (FBS), or PEG (8,000 Da, 1 kg
m�3) protected cells irrespective of whether the CRL-8018
hybridomas were grown in the presence of the additive, or
the additive was added after the damaging levels of agi-
tation were imposed.

Composite Particles and Cell Aggregates

Microbial Biofilms on Suspended Particles. Gas–liquid–
solid three-phase suspension reactors are increasingly be-
ing used in wastewater treatment (20,131). The suspended
solid phase (usually sand, glass beads, or carbon particles)
supports a biofilm of waste-degrading microorganisms
(132). The hydrodynamic environment of such systems
must be tailored to control the biofilm thickness without
dislodging it altogether (20). Biofilm slurry reactors are
conceptually similar to microcarrier-supported suspension
culture of animal cells, but there the similarity ends. Un-
like animal cell microcarrier suspensions, the biofilm re-
actors are much more turbulent, the solids loading is gen-
erally higher, the density difference between the solid and
the liquid phase is much greater, and the biofilm is typi-
cally four or five times thicker than the monolayer of cells
on microcarriers.

In studies of degradation of naphthalene-2-sulfonate by
Pseudomonads immobilized as biofilms on sand particles
suspended in an external-loop airlift bioreactor, Wagner
and Hempel (133) noted that at solids loadings of 20–30 kg
m�3, only about 15–20% of the particles were covered with
biofilm, but high solids loadings were necessary to control
the film thickness at 75 � 10 lm by providing a high-
attrition environment (133). These observations were for
particles about 200 lm in diameter, covered with a biofilm

�75 lm thick, suspended in the reactor under fairly tur-
bulent conditions (230–440 W m�3 specific power inputs).
Even when oxygen limitation is not an issue, diffusion of
other substrates limits the useful thickness of microbial
biofilm to less than 400 lm in most wastewater treatment
operations (131).

The development of microbial biofilms on static surfaces
and carriers suspended in airlift bioreactors has been in-
vestigated quite extensively (6,7,132,134–140). In one
case, 21 carriers were tested at a constant carrier loading
of 125 kg m�3 (132). The superficial gas velocity was con-
stant at 0.038 m s�1. The hydraulic retention time of
wastewater was one or two hours. Based on the tests, car-
rier diameter and surface roughness were the major fac-
tors that influenced biofilm formation (132). Smaller par-
ticles, 0.1–0.3 mm in diameter, tended to show better
biofilm development. This was said to be due to more fre-
quent collisions among larger particles, causing biofilm de-
tachment (132); however, with larger particles, a greater
severity of collisions would have been a better explanation
(20). For equal mass loadings of solids in two systems, the
system with larger particles should have fewer particles
per unit volume and, therefore, a lower frequency of
particle–particle collisions. Cell disruption experiments in
agitated slurries of glass beads confirm this (11). The ex-
planation for the impact of surface roughness on biofilm
formation lay in the fact that a rough surface provided
many relatively protected, low-shear sites where microbial
colonies could take hold in the process of gradually spread-
ing over the whole surface. Based on the criteria of surface
roughness, particle size, cost, and the requirement of a
high-density carrier for ease of separation, basalt (qS �
2,900 kg m�3) was the best carrier (132).

Irrespective of carrier type, biofilm formation is favored
at relatively high dilution rates when any detached cells
are rapidly washed out (132,136). Tijhuis et al. (136) have
shown that during start-up at high dilution rates, the con-
centration of bare carriers declines as an increasing num-
ber are covered with the biofilm. The total amount of the
biomass in the reactor increases, but the amount per car-
rier remains constant until most of the carriers are cov-
ered. With few bare carriers remaining, the extent of abra-
sive loss of film declines, and the film thickness begins to
increase until a stable thickness is reached (136). These
observations suggest that varying the reactor operation to
suit different stages of film development may be worth-
while (20).

In other similar work, detachment of biomass from non-
growing biofilms supported on carriers suspended in four
configurations of draft-tube sparged internal-loop airlift
reactors was examined (139). The superficial aeration ve-
locity in the riser varied over the approximate range 0.03–
0.09 m s�1. The detachment of biomass from biofilm-
covered carriers in the presence of bare solids was domi-
nated by collisions between bare carriers and the covered
particles (139,140). The concentration of bare solids and
the particle roughness strongly influenced the detachment
rate (139). For otherwise identical conditions, biofilm de-
tachment due to bare carriers increased in the following
order: glass, sand, basalt. The glass particles were the
most round and smooth; the basalt carriers were the
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roughest. Whereas biofilms develop more easily on rough
surfaces (132), once developed, the film is readily damaged
by biofilm-free rough carriers. Gjaltema et al. (139) ob-
served that a “change in flow regime from bubbling to slug
flow considerably increased the detachment rate.” This
change apparently occurred at a UGr value of �0.06 m s�1.
The “slug flow” regime noted by Gjaltema et al. (139) was
more likely the highly chaotic churn turbulent regime in
which particle-to-particle collisions are more frequent and
severe than in the bubble flow regime. The bottom clear-
ance of the draft tube had no effect on detachment rate
(139), but only a small range of the Ad/Ab ratios was in-
vestigated. The volume fraction of carriers was 3.3–3.8%,
and other properties were: basalt, dp � 0.32 mm, qS �
3,010 kg m�3; sand, dp � 0.31 mm, qS � 2,606 kg m�3;
and glass, dp � 0.28 mm, qS � 2,887 kg m�3 (139). Another
similar study focused on the effects of particle shape, struc-
ture, and concentration on biofilm detachment (140).

Strategies for development of biofilms with nitrification
activity on carriers suspended in draft-tube sparged
internal-loop airlift reactors were investigated by Tijhuis
et al. (141) and van Benthum et al. (138). The development
of the nitrifying films was similar to what had been re-
ported for heterotrophic biofilms (134–137); however, the
nitrifying films were more robust (141). This suggests that
biofilms formed by different microorganisms can have
markedly different physical properties and strength of at-
tachment to substrate (20); hence, the operating regime of
the reactor and, in extreme cases, the design peculiarities
are likely to be affected.

In further studies of the dynamics of biofilm detach-
ment from carriers suspended in airlift reactors, Tijhuis et
al. (135,137) noted that the common assumptions of uni-
form growth and detachment of biomass over the surface
of the film under fixed hydrodynamic conditions were in-
consistent with observations. Instead, nonuniform local
detachment of biofilm with formation of cracks and fissures
on the surface and rapid filling of the spaces formed with
new growing biomass was proposed as a more realistic pic-
ture of film dynamics (135).

During development of mixed bacterial biofilm on a
static glass surface in a rectangular turbulent flow cell,
Stoodley et al. (7) noted that parts of the biofilm sloughed
off at a wall shear stress level of 1.32 N m�2. In the region
of detachment, pieces of the biofilm were still attached to
the surface, suggesting that the glass-to-biofilm bond was
stronger than the biofilm structure (7). Relative to the
clean flow cell, the pressure drop through the channel was
higher in presence of the biofilm (7), presumably because
a patchy development of the film increased the effective
surface roughness.

Flocs and Agglomerates. Microbial flocs are encountered
in several commercially relevant processes, especially in
wastewater treatment and beer fermentation with auto-
flocculating yeasts. Similarly, agglomerates of protein pre-
cipitates form during certain recovery operations. The size
of flocs and agglomerates often needs to be preserved or
increased during processing. Stable size of aggregates and
flocs, and whether the flocculated mass further increases
in size or breaks up, depends on the level of turbulence in

the suspending fluid. Turbulent stress levels below about
0.75 N m�2 are generally too mild to break aggregates
(142). Physical disruption of aggregates commences at
stress levels of �2.6 N m�2, and especially when the stress
level exceeds about 5 N m�2 (142). In a turbulent field,
aggregates may deform or breakup because of the influ-
ence of instantaneous velocity differences acting on differ-
ent parts of the floc (143). Also, turbulent drag forces orig-
inating from the local motion of the fluid relative to the
aggregate may contribute to fragmentation (142). The
shear force across the aggregate due to instantaneous ve-
locity difference is related to the energy dissipation rate in
the fluid and the size of the aggregate (142); thus,

p 1/2 2F � (q l E) d (41)s L L F4

The dynamic pressure fluctuations acting on opposite sides
of the floc create a normal stress. Assuming that the eddy
size is in the Kolmogoroff microscale range and that the
particle dimensions are similar to those of the eddies, the
normal force can be expressed as follows (142):

E 2 2F � q d (42)n L F� �lL

The turbulent drag force acting on an aggregate may be
calculated using the expression (142)

3C dD F 2F � (Dud ) q (43)D F L� �2 2

where Du is the difference in velocities of the particle and
the fluid, and CD is the drag coefficient. For low-density
particles in the Stokes regime (Re � 1), the drag coefficient
equals 24/Re, where Re is the Reynolds number, or
(qLDudF)/lL. Reynolds shear stresses (i.e., turbulent
stresses associated with the fluctuating component of the
mean velocity) may be calculated using the equation (144)

EqL 2s � 0.37q d (44)L p� �lL

which applies to stresses around a spherical particle. Rey-
nolds stresses are independent of viscosity.

The maximum stable size of the aggregate in a turbu-
lent field can be established by a force balance on a parti-
cle: at stable size the instantaneous turbulence force ac-
celerating the particle just equals its mechanical strength
(142). In the inertial subrange of turbulence when the eddy
size is greater than the Kolmogoroff scale (l),

1/3
q rL M �1d � E (45)F max � �lL

whereas in the viscous subrange of turbulence when the
eddy size is �l, we have
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1/2
r lM Ld � (46)F max � 2 �q EL

where rM is the mechanical strength of the aggregate. In
practice, the maximum stable floc size has correlated with
the energy dissipation per unit mass of fluid,

�md � CE (47)F max

where the coefficient C depends on the nature of the par-
ticle, and m is usually between 0.2 and 0.4 (145).

In stirred tanks, the maximum floc size for particles of
uniform composition has been theoretically and experi-
mentally correlated with the rotational speed of the im-
peller (143); thus,

�1.5d � N (48)F max

which applies to particles smaller than the microscale of
turbulence. The dependence shown in equation 48 can be
expressed in terms of the energy dissipation per unit mass;
hence,

�0.5d � E (49)F max

Expression 49 is consistent with that reported by Thomas
(143), but the exponent on E is somewhat stronger than
the values noted by Gregory (145) (see equation 47). In
precipitation vessels, shear rate values of �80 s�1 appear
to be a damaging threshold for soya protein precipitate
particles of 20–30 lm initial size (5). Particles exposed to
approximate shear rates of �80 s�1 over 10–12 min would
be reduced to 5–8 lm. The shear rate numbers were cal-
culated from the specific energy dissipation rates in the
vessels, as follows:

0.5
q EL

c � (50)� �lL

Protein precipitates are easily damaged by pumping.
Moyno screw pumps, centrifugal pumps, and gear pumps
all damage precipitates to similar levels (5). Peristaltic
pumps are apparently the only suitable ones.

Fragmentation of mycelial pellets of the molds Lentinus
edodes and Aspergillus niger in a standard Rushton tur-
bine stirred tank was examined by Taguchi et al. (145).
Two types of pellet fragmentation patterns were noted:
(1) decrease in diameter by erosion of surface, and (2) di-
rect rupture of the spherical pellet. The rates of these pro-
cesses were expressed as

ddp 5.5 5.7� � k (Nd ) d (51)j i pdt

for pellet surface erosion, and

dNp 3.2 6.65 8.72 5.5� � k�N � �(d N d ) N (52)p p i pdt

for rupture of the particle. In equations 51 and 52, dp is

the pellet diameter at time t, N is the rotational speed of
the impeller, di is the impeller diameter, Np is the concen-
tration of unbroken pellets at time t, and kj, k�, and � are
constants. Clearly, the rates of pellet erosion and rupture
depend strongly the agitation intensity–associated factors
(i.e., on N and di) and the dimensions of the pellet.

In submerged stirred-tank culture of the filamentous
fungus Aspergillus awamori, Cui et al. (147) correlated the
pellet size with the specific energy dissipation rate; thus,

�0.16d � E (53)p

The E values varied over 0.2–5.7 W kg�1 (146), whereas
the pellet diameter ranged roughly over 1–2 mm. The
length of the “hairy” hyphal extensions from the well-
defined surface of the denser pellet also correlated with the
specific energy dissipation rate (147); thus,

�4 �0.25L � 1.17 � 10 E (54)h

where Lh (m) is the length of the hairy extensions.

Bioactive Proteins

Enzymes are not generally susceptible to the shear rates
that are commonly encountered during processing includ-
ing high-shear operations such as cell disruption (1). Ex-
ceptions occur when shear stresses are applied in the pres-
ence of gas–liquid interfaces, at which proteins tend to
unfold (1,8,148). Also, membrane-associated proteins are
more prone to shear damage (1). In addition to processes
such as high-pressure homogenization, high-shear pro-
cessing of proteins occurs during liquid–liquid emulsifica-
tion, which is used to produce microencapsulated proteins
for drug delivery systems (149). Effects of extremely high
shear rate levels (�105 s�1) on recombinant human growth
hormone (rhGH) and recombinant human deoxyribonu-
clease (rhDNase) were examined by Maa and Hsu (149).
The rhGH and rhDNase had respective molecular masses
of 22.13 kDa and 32.74 kDa. The shearing was done at a
controlled temperature of 20 �C. The aggregation and the
bioactivity of the two proteins were not significantly af-
fected at shear rates greater than 105 s�1 applied over 60
min in the absence of gas–liquid interfaces (148,149). Ther-
modynamic properties of the proteins were determined be-
fore and after shearing using scanning microcalorimetery
(SM). Alterations in secondary and tertiary structure of a
protein are manifested in its scanning calorimetery data.
The SM thermograms of rhDNase were not significantly
affected by shearing; however, for rhGH, the SM indicated
possible conformational changes (149). The silver-stained
SDS-PAGE gels of rhGH showed no significant differences
in the high molecular weight region, but low molecular
weight fragments were observed in the sheared sample,
which suggested some clipping of rhGH in the intense
shear field. No significant changes were noted in the
SDS-PAGE gels of sheared and unsheared rhDNase (148).
If a globular protein’s molecular weight is assumed to in-
dicate it’s size, the rhDNase molecule should be larger by
a factor of approximately (32.74/22.13)1/3, or 1.14, relative
to the rhGH. It seems therefore that the molecular size is
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not the sole determinant of a protein’s susceptibility to
damage; the specific structure or morphology also appear
to play a role.

The damaging effect of shear in presence of gas–liquid
and solid–liquid interfaces may be reduced by supple-
menting the protein solution with a surfactant. Added sur-
factants tend to reduce gas–liquid interface–induced ag-
gregation and precipitation of rhGH (148). Proteins also
adsorb on hydrophobic solid surfaces. Adsorption of insulin
at hydrophobic surfaces, accompanied by denaturation, is
well known. Similarly, tPA is known to adhere to solid sur-
faces (150), but the surface adherent tendency is reduced
in presence of surfactants such as Tween-80 (polyoxyethyl-
ene sorbitane monooleate) added at 0.01% typical concen-
tration (150). Shear susceptibility of proteins is further dis-
cussed elsewhere (5,151).

CONCLUDING REMARKS

Biocatalysts, especially molds, filamentous bacteria, cer-
tain microalgae, and plant and animal cells are susceptible
to damage by hydrodynamic and mechanical forces en-
countered in bioprocessing. Typically, recombinant strains
are more prone to shear damage than equivalent wild
types. Extent of damage depends on the cell and the spe-
cific damaging mechanism operating. Often, the damage
may be reduced by one or more of several approaches: ad-
aptation of cells, supplementing culture media with shear-
protectants, modification of processing operations and
equipment, and other methods. In many cases, the mech-
anisms of protection and damage are not entirely clear, but
multiple mechanisms seem to operate. As noted through-
out this monograph, some sound guidance is available for
engineering and operation of fragile culture processes; nev-
ertheless, a priori quantitative prediction of culture be-
havior is not reliably possible. Empirical approaches must
continue to be relied upon in engineering practice.

NOMENCLATURE

Ab Cross-sectional area under the baffle or draft
tube (m2)

Ad Cross-sectional area of the downcomer (m2)
Ar Cross-sectional area of the riser (m2)
a Parameter in equation 2
CD Drag coefficient
Cf Fanning friction factor
d Diameter or hydraulic diameter (m)
dB Bubble diameter (m)
dc Cell diameter (lm)
dF Floc diameter (m)
dFmax Maximum stable diameter (m)
di Impeller diameter (m)
dL Local diameter (m)
dp Microcarrier or particle diameter (m)
dT Tank or column diameter (m)
E Energy dissipation rate per unit mass (W kg�1)

FD Turbulent drag force on a particle (N)
Fn Normal force on a particle (N)
Fs Shear force across the aggregate due to

instantaneous velocity difference (N)
g Gravitational acceleration (m s�2)
h Channel height (m)
hL Height of liquid (m)
ICS Impeller collision severity defined by equation 39

(kg m�2 s�3)
ISF Integrated shear factor defined by equation 33

(s�1)
K Consistency index (Pa sn)
k Parameter in equation 2 (m�1)
k� Constant in equation 52 (s�1)
kd Death rate constant (s�1)
ki Constant in equation 9
kj Constant in equation 51 (s4.5 m�10.2)
L Channel length (m)
Lh Length of hairy extensions from pellet surface

(m)
l Mean microeddy length (m)
m General exponent
N Rotational speed (s�1) or cell concentration (m�3)
No Initial cell concentration (m�3)
Np Concentration of unbroken pellets at time t

(m�3)
n Flow behavior index
nB Number of impeller blades
Po Power number
DP Pressure drop (Pa)
Q Volume flow rate of gas (m3 s�1)
Re Reynolds number
Rei Impeller Reynolds number defined by equation

36
ReL Local Reynolds number defined by equation 23
rc Radius of the vortex zone defined by equation 35

(m)
ri Impeller radius (m)
rT Tank radius (m)
S Burst strength (N)
TCS Turbulent collision severity for particle-to-

particle collisions (kg m�2 s�3)
t Time (s)
UB Bubble rise velocity (m s�1)
UG Superficial gas velocity (m s�1)
UGr Superficial gas velocity in riser (m s�1)
UL Average liquid velocity (m s�1)
u Mean velocity of the microeddies (m s�1)
Du Difference in velocities of the particle and the

fluid (m s�1)
uo Jet velocity at orifice (m s�1)
Vk Dimensionless hypothetical specific killing

volume
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VL Volume of liquid (m3)
W Width of the impeller blade (m)
x Parameter in equation 19

Greek Symbols

� Constant in equation 52 (s35.575 m�65.56)
C Coefficient in equation 47
c Shear rate (s�1)
cav Average shear rate (s�1)
cav•T Time averaged shear rate (s�1)
ci Isotropic turbulence shear rate defined by

equation 24 (s�1)
cmax Time averaged maximum shear rate (s�1)
cw Wall shear rate (s�1)
�S Volume fraction of microcarriers or solids (�)
lap Effective or apparent viscosity (Pa s)
lL Viscosity of liquid (Pa s)
p Pi
qL Density of liquid (kg m�3)
qS Density of microcarriers or solid (kg m�3)
rM Mechanical strength of aggregate (N m�2)
s Shear stress (N m�2)
sw Wall shear stress (N m�2)
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INTRODUCTION

Solid-state fermentation (SSF) involves the growth of mi-
croorganisms on moist solid substrates in the absence of
free water. The absence of free water makes the system
quite different from submerged liquid fermentations and
makes SSF superior for the production of some products.
However, compared with submerged liquid fermentation,
relatively little is known about how to design and operate
bioreactors for large-scale SSF processes.

Despite this, there are commercially successful large-
scale SSF processes for the production of soy sauce koji and
other traditional fermented foods, citric and gluconic acids,
and fungal enzymes such as cellulases, amylases, lipases,
and pectinases (1,2). In addition, fungal spores have been
produced by SSF for use in steroid transformations and as
inocula for production of blue-vein cheeses (2). Composting
is another SSF application that is widely practiced, al-
though composting is different from other SSF processes,
because self-heating of the fermenting substrate is desired
in composting processes, whereas avoidance of overheating
is a key problem in most SSF processes.

In addition to these commercial processes, over the last
20 years there has been a growing interest in other SSF
applications (2), including the following:

• Upgrading of solid wastes from agriculture and food
processing for use as fermented animal feeds. In
some cases the microorganism is used to enrich the
protein content; in other cases it is used to degrade
toxic substances in the waste.

• Production of fungal spores for use as mycopesticides.
SSF is superior for the production of fungal spores
because most fungi do not sporulate well in liquid
culture, and even when they do, spores produced in
SSF tend to be more robust.

• Production of other enzymes such as dehairing en-
zymes, fungal rennets, beta-glucanases and xylan-
ases.

• Biopulping of woodchips during the production of pa-
per.

• Production of various other products such as gibber-
ellic acid, aroma and flavor compounds, antibiotics,
and ethanol.

Unlike the situation with submerged liquid fermenta-
tions, there is no systematic framework guiding the design
and operation of large-scale bioreactors for SSF. As a re-
sult, there has been relatively little success in developing
successful large-scale processes for these newer SSF prod-
ucts, although large-scale bioreactors have been used to
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make soy sauce koji. Intermediate-scale processes can be
carried out using tray fermentations, but such operations
are quite labor intensive. Mathematical models of bioreac-
tor operation will be key tools in the development of strat-
egies for the design and operation of large-scale SSF bio-
reactors. This article summarizes the current state of
development of modeling of SSF processes.

AIMS OF THIS ARTICLE

This article addresses the importance, to the development
of large-scale SSF technology, of understanding and mod-
eling microbial growth kinetics and transport phenomena,
which combine to determine the overall performance of a
solid-state bioreactor. Transport phenomena are of special
importance in SSF due to the unavoidable heterogeneity
of SSF systems. Good reactor performance will be achieved
only through an understanding of these transport phenom-
ena and how they interact with the microbial growth ki-
netics. Mathematical models represent a convenient, con-
cise, and powerful way of describing these phenomena and
their interactions and provide a sound foundation for pro-
cess development, control, and optimization. They can also
guide us in learning where the problems are and how to
attack them.

The main message of this article is that modeling of
phenomena in SSF and of the performance of SSF bioreac-
tors has not yet progressed to a stage where it can be use-
fully applied to industrial applications. In fact, it was only
in 1990 that the first model was proposed for SSF bioreac-
tor operation (3). Although advances have been made since
then, currently we still do not have mechanistic models of
SSF that are able to make accurate predictions based fully
on independently determined parameter values. To date
the focus has been on appropriate model structures. Rela-
tively little attention has been given to parameter esti-
mation, with many parameters being borrowed from other
systems, systems that often involve different substrates,
organisms, and cultivation systems. As a result, none of
the models has been properly validated against experi-
mental data, and although the models are now being used
to predict improved operating conditions, they have not yet
been used to improve operation of actual bioreactors. In
most cases some of the model parameters have been esti-
mated by adjusting them to enable the model to fit the
experimental data. Furthermore, although the ultimate
aim of SSF processes is to produce useful products indus-
trially, to date models have focused on growth. In fact, in
some cases the main aim has been to predict temperatures
rather than growth itself.

The aim of this article is to draw together the basic prin-
ciples from the work that has been done so far, to show the
general concepts that underpin all models, to identify the
features that will make models most useful for application
in industrial processes, and thereby to provide a founda-
tion for continued progress in the modeling of SSF.

ORGANIZATION AND SCOPE

Filamentous fungi are the most important group of micro-
organisms used in SSF, and most processes are aerobic.

Most of the work discussed in this article addresses this
type of system, although other systems are mentioned as
appropriate.

The article begins by describing the biological and
transport phenomena occurring in an SSF bioreactor and
identifying the various phenomena that can potentially
limit the kinetic performance of the bioreactor:

• Microbial growth phenomena
• Local transport phenomena (occurring at the level of

a single particle)
• Bulk transport phenomena (occurring at the level of

the whole bioreactor)

Current models of SSF address the influence of either local
or bulk transport phenomena on growth and are therefore
labeled as microscopic or macroscopic models. The general
aims and usefulness of these two types of models are dis-
cussed. The mathematical expressions appropriate for de-
scribing the three types of phenomena that may be incor-
porated into these models are discussed in turn.

Readers interested in modeling of SSF processes are
urged to consult the original references because no attempt
has been made to present the complete models of individ-
ual workers. The original articles do that better than we
could hope to do. Rather we have organized this article
around the ways in which the various kinetic and trans-
port phenomena have been handled. Therefore, where we
present equations, these have been separated from the au-
thor’s discussion of their underlying assumptions and the
notation and units they have used.

DESCRIPTION OF KEY FEATURES OF SOLID-STATE
FERMENTATION

Growth in an SSF bioreactor results from and is influenced
by processes operating at different scales (Fig. 1): microbial
processes and local and bulk transport processes. Figure 1
also highlights some of the complex interactions between
these phenomena during SSF. This article addresses the
approaches that have been made to modeling the various
phenomena shown in Figure 1, and the interactions be-
tween the various phenomena. Thermodynamic phenom-
ena, such as the ability of solid substrates to absorb heat
and the ability of gases to carry water vapor, also affect the
overall bioreactor performance; however, these phenom-
ena are not addressed in this article.

In developing a mathematical model, it is important to
identify the processes occurring before attempting to de-
scribe them mathematically. This focuses attention on the
processes that are potentially rate limiting. An under-
standing of the rate-limiting processes facilitates devel-
opment of strategies to overcome the limitation, although
SSF processes can be difficult to optimize because the lim-
iting step might be different under different conditions,
and at different stages of an SSF process the growth rate
may be limited by different phenomena. Therefore this sec-
tion provides a qualitative description of our current un-
derstanding of the phenomena occurring in SSF.
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SSF Bioreactor Performance
• Overall growth and product formation
• Profiles of temperature, nutrients, and biomass
• Arises from interaction of many phenomena

Bulk transport, especially of O2, CO2, H2O, and heat

Occurs in headspace or interparticle spaces depending on bioreactor type
Bulk heat transport also occurs across the bioreactor wall

Macroscopic Scale
Bioreactor design and operation
(provision for mixing, aeration, and heat removal)

Agitation can
damage microbe

Determine the dominant
mechanisms for transport
of material and energy

Can influence
effectiveness

of bulk transport
(esp. interparticle) Can cause

changes

Exchange between bulk transport
and local transport regions

Microscopic Scale
Microbial processes and interaction
with local environment
• Growth rate = f (T, pH, shear, nutrients, aw)
• Growth affects local T, pH, nutrients, aw, polymers

Local transport Can cause
changes

Particles and growing biomass combine to give Bulk substrate properties
(stickiness, void spaces, etc.)

Substrate particle

Figure 1. An overview of the microscopic and macroscopic processes that combine to determine
the overall performance of an SSF bioreactor. This diagram describes transport processes in general
terms and does not identify all the individual mass and heat transfer processes occurring. Although
the diagram represents an SSF bioreactor, it is not drawn to scale. The nature and extent of the
local and bulk transport regions depend on the particular bioreactor and how it is operated.

Bioreactor
wall

Headspace

Solid
particles

Interparticle
gas phase

Substrate
bed

Figure 2. Subsystems within a solid-state fermentation bioreac-
tor.

The Physical Nature Of Solid-State Fermentation Systems

From a macroscopic viewpoint, up to four subsystems are
apparent (Fig. 2), depending on the bioreactor type: the
material from which the bioreactor is constructed, a head-
space containing gases, the solid particles themselves, and
the interparticle gas phase entrapped between the solid

particles. It is often appropriate to think of the solid par-
ticles and interparticle gas as a pseudohomogeneous “sub-
strate bed.”

From a microscopic perspective the system is consid-
ered in greater detail. The description focuses on the region
near an individual particle and can include (Fig. 3) the
following:

• The biomass, the majority of which is concentrated
as a layer at the particle surface. Part of the fungal
mycelium is immersed in the liquid film at the sur-
face, but many hyphae extend into the gaseous re-
gion. These aerial hyphae may support films or drop-
lets of water. Other hyphae may penetrate into the
substrate particle. In contrast, yeasts and bacteria
form a compact moist layer on the particle surface.

• The solid matrix, which provides the physical support
for the liquid and biomass phases, and which may or
may not be degraded during the fermentation.

• A liquid phase consisting of a stagnant liquid film at
the substrate surface and the moisture inside the
particle. This phase may be continuous, depending on
the internal structure of the substrate particle.
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Figure 3. Structure of SSF systems at the microscopic scale and local mass transport processes.
The example is for growth of a filamentous fungus, such as Rhizopus sp., on a starchy substrate.
The diagram represents a cross-sectional view near the surfaces of the substrate particles and
indicates the difference between substrate particles exposed to the bulk gas phase and substrate
particles that are packed closely together. Simplifications, such as the absence of penetrative hy-
phae, and the liquid film as the only site of O2 uptake, have been used in modeling studies.
�, oxygen; �, glucose; �—�—�, starch; S, sporangium; SP, substrate particle; LF, liquid film; AB,
aerial biomass; BG, bulk gas. The processes occurring are 1, bulk transport of oxygen; 2, diffusion
of O2 through stagnant gas regions and diffusion across the gas–liquid interface; 3, uptake of oxygen
by hyphae; 4, diffusion of oxygen through the liquid phase of the substrate; 5, release of gluco-
amylase from the hyphae; 6, diffusion of glucoamylase through the solid substrate particle; 7,
hydrolysis of starch by the glucoamylase; 8, diffusion of the released glucose through the solid
substrate particle; 9, uptake of glucose by the hyphae.

• A gaseous phase. Although this gas phase is contin-
uous, it may be conceived as comprising up to three
regions. First, the aerial hyphae of the biomass are
surrounded by regions of stagnant gas, and there will
be a stagnant gas film adjacent to the liquid film. Sec-
ond, there may be a stagnant gas region above the
biomass region (i.e., part of the interparticle space).
Third, there may be a mobile region in which there
is bulk flow. The locations and extents of the stagnant
and mobile gas regions will depend on whether the
substrate bed is agitated and how it is aerated. For
example, in static packed beds the interparticle
spaces are filled with a network of hyphae, but there
is still bulk gas flow through parts of this region. On
the other hand, in tray bioreactors, the gas phase
within the substrate bed is relatively stagnant, al-
though there may be some free convection due to
thermal gradients.

The Processes Occurring During Solid-State Fermentation

Aufeuvre and Raimbault (4) described the changes in mor-
phology during growth of the filamentous fungus Aspergil-
lus niger in a packed bed bioreactor, on a granular sub-
strate prepared from cassava flour. Initially, the spores
used as inoculum are spread across the substrate surface.
During the germination period of about 8 h, the spores
swell and then extend germ tubes across the substrate sur-
face. These germ tubes extend for up to 50 lm before
branching begins. Branching of these germ tubes then rap-
idly leads to a loose covering of hyphae across the whole
surface. As branching continues, the hyphal density in-
creases, and it is soon impossible to distinguish individual
mycelia. The network of hyphae increases in thickness, so
that many hyphae are not in contact with the substrate
surface. Some hyphae form together into multihyphal fil-
aments, which can extend up to 80 lm above the substrate
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surface. These filaments form bridges between the sub-
strate granules and bind the whole bed of substrate par-
ticles together into a single compact mass.

This description addresses only the features of the
growth process that can be seen with a microscope. Many
less obvious processes are occurring and influencing
growth (Fig. 3). The growth activities of the microbe are
determined by the local environment experienced by the
microbe, especially the local temperature, pH, water activ-
ity (aw), oxygen concentration, and nutrient concentra-
tions. In turn, growth processes also affect the local envi-
ronment, for example, hydrolytic enzymes are secreted,
carbon and nitrogen substrates are absorbed into the my-
celium, oxygen is consumed, and various products are ex-
creted. In addition, waste metabolic heat is released by the
microorganism. Therefore the temperature, pH, water ac-
tivity, and oxygen and nutrient concentrations in the local
environment are affected by the microorganism. This in-
duces the transport processes, which tend to equilibrate
chemical potential and temperature throughout a mate-
rial. Within solid particles and within stagnant gas
regions, mass transfer is limited to diffusion and the ex-
change of gases (O2, CO2, and water vapor) at gas–liquid
interfaces, and heat transfer is limited to conduction, free-
convection, and evaporation of water at the gas–liquid in-
terface. These dissipative processes can be relatively slow
compared with the rate of the microbial processes, leading
to the establishment of local concentration and tempera-
ture gradients around the microbe.

The purpose of a bioreactor is to maintain an optimal
local environment for the desired microbial activity, within
the limits of physical and economical constraints. In SSF
the ability to control the local environment is largely lim-
ited to manipulating either the bulk gas flow or agitation
of the substrate, or both, providing oxygen for aerobic pro-
cesses, removing carbon dioxide and evaporated water, and
removing heat. Almost nothing can be done during the fer-
mentation to prevent nutrient concentration gradients
within individual substrate particles, because it is not pos-
sible to have bulk mixing below the scale of the substrate
particles. This is an intrinsic consequence of the physical
form of SSF systems.

Given that control of the environment is achieved by
manipulating the bulk phases, the rate of removal of heat
and the rate of supply of oxygen can be maximized by min-
imizing gradients within the bulk gas phase and minimiz-
ing the thickness of the stagnant gas film that separates
the bulk gas phase from the local environment. Different
reactor types enable this to be achieved to different ex-
tents. In bioreactors with bulk flow of air past the solids,
due either to forced airflow or to mixing of the substrate
bed, gases diffuse from the stagnant gas regions into the
bulk flow and are carried away. Heat can be removed by
convection and by evaporation of water into this air. Evap-
orative heat removal can be maximized by aerating with
dry air, but this will tend to dry the substrate. Depending
on the bioreactor operation there might be significant gas
concentration gradients and temperature gradients in the
bulk air phase across the bioreactor. Plug flow of gas (and
maybe substrate) will tend to favor macroscopic gradients,
whereas mixing of the gas phase and of the substrate bed

will tend to minimize such gradients. In bioreactors with-
out bulk flow of air past the solids (i.e., trays), mass trans-
fer and heat transfer occur mainly by diffusion and con-
duction, respectively. In addition to heat and mass transfer
within the bioreactor, there are also heat transfers be-
tween the substrate bed and the bioreactor wall, the head-
space gases and the bioreactor wall, and the bioreactor
walls and the surroundings (Fig. 1).

During microbial growth in SSF, growth activities and
the aeration and agitation strategies can affect the bulk
substrate properties, which in turn can influence the bulk
transport processes, as indicated in Figure 1. For example,
in an unstirred packed bed, fungal mycelia grow in the
interparticle spaces and can significantly increase the
pressure drop through the bed, affecting airflow patterns
within the bed (5). Microbial activities on the substrate
may decrease the strength or increase the stickiness of the
particles, leading to compaction or cohesion of particles
when the substrate is agitated, thereby eliminating inter-
particle spaces and preventing bulk transport to or from
the microbes within the bed.

In conclusion, there can be significant profiles of tem-
perature, nutrients, and biomass at both the microscopic
scale (looking at a single particle with a microbe growing
on it, as shown in Fig. 3) and the macroscopic scale (looking
across the bioreactor as a whole, as shown in Fig. 1). The
success of transport processes at both these scales in dis-
sipating thermal and concentration gradients determines
how readily the local conditions can be maintained near
the optimal state for the desired microbial activity. There-
fore, the overall performance of an SSF bioreactor arises
from the interaction of biological growth kinetics, local
transport processes, and bulk transport processes. The
next section discusses the nature of models of SSF in gen-
eral terms, whereas the remaining sections address how
the underlying phenomena have been described in math-
ematical models of SSF processes.

Approaches to Modeling Solid-State Fermentation

A fully mechanistic description of the bulk and local trans-
port processes occurring within SSF (Figs. 1 and 3), when
combined with the growth kinetics, would lead to a very
complex model of the system. Models of SSF to date have
focused on either local or bulk transport phenomena, and
therefore it is convenient to classify the models as being
either microscopic models or macroscopic models. Micro-
scopic models concern themselves with growth at the level
of individual particles, whereas macroscopic models de-
scribe overall bioreactor performance. Both types of models
have a role to play in the development of SSF technology.
However, in the future, models should be developed that
integrate mechanistic descriptions of both local and bulk
transport phenomena, although this will depend on fur-
ther advances in computing power and methods for con-
structing and solving complex dynamic models. Such mod-
els will describe performance under a wide range of
operating conditions. This trade-off between the power of
the model and the ease of model solution should be kept in
mind. As well, the purpose of the model and the ability to
estimate parameters should be considered when develop-



2412 SOLID STATE FERMENTATION, MICROBIAL GROWTH KINETICS

ing models that incorporate both microscopic and macro-
scopic phenomena. Because microscopic and macroscopic
models are currently developed separately, the modeling
work usually has related but different aims.

Microscopic models combine local transport phenomena
(Fig. 3) and the effect of the local environment on growth,
in an attempt to identify the mechanisms by which these
may control the growth rate and the total amount of
growth that occurs during SSF. For example, due to the
absence of mixing at the microscopic scale, diffusive phe-
nomena within the substrate particle can limit the growth
rate (6). Microscopic models tend to consider the biomass
in more detail than do macroscopic models, and it may be
appropriate to describe variations in hyphal density in
space, or the presence of differentiated forms of biomass.
However, for the modeling of bioreactor performance, it is
not appropriate to describe the extension and branching of
individual fungal hyphae. Models incorporating these
growth phenomena are powerful tools for fundamental
studies aimed at understanding the mechanisms of fungal
growth but are not discussed in this article.

Macroscopic models attempt to describe the perfor-
mance of the whole bioreactor (Fig. 1). Such models may
be developed to contribute to various aspects of bioreactor
development such as design, operation, scale-up, control,
and optimization. The main aim is to describe growth, al-
though this may require prediction of temperature or nu-
trient or oxygen concentrations, or properties of the sub-
strate bed. Their level of sophistication is in keeping with
the ability or lack of ability to measure fermentation pa-
rameters such as biomass, nutrient concentrations, gas
concentrations, temperature, and pH. Macroscopic models
should describe the phenomena controlling the bioreactor
performance, but current macroscopic models simply com-
bine bulk transport phenomena with empirical descrip-
tions of microbial growth. They do not address local trans-
port phenomena, because of the complexity that these
introduce. Simple empirical descriptions of growth may
subsume biological and local transport limitations on
growth but conceal the mechanisms of the limitation.
Therefore, current macroscopic models are most useful for
determining whether bioreactor performance is limited by
gas or heat exchange, and guiding bioreactor design and
operation to overcome any such limitations.

Several other characteristics of SSF lead to common
features of models:

• The vast majority of SSF processes are batch pro-
cesses, and the few continuous processes involve plug
flow systems rather than well-stirred vessels. There-
fore dynamic models are most useful for describing
SSF. Steady-state models are usually not appropri-
ate.

• The presence of mass and thermal gradients means
that in most cases it is desirable to include spatial
coordinates in addition to the temporal coordinate.
Unfortunately this makes the equation sets more
complicated to set up and solve.

• Balances are commonly set up over more than one of
the subsystems shown in Figure 2.

• Depending on what is expected to limit growth, either
heat or mass transfer may be described. Models in-
corporating both of these transport phenomena will
be most flexible in describing what controls the rate
of growth under a wide range of operating conditions.

• Due to the complexity that transport phenomena in-
troduce into problems, plus the difficulties of mea-
suring biomass and metabolic states, the majority of
models for SSF are unstructured and nonsegregated,
although some do have very simple structure or seg-
regation.

The remaining sections discuss the various expressions
that have been used within models of SSF to describe mi-
crobial, local transport, and bulk transport phenomena in
SSF.

MODELING OF MICROBIAL PHENOMENA

This section addresses microbial phenomena and how
models of SSF have treated these phenomena. It focuses
on studies of either SSF itself or similar systems involving
overculture on solid nutrient media. Overculture occurs
when a fungus is inoculated across the whole surface, and
therefore the mycelium develops simultaneously from
many points. This contrasts with colony growth, where the
organism is inoculated at one point, and a colony spreads
outward across the surface. The kinetics of colony growth
on agar plates are not considered in this article. Note also
that the word biomass is used here in the restrictive sense
of microbial biomass, and not in the broad sense of agri-
cultural biomass. This distinction is important because
many substrates are of agricultural origin.

A word of warning is appropriate about modeling
growth kinetics. The basis for expression of the microbial
biomass must be clear (e.g., total biomass in the bioreactor,
or biomass per kilogram of initial dry substrate, or biomass
per kilogram of wet substrate present, etc.), and conser-
vation equations must originally be formulated on a con-
served quantity (i.e., absolute amounts of biomass rather
than biomass concentrations). This is crucial in SSF be-
cause there is a significant decrease in substrate mass due
to conversion of dry matter to CO2, and therefore increases
in biomass concentration result from two effects: the in-
crease in the overall amount of biomass, plus the decrease
in the overall amount of dry matter. Water transfer be-
tween the substrate and gas phases causes further com-
plications if concentrations are expressed on a wet sub-
strate basis. Due to the wide range of ways that different
workers have expressed biomass, we have used general
equations in which the variables X and S represent abso-
lute amounts of biomass and substrate respectively,
whereas the variables CX and CS represent concentrations.
Rates are expressed as mass or energy per unit time and
are represented by the symbol r with a subscript. Readers
should refer to original articles to find the units and no-
menclature used by the authors.

Substrate-Independent Growth Kinetic Equations

Sangsurasak et al. (7) note that four general shapes of
growth kinetic profiles in SSF have been reported. In SSF
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models the simplest kinetic expressions describing these
profiles relate the growth rate (rg) directly to the biomass:

• Linear growth kinetics, described by

r � constant (1)g

where rg is the rate of growth.
• Exponential growth kinetics, described by

r � l X (2)g m

where lm is the observed maximal specific growth
rate.

• Early acceleration followed by deceleration, with the
rates of acceleration and deceleration being nearly
equal, such that the biomass profile is symmetrical
by rotation around the transition point. These kinet-
ics are described by the logistic equation

X
r � l X 1 � (3)g m � �Xm

where Xm is the maximum possible amount of bio-
mass.

• Early rapid acceleration, followed by an extended pe-
riod during which growth decelerates slowly. This
profile can be approximated by raising the ratio
X/Xm to an exponent n to give the power-law logistic
model (8,9)

nX
r � l X 1 � (4)g m � � � �Xm

This allows the logistic curve to be skewed (i.e., for the
rates of acceleration and deceleration to be different).
The value of n is a measure of the relative sensitivity of
the culture to self-inhibition at high biomass densities (8).
For values of n less than 1, the organism is relatively sen-
sitive to self-inhibition, and self-inhibition occurs for quite
low values of X. For n � 1 the logistic equation is obtained.
Finally, for values of n greater than 1 the organism is rela-
tively resistant to self-inhibition, and significant self-
inhibition occurs only at values of X close to Xm. The ex-
ponent n may have biological significance. The mycelium
arising from a spore undergoes a maximum number (km)
of branching events before growth ceases, and mycelia
arising from a large number of different spores have a dis-
tribution of km values. If n is less than 1 then many of the
mycelia have low km values, whereas if n is greater than 1
then many of the mycelia have high km values (8).

The expressions for both the linear and exponential
growth kinetics do not describe any limitation on growth
and are of little use for incorporating into models of growth
in SSF. On the other hand, the logistic equation (and by
extension, its power-law modification) describes a limita-
tion on growth, and for this reason has quite commonly
been incorporated into models of growth in SSF (10–12),
especially macroscopic models. However, the significance
of Xm is not clear. Growth might potentially be limited by

the amount of substrate or diffusional limitations, but it
can also be limited sterically.

Assumption of symmetric branching enables a simpli-
fied description of the mycelial mode of growth and enables
the macroscopic parameter lm in the logistic equation to
be related to the specific growth rate of a segment of bio-
mass just before it is about to divide ( ). The value ofl�m

can be determined from microscopic observation of ex-l�m
tending hyphae. After a few branching events the following
equation holds (8,9):

(X � X ) l�c m
l � l� � (5)m m 2X 2

where Xc is the biomass in one hyphal segment just prior
to a branching event. The approximation arises because Xc

is small compared with the total biomass. This relation-
ship between the two specific growth rates occurs because,
after a few symmetric branchings, the biomass in the ac-
tively extending segments of a mycelium comprises ap-
proximately half the total biomass. The remaining biomass
is in the older section of the mycelium where there are no
actively extending hyphal tips. The microscopic growth pa-
rameters (Xc and ) can be determined by image analysis,l�m
which might even be used to monitor growth during SSF
itself (9). If the effect of environmental parameters on
growth and branching is known, some prediction can be
made about how the environment will influence macro-
scopic growth kinetics.

Substrate-Dependent Growth Kinetic Equations

Kinetic expressions that rely only on biomass are simple
but lack flexibility in describing different systems because
new values for the parameters must be determined for
each new system. Another approach is to assume that
growth is related to the concentration of a growth-limiting
substrate (such as a soluble sugar or oxygen) by the Monod
equation (6,13,14),

CSr � l X (6)g m � �K � CS S

where KS is the saturation constant for the substrate. The
models of Muck et al. (13) and Kaiser (14), which are based
on the Monod equation, are relatively complex because
they describe composting processes involving several or-
ganisms and several substrates. Muck et al. have four mi-
crobial groups (fungi and yeasts, each of which is divided
into thermophilic and mesophilic subgroups), each with
different Monod growth parameters, and there are several
substrates that are assumed to be used sequentially.

The substrate concentration in the Monod equation
must be the actual concentration that the microorganism
experiences, which may not be simple to define due to the
presence of both solids and water. Due to the concentration
gradients that arise during growth, substrate concentra-
tions at the surface of a substrate where the microorgan-
ism is located can be quite low compared with the average
concentration (6). Therefore the effect of substrate concen-
tration should be incorporated into kinetic models only if
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the growth equations are coupled with local transport
equations. Neither Muck et al. (13) nor Kaiser (14) mod-
eled local transport, which limits the usefulness of their
models.

Various modifications of simple Monod kinetics have
been used by different workers:

• Simultaneous limitation of growth by oxygen accord-
ing to Monod kinetics and self-inhibition by the bio-
mass according to the logistic equation (15)

CO X2r � l X 1 � (7)g m� � � �K � C XO O m2 2

• Simultaneous limitation by oxygen and glucose (16)

CO C2 Gr � l X (8)g m � �� �K � C K � CO O G G2 2

• Self-inhibition of growth by biomass late in growth
(according to logistic kinetics) combined with sub-
strate inhibition kinetics (17)

C XSr � l X 1 � (9)g m� 2 � � �K � C � C /K XS S S i m

where Ki is the inhibition constant for the substrate.

Modeling Effects of Microbial Activities on the Environment

Microbial activities affect the environment in SSF, and the
changes in the local environment in turn affect growth.
The effect of microbial activities on the local pH and water
activity in SSF have received almost no attention, with the
exception of Muck et al. (13) who related pH changes to
acetic and lactic acid production rates and the buffer index
of the solids. This section therefore is restricted to describ-
ing how workers have modeled consumption of nutrients
(either the carbon source or oxygen), the generation of met-
abolic heat, and effects of growth on porosity in the sub-
strate bed.

In models that describe the dependence of the growth
rate on substrate concentration, it is also important to de-
scribe the effect of the growth activities on the substrate
(i.e., substrate consumption). Sometimes a constant
growth yield coefficient has been assumed,

1
r � � r (10)s gYXS

where YXS is the observed yield coefficient. The negative
sign indicates that substrate is consumed during the
growth reaction. However, many workers have assumed
that substrate is used for both growth and maintenance
and have assumed the relationship

1
r � � r � m X (11)s g sY�XS

where is the true growth yield on the substrate, andY�XS

ms is the maintenance coefficient. This equation has been
applied both to nutrients within the substrate and to ox-
ygen.

If the particle structure is provided by a macromolecule
that is degraded by the microorganism, such as during the
utilization of predominantly starchy materials by amylo-
lytic microbes, or the degradation of cellulosic substrates
by cellulolytic organisms, then the particle will shrink dur-
ing the fermentation. This can affect bioreactor perfor-
mance through effects on bulk transport. For example, a
decrease in particle size caused the substrate bed in a
packed-bed bioreactor to pull away from the walls, allow-
ing the air to bypass the bed and reducing the availability
of oxygen within the bed (18). A simple model for particle
size reduction assumes that oxygen is the limiting sub-
strate and that it is consumed at the substrate–biomass
interface (19,20). As the fermentation proceeds, the oxygen
must diffuse through a biomass layer that increases in
thickness, lowering the rate of diffusion and therefore the
rate of reaction. Further developments of shrinking-
substrate models are necessary because most substrates
have complex compositions, and microbes can produce a
range of enzymes, often in sequential order according to
preferences for different macromolecules.

The generation of large amounts of metabolic waste
heat can cause overheating of the substrate, and the ki-
netics of waste heat generation must be described in mod-
els of heat transfer in SSF. The simplest approach is to
assume a constant relationship between the rate of pro-
duction of new biomass and the rate of generation of met-
abolic heat, rQ (11,15):

r � Y r (12)Q QX g

where YQX is the differential yield coefficient for waste heat
production during growth. However, if maintenance me-
tabolism is significant, then a growth and maintenance
model is appropriate (21),

r � Y� r � m X (13)Q QX g Q

where is the differential yield of heat from the metab-Y�QX

olism associated with growth, and mQ is the maintenance
coefficient for heat production.

The rate of metabolic heat production does not have to
be directly related to the growth rate. Saucedo-Castaneda
et al. (3) related heat generation to the carbon dioxide evo-
lution rate, which in turn was related to the substrate util-
ization rate by a constant yield,

r � Y r � Y [Y (�r )] (14)Q QCO CO QCO CO S s2 2 2 2

where is the differential relationship between heatYQCO2

released and CO2 evolved (J/g), and is the yield ofYCO S2

carbon dioxide from the substrate (g/g). This equation was
indirectly related to the growth equation because logistic
growth kinetics were assumed, and substrate consumption
was modeled by a growth and maintenance model.

Instead of simply using experimentally determined
heat yield coefficients (e.g., YQX) several workers have ap-
plied a bioenergetic approach. Gutierrez-Rojas et al. (17)
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proposed a stoichiometric equation for microbial growth on
sucrose and estimated the enthalpy change associated
with the growth reaction from the enthalpies of formation
of the reactants and products. Larroche and Gros (22) con-
sidered the energetics of growth in SSF in even greater
detail, estimating ATP generation and expenditure during
growth. Muck et al. (13) related the rate of energy release
to the rate of consumption of each of four substrates
(water-soluble carbohydrate, ethanol, lactic acid, and ace-
tic acid), estimating the fraction of the energy of combus-
tion of the substrates that is actually released as waste
metabolic heat. Finally, Rodriguez Leon et al. (23) esti-
mated the heat yield coefficient from considerations of the
degree of reductance of the substrate and biomass.

The growth of the microorganism into the interparticle
voids affects the porosity of the substrate bed according to
the relationship (24)

E � E � X/(q W V ) (15)0 x s r

where qx is the wet biomass density (g/cm3); Ws is the bio-
mass dry matter content (g/g); Vr is the reactor volume,
and E0 is the initial porosity. This reduction in void fraction
affects the pressure drop through packed beds (5) and re-
duces the effective diffusion coefficient within the sub-
strate bed in tray bioreactors (24).

Death Kinetics

Overheating is a common problem in SSF, and several
models have attempted to describe both growth and death
of microorganisms. To date, death kinetics have largely
been assumed to be first order (11,12),

r � k X (16)d d v

where the specific death rate, kd, is a function of tempera-
ture. The effect of temperature on the parameters in
growth and death kinetic expressions will be discussed
later. The incorporation of death kinetics into a model di-
vides the population into viable (Xv) and dead (Xd) subpop-
ulations, representing a very simple level of segregation.
On the other hand, Sargantanis et al. (21) assumed that
their organism was killed instantly when the temperature
reached 43 �C. Not all models considering the effect of tem-
perature actually have death kinetics in them; some
describe only a decrease in net growth rate with tempera-
ture (3).

Effects of Environmental Variables on Growth and Death
Kinetics

The effect of the environment on kinetic parameters is
quite important because it is difficult to control environ-
mental variables; some may change quite significantly
during growth, and some might limit growth. The effect of
nutrient concentrations (including O2) have already been
considered. Of most interest here are temperature, water
activity, and pH. Of these, temperature has received most
attention due to the overheating problems that are com-
monly encountered in SSF. For bioreactors with large tem-

perature gradients, heat transport equations must be built
into the model if growth is to be adequately described.

Regarding the effect of temperature, most attention has
been given to the effect of the temperature on the rate con-
stants lm and kd. Simple empirical equations are normally
fitted by least squares regression to growth rate data col-
lected between the minimum and maximum growth tem-
peratures. Polynomial expressions (11,14,15) or double ex-
ponential expressions (3,17) have been used to describe the
variation in specific growth rate with temperature.
Arrhenius-type relationships have also been used to de-
scribe the effect of temperature on both the specific growth
rate and the specific death rate (12),

�E �Eg d
l � l exp � k exp (17)m mo do� � � �RT RT

where R is the universal gas constant, T is the absolute
temperature, Eg and Ed are the activation energies for
growth and death, and lmo and kdo are rate constants.
Least squares regression usually allows an adequate fit of
such equations, although the biological significance of the
parameters is not clear because the equations are not for-
mulated on any theoretical basis.

Other growth parameters may be expressed as func-
tions of the environmental conditions. Sargantanis et al.
(21) expressed not only lm but also Xm in the logistic equa-
tion as empirically fitted functions of temperature and
moisture content. Saucedo-Castaneda et al. (3) expressed
the maximum biomass, Xm, in the logistic equation as an
empirically fitted fourth-order polynomial function of tem-
perature.

The model of Muck et al. (13) has described the effect of
the environment on growth in most detail. In addition to
using Arrhenius-type equations to describe the specific
growth and death rates, with different parameter values
for the different microbial groups, they also described the
effect of pH and water activity on growth. However, for
both these environmental variables the effects on the spe-
cific growth rates of the various microbial groups were in-
corporated simply by using empirical equations, fitted to
experimental kinetic data, to modify the maximum specific
growth rate. Gervais and Simatos (25) have addressed the
effect of water activity on growth on solid surfaces in
greater depth, although they consider the radial extension
rates of fungal colonies. The effect of water activity on the
overculture situation in SSF has not been addressed.

Modeling Branching, Penetration, and Differentiation

Fundamental phenomena in the growth of filamentous
fungi on solid surfaces have received some attention. Some
models address extension of the hyphal tip at a very fun-
damental level, but these models have not been extended
to describe morphological development. Others can de-
scribe branching and certain aspects of hyphal morpho-
genesis but have not been extended to describe overall
growth kinetics (8). In any case, models describing the ex-
tension and branching of individual hyphae describe the
system in far more detail than is required in models of
bioreactor performance, where only overall mycelial con-
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centrations are of interest. However, models describing hy-
phal phenomena might be useful if they concern them-
selves with the overall population of hyphae or hyphal tips,
and this section addresses such models briefly. The equa-
tions are not presented but can be found in the original
articles.

The symmetric branching model of Viniegra-Gonzalez
et al. (8,9), described earlier in conjunction with the logistic
equation, makes many simplifying assumptions about the
branching process, essentially that all hyphae branch after
reaching a certain length, and the two branches arising are
identical. These do not happen in practice but may be ap-
proximated on average in the large population of hyphae
within a mycelium. As shown in equation 5, on this basis
the relationship between some microscopic and macro-
scopic growth parameters can be derived.

Edelstein and Segel (26) used a modeling approach
based on average tip and hyphal concentrations per unit
area of substrate surface and describing the generation of
tips by branching and the movement of hyphal tips across
the surface due to hyphal extension. Growth of tips de-
pended on the local nutrient concentration. This approach
avoids the great complexity that would be involved in con-
structing a model on the basis of intracellular events, tip
extension, and branching events, and some of the param-
eters such as tip densities can be estimated experimentally
(27). Laszlo and Silman (28) used a cellular automata ap-
proach to model mycelial densities during fungal colony
expansion over solid surfaces. In this approach a matrix of
small squares is superimposed on a flat substrate surface.
Initially, one or more squares are designated as living, to
represent an inoculum. The fungus can then grow into ad-
jacent squares, with simple rules based on the number of
occupied squares adjacent to a vacant square being used
to determine whether that vacant square will be colonized.
This approach can give insights into density patterns
within fungal colonies (28) but otherwise is of limited use-
fulness for modeling growth kinetics in bioreactors. Edel-
stein (29) developed a model describing colony expansion,
assuming no nutrient limitations, but based on processes
of branching, anastomosis, tip death, and hyphal death.
Only the average frequencies of these processes need to be
known. Different frequencies for the various processes can
lead to very different colony morphologies. These ap-
proaches could be adapted to describe growth during over-
culture in SSF.

Penetration into the substrate is an interesting aspect
that has not received much attention, although Jurus and
Sundberg (30) gave a qualitative account of the penetra-
tion of Rhizopus oligosporus into soybeans. More recently
Ito et al. (31) observed an exponential decrease in the con-
centration of hyphae below the surface of the rice in koji.
Experimentally they observed that the quality of the koji
was strongly correlated with the degree of mycelial pene-
tration: at lower degrees of penetration, the activities of
undesirable enzymes was high, leading to poorer quality
koji. Although they proposed a mathematical equation to
describe the decrease in hyphal concentration with depth,
it was simply fitted to the data collected at each time point.
A dynamic model describing the increase in concentration
of penetrative hyphae as a function of time and distance

was not proposed. Such dynamic models might be impor-
tant because penetration into the substrate has the poten-
tial to increase substrate degradation.

Differentiation can be quite important in SSF processes
as an essential step in the production of spores or second-
ary metabolites (32). Georgiou and Shuler (33) modeled
growth and differentiation of Aspergillus nidulans on a
solid medium containing glucose. The model could predict
the increases in density of the various types of biomass
(vegetative, competent, differentiated, and conidial) dur-
ing overculture.

MODELING OF LOCAL TRANSPORT PHENOMENA

Local mass transfer processes have the potential to limit
the rate of growth in solid-state fermentation. Most of the
local transport phenomena occurring in SSF, such as dif-
fusion through porous media and stagnant films, have
been well studied in other systems. However, the translo-
cation of nutrients within the fungal mycelium itself is
poorly understood. The work done on nutrient diffusion
during radial expansion of colonies on agar surfaces will
not be described here because SSF usually involves over-
culture of the organism across the whole surface, for which
nutrient diffusion horizontally toward the organism is not
important. In overculture the key spatial dimension is the
one passing vertically through the substrate (Fig. 3).

This section indicates how modeling of these local trans-
port phenomena has improved our understanding of what
controls growth in SSF. Emphasis is placed on the math-
ematical descriptions of the phenomena. Model predictions
about system behavior are mentioned but not discussed in
detail. This section concentrates on mass transport phe-
nomena because local heat transfer has not been consid-
ered in any mathematical model of SSF to date. Indeed,
local heat transport is less likely than local mass transfer
to limit SSF performance, although it might have un-
known significance, for example, through indirect effects
on mass transfer coefficients.

Diffusion and Reaction

Early modeling studies relevant to SSF considered the
overculture of microorganisms on solid agar media, with
glucose as the substrate (33,34). Two growth periods are
predicted: an early period during which the glucose con-
centration at the substrate surface is relatively high and
consequently the microbe grows at its maximum specific
growth rate (i.e., exponential growth), followed by
diffusion-limited growth during which the glucose concen-
tration at the substrate surface is very low and the growth
rate depends on the flux of glucose to the surface. The du-
ration of the exponential growth phase depends strongly
on the initial concentration of glucose because this deter-
mines how long it takes for the surface glucose concentra-
tion to fall to limiting levels. Analytical solutions to the
diffusion equation can be obtained for short time periods
but cannot describe the whole growth period. In any case,
the usefulness of these models is limited because relatively
few SSF processes contain a soluble sugar as the major
carbon source.
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Mitchell et al. (6) proposed and solved numerically a
model for growth of R. oligosporus in overculture with
starch as the carbon source. This allows some insight as to
how mass transfer within the substrate itself can limit
growth. In the experimental system a membrane filter pre-
vented penetration of hyphae into the substrate. Five steps
in the growth process were modeled (these correspond to
processes 5 to 9 in Fig. 3):

• Glucoamylase release into the substrate by the fun-
gus located in a plane at the substrate surface; an
empirical equation was used

• Diffusion of glucoamylase through the substrate ac-
cording to Fick’s law

• Hydrolysis of starch by the glucoamylase according
to Michaelis–Menten kinetics

• Generation of glucose by the glucoamylase according
to Michaelis–Menten kinetics and the diffusion of the
glucose through the substrate; this is a process of si-
multaneous reaction and diffusion

• The uptake of glucose by the fungus at the substrate
surface according to Monod kinetics based on the sur-
face glucose concentration.

The expression of interest here is that for simultaneous
reaction and diffusion. For diffusion in an overculture sys-
tem in which net diffusion occurs only in the vertical di-
rection, as shown in Figure 3, the balance equation for
compound A has the general form

2�A � A
� r � D (18)a a 2�t �z

where ra is the rate of generation of compound A, Da is the
diffusivity of A, and z is the vertical spatial coordinate.
This equation, with the appropriate sign on the reaction
term, can refer to the generation and diffusion of hydro-
lysis products within the substrate, or to the diffusion and
consumption of nutrients within a biomass layer.

Microscopic models incorporating local transport equa-
tions are useful tools for understanding the role of local
transport phenomena in limiting growth in SSF. The model
of Mitchell et al. (6) predicts a short phase of exponential
growth during the early period when the glucoamylase is
still near the surface and the surface glucose concentration
is much higher than the saturation constant for growth.
As the biomass at the surface increases, the increased glu-
cose uptake rate causes the surface glucose concentration
to fall below the saturation constant. This is followed by a
period of slow deceleration of growth. This kinetic profile
has been observed in SSF by several workers. The model
is able to explain how such kinetics might arise from in-
teractions among the processes of glucoamylase diffusion,
starch hydrolysis, and glucose diffusion.

Recently, Rajagopalan and coworkers have made two
extensions to this model. Rajagopalan and Modak (16) in-
corporated an expanding biomass film of constant density,
with simultaneous reaction and diffusion of oxygen from
the bulk air above the biomass layer and of glucose from
the substrate below the biomass layer. This model suggests

that at different times during growth either glucose or ox-
ygen may be limiting, but that overall oxygen limitation
might be more important than glucose limitation. They ran
simulations under different bulk oxygen concentrations,
such as might occur in different positions in a bioreactor,
foreshadowing the linking of both local and bulk transport
equations in a single model. Rajagopalan et al. (35) then
further modified the model to describe a decrease in par-
ticle size as glucose is used up. Their predictions agreed
reasonably well with the experimental data of Nandaku-
mar et al. (20), who measured decreases in particle size
during growth of Bacillus coagulans on wheat bran parti-
cles. The predictions also confirm the observations of
Mitchell et al. (6) that glucoamylase diffusion plays a cru-
cial role. At low diffusivities most of the glucoamylase re-
mains near the surface. This quickly depletes the starch
at the surface, leaving much of the enzyme without sub-
strate to act upon. As a consequence, the rate of glucose
production within the substrate particle falls, and growth
becomes limited by the rate of glucose production in the
deeper regions of the particles.

These modeling studies have used homogeneous gel
substrates with very high water contents in which diffu-
sion is the major mass transport phenomenon. However,
SSF substrates may have high solute concentrations and
contain cellular structures. Sorption phenomena may re-
strict diffusion (25), capillary action may occur, and cell
walls may present an impermeable barrier. The mecha-
nisms of mass transport within real solid substrates de-
serve greater attention.

Film Transfer of Oxygen

Another important local transport process is that of diffu-
sion of oxygen across the stagnant gas film into the thin
liquid film at the substrate surface (Fig. 3). If the biomass
is assumed to be surrounded by a thin liquid film that of-
fers the major resistance to mass transfer, then the oxygen
transfer rate, N, can be expressed as (36)

N � K a(C* � C) (19)L

where C* is the concentration of oxygen in the bulk gas
phase, C is the concentration of oxygen at the biomass–
liquid interface, a is the area over which mass transfer
occurs, and KL is the mass transfer coefficient. This equa-
tion was used to estimate the overall mass transfer coef-
ficient (KLa) for a packed-bed bioreactor. It can be applied
also at the microscopic scale, although it can be difficult to
measure local oxygen consumption rates and oxygen con-
centrations (36).

Alternatively, the biomass film can be assumed to be
directly in contact with the gas phase, with the transport
resistance residing in a stagnant gas film. In this case the
variable C in the above equation is replaced by ,HCO ,F2

where H is Henry’s constant, and is the concentrationCO ,F2

of oxygen in the biomass film. This expression has been
used to describe oxygen transfer to the biomass in a tray
bioreactor (15). Film transfer of oxygen in SSF needs more
attention because significant amounts of fungal mycelium
are in direct contact with the air phase and are not im-
mersed in the liquid film at the substrate surface (37).
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MODELING OF BULK TRANSPORT PHENOMENA

Recognizing Subsystems within SSF Bioreactors

In developing a model of bulk transport phenomena occur-
ring during SSF, we must consider the level of detail to be
modeled and identify simplifications of the model struc-
ture. As pointed out earlier, at the macroscopic scale, up
to four subsystems can be identified in SSF bioreactors: the
bioreactor wall, the headspace gases, the solid particles
themselves, and the interparticle gases (Fig. 2). The pres-
ence and arrangement of these various subsystems and
whether the subsystems themselves are homogeneous or
have concentration or temperature gradients depend on
the particular bioreactor and how it is operated. Macro-
scopic models contain transport equations to describe the
heat and mass transfer processes within and between the
subsystems recognized by the model, and between the sub-
systems and the surroundings.

It is often convenient to ignore the bioreactor wall in
order to simplify the model. This may be appropriate if the
wall is maintained at a constant temperature by a cooling
system, making the bioreactor wall part of the surround-
ings. Alternatively, if the resistance to heat transfer be-
tween the bioreactor wall and the outside air is much
greater than the resistance to heat transfer from the sub-
strate material to the bioreactor, the overall heat transfer
coefficient can be assumed to be similar to the outside heat
transfer coefficient. This also has the implicit assumption
that the energy stored in the bioreactor wall is negligible.

It is usually convenient and appropriate in macroscopic
models to lump two or more of the phases together as a
pseudohomogeneous subsystem having the mass or
volume-averaged properties of the individual phases (Ta-
ble 1). Most commonly, a substrate bed consisting of the
moist solid particles and the interparticle gases is defined
as a single subsystem. In the pseudohomogeneous matrix
that comprises this system, the temperatures and water
potentials of the gas and solid at the same location are
assumed to be the same. The validity of this assumption
depends on whether the bioreactor operation allows the
gas and solid to approach equilibrium. In addition, note
that the temperature and water potential of this pseudo-
homogeneous matrix can vary from position to position.

Depending on how well subsystems are mixed, macro-
scopic models may only need to describe transfer between
subsystems, or they may also need to describe transfer
within subsystems. If a subsystem is well mixed, then
there will be no thermal and concentration gradients
across the subsystem, and there will only be transfer equa-
tions to describe the transport between subsystems. There-
fore the spatial coordinate does not appear in the transfer
equations for such subsystems. For subsystems that are
static or poorly mixed, there will also be transfer equations
to describe the transfer processes within subsystems. For
example, equations incorporating the spatial coordinate
may be required to describe solid or gas flow patterns in
the bioreactor, and to describe temperature and concentra-
tion gradients within the substrate bed. Such models can
be used to explore bioreactor design and operation strate-
gies to minimize these gradients.

The Bulk Transport Phenomena Occurring
in SSF Bioreactors

Through their interactions with local transport processes,
bulk transport processes determine the local environment
experienced by the microorganism and therefore influence
the performance of SSF bioreactors. Macroscopic models
predict bioreactor performance by combining empirical de-
scriptions of growth kinetics with expressions describing
bulk transport between and within the subsystems (solid,
gas, and bioreactor wall), and between these subsystems
and the surroundings. Local transfer mechanisms are cur-
rently ignored in these models. Momentum transfer, heat
transfer, and mass transfer may be involved, and any of
these may potentially limit the performance of an SSF bio-
reactor. Table 2 indicates the mechanisms for these phe-
nomena in various SSF bioreactor types. Of these phenom-
ena, heat transfer has received the most attention.

Conversely, there is very little information regarding
momentum transfer processes, that is, those processes in-
volving material flow and that affect mixing and shear phe-
nomena. Within bioreactors, both mixing of gas molecules
within the gas phases in the bioreactor and mixing of solid
substrate particles may be important. To date, the mixing
of solids in agitated SSF systems has not been studied, and
there are only two investigations of gas mixing and flow
behavior (40,42). Residence time distributions for gas mol-
ecules indicate that operational parameters such as the
gas velocity and solids loading affect the presence and ex-
tent of stagnant gas regions within the substrate bed and
the homogeneity of the headspace gas phase (40,42). Fur-
ther, such investigations are crucial because these flows
underlie the other transport phenomena, such as heat and
mass transfer. Due to the paucity of information, current
macroscopic models assume ideal flow behavior such as
plug flow of gases in packed beds or perfect mixing of the
solids and gases in rotating drums.

The flow of solids leads to shear forces due to interac-
tions of the solid substrate particles with each other and
with the bioreactor wall. These shear forces are complex
and therefore difficult to characterize. Thus, despite their
potential to affect substrate characteristics and adversely
affect microbial growth, and significant speculation re-
garding their importance in SSF systems, shear forces are
not described in any macroscopic model of SSF.

Heat transfer processes have received attention be-
cause overheating due to release of metabolic waste heat
is a very significant problem in SSF even at small scales.
Rates of metabolic heat production reported in SSF range
from about 3 to 330 kJ (kg dry matter)�1 h�1. Removal of
metabolic heat is more difficult in SSF than in liquid fer-
mentation processes for a number of reasons. First, com-
pared to liquid media, solid substrates have low heat ca-
pacities and low thermal conductivities, which means that
although less heat is required to raise the temperature of
the solid substrate by the same increment, the solid sub-
strate loses heat less readily than liquid media. As well,
due to the concentrated nature of SSF systems, biomass
concentrations are higher and heat production on a volu-
metric basis is therefore also correspondingly higher. Heat
removal in SSF system occurs by convection, conduction,
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Table 1. Subsystems in SSF Bioreactors and Their Simplification

Subsystem and references

Detailed view of the
system (macroscopic

viewpoint)
Simplification of the system

appropriate for modeling Mixing

Trays: may be stirred (the
whole room is the
bioreactor) (10,15,24)

Headspace gas (flowing
around tray)

Headspace gas Assume headspace infinite and
well mixed, such that one
tray represents all trays

Solid particles (static)
Interparticle gas (no

forced flow)

Assume the bed consists of a
pseudohomogeneous matrix

May be intermittently mixed,
but usually not appropriate to
assume that the bed is well
mixed; gradients will exist

Packed beds and similar
stirred reactors (3, 38, 39)

Solid particles (mostly
static)

Interparticle gas (flowing
due to movement
within bed)

Assume the bed consists of a
pseudohomogeneous matrix

If mixed, usually intermittently;
therefore will still have end-
to-end gradients within the
bed

Rotating drums and similar
stirred reactors (21, 40)

Headspace gas (flowing)
Solid particles (flowing)
Interparticle gas (flow

depends on movement
within bed)

Headspace gas
Assume the bed consists of a

pseudohomogeneous matrix

Depending on operation may
assume these two subsystems
are each well mixed, or may
allow for axial variation; if
well mixed, may assume that
headspace and bed are in
equilibrium (i.e., 1 subsystem)

Air–solid fluidized beds
(growth in this bioreactor
has not yet been modeled)

Solid particles (flowing)
Interparticle gas (flowing)

Assume a pseudohomogeneous
matrix, with mixing keeping
the whole bed homogeneous,
and that aeration air is moist
so that system is close to
moisture equilibrium

Typically well mixed

Note: Subsystems are in addition to the bioreactor wall itself.

and evaporative cooling, with the contributions of each
mechanism depending on the bioreactor design and opera-
tion.

The important bulk mass transfers in SSF bioreactors
involve the gas phase: oxygen supply and carbon dioxide
removal for aerobic processes, and the removal of water
vapor during evaporative cooling. The transfer processes
described by macroscopic models may include transfer
across interfaces, diffusion within stagnant gas regions,
and convection by bulk gas flow. As noted in Table 1, it
may be appropriate to divide the gas phase into a head-
space gas phase and an interparticle gas phase. The degree
of continuity between these phases depends on the type of
bioreactor and how it is operated.

Solid-state bioreactors differ in the types of mixing that
they provide and in the relative importance of flow and
diffusion processes in the bulk transport phenomena that
occur. This section discusses mathematical modeling of
bulk transport in tray, packed-bed, and rotating drum bio-
reactors. Models have not been developed to describe
transport phenomena within other bioreactor types. The
following sections discuss, for each bioreactor, the ap-
proaches to modeling the transport phenomena identified
in Table 2. Although these transport phenomena have also
been studied in non-SSF systems, the discussion is limited
to SSF itself.

Macroscopic Transport Phenomena in Tray Bioreactors

Tray bioreactors often consist of a large number of individ-
ual trays incubated within a room in which the tempera-

ture and the humidity of the air may be controlled. How-
ever, mathematical models of trays usually describe only
a single tray, assuming homogeneous conditions within the
headspace surrounding the multiple trays in the bioreac-
tor. This single tray comprises either an intact or a perfo-
rated tray on which rests a thin layer of static solid sub-
strate. Two distinct gas phases exist in tray SSF systems:
the first is the interparticle voids within the substrate it-
self; the second is the bulk gas phase, which consists of the
headspaces above and below the tray.

Heat Transfer in Tray Bioreactors. Only Rajagopalan and
Modak (15) have described heat transfer during tray SSFs.
In their model, sensible heat transfer occurs in the vertical
direction by conduction through the substrate,

2�T k � T DHrg
� � (20)2�t q C �y Cs p p

and by convection from the substrate surfaces to the head-
spaces above and below the substrate bed (the base of the
tray was assumed to be open),

�T
�k � h(T � T) (21)0�y

where T is the temperature of the bed; t is time; k, Cp and
qs are the thermal conductivity, heat capacity, and density
of the bed, respectively; DH is the enthalpy of the growth
reaction; y is the spatial coordinate; T0 is the temperature
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Table 2. Important Transport Phenomena within SSF Bioreactors

Bioreactor and subsystem Heat transport phenomena Mass transport phenomena
Momentum transport

phenomena

All bioreactor systems: the microscopic phenomena within the substrate particle are usually greatly simplified in macroscopic models
describing bioreactor performance. Also, as noted in Table 1, the solid and gas subsystems are often assumed to form a single

pseudohomogeneous matrix.

Within the solid particle This is the site of heat
generation by the microbe
growing at the surface of the
solid particles.

Diffusion of enzymes and
nutrients within the solid
particle (6, 11, 33, 34)

Between the solid and gas
subsystems within the
substrate bed

Conduction, evaporation of
water, and free or forced
convection (depending on
bioreactor operation) from
solids to interparticle air

Evaporation of water, and
transfer of O2 and CO2

between the solid particles
and the interparticle air (15)

After assumption of a
pseudohomogeneous
matrix

Solid and gas in thermal and
moisture equilibrium

Transfer of O2 and CO2 between
solid particles and
interparticle air

Transfer of water to maintain
saturated air (38,39)

Trays: the solid particles and interparticle air may or may not be considered as a single pseudohomogeneous substrate bed. The whole room
is taken as the bioreactor. Individual trays are assumed to be open at the top and to have perforated bases.

Transfer across the
substrate bed

Conduction (15) and natural
convection within the bed,
leading to spatial gradients

Diffusion (10, 15) and free
convection of gases and water
vapor within the bed, leading
to spatial gradients

Involving the tray wall or
the headspace gases

Conduction to the tray walls,
conduction within the tray
wall, and then convection
between the tray wall and the
headspaces

Evaporation and free or forced
convection (depending on
airflow), between the exposed
bed surfaces and the
headspace gases

Convection of gases (15) from
the exposed bed surfaces into
the headspace

Evaporation of water from the
substrate into the headspace
at the exposed bed surfaces

Flow of headspace gases around
the trays (15)

At inner surface of the
room walls

Convection to the tray room
walls

Condensation on room walls

Packed beds and similar stirred reactors, assumed to be vertical cylinders

Transport through the
pseudohomogeneous
matrix

Conduction, convection and
evaporation axially along the
substrate bed (38,39)

Conduction radially within the
substrate bed (3,38)

Both axial and radial gradients
may exist (38)

Convection of air in the axial
direction due to the forced
aeration of the bed. Although
axial O2 gradients occur, they
are usually not as important
as the temperature gradients

Radial mass transfer should be
negligible

Gas flow patterns through the
bed (plug flow without
dispersion is often assumed)
(3,38,39)

Pressure drop between the
bottom and top of the
substrate bed (40)

At the inner surface of the
bioreactor wall

Conduction radially between
the substrate and the inside
surface of the bioreactor wall
(3,38)

Rotating drums and similar stirred reactors, assumed to be horizontal cylindrical drums

Transport through the
pseudohomogeneous
matrix

The role of conduction depends
on the degree of mixing; may
assume that bed is well mixed
(21,41)

Convective flow within the bed
due to mixing

Usually well mixed radially, but
axial gradients may exist

The role of diffusion depends on
the degree of mixing

Convection of gases within
substrate voids due to mixing

Axial O2 gradients may occur
but are usually not important

Mixing and flow of the solid
substrate

Shear forces; impact and
abrasion due to solids
interacting with each other
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Table 2. Important Transport Phenomena within SSF Bioreactors (continued)

Bioreactor and subsystem Heat transport phenomena Mass transport phenomena
Momentum transport

phenomena

Between the bed and the
headspace

Convection between the
substrate bed surface and the
headspace (41)

Evaporative cooling at the
surface of the substrate bed
(41)

Bulk flows of gases between the
interparticle voids and the
headspace carry sensible
energy

Gas and water vapor exchange
between the substrate bed
and headspace gases (41).
This may involve bulk flows
exchanging gas between the
headspace and interparticle
voids.

Bulk gas flows between the
interparticle voids and the
headspace

Within the headspace Convective flow of the
headspace gases, carrying
sensible energy (41)

Convective flow of the
headspace gases (41)

Flow patterns of the headspace
gases (41)

At the inner surface of the
drum wall

Conduction from the substrate
to the drum wall and
convection between the
headspace gases and the
inside surface of the drum
wall (41)

Shear forces, impact, and
abrasion due to solids
interacting with the drum
wall

Air–solid fluidized beds, assumed to be vertical cylinders. The aeration air is assumed to be moist so that the bed is close to moisture
equilibrium. Growth in these bioreactors has not yet been modeled.

Within the well-mixed
substrate bed

Whole bed well mixed such that
there are no thermal or
moisture gradients

Whole bed well mixed, such
that there are no water vapor,
CO2, or O2 gradients

Pressure drop across the bed
itself, fluidization phenomena

Shear, impact, and abrasion due
to interactions between
particles in the bed

At the inner surface of the
bioreactor wall

Convection from the bed to the
bioreactor wall

Shear, impact, and abrasion due
to interactions between the
solid particles and the wall

All bioreactors

Involving the entry and
exit of the airstream

Energy enters and leaves the
system in the airstream
blown through the bioreactor
(3,21,38,41).

Gases and water vapor enter
and leave the system in the
airstream blown through the
bioreactor (21,41)

Pressure drop between air
pump and air exhaust

Within the bioreactor wall
and between the wall
and the surroundings

Conduction through the wall
(the room wall for the tray
system) and loss to the
surroundings, often by free
convection to air (21,41) or
forced convection to cooling
water (3,38)

Note: These are phenomena that should be considered in the construction of mathematical models of bioreactor performance. As discussed in the text, most
models greatly simplify the system by including only the most important transport phenomena or lumping phenomena together. In this table not all phenomena
have been mentioned. In some places where transport processes occur in parallel, minor contributors have been ignored. In addition, the importance of the
transport phenomena mentioned will depend on how the particular bioreactor is designed and operated. After identifying the phenomena to be modeled, the
next task in modeling is to find appropriate expressions to include in the mass and energy balances that describe the system. Expressions that have been
used to date in macroscopic models of SSF bioreactors are discussed in the text. Numbers in parentheses indicate references.

of the surrounding air, and h is the heat transfer coefficient
between the bed and the surroundings. The model pre-
dicted that substrate temperatures would be highest in the
center of the tray, and that the incubation temperature and
substrate depth were critical to the success of tray SSFs.
For a tray bed 6.35 cm high, an incubation temperature of
30 �C produced the greatest total biomass, although the
maximum specific growth rate occurred at 40 �C. Likewise,
substrate depths of 3 cm and under gave significantly bet-

ter growth when incubated at 38 �C than when incubated
at 40 �C. Simulations involving simultaneous changes of
incubation temperature and substrate depth indicate that,
as the bed height decreases, the incubation temperature
supporting optimal growth increases and overall growth is
optimal in trays less than 1 cm high. Clearly, such shallow
trays would not be practical at large scales. Gas flow ve-
locity around the trays had little effect on heat transfer
between the gas phase and the bed. This model did not
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describe evaporative cooling, convective heat transfer
through the substrate bed due to free convection, or heat
removal through the tray material.

Mass Transfer in Tray Bioreactors. A number of workers
(10,15,24) have modeled mass transfer in trays. All of these
models describe mass transfer within the interparticle
voids; however, only the model of Rajagopalan and Modak
(15) describes mass exchange between the interparticle
voids and the bulk headspace.

In describing mass transfer within the interparticle
voids, all three models consider transfer by diffusion in the
vertical direction only. The models consider transfer of ei-
ther oxygen only (10) or both oxygen and carbon dioxide
(15,24). None of the models describes the mass transfer of
water. All three models neglect the possibility of convective
mass transfer due to thermal gradients within the sub-
strate. The equations used in these models for mass trans-
fer within the substrate bed take the general form of a
balance of compound A (either O2 or CO2) in the interpar-
ticle gas phase,

2�eC � Ca a
� D � R (22)a a2�t �y

where t is time, y is vertical distance within the bed, e is
the porosity, and Da and Ca are the diffusivity and the con-
centration, respectively, of A in the bed. In the case where
A is oxygen, Ra is the rate of oxygen consumption (10,24)
or the rate of oxygen dissolution into a liquid film layer on
the substrate particles (15). For film transfer, Ra �

� ), where Ka is an overall gas side massK (C HCa O O ,F2 2

transfer coefficient, H is Henry’s constant for oxygen and
is the oxygen concentration in the film liquid. In theCO ,F2

case where A is carbon dioxide, the minus sign in front of
Ra in the previous equation is changed to a plus sign, and
Ra is the rate of carbon dioxide production (15,24).

The porosity in the previous equation is an important
term and received further attention within the models of
Rajagopalan and Modak (15) and Auria et al. (24). Raja-
gopalan and Modak (15) calculated D for the oxygen and
carbon dioxide gases as

ebD � D� (23)i i
s

where e is the porosity of the substrate bed, s is the tor-
tuosity factor (taken to equal 1.7), i is the gas (either car-
bon dioxide or oxygen), and Db and D� are the diffusivities
in the bed and in air. However, the porosity was held con-
stant for any one simulation; therefore porosity changes
caused by growth were neglected. Auria et al. (24) used
their model to estimate the diffusivity within static beds
consisting of A. niger growing on beads of ion exchange
resin impregnated with a nutrient medium. The diffusivity
decreased with increasing biomass concentration, and at
high biomass concentrations of 27 mg g�1 dry matter, the
diffusivities of oxygen and carbon dioxide were less than
5% of their bulk diffusivities in air. The effect of growth on
porosity and gas diffusivity deserves further attention.

The tray models of Auria and Rajagopalan are dynamic
models. The model developed by Ragheva Rao et al. (10) is
different in that it consists of only a single pseudo-steady-
state equation. From a balance for oxygen within the bed,
they developed an equation for the maximum thickness,
Hc, that a tray could be without becoming depleted of ox-
ygen at any depth within the substrate layer during the
fermentation,

2D C Ye O2H � (24)c � l Xm m

where lm and Xm are the maximum specific growth rate
(h�1) and maximum biomass concentration (mg cm�3), re-
spectively. Use of lm and Xm represents the worst case sce-
nario for which the rate of oxygen demand would be great-
est. This model has a number of implications for the design
and operation of tray SSFs. First, with the use of perfo-
rated rather than unperforated trays, the critical bed
thickness, Hc, could be increased by a factor of up to two,
depending on the fraction of the area of the underside of
the bed exposed to air. Second, greater substrate depths
can be used if the air above the bed is oxygen enriched or
if the headspace is continually replenished during opera-
tion (thereby keeping as high as possible). This modelCO2

is one that could be readily applied in practice, requiring
only values of the D and kinetic parameters lm and Xm,
although it has not yet been tested experimentally.

The model of Rajagopalan and Modak (15) goes further
than the other models in not only describing diffusion
within the bed, but also the convection of gases from the
upper and lower bed surfaces into the headspaces. Head-
space air is assumed to move horizontally across the sub-
strate surface, being well mixed normal to the flow direc-
tion but with no axial dispersion. At the plane of contact
with the substrate, gases diffuse into or out of the bed. The
balance of oxygen or carbon dioxide at the bed surface is
given by

h h�C �C D �Ca a a
� �v � (25)x ��t �x z �y y�L

where A is either carbon dioxide or oxygen, x is the hori-
zontal coordinate, y is the vertical coordinate, L is the
thickness of the substrate, z is the thickness of the head-
space above the bed, is the headspace concentration,hCa

and vx is the headspace gas flow velocity. Model simula-
tions showed that substrate depth and porosity greatly af-
fected mass transfer within the bed; however, the gas flow
velocity around the trays had little effect on mass transfer
between the headspaces and the bed. These predictions
can guide design and operation of tray bioreactors.

Combined Heat and Mass Transfer in Tray Bioreactors. Fi-
nally, both heat and mass transfer processes may be im-
portant at different times during SSFs in trays. Therefore,
mathematical models describing these systems will need
to describe both transport mechanisms. Currently, only the
model by Rajagopalan and Modak (15) does this. The phe-
nomena described by their model are shown in Figure 4.
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Figure 4. Diagrammatic representation of the tray bioreactor as
modeled by Rajagopalan and Modak (15), indicating the three
phases within the substrate bed. P1, Interparticle gas phase; P2,
thin water film on the surface of substrate particles, which is the
location of oxygen consumption, carbon dioxide production, and
generation of waste metabolic heat; P3, solid substrate particle.
The heat and mass transfer processes occurring are M1, bulk flow
of air above the tray surface; M2, transfer of oxygen into the bed;
M3, diffusion of oxygen within the bed; M4, transfer of oxygen
from the interparticle air phase to the liquid film; M5, transfer of
carbon dioxide from the liquid film to the interparticle air phase;
M6, diffusion of carbon dioxide within the bed; M7, transfer of
carbon dioxide from the bed to the surrounding air; H1, conduction
of heat through the bed; H2, convective removal of heat at the bed
surface.

M3, H3

H4
M2, H2

M1, H1

H5 H6

Pseudohomogeneous
substrate bed

Figure 5. Diagrammatic representation of the packed-bed bio-
reactor as modeled by Sangsurasak (38). The substrate bed is
treated as a single pseudohomogeneous phase. The microbe grows
in the bed and releases waste metabolic heat. The heat and mass
transfer processes occurring are M1, flow of moist air into the
pseudohomogeneous bed; M2, flow of moist air within the bed,
with the air being saturated at the bed temperature; M3, flow of
moist air out of the pseudohomogeneous bed; H1, bulk transfer of
energy into bioreactor with airflow; H2, convective heat transfer
within the bed; H3, bulk transfer of energy out of bioreactor with
airflow; H4, axial conduction within the bed (opposes the tem-
perature gradient caused by convection); H5, radial conduction
within the bed; H6, conduction across the bioreactor wall and con-
vective removal by cooling water.

The predictions of this model for substrate temperature,
biomass, and gas phase concentrations of oxygen and car-
bon dioxide showed trends similar to those noted experi-
mentally by Rathbun and Shuler (43) during the tempe
fermentation of soybeans by R. oligosporus. The model pre-
dicts that the substrate temperature is the dominant in-
fluence on growth in the initial and final stages of the
fermentation. During intermediate stages of the fermen-
tation, oxygen has a large effect at the bottom of the bed
(in an unperforated tray), whereas temperature effects are
more important in the center of the bed.

Macroscopic Transport Phenomena in Packed-Bed
Bioreactors

Heat Transfer in Packed-Bed Bioreactors. Heat transfer
in packed beds has received most modeling attention be-
cause the temperature gradients obtained are more im-
portant than the gas concentration gradients, and if aer-
ation satisfies the heat removal requirements it will also
satisfy aeration requirements (44,45). In bioreactors of dif-
ferent designs and operated under different conditions,
both axial and radial temperature gradients have been ob-
served (45–47). Under some operating conditions, tem-
peratures in the middle of the bed can be over 20 �C higher
than the temperature of the inlet air, leading to large var-
iations in growth and product formation across the bio-
reactor (46).

Saucedo-Castaneda et al. in 1990 (3) modeled radial
heat transfer in an experimental packed bed in which A.
niger was grown on cassava meal. This model was later

extended by Sangsurasak to describe both axial and radial
heat transfer (38). A general expression for heat transfer
in a pseudohomogeneous substrate bed within a cylindrical
packed-bed bioreactor, which takes into account the heat
transfer processes shown in Figure 5, can be expressed as
(38)

�T �T
q C � (q C � q fDH )Vb pb ma pma a v z�t �z

2 2k �T � T � Tb
� � k � k � r (26)b b Q2 2r �r �r �z

where qa, qma, and qb are the densities of air, moist air, and
the bed, respectively; Cpma is the heat capacity of moist air;
Cpb the heat capacity of the bed; f describes the relation-
ship between saturation humidity and temperature; DHv

is the enthalpy of vaporization of water; kb is the thermal
conductivity of the bed; Vz is the superficial air velocity; z
and r are the axial and radial spatial coordinates; and rQ

is the rate of heat generation from the growth reaction. The
factor qafk arises because the equilibrium assumed be-
tween the substrate and air means that the evaporation of
water to keep the air saturated as the air temperature in-
creases gives the air a higher apparent heat capacity. This
is a simplified approach to handling evaporative cooling,
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which can contribute as much as 65% of the heat removal
from a packed bed (47).

For thin packed-bed bioreactors of about 6 cm diameter,
operated with low superficial air velocities (e.g., 0.01 m
s�1), radial conduction is the major heat removal mecha-
nism (3). In this particular case the terms for convection
and evaporation and axial conduction can be omitted.

In addition to transfer phenomena within the bed, the
other important transfer process is from the outer edge of
the substrate bed to the surroundings (the bioreactor wall
itself has been assumed to offer negligible resistance to
heat transfer). Convective cooling at this boundary has
been assumed (3,38):

�T ha
� (T � T ) (27)surr wall��r kwall b

Overheating problems occur at the top of the column
when it is aerated from the bottom because the air reach-
ing higher regions has been prewarmed in the lower
regions and therefore does not cool the top as effectively.
Even for quite small columns, when they are operated with
the cross-sectional airflow rates of 0.01 to 0.025 m s�1 that
are commonly used in packed-bed bioreactors, tempera-
tures that can cause significant microbial death are pre-
dicted. The model of Sangsurasak (38) can be used as a
tool in bioreactor design, operation, and scale-up. Sang-
surasak used the model to explore strategies for minimiz-
ing the overheating problem at large scale. Higher aera-
tion rates and lower height-to-diameter ratios appear to be
the best strategies. However, the model has not yet been
used in the actual construction of a larger-scale packed
bed.

Gutierrez-Rojas et al. (17) used a different approach to
modeling heat transfer during growth of A. niger in a
packed bed on beads of ion exchange resin impregnated
with nutrient medium. They defined an “elementary rep-
resentative volume” of 20 mL, over which scale variations
in the process variables were assumed to be negligible.
However, they modeled only an individual elementary rep-
resentative volume, and although their model was able to
describe the experimental results obtained in a 20-mL
packed bed, it is not able to describe the gas concentration
and temperature profiles that occur across larger-scale
packed-bed bioreactors (46).

Heat and Mass Transfer in Packed-Bed Bioreactors. The
reliance on evaporative cooling means that water balances
over the bed are important (45). A combined heat and mass
transfer model is required to take these into account. Such
a model, considering only gradients in the vertical direc-
tion, was proposed by Van Lier et al. (39), who modeled the
composting of a mixture of wheat straw and horse manure.
The energy balance is similar to that used by Sangsurasak
(38), but because a material balance was also done for wa-
ter, a simplified description of evaporation was not re-
quired. The equation was of the form

�T �T
q C � q C Vb pb ma pma z�t �z

2� T
� k � h(T � T ) � DH r � r (28)b 0 v w Q2�z

where h is the heat transfer coefficient for conduction
through the side wall to the surroundings at temperature
T0, and rW is the rate of evaporation of water from the solid
phase into the gas phase.

A general mass balance equation for compound A in the
gas phase, for example, oxygen or water, can be written in
the following form with terms for axial convection, axial
diffusion, and exchange with the metabolizing organism
attached to the solid phase:

2�(eC ) �C e � CA A A
� �V � D � r (29)Z A A2 2�t �z b �z

where CA is the concentration of A at a location, DA is the
diffusivity of A in air, � is the bed void fraction, b is the
tortuosity and rA is the rate of exchange of A with the solid
phase. In the water balance Van Lier et al. assumed that
the vapor phase remained saturated with water at the lo-
cal temperature in the bed, and used this equation to cal-
culate the evaporation rate (rW). Film transfer of oxygen
was not incorporated into the equations.

Solution of the equation set was complicated because
the porosity and height of the bed changed during the com-
posting process. However, good agreement was achieved
between the model predictions and measured tempera-
tures and bed heights. In composting, unlike other SSF
processes, some self-heating is desired, and this reduces
problems with overheating. Despite this, the aeration rate
required to remove excess heat is still about 10-fold greater
than that required to supply oxygen (39).

Other Phenomena in Packed-Bed Bioreactors. As air
flows through the porous bed in a packed-bed bioreactor,
there are viscous and kinetic phenomena (5). Substantial
pressure drops can occur in packed-bed bioreactors
(5,18,41). To date characterization of this phenomenon has
been limited to demonstrating the relationship between
pressure drop and the bed void fraction, which decreases
as the microbe fills in the interparticle spaces. At high bio-
mass densities, the microorganism can occupy up to 34%
of the free interparticular space, reducing the relative per-
meability of the bed to around 1% of the original value (40).
In the future, such considerations could be built into mo-
mentum balances to describe how the flow through the bed
changes during the fermentation.

Macroscopic Transport Phenomena in Rotating-Drum
Bioreactors

Only heat transfer phenomena (and the related mass
transfer of water) have been modeled in rotating-drum bio-
reactors and the related rocking-drum bioreactor (RDBs).
As in packed-bed systems, it is likely that in order to
achieve adequate heat removal in RDBs, aeration require-
ments will already be met. Neither of the models developed
so far (21,40) describes all of the heat transfer processes
mentioned in Table 2.

Sargantanis et al. (21) modeled heat transfer during
growth of R. oligosporus on corn grit in a rocking-drum
bioreactor with a 1.2-L working volume. They described
heat removal very simplistically by assuming equilibrium
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Figure 6. Diagrammatic representation of the rotating-drumbio-
reactor as modeled by Stuart (41), showing the three subsystems
that were assumed. The pseudohomogeneous substrate bed is the
site of generation of water and waste metabolic heat during
growth. The mixer indicates that each subsystem is assumed to
be at the same temperature at all locations within the subsystem.
The heat and mass transfer processes occurring are M1, flow of
moist air into the headspace; M2, flow of moist air out of the head-
space; M3, transfer of water from the substrate bed to the bio-
reactor headspace; H1, bulk transfer of energy into bioreactor with
airflow; H2, bulk transfer of energy out of bioreactor with airflow;
H3, convection from the substrate bed to the headspace; H4, con-
duction from the substrate bed to the bioreactor wall; H5, convec-
tion from the bioreactor wall to the headspace; H6, convection
from the bioreactor wall to the surroundings.

between the headspace and the substrate bed; in essence,
this was a single homogeneous subsystem. The model was
useful for determining better operation of their rocking-
drum bioreactor system; however, it is not very versatile
and can not readily be adapted to describe larger-scale
SSFs in RDBs, where the assumption of thermal and mois-
ture equilibrium between the solid substrate and the head-
space could be unreasonable, particularly if high aeration
rates are used. For such cases a model predicting heat re-
moval in terms of heat transfer rather than equilibrium
relationships is likely to be more useful.

Stuart (41) modeled heat transfer in a 20-L rotating-
drum bioreactor in which A. oryzae was grown on both an
artificial gel substrate and on wheat bran. The model is
more mechanistic than that of Sargantanis et al. (21) and
considers several of the heat transfer processes listed in
Table 2. As shown in Figure 6, it simplifies the bioreactor
system into three subsystems: the two internal subsys-
tems, the fermenting substrate and the headspace gas,
which are contained by the third subsystem, the fermenter
wall. Each subsystem is assumed to be homogeneous with
respect to composition and temperature in both the radial
and axial directions. The model, therefore, does not de-
scribe heat transfer processes within any of the subsys-
tems, and the temperature of each subsystem is repre-
sented by a single time-dependent value. Stuart (41)
neglected water mass transfer within the substrate bed by
assuming that water at 25 �C is added to maintain the
water activity within this pseudohomogeneous subsystem
close to unity. Mass transfer from this bed to the headspace
gas is assumed to be limited by the rate at which water
vapor in the gas sublayer of the substrate bed diffuses into
the bulk headspace gas.

Three energy balance equations, one for each subsys-
tem, describe heat transfer phenomena within the RDB
system, and heat exchange between the RDB system and
the surroundings (41). Metabolic heat is generated within
the substrate and then dissipated by conduction to the bio-
reactor wall and by convection and evaporative cooling to
the headspace gases. The overall energy balance for the
substrate is

d[T M(C � C W)]s pm pw
� r � h A (T � T )Q sf sf s fdt

� h A (T � T )sa sa s a

� (1.2 � 25)C (W � W)Mpw i

� kA (C � C )[T C � DHsa I B s pw v

� (T � T )C ] (30)s a ph

Energy enters the headspace gas with the evaporated wa-
ter from the substrate and with incoming aeration gases,
and through convection from the substrate and from the
bioreactor wall:

d[T G(C � C H)]a pg ph
� T F (C � C H )i i pg ph idt

� kA (C � C )T Csa I B a ph

� T F (C � C H)a o pg ph

� h A (T � T )sa sa s a

� h A (T � T ) (31)fa fa f a

The exiting air flow carries energy out of the headspace
and thereby away from the RDB system. During fermen-
tation, the bioreactor wall heats up due to its contact with
the substrate. Energy, when it leaves the bioreactor wall,
passes either to the surroundings or to the headspace gas
inside the RDB:

d(T V q C )f f f pf
� h A (T � T ) � h A (T � T )sf sf s f fa fa f adt

� h A (T � T ) (32)fe fe f e

Thus there are two overall routes by which metabolic heat
is removed from the substrate subsystem to the surround-
ings: with the exiting air stream or as heat lost through
the bioreactor wall.

In these equations, T is temperature, M is the mass of
dry solid, W is the mass of water per mass of dry solid, G
is the mass of dry gas, H is the mass of water per mass of
dry gas, Vf and qf are the volume and density of the bio-
reactor material, respectively, CP is a heat capacity, rQ is
the rate of production of metabolic heat, h is a heat transfer
coefficient, A is an area of heat or mass transfer, k is a mass
transfer coefficient, C is a concentration of water at either
the interface (subscript I) or within the headspace bulk
(subscript B), DHv is the heat of vaporization of water, F is
a flow of dry gas either entering (i) or leaving (o) the bio-
reactor system during aeration. The subscripts S, A, and
F denote the three subsystems: the substrate, headspace
gas, and fermenter wall, respectively. Combinations of
these subsystem subscripts indicate heat or mass transfer
between these materials, for example, the subscript com-
bination “SF” represents heat transfer from the substrate
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to the bioreactor wall. The other subscript terms denote
dry solid matter (m), dry gases (g), liquid water (w), water
vapor (h), and the external surroundings (e).

Estimation of the coefficients and areas involved in the
heat and mass transfer processes during SSF in RDBs is
difficult, Stuart (41) used empirical equations to estimate
transfer coefficients and assumed that the substrate and
headspace gas subsystems occupy constant volumes
throughout the fermentation. Likewise, transfer areas
were assumed to be constant and were calculated based on
the interfacial areas between the substrate, headspace
gas, and the bioreactor wall, when the surface of the sub-
strate bed forms a flat plane. Heat and mass transfer co-
efficients and interfacial areas of contact urgently require
experimental attention in SSF systems.

In order to incorporate evaporative cooling into a model
of heat transfer during SSF, water balances must be de-
termined over the substrate and headspace gas subsys-
tems. Stuart (41) assumed that the substrate and head-
space gas subsystems each consist of a water component
and a dry component. Therefore four material balance
equations were written, two equations to describe each
subsystem.

• Balance of dry matter in the substrate:

dM
� r (33)mdt

• Balance of liquid water in the substrate:

d(MW)
� �kA (C � C ) � rsa I B wdt

� 1.2(W � W)M (34)i

• Balance of dry gas in the headspace gas subsystem:

dG
� F � F � r (35)i o dgdt

• Balance of water vapor in the headspace gas subsys-
tem:

d(GH)
� F H � F H � kA (C � C ) (36)i i o o sa I Bdt

In these equations, rm, rw, and rdg are the net rates due to
microbial metabolism of substrate dry matter consump-
tion, water production, and dry gas production, respec-
tively.

Due to consumption of substrate dry matter during mi-
crobial growth in SSF and loss of water from the substrate
to the headspace gas, the flow of gases out of the RDB (Fo[1
� H]) will often be greater than the air flow into the RDB
(Fi[1 � Hi]). Because RDBs are open systems and large
pressure variations in the headspace are unlikely, ideal gas
behavior and a constant pressure within the headspace gas
are assumed. This gives an equation (not shown) for the
flow of gas out of the bioreactor (Fo) and enables the cal-

culation of CB (the headspace concentration of water va-
por).

This model was used to explore SSF performance in
RDBs over a range of scales, operations, and designs. The
model predictions of temperature profiles for the substrate,
bioreactor wall, and headspace gas agreed reasonably well
with experimental results for SSFs in real small-scale RDB
systems (41). Model simulations indicate that, whereas at
small scales heat removal from the substrate bed through
the bioreactor wall is most important, the required contri-
bution of evaporative cooling increases with scale. This re-
quires very high aeration rates with relatively dry air: sim-
ulations showed that the aeration rate in air volumes per
bioreactor volume per minute (vvm) required to achieve
adequate heat removal from the substrate might increase
by a factor of 25 over a scale change of 1,000. Such high
aeration rates would be costly. Therefore heat transfer
through the bioreactor wall should be maximized to mini-
mize reliance on evaporative cooling and to limit the
amount of water that needs to be added to the system dur-
ing the fermentation. At all scales, heat removal from the
substrate to the headspace gases by sensible heat transfer
was insignificant compared with heat transport from the
substrate subsystem by conduction and evaporative cool-
ing. However, sensible heat transfer to the headspace
gases was always indirectly important in the model pre-
dictions because it affected the temperature of the head-
space gases and thereby determined the amount of mois-
ture that the headspace could hold and the driving force
for evaporative cooling. This investigation of RDB perfor-
mance demonstrates how models can be used as tools to
explore interactions between important processes occur-
ring during SSFs as well as operation and control options
for the design of larger-scale bioreactors. This model, with
its mechanistic basis, represents a first step toward devel-
oping semifundamental scale-up criteria for SSF in RDBs.

PARAMETER ESTIMATION

As highlighted in the introduction to this article, much
more attention needs to be given to the estimation of the
parameters involved in models of SSF systems. Models in-
volve four main types of parameters: operational and de-
sign parameters, microbial parameters, transport param-
eters, and thermodynamic parameters. In the modeling
work to date, many of these parameters have not been in-
dependently determined. In some cases parameters have
been allowed to vary to enable the model to fit the exper-
imental data. In other cases parameters have been bor-
rowed from other systems involving different substrates
and microorganisms, and even from work done in sub-
merged liquid culture. Even physical parameters may de-
pend on the substrate and its preparation and the bioreac-
tor and how it is operated, making it important for
parameters to be measured in the actual system studied.
This section describes the work that has been done to de-
termine model parameters in SSF systems.

Operational and Design Parameters

Operational and design parameters come directly from the
experimental system being modeled. They include bioreac-
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tor geometry, air temperatures and flow rates, and rotation
or mixing rates. These parameters are important in opti-
mizing bioreactor performance, but these considerations
are beyond the scope of this article. For modeling purposes,
these parameters are easy to obtain because they are de-
termined by the operator.

Microbial Parameters

Microbial parameters include specific growth and death
rates, saturation constants, yields, activation energies, lag
periods, and biomass composition. Ideally these parame-
ters should be measured in SSF systems, although this is
difficult for those parameters requiring direct measure-
ment of biomass because it is usually impossible to remove
the biomass from the substrate particles. Parameters such
as specific growth rates and yields are often based on in-
direct indicators of growth, such as oxygen uptake or pro-
tein content, but the relationship of these indicators to
growth can often vary during the growth phase. In other
cases, parameter values determined in liquid culture have
been used, but due to the different physical environment
in SSF, these values may not be appropriate for SSF.

Specific growth rates depend on the particular system
used. A wide range of values have been reported, from very
low values of 0.05 h�1 to values as high as 0.5 h�1 (45). In
some modeling work the specific growth rate has been used
as one of the fitting parameters (3,6). The stoichiometry of
growth will also be highly variable, and most models con-
sider overall yields and do not balance elements. Only Lar-
roche and Gros (22) have done detailed stoichiometric
analyses (for growth and sporulation of Penicillium roque-
forti on buckwheat seeds). For the anabolic reactions dur-
ing biomass production from starch they obtained

1.104CH O � 0.087NH r CH O N1.667 0.833 3 1.882 0.603 0.087

� 0.014CO � 0.109H O (37)2 2

Because a range of different empirical equations have been
used to describe the effect of temperature on growth, the
values of the parameters do not have general significance.
In any case, these parameters are typically determined by
incubating cultures at different temperatures, but with
any one culture being held isothermally throughout the
whole growth phase. The models of Stuart (41) and
Saucedo-Castaneda et al. (3) suggest that the relationships
obtained from such experiments may not describe the sit-
uation in SSF where the organism is subjected to high tem-
peratures after an initial period at the optimum tempera-
ture for growth, because their models could describe their
data only if the specific growth rate was maintained un-
changed at the value for the optimum temperature as the
temperature increased.

Transport Parameters

Transport parameters include heat and mass transfer co-
efficients, diffusivities, and thermal conductivities. Rela-
tively few efforts have been made to determine these in
SSF systems. With respect to mass transfer, Auria et al.
(24) estimated the diffusivities of oxygen and carbon di-
oxide within substrate beds as 2 to 25% of their diffusivi-

ties in air, with the values decreasing with increasing bio-
mass content. For transfer of oxygen into the moisture
films on substrate surfaces, values of KLa have been esti-
mated by a sulfite oxidation method to range from 1,140
to 3,050 h�1, with the value increasing with increasing air-
flow rate (48). For nutrient diffusion within particles,
Mitchell et al. (6) estimated the diffusivity of glucose at
37 �C as 8.2 � 10�3 cm2 h�1 compared with a bulk diffu-
sivity in water of 2.5 � 10�2 h�1. However, because they
used an artificial gel substrate, this value is not of general
applicability. They were not able to measure glucoamylase
diffusivity using their experimental system. Diffusion has
not been investigated for real SSF substrates containing
structures such as fibers and cell walls.

With respect to heat transfer, coefficients for heat trans-
fer between subsystems in SSF bioreactors have typically
been estimated from literature values for non-SSF sys-
tems. However, because these coefficients can depend
strongly on bioreactor design and operation, they need to
be determined experimentally for the particular system
used. Thermal conductivities of composts varied from 0.25
W m�1 K�1 at 20% moisture content to 1.0 W m�1 K�1 at
70% moisture content (39).

Thermodynamic and Physical Parameters

Thermodynamic parameters include enthalpies of vapori-
zation and saturation humidities that are usually straight-
forward to obtain from thermodynamic databases. How-
ever, it may be difficult to estimate other parameters such
as the heat capacities of substrates with complex compo-
sitions, and therefore experimental measurements should
be made. Physical parameters such as substrate densities
and bulk packing densities are readily measured experi-
mentally. They vary widely between different systems.

SUMMARY AND NEEDS FOR THE FUTURE

Growth in SSF results from the interaction of three types
of phenomena: microbial growth, local transport, and bulk
transport. This article has surveyed the ways in which
these phenomena have been described in mathematical
models of SSF processes. In these models, many simplifi-
cations are made, reducing both the complexity of the sys-
tem and the complexity of the processes occurring within
the system. Despite these simplifications and assump-
tions, the usefulness of the models has been identified. Mi-
croscopic models give insights into how diffusion of en-
zymes, their hydrolysis products, and oxygen can limit
growth. Macroscopic models give insights into how inter-
particle oxygen transport, and more importantly, how heat
transport can limit growth within bioreactors.

SSF and traditional liquid culture systems are quite dif-
ferent: compared with liquid culture systems, in SSF sys-
tems water availability is more restricted, and diffusional
limitations play a greater role. It is these differences that
can give SSF advantages over liquid culture in certain
cases; the unique SSF environment can stimulate certain
products, and the low water content can lead to higher con-
centrations and therefore higher volumetric productivities
and reduced recovery costs. These differences also lead to
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some differences in approaches to modelling SSF and liq-
uid culture. Due to the heterogeneity of SSF systems, dif-
ferential equations must often be formulated and solved
for each of several subsystems, and due to the importance
of transport processes, many of the equations involve par-
tial differential terms. Also, due to diffusional limitations
within substrate particles, it is not simple to measure the
substrate concentration experienced by the microbe. For
this reason, growth kinetic expressions for the majority of
models in SSF will continue to be substrate independent.
This is in contrast to liquid culture, where even simple
models usually take substrate concentration into account,
often assuming a Monod-type relationship. However, in
the future, some models will be developed that integrate
the microscopic- and macroscopic-scale processes occurring
within SSF. These models will give interesting insights
into how the interactions among the various phenomena
control growth at various stages during SSF.

More work needs to be done in establishing the validity
and flexibility of current models. Due to the difficulties of
measuring key process parameters in SSF, many of the
parameters used in these models have been estimated, or
borrowed from other systems. Therefore, more effort is re-
quired to measure model parameters in SSF systems.
More attention must be paid to microbial physiology. Cur-
rent expressions describing the effect of elevated tempera-
tures on microbial growth are based on experiments where
a number of cultures have been incubated isothermally at
a range of temperatures. Better expressions will be devel-
oped from experiments that mimic the temporal tempera-
ture profiles characteristic of SSF systems. In addition,
product formation is usually the main objective of an SSF
process. Accurate description of product formation kinetics
will require an understanding of how the SSF environment
influences microbial product formation.

Our current ability to apply SSF technology at large
scale is limited by our relatively poor knowledge of the ba-
sic engineering principles underlying SSF bioreactor per-
formance. Rational rules for the design and operation of
large-scale SSF bioreactors are crucial to the future com-
mercial success of SSF technology, and mathematical mod-
els of bioreactor performance will be essential tools in the
development of such rules. The power of the modeling ap-
proach is obvious. Modeling is a more cost-effective way of
searching for optimal bioreactor designs than building
large bioreactors and encountering problems experimen-
tally. It does not replace the need to experiment, but can
reduce the experimental program by avoiding poor designs
and can guide the program by raising questions about the
dominant mechanisms and the key process variables.
However, because the models to date have been based on
laboratory-scale systems, work needs to be done to confirm
that the mechanisms incorporated into the models remain
dominant at large scale. Several of the bioreactor designs,
such as stirred bioreactors and air solid fluidized beds,
have not received any modeling attention. Air solid fluid-
ized beds have the potential to overcome many of the prob-
lems faced in other SSF bioreactors, and therefore urgently
need modeling attention.
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INTRODUCTION

Solid substrate fermentation (SSF) processes may be de-
fined as four-phase systems. The first, an air phase, is a
continuous system that usually flows through a solid bed.
The solid second phase consists of a water-insoluble sup-
port containing the third phase, a nutrient-rich aqueous
solution. This solution is tightly absorbed within the ma-
trix of the insoluble support; some water, however, may
exist in a free state in capillaries, although this can never
exceed the water-holding capacity of the matrix (1). The
fourth phase is the microorganism itself, which grows in
or around the support and may grow in the interparticular
free space.

SSF has been used by humans for centuries. Traditional
uses of SSF systems include the production of fermented
foods, pigments, and koji in the Far East. Within the past
decade, the production of other, higher-value microbial me-
tabolites such as antibiotics (2,3), biopesticides (4), aromas
(5), gibberellic acid (6–9), and bacterial �-amylase (10), to
name a few, have been evaluated with highly promising
results. Polymeric and insoluble humid agricultural prod-
ucts or by-products are usually employed in SSF processes.
These serve a dual functions (1) as a source of carbon, en-
ergy, nitrogen, and other nutrients and (2) as the support
for microorganism growth (11). A novel system has been
recently developed (12) whereby a solution of nutrients is
adsorbed on an inert support.

This type of process has several features that make SSF
particularly attractive to industry. One of the main advan-
tages is the use of agroindustrial by-products as raw ma-
terials, because these are not only low in cost but are usu-
ally very difficult to dispose of properly, given the organic
nature of the by-products and the large volumes generated.
Differential expression of certain microbial metabolites,
which are not expressed in liquid medium (13), is another
significant attribute of this culture system, as, for example,
in the production of active Trichoderma propagules for bio-
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logical control programs as well as in bioremediation ap-
plications.

Despite certain drawbacks of SSF, higher yields, mea-
sured in terms of product per volume, make the process
economically viable. Reports of SSF metabolite concentra-
tions 100-fold higher than those obtained from submerged
fermentation (14) and biomass concentrations up to 200
g/L have been published. SSF does not need large bioreac-
tors, and downstream processing costs might also be lower.
The low energy consumption of SSF bioreactors, which re-
quire only occasional agitation of the solid bed, is a further
asset from the standpoint of operating costs. Last, but not
least, SSF generates less effluent, thereby reducing the en-
vironmental impact of the process as well as treatment
costs.

In spite of these promising features, few applications of
SSF processes are currently utilized in industry. Most SSF
research has been carried out only at the laboratory level,
where its interest as a fermentation system has been high-
lighted. Unfortunately, only a few of these processes have
been evaluated at pilot or preindustrial levels because of
problems inherent to solid substrate cultivation technol-
ogy:

• Relatively slow rates of production, due to the addi-
tional barrier to growth imposed by the solid sub-
strate

• Limited capacity of dissipating metabolic heat gen-
erated during cultivation

• Mass transfer problems, in particular, slow diffusion
of nutrients from substrate to microorganism

• Lack of readily available, appropriate sensors for
monitoring

• Limited research on SSF reactor models, control
strategies, and scaling-up procedures

The latter topics are considered in this article in an ef-
fort to highlight areas that call for substantial develop-
ment to bring about widespread industrial acceptance of
this unique process.

The production of gibberellic acid by the filamentous
fungus Gibberella fujikuroi is used throughout to illustrate
the technical difficulties in the automation and scaling-up
of SSF technology. Gibberellic acid is a biologically active
compound, naturally present in plants, which acts as an
hormone and regulates many plant growth and develop-
ment processes. Gibberellic acid is a typical secondary me-
tabolite, which in G. fujikuroi is triggered on exhaustion
of assimilative nitrogen sources.

This production process presents a real challenge to
those involved with automation and scaling. G. fujikuroi
is a slow-growing filamentous fungus, generates signifi-
cant amounts of metabolic heat during its exponential
growth phase, and is highly susceptible to microbial con-
tamination. Hence, successful advances in this process will
boost the industrialization of SSF technology.

AUTOMATION OF SSF BIOREACTORS

Design

This section covers the design and operation of current
SSF bioreactors, many of which are still the subject of re-
search and development.

Bioreactor Types. SSF bioreactors may be of static
(fixed-bed) or agitated (stirred) design. Tray and packed
bioreactors are most commonly used among the former,
whereas rotating drums, periodically agitated tanks, and
rocking and fluidized-bed bioreactors are examples of the
latter. Most SSF bioreactors operate in batch form, al-
though water and nutrients are added periodically in many
systems. Very few SSF bioreactors have been designed to
operate continuously (15–17), and no industrial continuous
processes have been reported.

Tray Bioreactors. Trays, one of the simplest types of SSF
bioreactor, have been employed in the Far East for many
years. They are readily available commercially (18) from
laboratory to industrial scale. The main characteristics of
this type of bioreactor follow (11):

1. A set of trays are covered with a thin layer of solid
substrate.

2. Trays are kept inside a chamber, normally under
controlled environment.

3. Forced air is not commonplace, although trays can
be perforated allowing air to circulate smoothly
through their bases.

4. In some cases the solid bed is agitated gently, either
manually or automatically, using simple mechanical
devices.

The main drawback of this type of bioreactor is that it
is highly labor intensive, so that automation of large-scale
processes is very difficult. Also, because the solid layer in
the tray must be thin and the trays cannot be too close to
one another, very large chambers are required to achieve
industrial levels of production. Industrial applications of
this type of reactor include production of mushrooms
(Agaricus bisporus) and tempeh as well as aseptic produc-
tion of soy sauce koji mold spore inoculum.

Packed-Bed Bioreactors. Packed-bed bioreactors are
normally cylindrical tanks, filled with a solid substrate
suspended on a perforated surface through which air is
forced. The inlet air conditions (temperature, humidity,
and flow rate) are generally regulated. At laboratory scale,
the most common types of packed bioreactors are known
as Raimbault columns. The latter are submerged in a ther-
moregulated bath and supplied with saturated air. In
larger systems, cooling fluid is forced through double walls,
coils, or plates (19) immersed in the solid bed to overcome
the difficulty of removing metabolic heat. The main dis-
advantage of this type of bioreactors is its propensity for
heterogeneous growth that hinders scaling up to industrial
size.

Plastic bags filled with solid substrate provide a typical
example of commercial application of packed bioreactors.
The latter includes mushroom cultivation (Agaricus bi-
sporus, Pleurotus ostreatus, etc.), production of biopesti-
cides (Trichoderma harzianum), tempeh, and koji mold
spore inoculum. In addition, biofilters (microbial flora ad-
sorbed to a porous solid support) have recently been de-
veloped and commercialized for treating toxic gaseous and
liquid streams.

Rotating Drums. Features of rotating drums used as bio-
reactors (11) include the following:
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1. A partially inclined cylinder is filled with substrate
up to a predefined level.

2. Smooth cylinder rotation mixes the solid bed; this
process is usually enhanced with baffles.

3. Aeration is occasionally provided by means of tubes
placed in the free space of the cylinder or in its shaft.

Rotation must be controlled to avoid damaging the mi-
croorganisms or causing substrate agglomeration or par-
ticle breakup. The control of temperature in this type of
bioreactor is very difficult and becomes more difficult when
increasing the scale of the reactor. Rotating drums are par-
ticularly appropriate for bioremediation of contaminated
soils. Klein (16) has described several industrial applica-
tions of this technology to kerosene-contaminated soils and
to degradation of mineral oil hydrocarbons, chlororganics,
and polycyclic compounds. Bioreactor sizes reach 40 m in
length and 3 m in diameter, with a treatment capacity of
0.5 to 1 ton/h.

Rocking Bioreactor. Although similar to the rotating
drum, the rocking bioreactor cylinder rocks gently instead
of performing a complete rotation. It achieves acceptable
agitation and mixing without damaging either the micro-
organism or the substrate. This bioreactor has only been
built and tested at a laboratory scale (20).

Fluidized-Bed Bioreactors. This bioreactor is a vertical
cylinder inside which the solid substrate rests on a perfo-
rated plate. Air forced through the plate at high flow rates
suspends the solid in the air, causing the solid–air mixture
to behave like a fluid. The main advantage of this type of
bioreactors is (11) the high rate of heat transfer and aer-
ation resulting from the enormous solid–gas interface
area. Additionally, gases and volatile metabolites are eas-
ily removed from the bioreactor, a very good degree of mix-
ture of the solid is achieved, and the absence of mechanical
components simplifies the automatic control of the process.
These factors permit high yields, reducing the needs for
large bioreactors.

Most investigations with this technology have included
yeasts, either for cell biomass or ethanol production. Other
microorganisms such as filamentous fungi have also been
assayed. Even though these cells could be damaged by the
vigorous agitation, this system causes less harm than con-
ventional, stirred bioreactors. To our knowledge, this tech-
nology has not yet been applied at an industrial scale.

Stirred Bioreactors. Stirred bioreactors are probably the
type of SSF bioreactor most widely used at the industrial
scale. Here the solid bed is agitated by screws, palettes, or
other mechanical devices. Agitation is intermittent and is
varied during the process. These bioreactors may be either
vertical or horizontal.

• Among vertical bioreactors, the most popular are the
Japanese Fujiwara bioreactors (21), which are expen-
sive. These are specifically designed and mostly used
for koji production in the Far East and in the United
States.

• Among the horizontal type, the best known is the
INRA-Dijon bioreactor (22), which is used by some
French companies in the production of enzymes (Ly-

ven) and biopesticides (Calliope). This open, rectan-
gular reactor is based on a design for a barley malting
process. The solid bed rests on a perforated plate
through which air is forced. Agitation is performed
by vertical rotating screws mounted on a conveyor
that moves them back and forth across the main axis
of the tank. The shape and size of the screws must
be designed specifically for each substrate and micro-
organism to minimize abrasion and breakup damage.

In both types, water, nutrients, and preservatives can
be added by aspersion over the solid mass. Air can be con-
ditioned at the inlet, and the temperature and pH of the
solid may be measured at several places within the tank.

Neither the Fujiwara bioreactors nor the INRA-Dijon
bioreactor is designed for a completely aseptic operation.
However, results obtained using pilot stirred bioreactors
with aseptic operation have been published (23–26). These
required a high degree of automation and are described
extensively next.

Continuous Countercurrent Bioreactor. The continuous
countercurrent bioreactor consists of a ribbon-flighted
screw inside a horizontal cylindrical vessel. The screw
transports the solid matter backward and forward. Rous-
sos and Pyle (17) evaluated this design for the continuous
cultivation of Aspergillus niger at a substrate feed rate of
0.5 kg/h in the production of glucoamylase. Regulation of
aeration, cooling, and water content was achieved through
natural convection. It was shown that the mycelium did
not suffer any damage. The general performance of this
bioreactor was comparable to that obtained in laboratory-
scale batch cultivation. Currently, this kind of bioreactor
is used for large-scale soil bioremediation in a manner
similar to rotating drums (16).

Critical Operating Conditions. The most critical operat-
ing variables in controlling an SSF bioreactor are the bed
temperature, pH, and water content of the solid support,
because microorganisms can only grow and produce within
a relatively small range of these operating conditions. Ag-
itation and aeration of the solid bed are further significant
factors. Finally, the concentration of nutrients and meta-
bolic gases affect biomass and metabolite production rates,
although these variables are very difficult to control.

Temperature. Significant temperature gradients, to 3
�C/cm, can be observed with almost every type of static
SSF bioreactor. Any microorganism generates energy
(metabolic heat) during its growth. This heat must be dis-
sipated to avert undesirable solid bed temperature condi-
tions. In certain types of reactor, this requirement may be-
come critical. Keeping laboratory-scale reactors, such as
Raimbault columns, in a thermostatic bath overcomes the
problem. Controlling the chamber temperature of tray
reactors suffices in regulating the solid bed temperature;
but only if the solid bed is thin enough. Larger pilot- or
industrial-scale reactors require additional cooling tech-
niques. Because of simplicity, the most commonly used
cooling method is to force air through the solid bed (27). In
extreme cases, very cold air or very high flow rates are
required to ensure proper regulation of the solid bed tem-
perature. In these situations, good temperature regulation
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may be achieved using refrigerated jackets, cooled coils, or
plates (19), although these may diminish the useful vol-
ume of the reactor. Evaporative cooling is likely one of the
most effective methods; the relative humidity of the inlet
air is regulated to control the rate of evaporation from the
solid bed, thereby governing the amount of heat removed
by the air stream. At some point in the process, however,
very dry inlet air may be required, which points out the
main drawback of this method; excessive drying of the
solid bed requires efficient water content regulation in the
control system. Ryoo et al. (20) used the technique suc-
cessfully in controlling the solid temperature of a rocking
laboratory-scale reactor. Fernández et al. (25) reported
that evaporative cooling was capable of regulating the
solid temperature in a 50-kg pilot-scale reactor. Recent
simulation studies (28,29) have established the conven-
ience of regulating the temperature of the solid bed
through simultaneously manipulating the relative humid-
ity, temperature, and flow rate of the inlet air.

Water Content of the Solid Bed. Regulation of water ac-
tivity in the solid bed is crucial because water content di-
rectly defines microbial growth and metabolite production
rates. Laboratory studies should thus determine the opti-
mal water activity for the rates of both growth and pro-
duction. The manner in which water activity of the solid
bed varies with water content as the result of substrate
consumption and subsequent biomass accumulation also
needs to be assessed.

Control of water content is difficult because on-line sen-
sors are expensive and unreliable. However, this limitation
can be overcome using soft sensors based on secondary on-
line measurements such as solid bed weight (22). Periodic
samples could also be taken manually and analyzed for
water content in the laboratory (25). There are several
ways to regulate bed humidity, although the easiest is the
direct addition of freshwater to the solid bed. Water may
also be supplied through the air stream as fog or vapor.
Sato et al. (30) were able to control water content by in-
corporating particles with high water retention capacity in
the solid bed. The method ultimately adopted depends on
the type of reactor selected and the way in which control
of the solid temperature is managed.

pH. The high buffering capacity of the fermenting bed
and the lack of appropriate sensors for solid substrate con-
ditions makes pH control difficult to implement. However,
pH regulation could be achieved by selecting supplemen-
tary nutrients that can be fed periodically during the cul-
tivation; this is particularly true for the nitrogen source
(22).

Agitation. Agitation in SSF reactors accomplishes sev-
eral functions:

• Maintains homogeneous operating conditions
• Permits uniform distribution of water, nutrients, and

preservatives supplied during cultivation
• Renews the air occluded between the particles
• Avoids particle agglomeration, crucial when a fila-

mentous fungus is cultivated

The choice of agitation policy is determined by its main
purpose. Normally, several objectives must be considered

simultaneously, and it is very difficult to establish a priori
how agitation could influence each objective indepen-
dently. The process engineer also must ensure that the ag-
itation neither harms the active biomass (e.g., mushroom
culture) nor the substrate. Consequently, the agitation pol-
icy, at this point, is fundamentally empirical. Parameters
associated with agitation are speed, sensing, and, for re-
actors employing intermittent agitation, frequency and du-
ration. In fixed-bed reactors, for example, intermittent ag-
itation could assist in the removal of heat upon the
saturation of the other temperature loop control variables.
Additionally, stirring could be used when air pressure loss
exceeds a certain value. When using these types of reac-
tors, however, it is essential to agitate every time water or
nutrients are added.

Aeration. Because most SSF processes involve aerobic
microorganisms, oxygen transfer toward the biomass is
fundamental (11). Aeration also plays a key role in the re-
moval of metabolic heat, CO2, and volatile metabolites oc-
cluded within interparticular spaces. The following mech-
anisms are potentially important as relates to mass
transfer efficiency between the gas phase and the micro-
organisms in SSF bioreactors:

• Convection from the bulk of the gas phase toward the
interparticular spaces.

• Diffusion through the stagnant gas layer that sur-
rounds the particles.

• Diffusion through the liquid layer that covers the sur-
face of the particles. The high solute concentration of
the liquid layer characteristic of SSF processes may
significantly affect gaseous diffusion through this
layer. To our knowledge, no research has directly tar-
geted this important factor in SSF reactor technology.

• Diffusion inside the porous particles.
• Microbial oxygen consumption and CO2 production.

Only the first two of these mechanisms could be influ-
enced by either reactor design or operating conditions.
Convection in particular is important in packed reactors
or in those in which agitation is very slow or infrequent or
aeration is very weak. Interparticular oxygen transfer is
also retarded in substrates formed by a mixture of fine and
thick particles, above all when filamentous microorgan-
isms are cultivated. This situation creates an additional
barrier to air circulation. The other mechanisms are fun-
damentally determined by the characteristics of the sub-
strate (particle size, form, porosity, texture, etc.) and of the
microorganism.

Case Study: An Aseptic Pilot Bioreactor for SSF Processes.
An SSF general-purpose aseptic pilot reactor of 50-kg nom-
inal capacity that has been built and evaluated for the pro-
duction of gibberellic acid (GA3) is now described.

General Features. The structure of the stainless steel
reactor encompasses the following parts:

1. A hermetic lid with perforations (for air sampling
and nutrient feeding) and an observation window;
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Figure 1. Aseptic pilot solid substrate fermentation (SSF) reactor with its air conditioning system:
(a) fan, (b) prefilter, (c) purge system, (d) absolute filter, (e) heating system, (f) fins, (g) refrigeration
system, (h) solenoid valve, (i) steam boiler, (j) control system, and (k) programmable logic controller
(PLC).

the agitation system (motor, double arm, and blades)
and the feeding system are mounted on the lid.

2. The principal body has a double-jacket system for
sterilization.

3. An air chamber, located in the lower part of the re-
actor, is used for inlet air homogenization. Air tem-
perature and relative humidity are measured here.

4. A rotating basket 1.15 m in diameter and 0.28 m
high has a nominal capacity of 50 kg of wet solid.
The basket base contains perforations of 2 mm in
diameter with a separation of 3.5 mm.

During reactor operation, the following main steps can
be distinguished: (1) sterilization, (2) substrate loading,
(3) inoculation, (4) cultivation, (5) substrate unloading,and
(6) cleaning. All these steps except cultivation are carried
out manually.

Air Conditioning. As shown in Figure 1, the air is forced
into the reactor by a fan (a) with a prefilter (b). The speed
of the air can be regulated manually between 0.25 and 7
m/s through a purge system (c). An absolute filter (d) en-
sures the purity of the air, it is able to retain particles
larger than 0.3 lm with a minimal efficiency of 99.99%. A
heating system (e), with 6-kW electric resistance, can heat
the air for reactor sterilization and process needs. In ad-
dition, the air can be cooled to 0 �C with fins (f) and a re-
frigeration system (g). The relative humidity is controlled
by vapor addition through a solenoid valve (h) connected
to a steam boiler (i) with a working pressure of 5–10 psi.

Agitation. The bed agitation system includes two arms:
one contains blades that operate like a plough, and the

other has curved paddles that scrape the basket base. Both
arms can be manually regulated with cranks, according to
process needs. The basket movement is provided by a re-
ducing motor of 1.5 kW that is connected to the basket
shaft. An inverter driver controls the rotation speed,
achieving a minimum of 5 rpm with a torque of 5,500 Nm.
An aseptic water seal ensures that all the inlet air passes
through the solid bed. The basket is supported on roller
bearings for a uniform and soft movement.

Water and Nutrient Feeding. A set of three sprinklers,
mounted on the lid, are used to add water and dissolved
nutrients periodically. The solution is based forced into the
reactor with a peristaltic pump with a maximum flow of
10 L/min. To distribute the solution over the entire solid
bed, the agitation system is turned on each time the solu-
tion is fed. The monitoring and control system of this re-
actor is described later.

Instrumentation and Control

Automation of SSF bioreactors is a complex problem that
has yet to be resolved satisfactorily before scaling up the
process. In fact, this is why much laboratory-scale research
has not yet been scaled up to industrial level (1,6,8). Many
of the difficulties complicating the operation and control of
SSF bioreactors concern the regulation of temperature and
water content in the solid bed. If the high rate of heat gen-
eration during the growth period is poorly controlled, over-
heating of the bed can result. The control of water content
is particularly cumbersome. Part of the water is strongly
bound to the solid, while the rest may remain free in the
capillary areas of the material. Care must be taken to
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avoid saturation of the solid matrix, which will lead to an-
aerobic conditions. The lack of appropriate and inexpen-
sive sensors for monitoring water content on-line results
in difficult, slow, and imprecise regulation of water con-
tent. The development of new instruments and control
strategies specific to SSF processes would unquestionably
simplify the development of scalable and economically
competitive SSF bioreactor technology.

Instrumentation One of the main limitations of SSF as
opposed to submerged fermentation (SMF) bioreactor de-
velopment is the lack of specific and inexpensive instru-
mentation enabling proper monitoring and control of the
processes. Much of the instrumentation used in SSF bio-
reactors is associated with measurements of the gaseous
phase only. The following section discusses instrumenta-
tion commonly used in the monitoring and control of solid
substrate bioreactors.

Temperature. The solid bed temperature is a primary
control objective because overheating can seriously impair
process performance. The temperature of the air stream is
an important manipulated variable in many SSF bioreac-
tor control strategies. Several relatively inexpensive and
efficient temperature sensors are available, with thermo-
couples being the most widely used. When two wires of
different metals are welded at two junctions and kept at
different temperatures, an electric current will flow in the
circuit, proportional to the temperature difference. This is
the principle behind thermocouples, of which there are of
several types, differing with the kind of metals used:
J, iron-constantan; T, copper-constantan; K, chromel-alu-
mel; etc. These types are appropriate for different tem-
perature ranges and ambient conditions (reducing or oxi-
dizing). Error limits range from �0.5 �C to �2.2 �C,
depending on thermocouple type and quality. Their main
advantages are fast response, shock resistance, small size,
probe flexibility, heavy use capability, low cost, and suita-
bility for both high and low temperatures. They must be
calibrated periodically.

The electrical resistance of metals changes with tem-
perature. This principle is applied in resistance tempera-
ture detectors (RTDs), which are generally more expensive
than thermocouples and are suitable over a narrower tem-
perature range; they are however more accurate and do
not need periodic calibration. Platinum RTDs are most
commonly used.

Air Flow Rate. Differential pressure measurement, with
accuracy ranging from �0.8% to �5%, relies on the pres-
sure drop created as a fluid posses an obstruction (such as
a concentric orifice, venturi, or pitot tube), and is therefore
proportional to flow rate. The main limitation of these de-
vices is that the energy cost from the loss of pressure can
be considerable. A differential pressure transducer is
needed to include this measurement in a digital control
system.

Another air velocity measurement instrument com-
monly used is the turbine anemometer. A rotating device
is placed in the path of the fluid, where its rotational speed
is proportional to the fluid velocity and provides accurate
flow measurement over wide ranges. Thermal anemome-
ters, in which a thin wire immersed in the fluid is heated

by an electric current, can also be used to measure air ve-
locity. The fluid velocity is related to the heat dissipated
from the wire. Full calibration is required for anemometers
used for flow rate measurements because velocity depends
on the anemometer’s transversal position inside the duct.

Relative Air Humidity. Electrochemical sensors are most
commonly used for determining relative humidity. Two
widely used electronic relative humidity (RH) sensors are
the Dunmore element and the Pope cell. The former em-
ploys a solid substrate coated with a LiCl solution. The
hygroscopic nature of this salt causes it to take up water
vapor from the surrounding atmosphere. Dunmore cells,
while excellent RH sensors, are normally designed to cover
only a narrow range (from 40% to 60% RH). The Pope cell
is similar to the Dunmore cell with the substrate being
made from sulfuric acid-treated polystyrene. The main ad-
vantage of Pope cell is its wide range of response covering
from 15% to 99% RH.

Pressure and Differential Pressure. When certain asym-
metric crystals are deformed along specific axes, an elec-
trical potential created within the crystals produces an
electric current in external circuits. Such devices are called
piezoelectric sensors. Cultured quartz is both readily avail-
able and reasonably priced for this purpose. In addition, it
presents near-perfect elasticity and stability and is tem-
perature insensitive. Instrument response times are of the
order of submicroseconds. Differential pressure transduc-
ers consist of two chambers connected internally to a rod
and externally to high and low pressure measuring dia-
phragms. When a difference of pressure is encountered the
rod is displaced in the oil-filled chambers, producing a sig-
nal.

Air Composition. Analysis of exhaust gases is very use-
ful in the monitoring and control of SSF bioreactors (31).
Information on the physiological state and respiration rate
of the culture can be obtained through continuous mea-
surement of CO2 and O2 concentrations in the gas outlet
stream. The specific growth rate (l), biomass concentra-
tion, and respiratory quotient (RQ) can also be resolved on-
line. Other volatile compounds associated with the metab-
olite of interest can be measured on-line, facilitating
production control and optimization. On-line measure-
ment of CO2 and O2 can be performed by gas chromatog-
raphy or special-purpose gas analyzers. The main advan-
tages of the first method are that many compounds can be
monitored with the same instrument and over a wide
range of values. Other gas analyzers may be more precise
and provide faster response. The several kinds of instru-
ments include paramagnetic analyzers for CO2, O2, and
ammonia, infrared instruments for CO2, and electrochem-
ical probes for O2. Care must be taken to dry the sampling
air beforehand and to provide a regulated flow rate enter-
ing the instrument to obtain meaningful results.

Solid Bed Water Content. Water content of the reactor
bed is very difficult to measure on line. There are no in-
struments commercially available that can measure water
content in solid substrates at levels greater than 80% with
good performance and a small error. Conduction and ca-
pacitance principles are applied, to good effect, in measur-
ing water content up to 50%. The main problem in mea-
suring high water content in solid substrates, with
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instruments based on conductance/capacitance, is that the
apparent density varies unpredictably during cultivation,
either because of agitation or growth of the biomass. De-
vices based on infrared (IR) measurements of solid samples
yield very good results, but, they are expensive and their
application for on-line measurement in aseptic SSF bio-
reactors is not well developed. A probe that can measure
the water activity of a solid medium consists of a chamber
which is separated from the medium by a hydrophobic
membrane and contains a capacitive device to measure the
relative air humidity within it (32).

Control Strategies. Proper regulation of the temperature
and water content of the solid bed over several days has
long been recognized as crucial to optimum performance
(33). The major challenge in temperature control is to over-
come the limited dissipation capacity of the metabolic heat
generated during the cultivation. Temperature gradients
across a bed can be as much as 20 �C, especially during the
period of high heat generation. Although agitation of the
bed can help in reducing the temperature gradient, in prac-
tice this heat cannot be removed by vigorous or frequent
agitation, as this often has a negative impact on microbial
growth and metabolism. Several methods, linked to reac-
tor type, have been proposed and experimentally tested in
attempting to control the temperature of the solid bed.
Forced air and the addition of freshwater have been suc-
cessfully used (27) in controlling the temperature of a
packed column (35 cm height � 6 cm diameter). Tempera-
ture control has also been achieved with intermittent ag-
itation in a laboratory rotating drum reactor (34) that ho-
mogenized the bed and also decreased its compactness.
However, agitation can damage the hyphae of filamentous
fungi and may alter structure morphology.

The most effective method of controlling bed tempera-
ture may be evaporative cooling. In this strategy, the rate
of water evaporation from the bed can be modified by ma-
nipulating the relative humidity of the inlet air, consider-
ably increasing the rate of heat removal. Applying this
principle, good temperature control has been attained at
laboratory scale in a rotary drum bioreactor (31) and a
rocking bioreactor (20). A further consideration, however,
is that freshwater must be supplied to avoid drying of the
bed. In a packed bed, the rotation or rocking motion has to
be replaced with discontinuous agitation. Our experience
with 50-kg and 200-kg aseptic pilot reactors indicates that
none of these strategies is sufficient to maintain proper
control of the solid temperature (25); periodic agitation of
the bed and manipulation of the inlet air temperature are
also required. Simulation studies with SSF pilot-scale re-
actor models have shown that a multivariable algorithm
can control solid temperature efficiently by simultaneous
manipulation of relative humidity, flow rate, and inlet air
temperature (28,29).

Few publications have considered the regulation of solid
water content. For example, wet wood pulp particles have
been placed in the solid substrate during cultivation of As-
pergillus oryzae to provide a reservoir of free water (35).
However, this practice reduces the effective bioreactor vol-
ume. In other works, the water content of the bed has been
controlled by manipulating the ambient air temperature

(36); the algorithm was based on energy and water bal-
ances. While this method was successfully applied in a lab-
oratory bioreactor (20 � 16 cm), it is difficult to scale up
to pilot level. Fernández et al. (25) controlled the water
content to keep the water activity constant in the solid me-
dium in a 50-kg pilot reactor. As no on-line measurement
of water content was available, samples were taken man-
ually to define the addition of freshwater based on a water
balance and heuristics.

Carbon dioxide and oxygen in the outlet gas can be con-
trolled by manipulating the inlet air flow rate (31) and pH
can be controlled by spraying an acid or base solution over
the solid bed (22). Nutrient concentration, can be main-
tained by spraying a solution directly over the solid bed
(37) or into the inlet air (38).

Control Algorithms. Discrete PID and on–off control al-
gorithms are currently used in both pilot and industrial
SSF bioreactors. In light of the established process diffi-
culties, these controllers prove difficult to tune and de-
mand manual supervision to ensure effective operation
(25).

There are remarkably few reports concerning applica-
tions of advanced techniques for controlling SSF bioreac-
tors. The work of Ryoo et al. (20) can be mentioned as an
isolated example in which an adaptive algorithm was used
to control the temperature of the solid in a rocking reactor
by evaporative cooling. These authors also estimated bio-
mass concentration and total dry mass on-line using an
extended Kalman filter. Optimizing the addition of nutri-
ents to maximize the production of secondary metabolites
in fed-batch SSF reactors remains a challenge, although
some attempts have been made to solve the problem em-
pirically (37,38). A short description of a number of ad-
vanced control methodologies that have been applied suc-
cessfully in SMF bioreactors follows. We believe that these
techniques can also be useful in the automation of SSF
reactors.

Adaptive Linear Control. In essence, an adaptive con-
troller is an on-line algorithm that estimates parameters
that are, directly or indirectly, associated with the dynam-
ics of the process. These parameters are then used to
“tune” a control law on-line. Several adaptive control al-
gorithms have been described (39,40). These controllers
are particularly appropriate for processes that have vari-
able time delays and that exhibit nonlinear dynamic be-
havior. Many successful applications of adaptive control in
biotechnology have been published (41–44). As mentioned,
application of this technique in SSF automation has been
experimentally assessed by Ryoo et al. (20).

Nonlinear Control. Because real processes present non-
linear dynamics, nonlinear control techniques have at-
tracted the attention of many researchers, both as to the
theory and in the development of real-time applications.
The employment of adaptive techniques in estimating un-
certain or varying model parameters greatly improves the
likelihood of using nonlinear control successfully in indus-
trial processes. Several applications of this technique in
biotechnology have been reported. Bastin and Dochain (45)
have even developed a general methodology for designing
nonlinear bioreactor controllers. Successful industrial ap-
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plications have been reported by both Pomerleau and Viel
(46) and Chen et al. (47).

Predictive Controllers. Paján et al. (28) compared the
performance of a dynamic matrix control (DMC) predictive
algorithm (48) with that of PID in the control of a simu-
lated fed-batch SSF process and established that employ-
ing DMC greatly simplified the design and start-up of the
control system. DMC possesses a flexible structure that
can be adapted to the process facilities and limitations. In
this particular application, the effort devoted to tuning the
temperature control loop was significantly reduced and a
better closed-loop response was achieved with a DMC al-
gorithm than with a PID one. Real-time application has
not yet been described, but the authors believe that this
could be on optimal control strategy.

Case Study. To illustrate how the foregoing ideas can be
applied to a real SSF process, a control system is now fully
described for pilot SSF bioreactors (24,25).

The Process. Two aseptic packed-bed bioreactors (50 kg
and 200 kg of total solid nominal capacity) using periodic
agitation and forced air were built to scale-up the produc-
tion of gibberellic acid by the filamentous fungus Gibber-
ella fujikuroi. This process is demanding because G. fujik-
uroi is sensitive to high temperatures (above 36 �C) and to
contamination by other microorganisms. Because it is fil-
amentous, this fungus is sensitive to mechanical stresses
when the solid bed is agitated, and its growth increases
bed compactness, which creates a reduction in heat and
mass transfer rates. In addition, bed overheating can eas-
ily occur as the result of the high rate of metabolic heat
generated during the growth period. Finally, the process-
ing time is long, demanding a robust control system.

Monitoring. Variables measured on-line are as follows
(Fig. 2):

• Temperatures: in the solid bed and in the inlet and
outlet air (K-type thermocouples)

• Relative humidity of the inlet air
• CO2 concentration in the outlet air
• Air pressure loss throughout the bed
• Inlet air speed

Bed water content was measured off-line every hour.
The following remote commands are available for ma-

nipulation:

• Inlet air electric heaters (on–off; 6 kW maximum for
sterilization and 3 kW maximum for operation)

• Inlet air cooler (on–off; 6.6 kW capacity)
• Bed agitation speed (regulated between 3 and 15

rpm) for both reactors
• Local screw stirrers (inverted drive) for 200-kg reac-

tor only
• Water addition flow rate (on–off; peristaltic pump,

600 rpm)
• Steam addition (on–off; solenoid valve)

Finally, the inlet air flow rate can be set manually be-
tween 50 and 500 m3/h.

A programmable logic controller (PLC) is used for data
acquisition and control of primary actuators (Fig. 2). Op-
erator and control calculation interaction are carried out
via an IBM-compatible PC computer linked to the PLC.
Project-specific software was developed for the PC with a
graphic interface to handle the control systems in either
automatic or manual mode (Fig. 3).

Control System. The primary objectives of this control
system are to regulate solid bed temperature and to control
bed water content according to a varying reference. The
secondary objectives are the minimization of temperature
gradients within the bed, as well as bed compactness.

Control of the bed temperature is based on evaporative
cooling, by manipulating the relative humidity of the inlet
air and maintaining its temperature at a low value. During
the period of high heat generation, manual operation of
inlet air flow rate, inlet air temperature, and agitation is
also necessary to avoid bed overheating. The average bed
temperature is fed into a digital PID control algorithm to
drive the setpoint of the inlet air relative humidity. This,
in turn, is controlled with an on–off algorithm with a dead
band and hysteresis that commands a solenoid valve add-
ing steam. The inlet air temperature is further controlled
with another on–off algorithm with a dead band and hys-
teresis that manipulates the heaters or coolers, according
to process needs.

The water content of the bed is controlled through the
periodic addition of freshwater. The reference trajectory of
the water content was computed in the laboratory based
on water activity studies. A solid sample was taken each
hour from the reactor for the laboratory measurement of
the water content. The amount of water to be added is de-
termined by the operator using an approximated water
balance and their own experience. The bed is agitated at
each addition of water.

To keep the bed as homogeneous as possible and to
avoid excessive interparticular aerial growth, which would
reduce porosity, a periodic agitation policy was established.
The degree of homogeneity is defined by the temperature
gradient inside the bed, while interparticular aerial
growth is estimated by the loss in air pressure through the
bed, as suggested by Auria et al. (49); this is a semiauto-
matic loop that employs heuristic logic. The operator may
establish the agitation speed, its duration, and, as for the
200-kg reactor, also its path (left or right, up or down for
individual stirrers).

Control Performance. The control strategy adopted here
provides efficient operation of an aseptic pilot SSF bio-
reactor. When the reactor was run manually, it required
the constant attention of at least two operators. The cur-
rent control system, however, requires only one operator,
who has relatively little interaction with the process; the
system even allows bioreactor operation without direct su-
pervision at certain times. Moreover, the control of bed
temperature and water content is more precise than was
possible without automation. Although the inlet air con-
ditioning control system exhibits limitations, such as os-
cillations and offsets (25), these do not influence bed tem-
perature control. The latter loop is critical to the
achievement of high biomass and product concentrations.
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Figure 2. Process and instrumentation diagram (P&ID) of a pilot SSF reactor.

Figure 3. Example of graphics interface for SSF reactor opera-
tion.
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Figure 4. Bed temperature control of a SSF reactor. Agitation
time is shown by arrows.

Adequate average bed temperature (Fig. 4) and water
content control (Fig. 5) are achieved, although they are not
fully automatic. For temperature control, evaporative cool-
ing is insufficient during high heat generation and must
be complemented with agitation and direct manual opera-
tion of the inlet air temperature and flow rate. Lacking
appropriate sensors, control of bed water content is per-

formed manually. Another significant limitation of the cur-
rent system is that it is difficult to control the temperature
gradient of the bed during high heat generation (not
shown). However, this is undoubtedly more a limitation of
the current agitation system than of the controller. It is
also noteworthy that the control strategy was successfully
scaled up from a 50-kg reactor to a 200-kg design with only
minor adjustments.
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Figure 5. Water content control of a SSF reactor. Bars indicate
addition of freshwater.

Future Developments. Before scaling the bioreactor up
to industrial capacities (2 or 3 tons), a multivariable model-
based control algorithm that has already been tested using
simulations (29) will be installed in the 200-kg bioreactor
to achieve control of the bed temperature. In this strategy,
the inlet air temperature, flow rate, and relative humidity
will be manipulated automatically considering prespeci-
fied priorities.

Research is under way to develop on-line estimators of
water content, biomass, and product. Thus, through the
addition of freshwater and nutrient solutions, these vari-
ables will be controlled automatically in the near future.

Modeling. The first step in modeling is to clearly estab-
lish the purpose of the model (50,51). This section mainly
covers physical models that may be used in scaling-up, op-
timization, and control of solid substrate cultivation of fil-
amentous microorganisms; black-box (fuzzy, neural net-
works, etc.) and microscopic models are purposely
excluded. Because industrial SSF processes are carried out
in batch or semibatch mode, only dynamic models are dis-
cussed.

To simplify matters, it is convenient to divide the mod-
elling of solid state bioreactors into three stages. First, it
is necessary to describe biomass growth and its relation-
ship with respiratory activity (CO2 and O2 evolution). The
effect of culture conditions such as temperature, water con-
tent, pH, CO2, O2, and limiting nutrients on biomass
growth must be defined. Then, the production and degra-
dation rates of the metabolite of interest are studied. Fi-
nally, mass and heat transfer phenomena must be included
using appropriate energy and mass balances. This step is
critical when it comes to scaling-up from laboratory to pilot
and on to industrial reactors.

Biomass Growth. Almost all published work on solid
substrate fermentation models considers logistic growth
kinetics (27,52,53), which assumes that steric effect is the
only limitation for microbial growth:

dx x
� l • 1 � • xmax � �dt xmax

This model may be useful in describing the evolution of the

biomass during the growth phase, although it cannot be
applied directly during stationary or lytic phases. If the
aim of the fermentation is to produce a secondary metab-
olite, substrate limitation must be included in the kinetic
growth model. The most widely used expression for this is
the Monod equation, in which the growth rate decreases
steadily after the limiting substrate begins to be depleted.
This equation may be derived theoretically assuming that
the growth rate is controlled by a single enzymatic reac-
tion. Although real systems are much more complex, the
Monod equation fits experimental results well. Many other
kinetic equations also can be used to fit experimental re-
sults, for example, the Contois, Tessier, and Moser (54).
Each of these equations considers a single limiting sub-
strate; multiple substrate models are discussed by Blanch
(55). Few SSF models consider growth kinetics other than
the logistic equation. For example, Mitchell et al. (56) mod-
eled the growth of Rhizopus oligosporus on a solid sub-
strate using the Monod equation with glucose as the lim-
iting substrate, and Gutiérrez-Rojas et al. (57) presented
a growing kinetic expression that simultaneously included
a logistic model and a substrate-dependent model with
substrate inhibition.

Temperature and water content strongly influence bio-
mass growth. Few models consider the effect of water con-
tent on the growth kinetic in SSF processes. Sargantanis
et al. (52) modeled the dependence of the logistic kinetic
parameters on temperature and water content using poly-
nomials. Gervais et al. (58) considered the effect of water
activity on the biomass growth rate; this variable better
represents the physicochemical state of the water in the
fermenting solid substrate. The effect of temperature on
biomass growth is modeled in several works using different
mathematical expressions, such as polynomials (53,59),
the Ratkowsky equation (60,61), the Esener equation (27),
and the Arrhenius equation (62).

Other important aspects that have received little re-
search attention include dependence on other environmen-
tal variables (pH, CO2, O2) and the description of the re-
duction of biomass activity during the lytic phase.
Rajagopalan and Modak (59,63,64) attempted modeling
the effect of O2 concentration on biomass growth using the
Monod equation. Sangsurasak and Mitchell (53) and Smits
(61) included a death rate in their growth models to de-
scribe the reduction of biomass activity. Finally, almost all
authors use the Pirt linear growth model (65), which re-
lates biomass with respiration activity. This model as-
sumes that respiration activity is proportional to the bio-
mass growth rate, and that a little respiration activity is
still present (maintenance) even after the growth has
ceased.

Metabolite Production. Although many authors have
presented experimental results on metabolite production
in SSF processes (66–68), modeling is in its infancy (54,69).

Heat and Mass Transfer. Many of the experimental sys-
tems used in the study of fungal growth on solid substrates
are small enough (shake flasks, Raimbault columns, thin
trays) to ensure homogeneity of the medium; that is, bio-
mass concentration, temperature, water content, O2 con-
centration, pH, and nutrient concentration are approxi-
mately equal throughout the solid bed. Because these
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systems are small, it is relatively easy to keep environ-
mental variables (temperature, water content, O2) under
control. In larger bioreactors (pilot and industrial scale),
the situation is very different; in these, it is extremely dif-
ficult to regulate the environmental variables and almost
impossible to ensure homogeneity of the solid medium.

Few researchers have developed models aimed at pre-
dicting or explaining temporal and spatial dependence of
temperature, water content, and O2. These models can be
classified as lumped parameter or distributed parameter
and as pseudo-homogeneous or heterogeneous. Lumped
parameter models are those that do not consider space dis-
tribution. In this scheme, process variables depend only on
time and are mathematically described by ordinary differ-
ential equations. When space distribution is considered,
process variables are described by partial differential
equations. Lumped parameter models are used to describe
very small bioreactors or stirred bioreactors. Larger static
bioreactors should be modeled as a distributed parameter
system. Models not explicitly considering distribution in-
side the solid particles are termed pseudo-homogeneous
(70), while models that describe gradients inside the solid
particles are called heterogeneous.

An early complete model describing a SSF process that
was developed by Raimbault (71) purports that the growth
of the filamentous fungus Aspergillus niger on amylaceous
substrates is limited by the lack of surface and free water.
These limitations are specific to the fermentation on solid
substrates and hence are not applicable to liquid fermen-
tation. Thus, a physiological base is established to explain
the logistic model of growth. Raimbault obtained a global
model, based on these principles, to predict the evolution
of relevant process variables, such as sugars, biomass,
CO2, O2, water, and metabolic heat. The determination of
the maintenance coefficients for sugars, O2, and CO2, and
the establishment of a global stoichiometric equation of
growth, are significant contributions of this work. This au-
thor used small laboratory columns (known as Raimbault
columns) specifically designed to minimize temperature
and humidity gradients.

Another significant contribution to SSF modeling has
been presented by Ryoo (72). The main feature of this
lumped parameter model is the incorporation of the latent
heat of evaporation in the energy balance. This model also
considers the degradation kinetics of the substrate (ex-
truded corn) by the filamentous fungus Rhizopus oligo-
sporus. Like Raimbault, Ryoo used a logistic model to de-
scribe the fungal growth. The model also includes the
evolution of CO2, water content, and temperature. The
growth kinetic parameters are calculated in terms of
the water content and temperature of the solid bed. This
work was carried out in a 20- � 25-cm rocking reactor.

More recently, Gutiérrez-Rojas et al. (57) proposed a
lumped parameter model for the growth of Aspergillus ni-
ger on inert support in a Raimbault column. The model
describes the evolution of biomass, sugar, water, CO2, O2,
and temperature. It incorporates several new features:

• Growth kinetic with simultaneous steric and sub-
strate limitations

• A temperature-dependent lmax

• An energy balance that includes conduction, convec-
tion, and metabolic heat

Using this model, which did not consider evaporative
cooling, the authors concluded that the main growth rate-
limiting factor was sugar depletion; water and void spaces
remained largely available.

Saucedo-Castañeda et al. (27) applied a distributed
pseudo-homogeneous model in describing the evolution of
the radial temperature gradient of a cylindrical static
packed-bed SSF bioreactor with forced air in laminar re-
gime. The energy balance included metabolic heat gener-
ation and heat transfer by two mechanisms, conduction
inside the solid bed and convection through the reactor
wall. The model was calibrated and validated with exper-
imental data obtained in a reactor of 6 cm radius � 35 cm
height during the growth of Aspergillus niger on cassava
meal. In this example, conduction presented the largest
heat transfer resistance.

A similar model was developed by Rajagopalan and Mo-
dak (59) to describe a 6-cm-deep tray reactor without
forced air. The model was able to reproduce the trend of
experimental observations, such as maximum tempera-
tures at the center of the bed, decrease of oxygen concen-
tration, and increase of carbon dioxide from the top to the
bottom of the tray. However, it failed to quantitatively fit
the experimental data. The authors argued that this is be-
cause the model neglects some observed phenomena, for
example, evaporative cooling, loss of moisture, and solid
shrinkage. Smits (61) included evaporative cooling in a
tray bioreactor model, concluding that evaporation was not
significant because the differences in water vapor concen-
trations between the tray and the environment were small.

A heterogeneous form of their original model was de-
veloped by Rajagopalan and Modak (64); that is, oxygen
diffusion inside a solid particle is also considered. Assum-
ing a zero-order oxygen consumption rate, they found an
upper limit for cell density. In addition, the model pre-
dicted that, despite aerobic conditions in the gas phase,
anaerobic conditions may exist within the biofilm. The
same authors (63) also developed a model for fungal
growth over an spherical particle of wheat bran, where the
growth kinetics included simultaneous O2 and glucose lim-
itations, using the Monod equation in both cases. Simula-
tions with this model showed that for a typical tray fer-
mentation, oxygen depletion inside the biofilm is the
primary cause of growth rate decline. However, as fermen-
tation proceeds, the depletion of glucose causes growth to
halt completely. In contrast, for a highly aerated solid bed
of spherical particles, J. Thibault, K. Pouliot, E. Agosin,
and R. Pérez-Correa (unpublished), using an oxygen trans-
fer model calibrated with published data, concluded that
in this case diffusion of oxygen through the biofilm is the
main limiting step for oxygen transfer. Therefore, a direct
consequence of this result is that for large bioreactors,
optimizing operating conditions (air flow rate, oxygen
concentration in the gas phase, bed agitation) is not
enough to maximize oxygen availability to the microorgan-
ism because this also significantly depends on the thick-
ness and the diffusion coefficient of the biofilm. In our opin-
ion, data resulting from this exciting research subject can
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Figure 6. Biomass: measured (circles) and simulated (line).

Table 1. Model Parameters

Parameter 31 �C

lm (h�1) 0.20
kN (g Nl/g X) 0.55
kd (h�1) 0.022
km (h�1) 5.0 � 10�5

YX/G (g X/g G) 0.35
mG (g G/g X h) 0.028
YX/N l (g X/g Nl) 4.4

(g CO2/g X h)mCO2
0.12

(g X/g CO2)YX/CO2
0.19

bm (h�1) 1.22 � 10�3

c (g/g i.s.) 0
Kl (g i.s./g) 996
kp (h�1) 1.0 � 10�6

k (h�1) 0.1330

significantly improve the overall performance of SSF tech-
nology.

Case Study: Modeling of Fungal Growth and Metabolite
Production by Gibberella fujikuroi. A homogeneous, lumped
parameter model that described the evolution of biomass
of G. fujikuroi growing on an inert support in a Raimbault
column was developed. The lag phase was not incorporated
either in the model or with the data used for calibration.
The main assumptions are as follows:

• Oxygen transfer resistance is negligible.
• Available nitrogen is the limiting substrate.
• Carbon source is not limiting.
• Temperature and water activity are constant

throughout cultivation.

The major novelties of this model are the inclusion of
the lytic phase of growth and the production of a secondary
metabolite in SSF. A more detailed description of the model
is under preparation.

Fungal Growth. The Contois equation is used to model
the growth kinetics. Total biomass is determined by the
glucosamine method (73). To be consistent with the respi-
ration activity, the model also considers active and inactive
biomass. Moreover, it was assumed that biomass lysis oc-
curs.

The active biomass concentration is described by

dX
� l • X � k • Xddt

where l is the specific growth rate: and kd is the death rate.
The measured biomass, Xm, includes both active and in-
active biomass:

dXm
� l • X � kmdt

km represents a constant lysis rate. The consumption rate
of the nitrogen source, urea, is given by

dU
� �k • U

dt

where k is the conversion rate from urea to available ni-
trogen for the microorganism, Nl, which can be directly
metabolized into active biomass. The following expression
represents its evolution during cultivation:

dN XI
� 0.47 • k • U � l •

dt YX/Nl

where 0.47 corresponds to the nitrogen content of the urea.
The specific growth rate is then

NI
l � l •m � �k • X � NN I

The evolution of the carbon source, soluble starch, is given
by

dG X
� �l • � m • XGdt YX/G

where mG is the maintenance coefficient. Finally, the res-
piration activity is described by the accumulated CO2 us-
ing a standard linear growth model:

dCO X2
� l • � m • XCO2dt YX /CO2

The following figures compare experimental data, obtained
at 31 �C, with simulations using this model (the parame-
ters are given in Table 1).

Figure 6 shows the expected three growth phases: ex-
ponential, deceleration, and lysis. The model reproduces
accurately the first and second phases, as well as the trend
of the lytic phase. The data of the latter show high disper-
sion, which makes it difficult to fit it adequately. Urea con-
centration disappeared before 20 h of cultivation, much
earlier than the maximum biomass concentration was
reached (Fig. 7). This result supports the assumption that
urea is not directly used by the microorganism for growth.
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The model is able to reproduce well the observed decline
in biomass respiration activity (Fig. 8). The carbon source
is not limiting for growth as seen in Figure 9, because
enough starch remains even after growth has stopped.

These figures show that the model is able to describe
the complex interaction between active biomass concentra-
tion, nutrients, and respiration activity. This model can
serve several purposes, such as establishing a fed-batch
policy to maximize biomass concentration or developing
on-line biomass estimators (74).

Production. The product of interest is a growth hor-
mone called gibberellic acid (GA3), which is a secondary
metabolite; its production starts after nitrogen depletion.
GA3 production in SSF is difficult because it decomposes
in water (75), so that if cultivation continues too long, most
of the product will be lost. The following model can repro-
duce this observed behavior:

dP
� b • X � k • PPdt

where kp is the degradation rate and b is the specific pro-
duction rates, which depends on the available nitrogen:

N • bI m
b � 2c � N � K • NI l I

Figure 10 shows the evolution of product concentration.
The model fits the experimental data well, so it can be used
to developed an on-line GA3 estimator or a fed-batch policy
to maximize product concentration at a given time.

INDUSTRIAL IMPLEMENTATION

To develop a complete SSF process that can be scaled up
to industrial level, production must be integrated with the
following two critical stages.
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Upstream Processing

In SSF processes, supports are normally made from either
agricultural products (soybean, rice, wheat, corn) or by-
products (wheat bran, sugarcane bagasse, cassava ba-
gasse). These materials are generally supplemented with
easily metabolized carbon and energy sources (starch, mal-
todextrin, molasses, etc.) and other nutrients (urea, cal-
cium, phosphates, etc.). The preprocessing of these sub-
strates, mainly thermal treatment, has a double objective:

• Sterilize the support
• Change substrate physicochemical properties (starch

gelatinization, increase porosity, etc.) to favor the
support’s structural strength and also the degrada-
bility and accessibility of its polymeric components
(polysaccharides and proteins)

Minimizing the endogenous microbial load present in
these substrates to levels compatible with the growth of
the microorganism of interest is fundamental to attaining
proper cultivation. It is easy to understand that this opera-
tion shares a significant part of the production costs when
considering the high volumes of solids that are handled in
industrial reactors. Lonsane et al. (76) have proposed the
use of batch sterilization for 3–6 h at 121 �C, emphasizing
that each solid particle must be subjected to 121 �C for at
least 60 min. This, however, does not seem feasible for
industrial-scale processes.

Traditionally, this stage is performed through prolonged
cooking of the support, that is, rice and soybean in the par-
ticular case of koji production. For the latter, toasting has
been recently been introduced as an alternative to cooking,
with encouraging results in terms of productivity (Tomo-
mori, personal communication, 1992). In 1995 Chou and
Rwan (77) evaluated the extrusion cooking of rice for koji
production. Here, Aspergillus oryzae was cultivated on rice
extruded at different temperatures and water content lev-
els, and achieved enzymatic yields superior to those ob-
tained with traditional cooking techniques. Extrusion is a
technology widely applied in the formulation of foods for
human and animal consumption. However, its use in the
preprocessing of substrates for SSF has been limited
(78,79). Extrusion is essentially a fast process at high tem-
perature in which proteic nutrients, rich in starch, are sub-
jected to considerable heat and mechanical stresses, which
modify the structure of the original material (80). Extru-
sion provides cooked substrates with the following char-
acteristics:

• Elimination or at least significant reduction of the
initial microbial load

• Liquefaction and gelatinization of the starch
• Denaturation of proteins and inactivation of antinu-

tritional factors
• Solid form and porosity, which improve microbial

growth and resistance to mechanical stresses
• Homogeneous substrate granulometry, increasing in-

terparticular gas mass transfer

Special substrates made from products rich in fiber,
such as sugar beet (81) or wheat bran (82), and amylaceous

products, have also been developed. Recent results ob-
tained in our laboratory in the production of gibberellic
acid by G. fujikuroi have demonstrated the benefits of us-
ing this treatment. A mixture of wheat bran and starch
(80%: 20%) extruded at 160 �C and at 22% humidity
achieved a volumetric productivity 25% higher than that
obtained when using nonextruded material.

In conclusion, this technique appears particularly ap-
propriate for industrial-level SSF preprocessing. An asep-
tic support is produced at shorter processing times, with
higher productivities and reduced costs. However, the pro-
cess requires considerable investment. Other promising
techniques that are currently being evaluated are sterili-
zation by microwave (83), high voltages, and magnetic
fields.

Downstream Processing

Downstream processing is one of the most neglected as-
pects of SSF processes in spite of its importance from both
technical and economical standpoints. Traditional SSF-
derived products generally encompass the whole fer-
mented mass (koji, ang-kak, tempeh, etc.), which is, at
most, dried (tane koji, for example) to improve keeping
quality. However, there is a growing number of products
that now require purification and formulation before being
marketed. It is worth noting that the usual operations tied
to these stages, although well developed for liquid culti-
vation, cannot be directly applied to SSF. Indeed, it is nec-
essary first to leach the product from the fermented solids.

Following solid substrate cultivation, the fermented
mass consists of unused substrate, biomass, spores (when
formed), the product of interest, and a series of other co-
metabolites (76,84). The product in question must be ex-
tracted from this mass with an appropriate solvent. Effi-
ciency of leaching depends on a series of factors:

• Effectiveness of the selected solvent
• Solid-solvent proportion
• Product and solvent diffusion
• Solvent retention by the solids
• Time, degree of mixing, temperature, and pH
• Techniques used to separate the leached solution

Among the available separation techniques, the most
commonly used are percolation, pulsed extraction in plug
flow, multistage countercurrent extraction, hydraulic
press, and supercritical extraction. It is imperative to the
economic viability of the SSF process that the selected ex-
traction technique maintains the high concentration of the
product to the greatest extent possible. Indeed, if the leach-
ing process resulted in the dilution of the product, even at
concentrations similar to those obtained by submerged fer-
mentation, one of the main advantages of SSF would be
lost. As a result, while common, percolation is not an ap-
propriate technique because the high dilution of the re-
sulting product (1:10 on the average) demands an addi-
tional concentration stage (84).

Plug flow pulsed extraction is a variation of percolation
(85) in which the solvent is added by pulses through as-
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Figure 11. Flowsheet of a SSF pilot plant for gibberellin production.

persion of the substrate. With such a flow, the solvent com-
pletely wets the solid, achieving optimum solid to solvent
proportions (1:2 to 1:3). A further advantage is that this is
a simple, low-cost technique that requires minimum su-
pervision. On the negative side, the extraction period is
long, which may result in product modification or degra-
dation.

Countercurrent extraction (86) allows adequate product
concentration (1:1 solid:solvent proportion). In this system,
the solids and the solvent move in opposite direction. Ini-
tially, the fresh solvent makes contact with the leached
solids then with partially leached solids, contacting in-
creasing concentrations of product. Finally, the enriched
solvent contacts fresh solid. The required number of con-
tact stages varies between 2 and 5 (86,87). In spite of the
high concentrations achieved, the method presents some
limitations in that the operation needs constant attention
from trained operators. In addition, the extract obtained
can be highly viscous, resulting from the extraction of
exopolysaccharides. Extraction by hydraulic press is an ef-
ficient operation, although it requires high pressures and
a second press to improve efficiency. Moreover, the opera-
tion is slow and tedious.

Product extraction with supercritical fluids has been
studied for solid-state fermentation; in particular with CO2

(88). Solvents have greater extraction ability at near-
critical temperatures and pressures. This property is being
used increasingly in the chemical industry as an alterna-
tive to conventional distillation and to other extraction pro-
cesses. Here, the separation stages are simplified because

the products are volatilized or precipitated from the su-
percritical fluid. However, the capital and operational costs
of this process are high, restricting its applicability to high-
value products. Once the product is leached from the sol-
ids, the extract is similar to a cultivation broth obtained
following submerged fermentation. Conventional biosepa-
ration (concentration, purification) and product formula-
tion methods normally used for liquid cultivation processes
can then be applied.

Case Study: Production of Gibberellins by Solid Substrate
Cultivation of Gibberella fujikuroi

All commercially available gibberellins, which are typical
secondary metabolites, are produced by liquid cultivation
(LC) of the ascomycetous fungus G. fujikuroi (88). On ex-
haustion of the nitrogen source, exponential fungal growth
ceases. At this point, secondary metabolism is triggered,
with the concomitant biosynthesis of gibberellins. Com-
mercially, the most important resultant product is gibber-
ellic acid (GA3). Several authors have reported on gibber-
ellic acid production in solid substrate fermentation with
higher yields than those obtained from liquid fermentation
(6,9,37,89). A flowsheet of a pilot plant (Fig. 11) used for
the production of gibberellic acid is presented and dis-
cussed.

This process, which has been scaled up from laboratory
(12 g) to prepilot level (50 kg) and, recently, on up to a
200-kg reactor (Fig. 12), is carried out in three stages. The
first, upstream, includes fungal propagation and substrate
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Figure 13. Gibberellic acid production in a SSF pilot bioreactor.

preparation; second, the production phase; and finally,
downstream, which consists of extraction and formulation.
Substrate preparation involves mixing wheat bran with
starch, extrusion of the mixture at high temperatures, and
gamma ray irradiation. Mycelial propagation of the fungus
was achieved in 72 h, from 10 mL up to 35 L. Production
is carried out in batch form following a defined sequence:
reactor sterilization (3 h), substrate loading (1 h), and in-
oculation (0.5 h), water content adjustment (0.5 h), culti-
vation (5 days), unloading (2 h), and bioreactor cleaning
(4 h).

Extraction is done in batch form in four countercurrent
stages. A primary concentration is then performed in a
15-L batch evaporator followed by final concentration in a
laboratory evaporator. The last step is the formulation of
the product according to market needs. The results ob-
tained are easily reproducible (Fig. 13), and the economic
viability and technical feasibility of the whole process have
been demonstrated.

On field evaluation in production-scale vineyards, the
product obtained (FITOPLUS) via this process exhibited
considerable benefits over commercially available gibber-
ellic acid products. Thompson seedless grapes of superior
quality (berry size, reduction in berry loss, berry stalk
color, etc.) were consistently obtained when treated with
the SSF-derived product. This product has been placed un-
der patent protection for agricultural applications (90).

NOMENCLATURE

G Starch concentration (g/g i.s.)
k Urea transformation constant (L/h)

kd Biomass death constant (L/h)
Ki Inhibition constant (g i.s./g)
km Lysis constant (L/h)
kN Contois model parameter (g NI/g X)
kp GA3 degradation constant (L/h)
mG Starch maintenance constant (g G/g X h)
mCO2

CO2 maintenance constant (g CO2/g X h)
N1 Available nitrogen (g/g i.s.)
P Gibberellic acid (GA3) (g/g i.s.)
U Urea (g/g i.s.)
X Active biomass (g/g. i.s.)
Xm Measured biomass (g/g. i.s.)
YX/G Biomass/starch yield coefficient (g X/g G)
YX/NI Biomass/nitrogen yield coefficient (g X/g NI)
YX/CO2

Biomass/CO2 yield coefficient (g X/g CO2)
b Specific production rate (L/h)
bm Maximum specific production rate (L/h)
c Parameter in the production rate (g/g i.s.)
l Biomass specific growth rate (L/h)
lm Maximum specific growth rate (L/h)

ACKNOWLEDGMENTS
Financial support through the projects Fondecyt 1960360 and
FONDEF 2-50, and from DICTUC S.A. and BASF-Chile S.A., is
greatly appreciated. The work accomplished would not have been
possible without the fruitful and continual discussions with our
colleagues Iván Solar, Luciano Chiang, and Héctor Jorquera (Pon-
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zález, Harold Paján, Marcial Peña y Lillo, Ariel Rossenblitt, and
Daniel Volpe. The skillful technical assistance of Andrea Belancic,
Lenka Torres, and Cristián Valenzuela is also acknowledged. The
English translation was carefully revised by Alex Crawford.



SOLID SUBSTRATE FERMENTATION, AUTOMATION 2445

BIBLIOGRAPHY

1. R.E. Mudgett, in A. Demain and N. Solomon eds., Manual of
Industrial Microbiology and Biotechnology, American Soc. for
Microbiology, Washington, D.C., 1986, pp. 66–83.
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González eds., Advances in Solid State Fermentation, Kluwer,
Paris, 1997, pp. 71–111.

33. M.V. Ramana, N.G. Karanth, and K.S.M.S. Raghava Rao,
Adv. Appl. Microbiol. 39, 214–265 (1993).

34. J. de Reu, M.H. Zwietering, F.M. Rombouts, and M.J.R. Nout,
Appl. Microbiol. Biotechnol. 40, 261–265 (1993).

35. L.M. Barstow, B.E. Dale, and R.P. Tengerdy, Biotechnol. Tech.
2, 237–242 (1988).

36. H. Narahara, Y. Koyama, T. Yoshida, P. Atthasampunna, and
H. Taguchi, J. Ferment. Technol. 62, 453–459 (1984).

37. S. Bandelier, R. Renaud, and A. Durand, Process Biochem. 32,
141–145 (1997).

38. S. Tao, L. Beihui, and L. Zuohu, J. Chem. Technol. Biotechnol.
69, 429–432 (1997).

39. C.J. Harris and S.A. Billings, Self-Tuning and Adaptive Con-
trol: Theory and Applications, IEEE Control Engineering Se-
ries, Peregrinus, London, 1981.

40. G.C. Goodwin and K.S. Sin, Adaptive Filtering Prediction and
Control, Prentice Hall, Englewood Cliffs, N.J., 1984.
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A. Lübbert, in N.M. Fish, R.I. Fox, and N.F. Thornhill eds.,
Computer Applications in Fermentation Technology, Elsevier,
London, 1989.

42. S. Freyer, R. Eberhardt, D. Schurbuscher, and C. Wandrey, in
N.M. Fish, R.I. Fox, and N.F. Thornhill eds., Computer Ap-
plications in Fermentation Technology, Elsevier, London,
1989.

43. J.M. Flaus, A. Cheruy, and J.M. Engasser, J. Process Control
1, 271–281, 1991.

44. G. Montague, A. Morris, A. Wright, M. Aynsley, and A. Ward,
Can. J. Chem. Eng. 64, 567–580 (1986).

45. G. Bastin and D. Dochain, On-Line Estimation and Adaptive
Control of Bioreactors, Elsevier, Amsterdam, 1990.

46. Y. Pomerleau and G. Viel, in Proc. IFAC Symp. on Modelling
and Control of Biotechnical Processes, Keystone, Colo., 1992,
pp. 315–318.



2446 SOLID SUBSTRATE FERMENTATIONS, ENZYME PRODUCTION, FOOD ENRICHMENT

47. L. Chen, G. Bastin, and V. Van Breusegem, Automatica 31,
55–65 (1995).

48. C.R. Cutler and B.L. Ramaker, Proc. Joint Auto. Control
Conf., paper WP5-B, San Francisco, 1980.

49. R. Auria, M. Morales, E. Villegas, and S. Revah, Biotechnol.
Bioeng. 41, 1007–1013, (1993).

50. J.M. Brass, F.W.J.M.M. Hoeks, and M. Rohner, J. Biotechnol.
59, 63–72 (1997).

51. R. Simutis, R. Oliveira, M. Manikowski, S. Feyo de Azevedo,
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INTRODUCTION

Solid substrate fermentations involve microbial modifica-
tion of a solid, undissolved substrate. This definition in-
cludes solid-state fermentations in which microbial cul-
tures grow on a moist solid with little or no free water,
although capillary water may be present (1). Examples of
this type are seen in mushroom cultivation (2–4), bread
making (5,6), and production of cheeses (7). Examples in
which the solid substrate is submerged in large amounts
of free water are pickling of vegetables (8) and brewing of
soy sauce and sake (9,10), as well as bioconversion of cel-
lulosic materials (11,12).

Solid substrate fermentations have been practiced
worldwide since ancient times (9,13,14). Bread, sausages,
and soy sauce are a few familiar products of solid substrate
fermentation. Such fermentations are used in processing

coffee and cocoa, as well as in environmentally significant
operations: composting, silage production, soil bioremedia-
tion, biodesulfurization of coal, and metal recovery from
low-grade ores (15). Solid substrate fermentations are em-
ployed also in producing enzymes and chemicals and in
biotransformations.

Despite long history and widespread use, most solid
substrate fermentations are not well understood. Process-
ing is often an art, commonly employing poorly defined,
naturally occurring, mixed microbial populations. Mixed
cultures are sometimes essential to development of the de-
sired product characteristics, including appearance,
aroma, texture, and taste. With few exceptions, fermen-
tations are labor-intensive batch operations. The level of
technical sophistication and capital outlay vary a great
deal. Solids concentration is generally high, whereas the
water content is usually low (16). The product may be
highly concentrated in comparison with submerged fer-
mentations. Similarly, water consumption is compara-
tively lower, but space requirements can be substantial.
Solid substrate culture generally requires less power be-
cause agitation is not excessive. A low-pressure blower is
sufficient for air supply, unlike the higher-pressure com-
pressors required in submerged fermentations (17). Unlike
submerged culture, solid-state processes require extensive
solids handling, which is difficult; nevertheless, highly
mechanized, automated, and continuous processing of sol-
ids is being practiced in large koji (or molded grain) fac-
tories (9,10,18), as well as for other processes. Processing
machinery tends to be complex. Hygienic processing prac-
tices are followed, but sterility standards that are common
in submerged culture production of pharmaceuticals are
not attained. Because of fungal spores and product- or
microbe-contaminated dust from substrate solids, solid
substrate fermentations often pose a greater health risk to
operators than do submerged fermentations.

FERMENTATION EQUIPMENT

Solid substrate fermentation devices vary in technical so-
phistication from the very primitive banana leaf wrap-
pings to highly automated machines used mainly in Japan.
Simple fermentation systems (e.g., fermentation of cocoa
beans in heaps) are quite effective in some large-scale pro-
cesses. Commonly used fermentation devices are detailed
in the following sections.

Tray Fermentors

One of the simplest and widely used fermentors is a
wooden, metal, or plastic tray, often with a perforated or
wire mesh bottom to improve air circulation (1,19,20). A
shallow layer, usually less than 0.15 m deep, of pretreated
(e.g., steamed) substrate is placed on the tray for fermen-
tation. Individual trays or stacks may be located in
temperature- and humidity-controlled chambers (Fig. 1) or
simply in ventilated areas. A spacing of at least one tray
height is usually allowed between stacked trays. Trays
may be covered with cheesecloth to reduce contamination
(10), but strict monosepticity is not attempted. Inoculation
and occasional mixing are done manually, often by hand
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Figure 2. Static bed-type koji fermentor.

(10). This type of technology is quite common in small- and
medium-scale koji operations in Asia. In some cases, fill-
ing, emptying, and other aspects of handling (4) of trays
may be automated. For example, hinged trays with open
ends may be dropped for emptying (19). Despite some au-
tomation, tray fermentors are labor intensive, require a
large area, and difficulties with processing hundreds of
trays limit their scalability (19). In parts of Asia, the bam-
boo baskets historically used instead of trays (16) continue
to be employed.

Static Bed and Tunnel Fermentors

A commercially used modification of the tray fermentor
employs a single, larger and deeper, static bed of substrate
with forced aeration through the bed (Figs. 2 and 3). The
substrate is located in an insulated chamber. In one ver-
sion of this device, the tunnel fermentor (Fig. 3), the bed
of solids may be quite long (1,20), but is usually no deeper
than 0.5 m. Tunnel fermentors may be highly automated
with mechanisms for mixing (Fig. 3), inoculation, contin-
uous feeding, and harvest of substrate.

Rotary Disk Fermentors

Some large-scale commercial koji-making operations in Ja-
pan use a rotary disk fermenter configuration shown sche-
matically in Figure 4 (18). The fermentor consists of upper
and lower chambers, each with a circular perforated disk

to support the substrate. A common central shaft rotates
the disks. Inoculated substrate is introduced in the upper
chamber and slowly moved to the transfer screw. The up-
per screw transfers the partly fermented solids through a
mixer to the lower chamber where further fermentation
occurs. The mixer breaks up the partly fermented
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substrate–mycelium aggregates halfway through the fer-
mentation process. Fermented substrate is eventually har-
vested using the lower transfer screw (Fig. 4). Both cham-
bers are aerated with humidified, temperature-controlled
air.

A tower fermentor similar in concept to the rotary koji
fermentor is used in certain composting operations. The
solids are supported on plates or trays that may be perfo-
rated. A stack of several tray chambers forms the tower.
Mechanical devices mix and move solids down the tower
(20–22) in a manner similar to that described for the rotary
koji device. The gradually moving bed of solids is aerated
either by forced aeration through the solid mass or solely
from the surface exposed to the air above the bed.

Rotary Drum Fermentors

Rotary drum fermentors consist of a cylindrical vessel
mounted horizontally on rollers and rotated around the
long axis (Fig. 5). The rotational speed is commonly 1–5
rpm, but speeds up to 15 rpm are used occasionally. Ro-
tation may be intermittent, and the speed may vary with
the fermentation stage. The vessel may have straight or
curved internal baffles that aid aeration and temperature
control by imparting a tumbling motion to the substrate
(23). Sometimes the drum may be inclined, causing the
substrate to move from the higher inlet end to the lower
outlet during rotation. The amount of substrate that can
be processed in a batch operation depends directly on the
length of the vessel and the square of its diameter. Aera-
tion is through coaxial inlet and exhaust nozzles (Fig. 5).
The air inlet pipe may extend into the vessel and may
branch into several arms (19). Air is either supplied by a
compressor or may be sucked in by an exhaust fan located
at the air outlet (19).

Fluidized Beds

Fluidized-bed fermentors (Fig. 6) are relatively uncom-
mon, but sufficiently promising that large-scale devices are
being tested (9). A fluidized-bed fermentor consists of a
relatively shallow bed of substrate supported on a perfo-
rated plate. Compressed conditioned air is normally used
for fluidization, but carbon dioxide or nitrogen may be em-
ployed for anaerobic processes. Superficial gas velocity for
fluidization is typically 0.24–1 m s�1; the specific value

depends on the density and the particle size of the sub-
strate. In the upper regions of the fermentor, the cross sec-
tion is expanded (Fig. 6) to reduce the gas velocity to values
that are insufficient to suspend the larger particles. Loss
of fines in the exhaust gas is prevented by screens, filters,
or cyclonic separators located at the exhaust nozzle. Flu-
idized beds achieve good aeration, mixing, and tempera-
ture control. Intermittent water spray may be necessary
to prevent dehydration. A mechanical agitator as in Figure
6 is useful for periodic loosening of clumped solids.

Agitated Tank Fermentors

Helical ribbon-stirred tank fermentors have been em-
ployed for solid-state culture of fungi such as Chaetomium
cellulolyticum on wheat straw (24). Other similar designs
have utilized multiple helical screws for agitation of large
rectangular tanks. The screws extend into tanks from mo-
bile trolleys that ride horizontal rails located above the
tanks (25). Yet another stirred tank configuration is the
paddle fermentor. This design is similar to the rotary drum
device (Fig. 5), except that the drum is stationary and
motor-driven paddles on a concentric shaft provide peri-
odic mixing of the substrate (20). As with rotary drums,
the quantity of the substrate in paddle fermentors is gen-
erally restricted to less than 50% of the volume of the ves-
sel. Although simpler than the rotary drum, the paddle
fermentor is unlikely to be as effective in moving the entire
mass of solids.

Continuous Screw Fermentors

A screw fermentor suitable for continuous fermentations
is shown in Figure 7. Sterilized, cooled, and inoculated sub-
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Figure 7. Screw fermentor for continuous fermentation.

Table 1. Saturation Moisture Content of Some Substrates

Substrate Percent moisture (w/w)

Maple bark �40
Rice and cassava �50–55
Straw 75

strate is fed at the inlet. The screw moves the fermenting
solids toward the harvest port. The fermentation time de-
pends on the rotational speed and the length of the screw.
Because the device is not aerated, only anaerobic or mi-
croaerophilic fermentations may be carried out.

Other Systems

Other miscellaneous types of fermentation devices that are
used mostly in small-scale studies have been described by
Lonsane et al. (19). Equipment for fermenting undissolved
solid substrate slurries is identical to that used in sub-
merged culture processes. Exceptions may be in devices
used to feed slurried solids to the fermentor and remove
the fermented product. Commonly used slurry fermentors
include stirred tanks, bubble columns, and air-lift vessels
(26–28). Simple vats are frequently employed in anaerobic
slurry fermentations. Fermentors used in various types of
composting have been described (14,21,22).

Construction and Cleaning

Modern commercial solid-state fermentors are constructed
predominantly of stainless steel, but pressure vessel con-
struction that is the norm for submerged culture processes
(29) is not employed. Large concrete or brick fermentation
chambers, or koji rooms (Fig. 1), may be lined with steel.
Type 304 steel is used typically, but more corrosion-
resistant grades such as Typed 304L and 316L are also
utilized. Materials of construction have been discussed fur-
ther by Chisti (29).

Because pressure vessel construction is not used, the
fermentors cannot be steam sterilized; however, the design
usually allows for atmospheric steaming. Typically, the fer-
mentation chamber and process vessels are washed with
alkaline detergent, sanitized with sodium hypochlorite,
formaldehyde, or quaternary ammonium salts, and
steamed between successive batches (17). Automated
clean-in-place methods similar to those noted for sub-
merged culture processes (30) are increasingly employed.

Design and Scale-Up

Design and scale-up of solid-state fermentation equipment
relies heavily on empirical experience because the process

kinetics and transport phenomena, such as heat transfer,
oxygen transfer, and mixing, in these systems are insuffi-
ciently understood for more formal approaches to be use-
fully applied (20). Potentially useful strategies for scale-up
have been discussed by Lonsane et al. (31), and Moo-Young
et al. (22) have considered aspects of transport phenomena.

ENVIRONMENTAL FACTORS IN SOLID SUBSTRATE
FERMENTATIONS

Moisture

Moisture content of the substrate is an important consid-
eration in solid substrate processes. Free water indicates
a saturated substrate. The moisture content at which free
water is apparent depends on the nature of the solid (Table
1). Many solid substrate fermentations are carried out
with little or no free water; typically, the substrate mois-
ture content is 30–80% w/w (1,32). High moisture levels
lead to aggregation of substrate particles, poor aeration,
and possible anaerobic conditions (24). Steamed rice, a
common substrate, becomes sticky when the moisture level
exceeds 30–35% w/w. Optimal moisture content depends
on the microorganism and the substrate. For the com-
monly used fungi, the optimal moisture requirement var-
ies between 40% and 80% w/w. For the same organism
growing on different substrates, the optimal moisture lev-
els may differ widely; hence, percent moisture by itself is
unreliable for predicting growth (32), and water activity is
preferred instead. The water activity or relative humidity
of the substrate is the ratio of the vapor pressure of water
in the substrate to the vapor pressure of pure water at the
temperature of the substrate. Water activities below 0.9 do
not support most bacterial growth, but yeasts and fungi
can grow at water activities of 0.7 and greater. Thus, the
low moisture environment of many solid substrate fermen-
tations favors yeasts and fungi. The water activity in a
substrate may be determined by hygrometric measure-
ment of relative humidity of a small air space in equilib-
rium with the substrate.

In addition to affecting growth, water activity affects
product formation. The spectrum of products produced and
characteristics such as aroma are affected. In some cases,
the optimal water activities for growth and product for-
mation differ (32). The optimal water activity depends also
on factors such as agitation rate and cultivation tempera-
ture (32). Because the water activity depends on the con-
centration of dissolved solutes, sometimes salts, sugar, or
other solutes are added to alter the activity. Different ad-
ditives may influence the fermentation differently even
though the water activity produced may be the same. Fur-
thermore, the fermentation process itself leads to changes
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in water activity as products are formed and the substrate
is hydrolyzed. Oxidation of carbohydrates produces water.

During fermentation the water activity is controlled by
aeration with humidified air and, sometimes, by intermit-
tent water spray. Aeration with water-saturated air has
commonly been found to increase the moisture content of
the substrate. Relative humidity of the aeration gas is typ-
ically 60–80%. Ideally, prevention of water loss or gain by
the uninoculated substrate would require that the water
activity of the aeration gas and the substrate be identical.
In practice, water generated during fermentation, and the
additional requirement of evaporative cooling, demand
aeration gas that is somewhat drier than the substrate.
The temperature and humidity of the aeration gas are con-
trolled in the same way as in air conditioning systems:
temperature and humidity sensors (hygrometers) in the
fermentation chamber provide the necessary data, and
cooler air is humidified by water spray or injection of clean
steam, and warmed to reduce the humidity to the required
value (Fig. 2). Humidity–temperature relationships avail-
able in standard psychrometric charts are the basis of con-
trol.

Temperature

At 10–30 kg m�3, the maximum microbial biomass con-
centration in solid-state fermentations is lower than 40–
50 kg m�3 typically seen in submerged culture (24); but,
because there is little water, the heat generation per unit
fermenting mass tends to be much greater in solid-state
fermentations. Temperature can rise rapidly, again, be-
cause there is little water to absorb the heat (i.e., the mean
specific heat capacity of the fermenting mass is much lower
than that of water). Consequently, temperature control in
large-scale fermentations can be particularly difficult. Re-
moval of the metabolic heat sometimes becomes the major
limitation, especially because of the poor thermal conduc-
tivity of the porous fermenting mass. Cumulative meta-
bolic heat generation in koji fermentations for a variety of
products has been noted at 419–2,387 kJ kg�1 solids (14).
Higher values, up to 13,398 kJ kg�1, have been observed
during composting (32). Peak heat generation rates in koji
processes range over 71–159 kJ kg�1 h�1, but the average
rates are more moderate, at 25–67 kJ kg�1 h�1 (32). Peak
metabolic heat production rate during fermentation of
readily oxidized substrates such as starch can be much
greater than in typical koji processes. For example, in one
case, a generation rate of 330 kJ kg�1 h�1 was observed
for Aspergillus niger growing on cassava starch. Heat gen-
eration during composting has been treated in depth by
Stentiford and Dodds (33).

Temperature control during fermentation is obtained
mostly through evaporative cooling (34); hence, drier air
provides a better cooling effect. Air temperature is con-
trolled. Intermittent spray of cool water is sometimes nec-
essary to prevent dehydration of the substrate. Occasion-
ally, the substrate-containing metal trays are also cooled
by a circulating coolant, even though most relatively dry
and porous substrates are poor conductors. Intermittent
agitation further aids heat removal, particularly in large
heaps and piles. Despite much effort, temperature gradi-

ents in the substrate do occur, particularly during peak
growth. Gradients as steep as 3 �C cm�1 have been re-
corded during rapid growth of Rhizopus oligosporus on soy-
beans in tempe fermentations, even though the substrate
layer was less than 7 cm deep (35). Similar values were
noted in solid-state citric acid production by Aspergillus
niger (34).

pH

Solid-state fermentations are practiced without pH control
(19) other than any adjustments made during substrate
preparation. In some nonsterile processes the initial pH
may be adjusted to pH 4 or less to suppress bacterial con-
tamination. Unlike most bacteria, yeasts and fungi are
generally tolerant of more acidic conditions. Either min-
eral acids (e.g., 0.2 M hydrochloric acid) or organic acids
(e.g., 0.5% w/w acetic acid) may be used for pH adjust-
ments. Other than initial adjustments, the buffering ca-
pacity of substrates is relied on to check large changes in
pH during fermentation (19). Many substrates are effec-
tive buffers. This is particularly true of protein-rich sub-
strates, especially if deamination of protein is minimal.
Some pH stability can be obtained by using a combination
of urea and ammonium sulfate as the nitrogen source in
the substrate. Decomposition of urea produces ammonia
that takes up a proton to become NH�

4, causing an in-
crease in pH. This effect is countered by ejection of a proton
from cells that take up the ammonium ion but incorporate
it into proteins as —NH�

3. Uptake of ammonium causes
rapid acidification. In the absence of other contributing ni-
trogen sources, an equimolar combination of ammonium
sulfate and urea is expected to yield the greatest pH sta-
bility. In media that are rich in protein or amino acids,
deamination may contribute to pH rise. Attention to sta-
bilizing the pH during fermentation can be particularly im-
portant for certain processes. Stability of enzymes and
some secondary metabolites is pH dependent, and even
though the rate of production may not be affected by
changes in pH, the overall process productivity may de-
cline because of destruction of the product. This behavior
has been observed in producing pectinases by Aspergillus
niger cultured on glucose-enriched sugar cane bagasse
(36).

PRODUCTION OF ENZYMES

Process Technology

Only extracellular enzymes, those secreted by the micro-
bial cell into the extracellular medium, can be produced by
solid-state fermentation technology (37). Predominantly,
these are hydrolytic enzymes (38,39), as noted in Table 2.
Commercial production of many of those enzymes in the
West utilizes submerged culture, but solid-state fermen-
tation persists particularly in Asia where koji-type pro-
cessing is commonly used. Koji is molded grain that has
been used in oriental food preparations for thousands of
years (40,41). Koji is a source of fungal enzymes that digest
proteins, carbohydrates, and lipids into nutrients used by
other microorganisms in subsequent fermentation. Koji
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Table 2. Enzymes That May Be Produced by Solid-State Fermentation

Enzyme Producing organisms

Amylase Aspergillus oryzae, Aspergillus niger, Bacillus licheniformis, Bacillus subtilis, Bacillus megaterium
Catalase A. oryzae, Rhizopus niveus
Cellulase Trichoderma reesei, Trichoderma viride, Trichoderma koningi, Trichoderma harzianum, Aspergillus ustus, A. oryzae,

Sporotrichum pulverulentum, Penicillium spinulosum, Penicillium capsulatum, Pestalotiopsis versicolor
Chitinase A. niger
Glucoamylase A. niger, A. oryzae, Rhizopus sp.
Invertase Aspergillus awamori, A. niger, A. oryzae
Lactase A. oryzae
Linamarase Aspergillus sydowi, Penicillium steckii
Lipase A. niger, Aspergillus luchuensis, Rhizopus delemar, Penicillium candidum
Pectinase A. niger, Aspergillus sojae, Aspergillus fumigatus, Bassochlumys fulva, Penicillium expansum
Phytase Aspergillus ficuum, Rhizopus oligosporus
Protease A. oryzae, A. niger, Aspergillus flavus, Mucor dispersus
Rennet Mucor pusillus, Mucor meihei, R. oligosporus
Ribonuclease Aspergillus candidus
Xylanase A. niger, A. fumigatus, Aspergillus terreus, Gibberella fujikuroi

Table 3. Solid-State Fermentation Substrates

Animal
Apple pulp
Bagasse
Banana meal
Barley
Beet pulp
Buckwheat
Canola meal
Cardboard
Cassava starch
Coffee pulp
Corn cobs
Corn grits
Cotton seed meal
Fish
Fruit pulp
Jerusalem artichoke meal
Lignocellulosic waste
Logs
Meat

Milk solids
Millet
Newspaper
Nutrient wetted inerts
Oats
Orange peel
Paper pulp
Peanut press cake
Potato starch
Rice
Rice bran
Rye meal
Sawdust
Sewage sludge
Soybean
Straw
Sweet potato meal
Wheat bran
Wood chips
Vegetables

comes in many varieties depending on the mold, substrate,
method of preparation, and stage of harvest. Traditional
and mechanized koji production has been described by sev-
eral sources (9,10,18), and concise outlines of food koji pro-
cesses are given later in this article. In typical processing
for enzymes, a suitable solid substrate is mixed with water
and mineral salts, heat sterilized/cooked, cooled, and in-
oculated. Incubation at controlled temperature (20–45 �C)
and humidity follows. Subsequently, the fermented
substrate is extracted with buffer to yield an enzyme-
containing liquor. Further purification and recovery meth-
ods are identical to those that have been described for sub-
merged culture processes (17,27,42,43). The crude liquor
is filtered or centrifuged to remove suspended solids and
concentrated by ultrafiltration. The concentrate may be
stabilized and packaged. Extensive purification is uncom-
mon for many bulk enzymes. In some cases, the fermented
substrate may be dried at 35–40 �C, and ground before
extraction (44).

The commonly used solid substrates include wheat
bran, wheat, soybean, rice, barley, oats, and other cereals,
but many more substrates have been used occasionally
(Table 3). Studies with nutritionally inert substrates (e.g.,
polyurethane foam) wetted with dissolved nutrients have
been reported (45). Two or more substrates are sometimes
used in combination. Cereal grain may be used whole or
cracked into pieces. Substrate particle size affects the ex-
tent and the rate of microbial colonization, air penetration,
and carbon dioxide removal as well as the downstream ex-
traction and handling characteristics (19,46). Relatively
small particles are preferred because they present a larger
surface for microbial action. However, particles that are too
small pack together to reduce the interparticle voids that
are essential for aeration (46). Similarly, too many fines in
a batch of larger particles will fill up the voids. Particle
shapes that pack together tightly (e.g., flat flakes, cubes)
are undesirable. Lignocellulosic substrates such as straw,
sugar cane bagasse, and wood chips are sometimes exten-
sively pretreated to ease microbial colonization and sub-
strate utilization. Pretreatments include size reduction,
steaming, steam explosion, solubilization of lignin with or-

ganic solvents, acid and alkaline hydrolysis, and irradia-
tion (12,47,48). Most of those pretreatments have proven
too expensive for commercial utilization. For cereal sub-
strates, common pretreatments include dehulling, pearl-
ing, size reduction, soaking, and cooking or steaming
(9,10,18).

The selection of substrate depends to some extent on
the enzyme of interest. Thus, pectinases are often pro-
duced using fungi grown on fruit pulp (e.g., apple, avo-
cado), or on a combination of pulp and bran, or bran and
fruit juice. Similarly, cellulose-rich substrates such as rice
and wheat straw are commonly employed in producing cel-
lulases.

Enzyme production processes rely overwhelmingly on
filamentous microfungi (43), the main producer genera be-
ing Aspergillus, Mucor, Penicillium, Trichoderma, and
Rhizopus. Bacillus species predominate among bacteria
used in enzyme production (38,43,44). Examples of pro-
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duction from yeasts are few. Some specific enzyme produc-
ers are listed in Table 2. Production of b-galactosidase by
the yeast Kluveromyces lactis grown on corn grits and
wheat bran moistened with deproteinated milk whey has
been reported (49). Although b-galactosidase is an intra-
cellular enzyme in yeasts and cultivation on solid sub-
strate does not promote secretion, solid-state fermentation
has been claimed to be superior to liquid culture for this
enzyme (49); however, recovery questions have not been
addressed.

Microbial inocula for commercial enzyme production
are maintained as pure cultures (17). Routine checks on
culture purity, freedom from variant forms, physiological
characteristics, and enzyme productivity are used to en-
sure process consistency (17). The sterile solid substrate is
inoculated in one of several ways: by mixing with a liquid
suspension culture inoculum; by mixing with solid
substrate-grown inoculant; by using a suspension of solid
substrate-produced spores in a sterile liquid; or by blowing
the solid substrate-produced spores with sterile air going
into the fermentation chamber. Aseptic processing practice
is observed (17), but fermentations are never entirely con-
tamination free. Fermentations last 1–7 days, and a sig-
nificant amount of the substrate is oxidized to carbon di-
oxide and water (17). Thin uncompacted and porous layers
of nonadhering solid substrate particles generally ensure
good oxygen penetration from the exposed surface. Exces-
sive agitation is not wanted. Occasional turning and mix-
ing improve oxygen transfer and reduce compaction and
mycelial binding of substrate particles. Because agitation
continually damages the surface hyphae, mixing sup-
presses often-unwanted sporulation (46). The frequency of
agitation may be purely experience based, as in occasional
turning of a fermenting cocoa heap, or it may be deter-
mined by a temperature controller.

Production of spore inocula requires static conditions.
Deep substrate layers and heaps may require forced aer-
ation and agitation. Oxygen supply affects product for-
mation. Depending on the microorganism and the product,
both enhanced and reduced productivities have been ob-
served to accompany improved aeration or agitation. Aer-
ation plays an important role in removing carbon dioxide
and in controlling temperature and moisture. In some
cases, increased concentrations of carbon dioxide have
been severely inhibitory, whereas enhanced oxygen partial
pressures have improved productivity. If used, forced aer-
ation rates may vary widely; a typical range being 0.05–
0.2 � 10�3 m3 kg�1 min�1 (1).

Regulatory Considerations

Production of food, medicinal, and medical–diagnostic en-
zymes must comply with standards of “good manufactur-
ing practices” as established by the U.S. Food and Drug
Administration (FDA) or other regulatory agency appro-
priate to the particular jurisdiction. Safety of enzyme prep-
arations, especially those derived from non-GRAS species
(GRAS, generally recognized as safe; i.e., microorganisms
such as baker’s yeast that have proven to be safe through
extended use and have been recognized as such by place-
ment on the GRAS list of the FDA), must be demonstrated

to gain marketing approval. Specific requirements vary
with the intended use of the product. Freedom from toxins,
antibiotics, other contaminants, and unwanted effects may
have to be ascertained. Multigeneration feeding trials and
studies of teratogenicity may be necessary. Requisite pu-
rity, potency, and stability may have to be demonstrated.
The quality assurance requirements are similar to those
for therapeutic proteins produced by other methods
(42,50–52). Enzymes for industrial and household use (e.g.,
detergent enzymes) also must comply with product safety
criteria, although the requirements are less stringent than
in food, feed, veterinary, and medical applications.

OTHER PRODUCTS AND APPLICATIONS

Secondary Metabolites

Although solid-state surface culture technology was em-
ployed in the earliest attempts at large-scale production of
penicillin, submerged culture is now the only method used
in commercial production of antibiotics. Nevertheless,
promising research on solid-state production methods con-
tinues, albeit at a slow pace. Solid-state production of oxy-
tetracycline by Streptomyces rimosus grown on corncob
has been described (53). Cephalosporins have been pro-
duced using Cephalosporium acremonium, Streptomyces
clavulgerus, and Aspergillus chrysogenum. Streptomyces
cinnamonensis has been used to produce monensin, an an-
ticoccoidal agent for poultry. Other potentially antibiotic-
producing Streptomyces that have been cultured in solid
state include S. badius, S. aureofaciens, and S. flavovirens
(1). Studies of penicillin production by several strains of
Penicillium chrysogenum have shown that the best pro-
ducers in submerged culture are not necessarily the best
in solid-state culture (54). Improving productivity de-
mands selection of strains suited specifically to solid-state
fermentation.

Solid substrate fermentation for producing gallic acid
used in tanning, printing, and other applications has been
described (13,14). Koji technology is employed in citric acid
production in Japan (16). In producing citric acid by As-
pergillus niger, Pallares et al. (45) noted that solid-state
culture had doubled the productivity (g L�1 d�1) of sub-
merged culture, reducing the fermentation time from 14 to
6 days. Medium-impregnated polyurethane foam cubes
were used as substrate (45). Productivity was sensitive to
substrate particle size; 0.3-cm cubes gave the best results
(45). Other products that have been produced by solid-
state culture include several mycotoxins (14,46,55) and er-
got alkaloids from various fungi, gibberellic acid from Gib-
berella fujikuroi (56,57), and kojic acid (14). In one case
involving production of gibberellic acid and proteases, the
yield of products was improved by fed-batch strategies
(57), but nutrient feeding of solid-state batches other than
at start-up remains a rare practice.

Ethanol has been commercially produced by aerobic–
anaerobic solid-state fermentation of sweet sorghum
grains in Taiwan (24). Production of c-linolenic acid, a poly-
unsaturated fatty acid, by Cunninghamella japonica
grown on rice and millet has been reported (58). The fun-
gus Monascus purpureus or Monascus anka is used to com-
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Figure 8. Continuous countercurrent leaching of solids in an ex-
tractor. Solids are placed continuously on the stainless steel con-
veyer mesh (0.6 m wide, 6 m long) that moves at 0.1–0.2 m min�1.
Fresh buffer is sprayed at the downstream end of the conveyer;
the percolated extract is collected for extracting solids further up-
stream.

mercially produce a bright red polyketide pigment for food
coloring and flavoring in Asia (41). An additional and de-
veloping application of solid-state fermentations is in
producing fungal spores for use in a variety of biotransfor-
mations (1,14). Use of phytopathogenic and entomopath-
ogenic fungi as herbicidal and insecticidal biocontrol
agents promises further applications of solid-state fermen-
tation technology for spore production (14,59–61).

Environmental Remediation

Because of their ability to degrade otherwise persistent
toxic organics, white rot fungi—for example, Phanero-
chaete chrysosporium, Phanerochaete sordida, and Tra-
metes versicolor—are being tested for bioremediation of
soils contaminated with polychlorinated biphenyls, pen-
tachlorophenol, and other polycyclic aromatics (62). In the
preferred mode of implementation, solid-state cultured
fungal carriers such as corncobs, wood chips, and straw are
mixed with the soil in situ. Commercial implementation
requires, among other factors, the ability to economically
and consistently produce large inocula. Solid substrates
enriched with nutrients and concentrates of fugal spores,
and formulated into pellets, are being developed to im-
prove consistency of performance (62). Other pollution re-
mediation applications of solid-state fermentations are
composting (22,33,63), anaerobic digestion for producing
methane in slurry fermentations and landfills (64–66), and
treatment of gaseous pollutants and vapors in biofilters
(65).

Animal Feeds

Solid substrate fermentation methods are used to enrich
many wastes and low-grade substrates for animal feed
(1,11,12,22,25,46,65,67). One such widely used process is
ensiling. Ensiling is used to stabilize and preserve forage
crops; any nutrient enrichment is incidental. Typically,
crops are ensiled immediately on harvest. An uncontrolled
anaerobic primary fermentation by naturally occurring or
inoculated (68,69) lactic acid bacteria takes place. Sugars
present in the fodder are converted to lactic and acetic ac-
ids, causing a drop in pH. A low pH suppresses secondary
fermentation by Clostridia that leads to butyric acid and
spoilage. A good silage should generally have a pH of 4.0
to 4.2 and a butyric acid content of less than 5% of dry
weight. A high dry matter content, for example, 20–30%
w/w, of biomass at ensiling is preferred because secondary
fermentation is difficult to suppress when dry solids are
less than 15% w/w. Unlike Clostridia, the lactic acid bac-
teria remain active up to 70% w/w dry matter. Microbiol-
ogy of silage has been detailed by Whittenbury (70) and
Fenlon et al. (68). Silage inoculants have been described
by Seale (69). Certain silages may contain animal and food
processing waste (e.g., cattle and poultry manure, fish
waste, or offal) and grain (e.g., corn), in addition to grass
and other fodder crops. Fish silage has been described by
Wignall and Tatterson (71); in-depth treatments of silage
fermentations have been reported by McDonald (72) and
Woolford (73).

PRODUCT RECOVERY FROM FERMENTED SOLIDS

Unless the fermented solids are the desired product, the
solids must be further processed to recover the enzyme or
other metabolite. Volatile products such as ethanol may be
recovered by direct distillation of the fermented mash (24).
Most other products require extraction from fermented sol-
ids. The solids may be extracted moist or dry (44); moisture
content can affect the extraction behavior. Because drying
generally improves keeping quality, dried material from
several batches can be accumulated for later extraction.
The solid cake should be crumbled or otherwise size re-
duced for improved extraction. Either batch or continuous
extraction may be employed. When feasible, continuous ex-
traction with countercurrent flow of solids and solvent al-
lows greater product recovery in a more concentrated so-
lution. A suitable continuous extraction device is the Chisti
contactor shown in Figure 8. Leaching machinery devel-
oped for the chemical industry can also be potentially
adapted for use with fermented solids. A series of mixer-
settlers has been used in small-scale extractions (74), but
that arrangement is too cumbersome for commercial prac-
tice. Between two and five contacting stages are generally
sufficient, but a larger number may be practicable with
high-value products.

Cumulative contact periods typically do not exceed 50
min. Water, aqueous buffers, or dilute solutions of salts
(e.g., 1% sodium chloride) or glycerol (e.g., 1% glycerol) are
used to leach enzymes (74). Aqueous solutions of ethyl ac-
etate, acetone, ethanol, or chloroform may be needed for
nonprotein products such as most antibiotics and mycotox-
ins. In one case, aqueous ethanol (10%) was the best sol-
vent for extracting gibberellic acid from fermented wheat
bran (74). Pure methylene chloride has been used to ex-
tract mycotoxins (1). A suitable solvent must be selected
empirically for each application. Factors that affect solvent
choice are cost, toxicity, flammability, corrosion effects, dis-
posal issues, solubility and stability of product, solubilities
of other solutes, and compatibility with end use. The
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solvent-to-solid ratio generally ranges over 1 to 8; higher
values increase the fraction of the product leached at the
expense of producing a more dilute solution. Extraction
temperature does not normally exceed 30 �C, but enzymes
are commonly extracted at lower temperatures (e.g., 4–10
�C) to reduce denaturation, proteolysis, and microbial
growth. Extraction performance and stability of the prod-
uct may depend critically on pH. The pH of greatest sta-
bility may not be the same as that required for optimal
leaching (75). Enzymes are generally extracted at pH val-
ues close to 7; however, to prevent precipitation, the ex-
traction pH must not be the same as the isoelectric pH.
Once the product has been extracted into solution, further
purification employs the same well-known methods that
are used in recovering extracellular products from sub-
merged fermentations (27,42,43).

FERMENTATION-ENRICHED AND
FERMENTATION-MODIFIED FOODS

Solid-state fermented foods occur worldwide. In some
regions, such foods are the primary source of calories, pro-
teins, and other nutrients for the consumers. Historically,
fermented foods arose more by accident than by guided
effort; nonetheless, recognition of the numerous advan-
tages of the fermented products led to their established
use. In comparison with the unfermented substrate, the
fermented material may have one or more of the following
characteristics: enhanced flavor, texture, and digestibility;
reduced or eliminated undesirable compounds or flavors;
protein enrichment or otherwise improved nutritional
value; changed physical character; improved keeping qual-
ity; fast food quality of easier or quicker preparation; and
other economic advantages such as reduced cooking time
and hence lower energy demand. Table 4 notes some of the
world’s significant fermented products. Further details ap-
pear in the Handbook of Indigenous Fermented Foods (76),
as well as other sources (6,8,40,41,77). The contribution of
fermented products to the human food supply is likely to
remain strong (78), and increasing cross-cultural spread is
expected considering the popularity of tempe, tofu, and soy
sauce in nonindigenous regions. The following sections dis-
cuss a small selection of the important foods as represen-
tative illustrations of the solid-state and solid substrate
fermentation technologies.

Miso

Miso is a semisolid fermented soybean product that is
widely consumed in Japan (18,40,41,79). Similar foods are
produced in other parts of Asia (Table 4). In Japan miso is
made into soup with added ingredients such as vegetables,
meat, and seafood (18). Modern miso is generally produced
from protein-rich yellow soybeans, but other varieties can
be used. Cleaned soybeans are continuously washed,
soaked overnight, drained, and cooked (Fig. 9). Cooking
conditions vary. Large plants employ continuous pressure
cookers with cooking done at 1.3–2.0 kg cm�2 for 2–7 min
(18). Cooked beans are ground using a meat grinder with
5-mm-diameter holes (18) before being mixed with sepa-
rately produced koji for fermentation. Barley koji is used

in making “rural miso”; commercial processes employ rice
koji (18). Miso koji is made from milled, cleaned, and usu-
ally cracked rice that is washed and soaked overnight in
water at approximately 15 �C (18). Soaked rice is drained
(1 h) and steamed. A horizontal belt steamer (Fig. 10) is
commonly used. Steamed rice is unloaded onto a cooling
conveyer, where a stream of air is blown through the rice
layer to lower the temperature to 35 �C (18). Rice is then
inoculated with the starter culture (called tane-koji in Jap-
anese) of Aspergillus oryzae. Tane-koji is an olive-green,
sporulated culture that has been grown on cooked rice
mixed with a small amount of wood ash (18). Tane-koji is
produced under aseptic and strictly controlled conditions.
One kilogram of tane-koji is sufficient to inoculate 1,000
kg of rice (18). Many varieties of tane-koji are available
with different capabilities for hydrolyzing proteins, car-
bohydrates, and lipids (18). An appropriate variety should
be selected with regard to the amounts of proteins, oils,
and carbohydrates in the mix of miso substrates (18).

Inoculated rice is transferred to a koji fermentor. Either
a tunnel fermentor (Fig. 3) or, in larger plants, a rotary
fermentor (Fig. 4) is used. The tunnel fermentor is mixed
twice during the fermentation, but the rotary machine is
mixed only once. Fermentation occurs at 30 �C for 40 h (18).
Rice koji is then harvested and mixed with ground beans,
salt, and a miso starter. The starter consists of halophilic
yeasts, Zygosaccharomyces rouxii and Candida versatilis,
and a halophilic lactic acid bacterium, Pediococcus halo-
philus (18). Fermentation is carried out in wooden vats, or
tanks made of stainless steel or fiberglass-reinforced plas-
tic. During fermentation miso is occasionally transferred
from one vat to another to maintain homogeneity (18). The
fermentation temperature is 25–30 �C (18). Ripened miso
is taken out of vats, blended, pasteurized, and packaged.
Process variations occur depending on the type of product
desired (41).

The miso koji mold, A. oryzae, grows well around 30 �C
(18), but optimal conditions for spore germination have
been found to be 36 �C, �97% relative humidity, 0.1% car-
bon dioxide, and 20% oxygen (18). Optimal conditions for
mycelial growth are 35–37 �C, �75% relative humidity,
�1% carbon dioxide, and 20% oxygen (18). In practice, a
lower than optimum temperature (28–30 �C) is used for
germination, and 30–35 �C for cultivation in the koji cham-
ber (18), apparently to avoid overheating. Desirable tem-
peratures for production of enzymes are as follows: gluco-
amylase, 30 �C; �-amylase, 35 �C; protease, 25–30 �C; and
carboxypeptidase, 35 �C (18). The optimal moisture level
of cooked rice is 36–38%, and the optimal pH is 6.0–6.4
(18). Fermentation pH can be effectively maintained at 6–
7 by supplementing the substrate with sodium glutamate
or sodium succinate. Controlled pH favors higher-activity
proteases (18). The microbiology and biochemistry of miso
fermentation are further discussed by Abiose et al. (82).

Sake

Sake is a Japanese alcoholic beverage made from rice
(10,40). Rice koji preparations for sake brewing are ob-
tained by methods similar to those described for miso. The
amount of tane-koji inoculum is 0.6–1 kg per kilogram of
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Table 4. Solid Substrate Fermented Foods of the World

Sufu. A Chinese cheese made from soybean curd (tofu) by fermentation with molds such as Actinomucor elegans and Mucor hiemalis
(41).

Idli. Small, white, steamed rice cake made by lactic acid fermentation of a thick batter of coarse-ground rice and fine-ground black
gram in India. Idli cakes are moist, soft, and spongy, with a slightly sour flavor. Several varieties are produced. Other similar
products of India are dhokla and khaman.

Dosa. Pancake made with thin pourable fermented batter of fine-ground rice and gram. Important part of diet in South India and Sri
Lanka.

Ambali. A cooked product of fermented millet flour batter and rice. India.
Puto. Steamed cake of milled, acid-fermented rice. Similar to idli, but without legume. Important food in Philippines. Several varieties.
Enjera. Very flexible, soft, sour leavened pancake containing many small uniformly distributed gas bubbles. Made from thin, pourable

fermented batter of tef (Eragrostis abyssinica) flour, or other ground grain (corn, sorghum, millet, barley, wheat). Consumed as staple
in Ethiopia.

Hopper or appa. Steam-baked product made from acid-fermented dough (rice or wheat flour) formulated into liquidy batter with
coconut water. Sri Lanka.

Kisra. Flat bread made from fermented sorghum flour batter in Sudan.
Ogi (also furah and other names). Fermented cereal flour (corn, sorghum, or millet) made into a slightly sour gruel. Important source of

calories in Nigeria.
Uji (and other names). Suspension of cereal (corn, millet, sorghum) or cassava flour (relatively large particles) in water. Sour-acid

fermented either before or after cooking. East Africa.
Mahewu (also magou or mageu). Suspension of acid-fermented corn flour used as high-calorie beverage/food. More dilute than uji or

ogi. Cooked cornmeal in water is fermented after adding a small amount of wheat flour. Product is very slightly alcoholic. Produced in
large commercial operations in South Africa. Similar cereal-derived alcoholic beverages/foods occur throughout sub-Saharan Africa.

Sake. Rice wine of Japan, and other similar products: brem bali (Indonesia); mie-chiu (China); tapoi (Philippines); sato (Thailand);
yakju (Korea); and sonti (India). See text.

Gari. A dry granular starchy product of West Africa (80,81). Made into staple food by adding hot or cold water. Made from peeled,
grated cassava by fermenting in cloth bags while squeezing out the water over 12–96 h. The anaerobic acid fermentation produces a
sour taste. Fermented solids are sun dried and lightly toasted in iron pans. A small amount of palm oil may be added during toasting
to impart a pale-yellow color. Solids are sieved and sold in markets. Very poisonous varieties of cassava may be used in making gari.
Crushing of cassava releases naturally present linamarase, which breaks down the cyanogenic linamarin to reduce the cyanide
content. Cyanide produced boils off as hydrogen cyanide gas, indicating the need for good ventilation during processing. Acid pH
produced during fermentation enhances the action of linamarase (pH optimum of 5.5). In addition, microbial action may produce
enzymes that enhance the breakdown of cyanoglycosides.

Miso. Fermented soybean paste of Japan. Other similar products: jang (China); doenjang and kochujang (Korea); taucho or tauco
(Indonesia); tao-tsi (Philippines) (18,40,41,79,82). See text.

Soy sauce. Japanese shoyu, and similar products throughout Asia: chiang-yu (China); kan jang (Korea); kecap (Indonesia)
(9,40,41,76,79). See text.

Natto. Soaked and cooked soybeans fermented by bacteria, principally Bacillus natto, consumed in Japan. Other similar products:
thua-nao of Thailand; kinema of Nepal, Bhutan, Sikkim, and parts of northeastern hills of India; dagé, an Indonesian produce made
of bacterial fermented peanuts and other oilseeds.

Tempe (or tempeh) and similar products: tempe kedele, tempe gembus, tempe benguk, tempe bongkrek, oncom, or ontjom. See text. A
Japanese solid food, hamanatto, is also made from soy beans fermented by fungi (41).

Dawadawa. Fermented African locust bean (Parkia filicoidea) product used as flavoring agent in West Africa (14).
Kenkey (and other similar products). Fermented corn dough used as staple in Ghana (8).
Mawé. Acid-fermented corn dough used in Benin and Togo (8).
Pozol. Fermented corn dough used as staple in parts of Mexico.
Kocho. Unleavened flat bread made from fermented pulp of ensete (Ensete ventricosum) or ‘false banana’ plant (a banana-like plant

that does not bear bananas). Used as staple in certain regions of Ethiopia.
Tapai. Malaysian fermented glutinous rice or cassava gratings. Sweet and mildly alcoholic. Used as dessert. Similar products occur

elsewhere: lao chao in China (41); tapé ketan and tapé ketella of Indonesia (40); and peujeum in Sudan.
Nham. Fermented minced raw pork similar to sausages. Thailand.
Fermented seafood. Usually fish or shrimp pastes, or sauces: bagoong, patis (Philippines); ngapi (Burma); trassi, kccap ikan

(Indonesia); belachan, budu (Malaysia); mam, nuoc-mam (Vietnam); jeotkal (Korea); prahoc (Cambodia); kapi (Thailand); padec
(Laos); shottsuru, shiokara, katsuobushi (Japan); faseich (Sudan) (14); kobi (Ghana) (14); and fermented fish of Northern Europe.

Balao balao. Fermented rice–shrimp mixture eaten in Philippines. Cooked, somewhat pasty rice is blended with fresh, unshelled,
salted shrimps, and fermented for 7–10 days. Shrimp shell becomes quite soft. Product cooked before consumption.

Burong dalag. A fermented fish and rice product of the Philippines.
Fermented milk products. Yogurt; sour cream; cheeses; ergo and others (Ethiopia); kefir, koumiss (Russia); dahi (India); tairu

(Malaysia); laban rayeb, laban zeer, laban zabadi (Egypt); liban argeel, liban khather, mast, mass taw, shenina, dabbo (Iraq).
Kishk. A fermented milk–wheat mixture of Egypt. Stored as dry balls.
Trahanas (and other names). Made from crushed wheat and fermented sheep milk in Greece, Turkey, and Cyprus. Stored as dry

biscuits or dry crumbled solids.
Fermented vegetables (8). Sauerkraut (Europe, North America); Chinese sauerkraut hum choy; acid-pickled olives and cucumbers;

various Indian and Malaysian pickles; various varieties of kimchi (Korea); kimchilike products of Thailand and elsewhere.

Source: Refs. 6, 76, and 77.
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the original rice, corresponding to about 2,000 fungal
spores for each rice grain (10). The koji used is white be-
cause mold growth is arrested before sporulation (10). The
unsporulated koji is relatively dry; the rice kernels are
relatively hard and unclumped (10). The koji is then used
in preparing the sake yeast starter mash, or moto. The
traditional method of moto making required about a
month-long fermentation of koji (300 kg) and water (1 m3)
(10). A succession of microbial populations developed, in-
cluding lactic acid bacteria that reduced the pH and cre-
ated an environment in which only the sake yeast, Sac-
charomyces cerevisiae, thrived (10). In modern moto
production, fermentation time is reduced by adding lactic
acid to water (pH 3.5–3.8) before mixing with koji. A large
inoculum of sake yeast and steamed rice is also added. In
a few days the starch is hydrolyzed, and fermentation be-
gins. The next step is a moromi fermentation; it involves
further addition of steamed rice, koji, and water to moto.
Three additions are made at 1-day intervals (10). Tem-
perature is lowered at each addition to control contami-
nation because the added materials dilute the acids and
alcohol. The temperature of moromi is controlled carefully,
and after the final addition the temperature is 7–8 �C (10).

Saccharification of starch and fermentation occur simul-
taneously in moromi (unlike in moto) until the alcohol con-
tent reaches nearly 20% v/v (10). Some steamed rice may
be added during the final stages of fermentation to produce
a sweeter product (10). Once the fermentation has almost
ceased, alcohol is added to the mash to bring the concen-
tration to 20–22% by volume (10). Solids are filtered out;
the liquid product is further clarified, pasteurized, aged,
blended, diluted to 15.0–16.5% v/v alcohol, and packaged
(10). Unlike Western beer fermentations, sake mash is
very high in solids that help to keep a large amount of
yeast in suspension (10).

Beverages similar to sake are also found in China and
many other Asian countries (Table 4). Other quite different
indigenous alcoholic beverages, some made through solid
substrate fermentation, are found in Africa and elsewhere
(76). Some of these products are now produced in large
industrial operations (77).

Soy Sauce

Soy sauce originated in China, but it is widely produced
and consumed throughout Southeast Asia, Japan, and, in-
creasingly, Europe and North America. The history, vari-
ety, and production technology of soy sauce have been de-
tailed by Fukushima (9) and others (40,41,76,79). Here, a
short description of only the latest, large-scale Japanese
production methods is given.

Manufacture of soy sauce (shoyu in Japanese) involves
a solid substrate koji fermentation, a brine or moromi fer-
mentation, and refining steps (40,41,79). In koji making,
soybeans or, more usually, defatted soybean flakes or grits
are moistened and cooked in continuous pressure cookers
(Fig. 9). The latest cooking methods employ a cooking time
of 0.25 min or less, at approximately 7 kg cm�2 gauge pres-
sure, equivalent to 170 �C (9). Rapid high-temperature
cooking reduces loss of proteins and improves the yield of
hydrolyzed amino acids in the final product. Cooked beans
are mixed with roasted wheat that has been cracked into
four or five pieces (9). Wheat roasters operate in a contin-
uous mode at 170–180 �C (9). The ratio of wheat to beans
is commonly 1:1, but it varies with the variety of shoyu (9).
The mixed substrate is inoculated with a pure culture of
Aspergillus oryzae (or A. sojae). The fungal spore density
at inoculation is about 2.5 � 108/kg of wet solids (1). After
a 3-day fermentation the substrate mass becomes green-
yellow because of sporulation (9). Too long an incubation
causes excessive, unwanted sporulation, production of am-
monia from deamination of amino acids, and off-flavors in
the final product (41). Koji is now harvested for use in the
moromi step. Koji production is highly automated and con-
tinuous (9,18). Among the largest of koji-making processes
is that of Kikkoman Corporation; it produces up to 4,150
kg h�1 koji, which is equivalent to processing 1,650 kg h�1

raw soybeans and 1,775 kg h�1 wheat (9).
Harvested koji is mixed with brine containing at least

20% salt for the moromi fermentation step (9,41). Large
outdoor tanks are used for moromi fermentation. A spe-
cially selected culture of lactic acid bacteria is added to
moromi mash, and the temperature is kept relatively low
(15–20 �C) for the first month or so (9). Low temperature
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prevents a too rapid growth and attendant rapid decline
in pH. A pH drop that is too rapid causes undesirable early
arrest of the proteolytic activity of koji enzymes; action of
koji glutaminase is also obstructed (9). When the pH of
moromi has declined to pH 5, a separately grown culture
of the yeast Zygosaccharomyces rouxii is added (9). The
temperature is then gradually raised to nearly 30 �C until
a vigorous alcoholic fermentation occurs (9). On cessation
of the alcoholic fermentation, the temperature is again re-
duced to about 25 �C and maintained there for the last 2
months (9). Aged moromi is filtered using automatic filter
presses; the liquor is pasteurized in continuous flow plate
heat exchangers and packaged in plastic bottles (9). The
production schemes vary a great deal within Japan, and
many quite primitive methods are encountered elsewhere
in Asia. Chinese practices have been outlined by Wood and
Min (41).

Tempe

Tempe (or tempeh) kedele is a fermented soybean product
consumed in Indonesia, Malaysia, Singapore, the Nether-
lands, the West Indies, and, increasingly, the United
States and Canada (8,40,41,76). Tempe kedele is made
from partly cooked soybeans that are fermented with the
mold Rhizopus oligosporus. The mold mycelium completely
covers, penetrates, and binds the beans into a cake. In ad-
dition to the beans, lower-quality tempe varieties may con-
tain solids such as cassava grits, soybean coats, or tofu that
are added before fermentation. Freshly fermented tempe
is creamy white; it has a mushroomlike flavor that be-
comes nutty and peppery on deep frying (8,76). Raw tempe
does not keep well. Unless consumed within 24–48 h, it
should be deep fried, dried, or blanched and refrigerated
(76).

Production processes vary a great deal. In typical
cottage-level processing in Indonesia, cleaned dry soy-
beans are washed and partially cooked by boiling for 2.5–
3 h. An overnight soaking in clean water follows (8). A bac-
terial acid fermentation occurs and the pH drops to 4.5–
5.3. The beans are now dehulled by rubbing with hands or
feet. Hulls float on top and are washed away. Well-drained
beans are inoculated using a previous batch of sporulated
tempe that may have been sun dried. Alternatively, mold
grown and dried on large leaves of Hibiscus tiliaceus may
be used (8,76). Inoculum densities of 107 spores (or 107 cfu)
per kilogram of wet solids have been reported (1,8). Over-
inoculation may produce excessive heat that inactivates
fungal mycelium; Bacillus species proliferate, causing
spoilage (8). Similarly, suboptimal inoculum density may
cause outgrowth of yeasts and bacteria and again spoilage
(8). Inoculated beans are lightly packed in relatively flat
packets of Hibiscus, banana, or other broadleaves for 30–
40 h of fermentation at ambient conditions (76). Similar
general schemes are followed in large-scale production pro-
cesses operated in the United States, Asia, and other coun-
tries; exceptions are mechanized processing, better-
defined inoculum, and fermentation in perforated stainless
steel trays (2- to 3-cm-deep bean layer) or perforated plas-
tic bags (76). Fermentation is nonsterile; the bacterium
Klebsiella pneumoniae that is invariably present in com-

mercial preparations leads to vitamin B12 enrichment of
the product (76).

Studies on production of R. oligosporus spores (pure
culture) for commercial tempe inoculum indicate that vi-
able spore counts of 109–1010/kg dry substrate can be ob-
tained on a variety of grains (1). Spores may be freeze-
dried, but typically about one-log reduction in viability
accompanies drying (1). Freeze-dried spores generally
keep for 6 months (1).

Other tempelike products are consumed in Indonesia,
including tempe gembus, made from waste produced by
soybean curd factories; tempe benguk, produced using the
legume Mucuna pruriens instead of soybeans; tempe mata
kedele, made from soybean hulls; and tempe bongkrek,
made from coconut press cake. The latter type can be po-
tentially contaminated with the bacterium Pseudomonas
cocovenenans, which produces lethal toxins (76). P. cocov-
enenans suppresses the growth of the tempe mold; hence,
tempe bongkrek must never be consumed if a luxuriant
growth of the mold has not developed (76). Formation of
bacterial toxins is suppressed below pH 6, and an incuba-
tion temperature of 37 �C or higher prevents development
of P. cocovenenans (76). The mold that is primarily respon-
sible for most tempe fermentations is Rhizopus oligospo-
rus, but other Rhizopus species, such as R. oryzae, R. ach-
lamydosporus, and R. arrhizus, as well as non-Rhizopus
fungi, may be involved (8).

Oncom

Oncom (or ontjom) is another tempelike product made
from peanut press cake in Indonesia (41,76). Rhizopus spe-
cies are used to produce the black oncom (oncom hitam),
whereas the preferred red oncom (oncom merah) is pro-
duced using Neurospora species (76). Neurospora sitophila,
N. crassa, and N. intermedia are typical oncom molds (76).
In quite different processes, N. sitophila has been inves-
tigated also for protein enrichment of low-grade substrates
such as sugar cane bagasse for animal feed (11).

Sausages

Fermented meat products such as bologna, summer sau-
sage, thuringer, teewurst, dry sausage, pepperoni, and sa-
lami are produced by solid-state anaerobic fermentations
utilizing acid-forming bacteria, particularly Lactobacillus,
Pediococcus, and Micrococcus species. Typically, ground
meat is mixed with curing agents and a starter culture at
low temperature (�1 �C or less), and placed in cloth or
other casings. Fermentation occurs at 20–40 �C. In dry sau-
sage production in the United States, for example, a fast
acid fermentation is employed to prevent growth of spoil-
age microorganisms. The curing mixture is predominantly
salt and nitrite. Nitrite reacts with myoglobin in meat to
produce the characteristic dark-red color of the product.
Either Pediococcus acidilactici or P. pentosaceus is used for
starter, depending on the selected fermentation tempera-
ture. Slower fermentation at 24 �C is commonly used in
Europe. The curing mixture consists of salt, nitrate, and
other spices. Naturally present micrococci and staphylo-
cocci convert the nitrate to nitrite for the desired coloring
effect. After the lactic acid fermentation, a further incu-
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bation period of up to 7 days at low temperature is prac-
ticed, with the meat held in 0.2-m-deep layers in metal
pans.

Coffee

Coffee, after oil, is the second largest traded commodity,
and more than 1.2 billion cups are consumed daily (83).
Coffee processing employs a solid substrate fermentation
for removing adhering mucilage (mesocarp) from ripe, me-
chanically pulped coffee cherry. This method is used pre-
dominantly only for Coffea arabica (84), which supplies the
high-quality end of the market (83). Apparently, fermen-
tation is not essential to flavor development, serving
merely to remove the mesocarp from the parchment that
encloses the bean. Nevertheless, the fermentation needs to
be carefully conducted, or off-flavors develop that affect the
final cup quality (84). In the preferred mode of fermenta-
tion, pulped cherry is placed in concrete or wooden tanks
arranged for continuous drainage of the liquors produced
(84). An alternative fermentation scheme utilizes under
water fermentation with or without continuous water flow
(84). The fermentation lasts 20–100 h, depending on fac-
tors such as pH, the coffee variety and stage of ripeness,
aeration, and concentration of ions (for example, Ca2� en-
hances the activity of certain enzymes) (84). Once the mu-
cilage has degraded, the solids are washed and graded by
water in concrete channels, and dried to produce parch-
ment coffee (84). Milling (dehulling) removes the parch-
ment to yield green beans used in commerce. The well-
known coffee grounds are obtained by crushing blended
and roasted green beans. Further processing is required to
produce the instant varieties of coffee (83).

Cocoa

Cocoa beverages and chocolate are made from fermented
cocoa (Theobroma cacao) seed or beans (85). Mature cocoa
fruits or pods are harvested and split open to release the
pulp-enveloped seeds. The pulp ferments as the seeds are
piled in 2- to 4-ft-diameter heaps placed on perforated ba-
nana leaves that allow drainage of the liquids released
(14,85). Alternative fermentation schemes employ perfo-
rated wooden boxes and other methods (85,86). The fer-
mentation usually lasts 2–8 days, depending on the cocoa
variety. The cocoa mass is turned several times during fer-
mentation to ensure aeration and homogeneity and to
avoid clumping (85,86). Turning also discourages mold
growth on the better-aerated, exposed parts (86). A suc-
cession of microorganisms develop, including yeasts that
are followed in turn by lactic acid producers, acetic acid
bacteria, and, finally, aerobic spore-forming bacteria (86).
The heat developed during the two-stage anaerobic–
aerobic fermentation kills the cocoa embryo. Fermentation
degrades the pulp, making removal easier, and products of
fermentation penetrate the beans, stimulating complex
biochemical reactions that are essential to flavor develop-
ment (85,86). Fermented beans are dried, cleaned, and sold
to chocolate processors or marketing organizations.

Mushrooms

The variety of edible mushrooms is tremendous, but only
a few types are commercially cultivated. Production of

mushrooms, mushroom compost and other substrates, and
mushroom spawn utilize solid substrate fermentation
methods that are comprehensively described elsewhere
(2–4).

SAFETY CONSIDERATIONS

Microorganisms used in solid substrate fermentations
have the potential to produce harmful effects in humans
and animals. The history of occupational disease in solid-
state cultivation is reflected in names such as cheese-
maker’s lung and mushroom worker’s lung (87). Allergenic
reactions and immunological hypersensitivity have been
associated with exposure to fungal spores, including those
of Aspergillus niger, Aspergillus oryzae, Aspergillus awa-
mori, and Aspergillus batatae in industrial settings
(88,89). Conditions such as dermatitis, asthma, vasomotor
rhinitis, and itchy skin have been observed among exposed
workers (87,88). Exposure to Bacillus thuringiensis has
produced similar effects in humans (88). Aspergillus and
Pseudomonas species have caused fatal infection in im-
munocompromised individuals and serious lung infection
in cystic fibrosis patients (89). Fatal infections with Asper-
gillus fumigatus in previously healthy adults have been
observed (89).

Inhalation of spores of edible mushrooms has long been
associated with disease among mushroom growers (87). Al-
lergenic reactions to spores of Pleurotus species, Lentinus
edodes (3), and others have been documented. Pleurotus
spores survive for several days after inhalation in the hu-
man respiratory tract, suggesting the potential for germi-
nation in the body (3). Allergenic reactions encountered in
cultivation of Agricus species are linked to other molds
that inhabit the substrate (3). In best-practice cultivation,
attention to handling and processing of mushroom sub-
strate and product should accompany ventilation of work
areas and the use of personnel protective clothing.

In addition to microbes, fermentation products such as
antibiotics and enzymes have been implicated in occupa-
tional asthma (87,89). Severe allergenic reactions to Ba-
cillus subtilis proteases are well known (89). Under certain
environmental conditions, organisms such as Aspergillus
flavus and Aspergillus oryzae are known to produce lethal
toxins (89). Specific strains of the blue-veined cheese mold,
Penicillium roqueforti, also produce mycotoxins under nar-
rowly defined environmental conditions (7). Species of the
genus Claviceps and some members of other genera pro-
duce toxic ergot alkaloids. Some other toxin-producing
fungi are noted in Table 5. Potentially, most physiologically
active fermentation products can be disruptive to health,
and certain products are highly toxic. Aflatoxins are potent
carcinogens. For a given fungus, the product spectrum of-
ten depends on the fermentation conditions (temperature;
pH; moisture content; type of substrate; agitation; meta-
bolic energy source; amounts of oxygen and carbon dioxide;
and nature and concentration of micronutrients, metal
ions, and other chemicals); hence, evaluations under rele-
vant conditions are essential. In particular, information
from submerged culture may be an unsatisfactory indica-
tor of behavior in solid-state fermentation.
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Table 5. Toxin-Producing Fungi

Aspergillus alliaceus
Aspergillus clavatus
Aspergillus melleus
Aspergillus niger
Aspergillus ochraceus
Aspergillus parasiticus
Aspergillus sclerotiorum
Aspergillus sulphureus
Chaetomium cellulolyticum
Fusarium moniliforme
Fusarium graminearum
Penicillium islandicum
Penicillium roqueforti
Penicillium viridicatum

Handling of the substrate used in solid substrate fer-
mentation requires care. A seemingly innocuous substrate
may be contaminated with microbial spores or may gen-
erate allergenic dust. Raw material for composting may be
heavily contaminated with human and animal pathogens,
including eggs of parasites. Hence, certain high tempera-
tures and holding time combinations are essential in com-
posting to ensure destruction of pathogens and parasites.
Depending on the composting process and the end use of
the product, a uniform maximum temperature of 55 �C
maintained for 3–15 days may be considered acceptable
(33). Special care in process design and operation may be
necessary to prevent recontamination of the final product.
Cases of such contamination do occur perennially (e.g., in-
fection from vegetables fertilized with manure; Listeria
contamination in cheese). Sometimes inadequacies in pro-
cessing may lead to a dangerous product: cases of cyanide
poisoning from consumption of insufficiently processed
gari occur from time to time in West Africa. Normally, fer-
mentation and other process steps in gari making should
substantially eliminate the cyanogenic glycosides (mostly
linamarin and lotaustralin) that occur naturally in cassava
tubers. Cases of fatal poisonings from consumption of
poorly prepared tempe bongkerk have occurred in Indo-
nesia.

Poor operational practice and failings in process and
plant design can exacerbate the hazard. Experience sug-
gests the following guidelines for minimizing process risks:
(1) the number of operators should be kept to a minimum
through mechanization and automation; (2) personnel–
product contact should be minimal to reduce contamina-
tion of the product and ensure safety of operators;
(3) operations should be enclosed and should be designed
to minimize generation of aerosols and particulates; (4) the
applicable GMP standards for food and pharmaceutical
products should be followed; (5) the environment in and
around the process plant must meet acceptable workplace
air quality standards, especially for particulates, micro-
organisms, spores, humidity, and temperature; (6) the pro-
cess equipment and the facility (including the air condi-
tioning system) must be frequently sanitized; (7) facility
design and operation must eliminate the risk of recontam-
inating the processed product; (8) there should be checks
on the quality of the in-process material and the final prod-

uct; and (9) satisfactory disposal of solid, liquid, and gas-
eous wastes must be ensured.

Operators should be fully informed of risks, and they
should be given the training necessary for safe processing.
Where required, personnel protective equipment should be
provided. There should be adequate supervision, including
routine health surveillance. Personnel who are ill, and
those with open sores and cuts, should be sent home or
moved to other, noncritical work. Attention to protection of
peripheral support staff, for example, maintenance and
cleaning personnel, is especially important because they
may not have the knowledge or training for the potential
risks. Thus, for example, trained, regular process opera-
tors should clean and sterilize a bioreactor before main-
tenance work.

The solid substrate fermentation facility should be de-
signed and operated to prevent cross-contamination be-
tween dirty and clean areas. This goal requires attention
to plant layout; movement of personnel, in-process mate-
rial, process machinery; and flow of air in the facility. A
minimum 12-Pa (0.05-in water gauge) pressure differen-
tial is recommended between adjacent clean and dirty ar-
eas. Negative pressure with respect to surroundings
should be maintained in most solid-state fermentation
chambers. Alternatively, the fermentation chamber may
be under positive pressure with respect to the adjacent
area, but that area should be under negative pressure with
respect to other surrounding areas. Most work areas
should comply with a relative humidity standard of 40–
50%. Relative humidities lower than 40% cause problems
with static electricity, whereas values greater than 50%
promote corrosion. Between 10 and 15 air changes per
hour are recommended for most plant areas. Workspaces
for substrate preparation, downstream processing, and fer-
mentation should attain 15–20 air changes per hour. Gen-
erally, conditioned air should be supplied at the ceiling
level and return at lower wall locations. Preferably, parti-
cle counts should not exceed 3.5 � 106 m�3 (105 per cubic
foot) for particles 0.5 lm or larger, and 2.5 � 104 m�3 (700
per cubic foot) for particles 5.0 lm or larger. There should
be no more than 25 cfu/10 ft3 of air. Air entering and ex-
iting the fermentation chamber should be filter sterilized
with 0.45-lm (or better) absolute filters that are also ca-
pable of in situ steam sterilization. A filter maintenance
and replacement program should be in place. The practice
of sterilizing solid substrate aeration gas by bubbling it
through caustic or acid baths is misguided. Admittedly, the
standards recommended here are not intended for pro-
cesses such as composting and mushroom cultivation, but
for plants producing foods, food additives, bulk pharma-
ceuticals, and secondary metabolites. The recommended
practices are based on the author’s experience. Note that
the standards for packaging, sterile processing, and final
dosage pharmaceuticals processing areas are significantly
higher than the ones given here (90,91).

Much of the indigenous fermented food production in
Asia, Africa, and South America is carried out at the
cottage- or village-scale level with little consideration for
hygienic processing. With few exceptions, even the larger
plants do not come close to meeting the minimum stan-
dards expected in the developed world. The practices rec-
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ommended in this review are for best-case production pro-
cesses in the developed world where attention to hygiene
and safety have transformed the traditional processing
methods. Finally, as examples of toxic gari and tempe
bongkerk prove, a thorough understanding of the fermen-
tation microbiology and biochemistry is essential if disas-
ters are to be prevented (78). Such knowledge is indis-
pensable to developing large-scale production processes
and in gaining increased acceptance of products beyond the
regions of origin.
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Table 1. U.S. Production of Soybeans, Soybean Oil, and
Total Crop Value from 1925 to 1995

Year

Total soybean
production

(million Bu.)

Total oil
production
(million lb)

Total crop
value

($ million)

1925 4.9 2.5 11.4
1930 14 14 19
1935 49 105 36
1940 78 533 70
1945 193 1,392 402
1950 299 2,075 738
1955 374 2,827 831
1960 555 4,420 1,185
1965 846 5,800 2,151
1970 1,127 8,265 3,205
1975 1,548 9,630 7,618
1980 1,798 11,270 13,560
1985 2,099 11,617 10,571
1990 1,926 13,408 11,042
1995 2,152 15,155 14,564

Source: Soya Bluebook Plus, 1997 (7).
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INTRODUCTION

Soybean, Glycine max, is a crop native to Asia. It is not
known when soybeans were introduced to the United
States. Morse (1) reports that the first written mention of
soybeans in the United States occurred in 1804, although
there are references dating back to 1770, when Benjamin
Franklin sent soybeans home from England (2). It is cer-
tain, however, that in the United States soybeans as a crop
did not begin to gain popularity until the early 1920s. The
primary reason for soybean’s increased popularity was a
newly developed ability to extract oil from it. Technological
advances allowing utilization of soybeans for oil production
led to the development of a large soybean industry. Today,
the annual soybean crop value is about $14.5 billion. The
advent of crushing facilities (continuous expellers) in the
1920s encouraged domestic demand for soybeans, and so
for several decades since the 1920s, steady increases in the
production and consumption of soybeans have occurred
(Table 1) (3).

Economically, meal production today is more important
than oil production. One metric ton (MT) of soybeans yields
about 180 kg of oil and 800 kg of defatted meal. The unit
price of oil is more than twice that of meal; however, a
metric ton of soybeans produces meal and oil worth $160
and $80, respectively. The meal usually is the driving force
behind soybean price because, on the average, it accounts
for approximately two-thirds of the value of the beans (4).
Soybean oil, the other direct product of soybean processing,
is also important especially in the food industry. Soybean
oil has 77% of the edible fats and oils market in the United
States (4).

Most soy protein in the form of defatted meal is used as
animal feed. Because of an ever-increasing population,
however, demand for food protein has increased tremen-
dously in recent years. Many types of soy food products

have been developed, mostly from defatted soybean meal.
These include soy flour and grits, soy protein concentrate,
soy protein isolates, texturized soy proteins, defatted soy
flakes, soy meal, full-fat soy flour, and enzyme-active soy
flour. Advances in processing technology have resulted in
soy protein products that can perform many functions in
food while retaining their nutritive value. The develop-
ment of technologies and processes has pioneered the way
for soybean production and utilization. Improving existing
and developing new ways to process and utilize soybeans
will continue to be necessary if increasing demand for soy-
bean products is to be met. This article reviews major soy-
bean products and commercial processes currently in use.

VARIETIES AND COMPOSITION

A great number of soybean varieties are grown in the
United States. Most differ in agronomic characteristics, so
maximum yield under diverse growing conditions can be
achieved. Because chemical composition is not considered
in the grading standards for trading soybeans, plant breed-
ers have focused plant improvement programs on increas-
ing yield. But in the last few years, new market opportu-
nities for specialty soybeans have led to an increased
release of soybean varieties with improved quality traits.
Some quality characteristics recently developed in soy-
beans include lower amounts of linolenic and palmitic ac-
ids and higher levels of oleic acid in the oil and reduced or
complete elimination of lipoxygenase and lower concentra-
tion of trypsin inhibitor in the meal.

Processing and utilization of soybeans have led to the
creation of soybean varieties of two types: those processed
for production of oil and meal and those processed for di-
rect food use (5). Soybeans used directly for food are gen-
erally lighter in color, have clear hilum, and contain more
protein and less oil than soybeans used for oil and meal do
(2). The most desired characteristics of soybeans for food
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include a large seed, high protein content, and high quality
at a reasonable price (6). Typical dry weight composition
of soybeans is 12 to 25% oil, 35 to 50% protein, 33 to 35%
carbohydrate, and 5% ash (6).

PROCESSING SOYBEANS FOR OIL AND MEAL

Soybeans are the dominant oilseed crop among the seven
major oilseeds grown in the United States. More than half
of the U.S. soybean crop is used by the domestic crushing
industry to produce meal and oil. More than 15 billion
pounds of soybean oil were produced in 1996 (7). Improved
understanding of lipid chemistry and enhanced oil pro-
cessing technologies were the most vital factors in the ac-
ceptance of soybean oil as a food-grade product. Refined,
bleached, and deodorized soybean oil is used by a variety
of industries, including food processors and industrial con-
cerns, by food service organizations, and by consumers (8).
Modern soybean crushing for oil and meal production in-
volves these unit operations: preparation and handling,
cleaning, drying, cracking and dehulling, conditioning,
flaking, extraction, and product desolventizing.

Preparation and Handling

Conventional preparation and handling of soybeans before
extraction consists of cleaning, drying, cracking, dehulling,
conditioning, and flaking (9).

Cleaning. Sand, stones, dust, and other foreign material
usually are removed by conventional seed conditioners,
which consist of a two-deck vibrating screen (5). The upper
screen retains the stones and coarser materials but allows
the passage of soybeans, and the lower screen retains the
soybeans and filters out finer particles. Light trash and
hull particles are removed by aspiration, and magnetic
separators are used to remove tramp iron (5).

Drying. Drying is conducted to efficiently remove the
hulls from cotyledons. Beans are dried to a moisture con-
tent of 10% or less. Soybeans are usually dried in counter-
current open-flame grain dryers heated with natural gas
or fuel oil (10). Soybean temperature must be raised suf-
ficiently to achieve the desired final moisture of 10%, but
it must not exceed 76 �C because discoloration and protein
denaturation will occur (10). Dried soybeans are stored in
bins for 2 to 5 days of tempering to allow for moisture equil-
ibration by diffusion. The tempering bins also serve as
working bins for uninterrupted feeding of processing
plants (5). Improvements have been made in reducing fuel
and energy costs. Some relatively new drying concepts in-
clude microwave vacuum drying and solar drying (10).

Cracking and Dehulling. To break the soybeans into
small pieces for dehulling and flaking, cracking is achieved
by counter-rotating corrugated rollers (9). To save power
and to obtain more uniform granulation with fewer fines
in the cracked beans, the corrugation of the cracking rolls
was changed some years ago by widening the pitch be-
tween the teeth of the corrugated rolls (11). This alteration
resulted in cleaner cuts or shearing with less power con-

sumption (11). Cracking rollers usually are 25 cm in di-
ameter and at least 107 cm long, having a processing ca-
pacity as great as 500 to 600 MT/day (9). The cracking step
is very important in traditional dehulling. The cotyledons
of properly dried and cracked soybeans should separate
easily from the hulls (12). If the soybeans are too dry, they
will pulverize in the cracking rolls and produce excessive
fines, which could cause problems in the extractor. If beans
are too moist, they tend to mash and not to release the
hulls (12).

Conditioning. Cotyledon fragments (meats) are condi-
tioned by heat and moisture to obtain the plasticity re-
quired for flaking. The temperature of the meats at the end
of conditioning is between 65 and 70 �C (9). Conditioners
may be vertical stack cookers or rotary horizontal cookers
in which steam or water spray is added to adjust moisture
to approximately 11% (12). Effective preheating before
flaking decreases power consumption of the flaker (11).
Flaking cold beans (25–30 �C) requires a power of about 5
to 6 kWh/ton of soybeans; however, flaking at 55 to 60 �C
requires only 3 to 4 kW h/ton (11).

On-line dryers have been developed that combine the
drying, dehulling, and conditioning steps into a continuous
operation. Soybeans are cracked hot, which decreases the
amount of fines produced. Different systems have been de-
signed for this combined operation. The Escher-Wyss sys-
tem uses a fluid bed dryer-heater to heat and dry soybeans
so that the hulls detach from the meat. This is followed by
cracking rolls and impactors to break up the soybeans and
loosen the hulls. Hulls then are separated by air aspiration
and meats are sent to a fluidized-bed conditioner-cooler for
final moisture and temperature adjustment (13).

Flaking. Flaking is achieved by passing the conditioned
meats between two horizontal smooth rolls. Flaking mills
consist of a pair of smooth surfaced rolls with a minimum
diameter of 50 cm (12). Rolls usually are 120 cm long and
70 cm in diameter. Pressure between the rolls is generated
by mechanical or hydraulic systems, and flake thickness is
controlled by the pressure (12). Flaking before solvent ex-
traction is important because (1) solvent can flow easier
through a bed of flaked particles than through a bed of
cotyledon fragments or fine particles and (2) pressure gen-
erated between the rolls ruptures oil cells and facilitates
subsequent solvent extraction (9).

Thickness of the flakes is crucial because solvent and
oil diffusion are the rate-limiting steps during hexane ex-
traction. Optimal flake thickness is 0.025 to 0.037 cm;
thickness outside this range does not yield satisfactory re-
sults. Thicker flakes offer greater diffusion resistance;
thinner ones easily crumble, producing fines that hinder
hexane penetration into the soy-flakes bed (9).

A common problem in flaking is greater wear at the cen-
ter than at the ends of the rolls. As the wear progresses,
soy flakes at the center of the rolls become thicker than
those at the ends. Continued pressure adjustment to cor-
rect flake thickness near the center may cause excessive
pressure at the roll ends and chipping or pitting of the
metal (12).
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Improvements in Pre-Extraction Technology. The use of
expanders in preparing oilseeds for extraction has been
one of the most significant developments in the oilseed in-
dustry (13). Expanders produce collets that improve drain-
age and reduce solvent carryover to the desolventizer
toaster. The three main benefits of the expander in oil ex-
traction are (1) as great as a 40% increase in bulk density,
potentially as great as 40% increase in contact time;
(2) increase of bed porosity resulting in more rapid drain-
age rates; and (3) additional rupture of oil cells, which sub-
stantially increases the oil diffusion rate (14).

Solvent Extraction

The most prevalent solvent extraction method in modern
soybean processing facilities is hexane extraction (15). The
oil extraction process is basically a process of solid–liquid
extraction (5). The transfer of oil from solids to the sur-
rounding oil–solvent solution may be described in three
steps: (1) diffusion of solvent into the solids, (2) oil solubil-
ization, and (3) diffusion of oil from the solid particles into
the surrounding liquid phase.

The driving force of diffusion is the oil concentration
gradient. Although hexane has been the solvent of choice
in most commercial extraction plants, other solvents also
have been considered (16,17). The properties of an ideal
solvent have been discussed in detail by Johnson (17); the
most important of these include high-solvent power, non-
toxicity, triglyceride selectivity, nonflamability, low specific
heat and heat of vaporization, and low cost. The two
streams exiting from the solvent extractor are the miscella,
or oil-hexane mixture, and the marc, or defatted flakes con-
taining hexane (Fig. 1).

Throughout the world, mechanical extraction often is
preferred by small extraction plants, particularly those
processing a variety of oilseeds. Screw presses consist of a
shaft with an interrupted worm gear rotating in a cage of
metal bars separated by small spaces. High pressure forces
the oil out between the cage bars as the press cake moves
along the shaft. Mechanical extraction can be used for the
cold pressing of oils and the production of meal with a high
oil content. Advantages are low initial capital cost and no
solvent requirement; the efficiency of oil extraction, how-
ever, is less than with other methods.

Extraction Equipment. The basic types of commercial oil
extractors in use today fall into two main categories: per-
colation and immersion (15,18). Percolation types are used
worldwide and are considered more efficient. Immersion
extractors are not commercially used for soybean oil ex-
traction (15).

Four types of percolation extractors are actively mar-
keted at present: the rotary basket extractor (Rotocel), the
stationary basket extractor, the horizontal belt extractor,
and the continuous loop extractor (12). A description of
each extractor is beyond the scope of this article, and an
excellent review of commercial extractors has been given
by Milligan (19). In percolation extractors, hexane or mis-
cella is pumped over the bed of soy flakes, percolates
through the bed, and leaves at the bottom through a per-
forated plate or mesh screen. Extractors can be classified

as deep-bed (� 5 m deep) and shallow-bed (� 5 m deep)
extractors. Deep-bed extractors (rotary or stationary bas-
ket extractors) have a material bed whose overall length
is approximately five times greater than its depth (14). The
bed surface area per miscella stage is relatively small, al-
lowing the required miscella flow to permeate the bed com-
pletely. The solvent-flakes contact time is maximized, and
these extractors can operate with relatively thick flakes.
Shallow-bed extractors (horizontal belt and continuous
loop extractors) are designed so that overall length of the
bed material is 50 times greater than its depth. Bed sur-
face area per miscella stage is large, and contact time be-
tween solvent and flakes is not maximized. Shallow-bed
extractors operate effectively by using thin flakes, thereby
increasing the diffusion rate (14).

Miscella Stripping. Full miscella contains about 30% oil;
for every ton of crude oil, therefore, about 2.5 tons of sol-
vent must be removed by distillation (5). The hexane must
be efficiently removed and recycled to ensure the oil safety
and to conform to environmental regulations (9).

A solvent recovery system consists of a two-stage strip-
ping evaporator and an oil stripping column. Solvent is
removed from the miscella by double-effect evaporators
and steam stripping. The first stage usually consists of
a long-tube vertical evaporator, where the miscella is
heated and solvent evaporated using vapors from the
desolventizer-toaster (DT) unit at below atmospheric pres-
sure, concentrating the miscella to about 70% oil (12,15).
The second-stage evaporator is a rising-film evaporator
heated with steam at 10 to 20 psi in which the miscella is
further concentrated to 90 to 95%. Vapors generated go to
the condenser, and oil goes to the oil stripper, a disk-donut
type operating under vacuum provided by steam injection
(12,15). Oil flows downward in contact with stripping
steam introduced at the bottom. At the end of this opera-
tion, the amount of residual solvent is sufficiently low to
achieve a flash point of 150 �C. A flash point of 121 �C
corresponds to 1,000 ppm of hexane in the crude oil, which
is the required level for transfer to the refinery (9).

Desolventizing and Toasting Soybean Meal for Feed. De-
solventizing is a key operation in solvent extraction (13).
Defatted flakes from the extractor contain about 30%
(w/w) hexane, and before they can be processed further for
feed they need to be processed through a desolventizer. The
meal, which is used usually as livestock feed, must be
heated sufficiently to inactivate antinutritional factors
such as trypsin inhibitors (9). This process is known as
toasting. It is carried out commercially in conjunction with
desolventizing in a DT unit (9). Hexane-wet flakes leave
the extractor at temperatures of about 57 �C. Live steam
is injected at the bottom of the DT unit, and the steam that
condenses provides the latent heat required for hexane
evaporation. The condensed steam raises the moisture
level of the flakes to 16 to 24%, facilitating the toasting
operation at 100 to 105 �C (20). The residual hexane con-
tent of the flakes is less than 500 ppm. The flakes then are
hot-air dried to about 10% moisture, cooled to a tempera-
ture below 32 �C, and ground and screened to a desired grit
size.
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Figure 1. Principal unit operations in soybean oil ex-
traction facilities.
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Soybean meal with greater than 50% (w/w) protein,
which is produced by grinding toasted flakes, provides
greater than 60% of the value of processed products from
soybeans. In the United States, meal is used primarily in
swine and poultry rations (8). The other components of
meal are carbohydrates (30 to 35%), lipids (1%), ash, and
moisture.

A predesolventizing step and the use of expanders in
flake preparation have marked effects on the desolventiz-
ing operation (20). Predesolventizing reduces the amount
of hexane going into the DT and the amount of water con-
densed on the flakes and, consequently, decreases the
steam requirements (20). Moisture reduction of the flakes,

however, increases the possibility of overheating and de-
creases the nutritive value of the meal (20). Expanded
flakes have higher bulk density and lower residual solvent
content than unexpanded flakes do (9).

Desolventizing and Deodorizing Soy Flakes for Food. For
food and industrial applications of meal, it is necessary to
minimize the heat denaturation of soy proteins and to
maintain their water solubility (9). Desolventizing to pro-
duce white flakes can be performed (1) in steam-jacketed
conveyor tubes arranged in a vertical stack; (2) by using
superheated circulating solvent vapor in a horizontal drum
equipped with an agitator/conveyor pipe to facilitate con-
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tact between the flakes and the superheated vapor; and
(3) by using superheated solvent vapor to contact the flakes
in a conveyor pipe, where the conveying action results from
the velocity of the superheated vapor (20). The last process,
also called flash desolventizing because of the relatively
short residence time of flakes in the apparatus, is the best
method for desolventizing white flakes (5). The super-
heated vapor provides energy for the evaporation of sol-
vent from the flakes. The turbulent nature of the flake-
vapor flow permits extremely rapid heat and mass
transfer. In seconds, the superheated hexane will flash off
the residual liquid hexane, leaving desolventized flakes to
be collected in the cyclone (21). Protein denaturation is
minimized primarily because of the short heating time.
Hexane losses in white flake desolventizing systems are
generally higher than those in DT systems (20). After de-
solventizing, white flakes are deodorized with live steam
to remove the remaining hexane. Depending on end use,
deodorization conditions can be adjusted to produce flakes
with varying protein solubilities, such as with protein dis-
persibility indices (PDIs) of 10 to 90%.

One negative impact on the environment from the oil-
seed processing industry is the unrecovered solvent from
the oil extraction (14). By November 15, 2000, maximum
achievable control technology standards for hexane emis-
sions will be established (23). What the standards will be
is unknown; it will not, however, be easy to meet them,
even by the most efficient plants (24). The most significant
hexane loss points in the extraction plants include desol-
ventizing, meal drying and cooling, vent systems, water
and oil carrying solvents, fugitive emissions, and plant
shutdowns (24). In most plants, hexane loss is less than
half that of 10 years ago. This decrease was accomplished
by emphasizing the basic engineering and processing prin-
ciples upon which most plants were designed and built
(24).

Storing and Handling Crude Soybean Oil. Crude soybean
oil contains a significant amount of nontriglyceride com-
ponents that should be removed before bulk storage, han-
dling, and transport (25). Deterioration of oil in storage
depends not only on external factors but also on the initial
conditions of oil, including moisture content, free fatty ac-
ids content, organic impurities, and contamination with
molds (25). Crude oil must be stored under specific condi-
tions to avoid oxidation caused by moisture, temperature,
air, and metals promoting oxidation (9). To avoid the set-
tling of fines and gums, oil with a moisture content below
0.2% is cooled to 40 �C and stored in stainless steel tanks
with agitation. Oil stability can be improved if impurities
are removed before storage (9).

REFINING SOYBEAN OIL

Refining freshly extracted oil means less product loss and
improved product quality (13). Crude oil contains both in-
soluble and oil-soluble impurities. Insoluble impurities in-
clude seed fragments, excess moisture, and sometimes a
waxy fraction appearing in refrigerated oils (9). Oil-soluble
impurities include phosphatides, free fatty acids, gummy

or mucilaginous material, color bodies, tocopherols, ster-
ols, hydrocarbons, ketones, and aldehydes. The refining
process removes those impurities, converting the crude oil
into food grade soybean oil (9). Oil refining consists of sev-
eral major unit operations: degumming, neutralization,
bleaching, hydrogenation, and deodorization, each of
which is designed to remove one or more specific com-
pounds (Fig. 2).

Crude Oil Clarification

The removal of fines from crude oil is done traditionally by
filtration. In integrated facilities, filters are being replaced
by centrifugal decanters (13). In facilities with acid and
water degumming and when lecithin is not produced, the
clarification step is combined with the degumming step by
removing both solids and gums in a high-speed decanter
(13).

Degumming. The degumming step removes the phos-
pholipids, also referred to as phosphatides, lecithin, or
gums, which are the major source of oil phosphorus. Re-
moval of phospholipids is essential in the production of oil
with optimal color, flavor, and oxidative stability. Direct
mixing of warm oil (70 �C) and soft water (1 to 3%) is the
most commonly used method for degumming. Hydrated
and insolubilized phospholipids partition to the water
phase, and the oil temperature disrupts the possible for-
mation of emulsion (9). Degumming of the oil from undam-
aged soybeans decreases phosphorus content in crude oil
from 500 to 900 ppm to 12 to 170 ppm (9). Soy phospholip-
ids also are extracted, because they are used in the food
industry as soy lecithin (a mixture of phosphatidylcholine,
phosphatidylinositol, and phosphatidylethanolamine). Be-
cause of the limited market for lecithin, a common practice
in the United States is to alkali refine crude soybean oil
and to dispose of lecithin in soapstock (26). The next im-
portant development in the degumming process probably
will be the implementation of membrane filtration (13).

Neutralization

Neutralization is the removal of free fatty acids from the
oil. Free fatty acids must be removed because they reduce
the smoke point of oil, increase foaming, and may impart
soapy flavor in foods (9). There are several methods of neu-
tralizing crude soybean oil, alkali refining, Zenith refining,
and physical refining are commercially used.

Alkali Refining. Alkali refining, also called caustic refin-
ing, is the most common method of neutralization and can
be performed on crude or degummed oil. It involves adding
alkali solution, in-line mixing with oil, centrifugation, in-
line washing with water, and a second centrifugation (27).
The sodium salt of the fatty acid (soaps), which are pro-
duced during neutralization, are removed during centri-
fugation. Some loss of triglycerides may occur with soaps.
A typical level of free fatty acids before refining is 0.3 to
0.7%, and refining lowers this to �0.05% (9).

Zenith Refining. The Zenith refining process was devel-
oped in Sweden in 1960 and consists of degumming with
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Figure 2. Unit operations involved in soybean oil refining for the production of hydrogenated oil,
salad and cooking oils, and optional lecithin production.
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0.1 to 0.4% (w/w) of phosphoric acid and alkali refining
with a dilute sodium hydroxide solution (0.35 M). The use
of dilute alkali obviates washing the oil with water. The
neutralized oil contains about 1% water and 50 ppm soap
and requires bleaching with citric acid and bleaching earth
(27).

Physical/Steam Refining. This process is essentially a
deodorization of lecithin-free oil under high vacuum at
high temperatures. The process conditions are the same as
those used in the deodorization. Physical refining reduces
water usage and generates less wastewater than alkali re-
fining does. Because of flavor instability, physically refined
oils are not acceptable in the United States (27).

Bleaching

Treatment of refined oil with a bleaching adsorbent re-
moves pigments, metal compounds, residual soap, and
trace amounts of prooxidants that were not removed by
alkali refining (15). Neutral earth, acid-activated earth, ac-
tivated carbons, and silicates are used as adsorbents for
soybean oil bleaching (28). This process has evolved basi-
cally from an open batch system to a continuous process
under vacuum with alternating filters for clay removal
(13). Typically, neutralized oil is mixed at about 70 �C with
an appropriate dosage of earth (0.3 to 0.6%), heated to
bleaching temperature (100 to 110 �C), mixed for 20 to 30
min, cooled to 70 to 80 �C, and filtered (28). Bleaching is
an important step in enhancing oil appearance, flavor, and
stability and in obtaining a light color appealing to the
consumer (9).

Hydrogenation

The goal of hydrogenation is to decrease the amount of
unsaturated fatty acids and to convert liquid oils to fluid,
semisolids, or plastic fats (9,29). Hydrogenation is per-
formed with hydrogen gas in the presence of a nickel cat-
alyst. Reaction conditions differ with the desired product,
and the ranges of process temperatures, pressures, and
catalyst concentrations are 165 to 218 �C, 0.3 to 2.7 atm,
and 0.02 to 0.05%, respectively (29). Hydrogenation in-
creases the oxidative stability by reducing the number of
double bonds in fatty acids, which are the sites of peroxide
formation and subsequent off-flavor development (9).

Deodorization

The main purpose of deodorization is to remove free fatty
acids, odors, and flavor compounds from the oil (13). Deo-
dorization is a steam-stripping process in which good qual-
ity water is injected into soybean oil under a strong
vacuum (1 to 6 mm Hg) and a temperature sufficiently high
(252 to 266 �C) to vaporize undesirable volatile compounds
(30). Deodorization is the last step in refining edible oils to
be used as ingredients in salad dressings, cooking oil, mar-
garines, shortenings, hard butters for the confectionery in-
dustry, and other food products (9).

Winterization

Winterization is the removal of solids that settle out from
the oil at temperatures between 4 and 10 �C. The solid

fraction (stearine) is separated so that it does not precipi-
tate during refrigeration of salad oils (9). Winterization be-
gins with dry, hydrogenated oil being pumped into a large
insulated tank fitted with cooling coils. The temperature
is lowered slowly by controlling the amount of propylene
glycol circulating through the cooling coils. The rate of cool-
ing must be controlled to promote the formation of larger
crystals for easy separation. Crystal formation and growth
is determined by nucleation temperature, triglyceridecom-
position, and cooling rate. Commercial winterization is
done by cooling the oil from 30 to 35 �C to about 6 �C. The
temperature difference between oil and coolant is main-
tained at about 13 �C to ensure slow cooling. As the final
temperature is approached, the cooling rate is decreased
further. The cooling process lasts between 12 and 24 h (9).
At the end of the cooling period, the external cooling is
stopped and the winterized oil is allowed to stand for 6 to
8 h at 6 �C before filtration (15). Typical oil recovery is 75
to 80%.

Industrial Uses of Soybeans

Industrial (nonfood, nonfeed) uses of the two major soy-
bean products, protein and oil, comprise less than 0.5% of
total soy protein and about 2.6% of the total soy oil pro-
duced in the United States (31). Economically viable in-
dustrial uses today of soy protein and oil include paper
coatings (protein), wood adhesives (protein), alkyd resins
(oil), printing inks (oil), and oleochemicals. Potential uses
include plastics and textile fibers from soy protein and
soybean-based fuel. The most important current and po-
tential applications of major soybean products are sum-
marized in Table 2. For in-depth review of the industrial
uses of soybeans, interested readers are referred to the
work of Johnson and Myers (31).

SOYBEAN PROTEIN PRODUCTS

The term soy protein is given to processed edible dry soy-
bean products with protein contents greater than 50%
(w/w). Typically, food-grade soy proteins are produced from
white flakes, which are processed on different lines than
those used for producing oil and feed meal (32).

Defatted Soybean Grits and Flour

Grits are obtained by grinding defatted flakes coarsely fol-
lowed by screening. Grits are sold as coarse (10 to 20
mesh), medium (20 to 40 mesh), or fine (40 to 80 mesh)
grade. Soy flour is produced by grinding soy flakes to very
fine particles to achieve 97% product pass through a 100-
mesh screen. Soybean flour and grits are used in a variety
of food products, including soups, sweets, beverages, des-
serts, bakery goods, breakfast cereals, and meat products.

Soy Protein Concentrates

Soy protein concentrates are prepared by removing soluble
carbohydrates and volatile compounds from defatted meal
or flour to obtain a product with a protein content of 65 to
75% (w/w). Nondenatured soybean protein is most soluble
at pH values between 1.5 and 2.5 and between 7 and 12
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Table 2. Current and Potential Industrial Uses of Soybean Products

Product Main processes Uses

Adhesives Alkali dispersion of soy flour, mixing and treatment
with other ingredients such as sodium silicate,
antifoam, and preservatives

Wood adhesives

Plastics Mixing of soybean meal with formaldehyde and
phenol followed by heating

Potential use for foam cups, food packaging, and
other fast-food industry items

Textile fibers Treatment of soybean meal with alkaline solution
and with acid to precipitate protein; dissolving,
wet-spinning, recoagulating in reel, and
stretching

Blending with other fibers such as cotton, rayon,
nylon, wool

Paper coating Alkali dispersion, mixing with additives Decorative papers
Paints, varnishes, and

coatings
Heating of soybean oil, and mixing with maleic

anhydride; esterification of maleinized oil to a
polyol

Alkyd resins

Plasticizers Oxidation of soybean oil with performic acid,
peracetic acid, or with hydrogen peroxide in the
presence of a strong ion-exchange resin

To improve heat and light stability of plastics

Diesel fuel Dissolving of 0.1–0.5% (based on oil) sodium
methoxide in methanol, and mixing with heated
soybean oil (80 �C); vacuum distilling, drying,
and blending with diesel fuel, of the ester layer

Interest in biodiesel in cities with air pollution
problems

Printing ink Polymerization of oil by heat, blending the
polymerized oil with 1% butilated hydroxitoluene
and 6–20% pigments

Lithographic and letterpress newsprint
applications

Source: Adapted from Johnson and Myers, 1995 (31).

and least soluble at its isoelectric region of pH 4.2–4.6 (32).
Three basic processes have been used to remove carbohy-
drates (Fig. 3): acid extraction at pH 4.5, 60 to 80% aqueous
ethanol extraction, and hot water extraction (33). In all
three processes, protein remains insoluble while solubi-
lized carbohydrates are removed by centrifugation. Solids
from the acid extraction process are resuspended in water
and neutralized to pH 6.8, whereas those from alcohol ex-
traction are flash desolventized before spray drying. The
most obvious difference between soybean protein concen-
trates is the lower ash content of concentrates prepared by
acid or hot water extraction, indicating more thorough re-
moval of minerals (32). Figure 3 summarizes basic unit
operations and process conditions required to make soy
protein concentrate by each of the three methods.

Soy Protein Isolates

Many processing options exist for making soy protein iso-
lates. The preferred approach is to tailor the extraction
process so that the isolate is made optimally compatible
with the intended consumer product (32). Soy protein iso-
lates are prepared traditionally from defatted soybean
meal using aqueous or mild alkali extraction (pH 7 to 10)
of proteins and soluble carbohydrates (33). The insoluble
residue, mostly carbohydrates, is removed by centrifuga-
tion, and soluble protein is then precipitated at the iso-
electric point (4.2 to 4.5) of soy proteins (Fig. 4). The pre-
cipitated protein is separated by mechanical decanting,
washed, neutralized to about pH 6.8, and spray dried to
obtain a product with protein content greater than 90%
(w/w).

Textured Soy Protein

Textured soy protein products are obtained by thermo-
plastic extrusion of soy flour or concentrates to obtain a
meatlike texture. Flours and concentrates are mixed with
water and additives to form a dough and extruded under
high pressure and temperature to obtain fibrous texture
(33). Processes for textured proteins include thermoplastic
extrusion, fiber spinning, direct steam texturization, shap-
ing and heating, enzymatic texturization, and coagulation
(34). Texturizing processes differ based on the type of raw
protein material used, which can include defatted soy flour,
soy protein concentrate, soy protein isolate, or a blend of
several products (34). The most popular raw material has
been slightly toasted, defatted soy flour.

Textured soy products have been produced with raw
materials ranging in PDI from 20 to 70 (35). The PDI is
the percentage of total protein dispersible in water under
controlled conditions of extraction. During extrusion, the
raw material is placed in the feeder and moved to a con-
ditioning section where the food is mixed with 80 �C steam.
In the conditioning section, the moisture content is raised
to between 10 and 25%. The mixture then is sent to the
extrusion cooker, where it is processed under conditions
depending on type of raw material, equipment, and desired
final product. Processing conditions include pressures of
400 to 1,500 psi and temperatures of 105 to 113 �C (35).

PROCESSING OF WHOLE SOYBEANS FOR FOOD

In the United States, only 3 to 5% of the soybean crop is
used for food. This proportion is much larger in other coun-
tries, especially those in Asia, where soybeans are a staple
of the human diet (8). In Japan alone, about 1 million tons
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Figure 3. Alternative processes for the production of soy protein concentrates.

of soybeans are used to produce traditional Japanese foods
such as tofu, shoyu, and miso (36). Both fermented and
nonfermented foods are made from soybeans, and a brief
discussion of most important products will be presented
next.

Nonfermented Foods

A variety of nonfermented food products are made from
whole soybeans. Raw soybeans have an undesirable bit-
terness and beany off-flavor and are rarely consumed with-
out some sort of processing. In addition, raw soybeans con-
tain several enzymes and antinutritional factors that need
to be eliminated or inactivated if soybeans are to be pal-
atable and digestible for humans (5,37). Growing interest
in soybean foods in western countries has led to moderni-
zation of the manufacturing of traditional products and to
the development of totally new products such as tofu-based
ice cream and soybean yogurt (5). Soy milk, tofu, toasted
full-fat soy flour, and enzyme-active soy flour are among
the most important and best known commercial nonfer-
mented food products.

Soy Milk. Soy milk is basically a water extract of soy-
beans obtained by wet grinding of soaked soybeans and
subsequent filtering of solids (Fig. 5). Soy milk quality is
related directly to raw soybean quality. Differences among
soybean varieties affect not only yield but also important
properties such as aroma and taste of soy milk. Soybean

standards for soy milk production have been developed in
Asian countries, and their use in the selection the raw soy-
beans have contributed to the consistently good quality of
soy milk.

There are many different methods for producing soy
milk, and the majority are variations of those described by
Nelson et al. (38) (the Illinois method) and by Wilkens et
al. (39) (the Cornell method). Both methods were devel-
oped primarily to improve soy milk flavor and stability.
Regardless of process variations, the basic steps and prin-
ciples of soy milk preparation are very similar and consist
of soaking and grinding the beans and heating the ex-
tracted soy milk (Fig. 5). Modern large-scale soy milk
plants use several additional steps and more sophisticated
equipment. Several new processes have been described by
Chen (40), Wilson (41), Kwok and Niranjan (42), and Liu
(43).

Cleaning. Cleaning and washing, which remove dirt,
dust, and microorganisms from the surface of soybeans, is
crucial if contamination of the final product is to be
avoided. The precleaning steps also include the removal of
foreign material such as straws, stones, metal, weeds and
their seeds, and damaged soybeans.

Dehulling. There are arguments in favor of and against
dehulling. Most soy milk manufacturers use whole beans
because dehulling disrupts the cotyledon tissue and re-
leases the lipoxygenase enzymes, which diminishes the
quality of soy milk. In addition, the presence of hulls helps
filtration. Dehulling supporters believe that dehulling im-
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proves the flavor and color of soy milk. Dehulling of soy-
beans is a process that consists of three steps, a heat treat-
ment (93 �C for 15 min) to break the bonds between the
hulls and the cotyledon, soybean cracking, and hull aspi-
ration. A final dehulling efficiency of 88% is required for
good quality soy milk (40). Most dehulling is done dry, but
wet dehulling is also possible.

Soaking. Soybeans are soaked in water at a 1:3 solids-
to-liquid ratio. The length of soaking depends on water
temperature; the cooler the water, the longer the soaking.
Typically, soaking time is 8 to 10 h at 20 �C in the summer
and 14 to 20 hours at 10 �C in winter (40). Soybeans can
be soaked in circulating water to be rinsed continuously
throughout the soaking period. Most commercial soy milk
production calls for soaking of soybeans to decrease the
energy required for grinding, to achieve better dispersion
and suspension of the solids, to increase yield, and to de-
crease cooking time (40,43).

Increased soaking time increases loss of water-soluble
solids. Soaking of dehulled soybeans for 24 h results in a
5% solids loss as compared with a 1.5 % loss for whole (not

dehulled) soybeans. Dehulled soybeans reach full hydra-
tion much faster than whole soybeans do and require only
2 to 3 h of soaking at 30 �C, or 1 h at 50 �C; whole soybeans
require 7 h at 30 �C or 3 h at 50 �C (40). The addition of
alkaline salts such as sodium bicarbonate, sodium citrate,
or sodium hydroxide to the soaking water has been shown
(1) to increase the protein and solids recovery, (2) to de-
crease beany off-flavor, (3) to inactivate trypsin inhibitors,
(4) to tenderize soybeans, and (5) to affect soy milk quality
by increasing soy protein solubility (43).

Fine Grinding. The purpose of fine grinding is to disrupt
soybean tissue at both the cellular and the subcellular
level and to suspend or to solubilize proteins, lipids, and
other solids (43). Soaked soybeans may be ground with hot
or cold water by a stainless steel disintegrator (Rietz),
hammermill (Fiztpatrick), pin mill, or large blender (War-
ing) to produce coloid solution that will pass through a 150-
mesh screen (40). Grinding in hot water (above 80 �C) in-
activates lipoxygenases and prevents the formation of the
beany off-flavor. Both very fine and rather coarse grinding
are undesirable. Finely ground slurry contains maximum
amount of soy protein but makes filtration difficult,
thereby lowering soy milk yield. Coarse grinding may not
result in the highest solubilization of the soy protein and
other soluble solids and will be retained in the okara after
the filtration (43). To improve flavor and mouthfeel, insol-
uble soybean residue is removed from the soy slurry by
filtration or centrifugation.

Thermal Treatments. One or more heat treatments are
used in soy milk processing. For example, in addition to
cooking the slurry, the Illinois method calls for blanching
(steaming), whereas the Cornell method calls for grinding
the beans in hot water. Commercial processes also require
pasteurization or sterilization of milk before packaging.
Thermal treatment is one of the most important variables
in the processing of soy milk (42). The positive effects of
heat on soy milk include inactivation of antinutritional
factors and lipoxygenases, increased extraction efficiency,
denaturation of soy protein, and increased product shelf
life. It is recommended that soy slurry or soy milk be
heated for about 30 min at 100 �C to obtain optimal nutri-
tional value and flavor. Heating also is applied to lower
viscosity of the slurry to increase recovery of proteins and
solids (40–43). Different soy milk processes use different
temperature-time regimes during thermal processing. Ef-
fects of thermal processing on soy milk have been exten-
sively reviewed by Kwok and Niranjan (42).

Homogenization. Homogenization is an optional step
that is used to stabilize the soy milk emulsion and to dis-
perse solids that otherwise may settle on the bottom of the
container. Homogenization makes soy milk creamier and
more uniform in consistency. For most soy milk products,
a single pass at 2000 to 3500 psi and 90 �C through a dairy-
type homogenizer is sufficient to obtain a good product.
Some soy milk products exhibit a chalky taste caused by
relatively large particles (�150 mesh) suspended in the
milk (40). Chalkiness may be reduced by increasing the
alkalinity of the blanching solution, by adjusting the final
pH of soy milk to about 7.5, by decreasing solids content,
or by homogenizing at high temperatures and pressures.
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Figure 5. Alternative processing methods for soy milk production.

Pasteurization/Sterilization. After homogenization, soy
milk can be pasteurized (75 �C for 15 min) or sterilized (12
�C for 15 to 20 min) and packaged for distribution. Pas-
teurized soy milk requires refrigeration at 4 �C to maintain
a typical shelf life of about 1 week, whereas sterilized milk
is shelf stable (Fig. 5).

Tofu. Tofu is a curd that is made directly from soybeans
and resembles a soft white cheese. Basically, tofu is water-
extracted and salt- or acid-coagulated soy protein gel with

water, lipids, and other constituents trapped in its network
(43). Typical pressed tofu has a moisture content of about
85% and contains about 7.8% protein, 4.2% lipids, and 2
mg/g calcium. On a dry basis, it contains about 50% protein
and 27% oil.

In the United States, the tofu industry has shown
steady growth during the past 10 years, partly because of
the demand for healthy and low-fat ingredients (44). The
quality and yield of produced tofu depend on several fac-
tors including soybean variety. For example, the ratio of
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the 7S and 11S proteins in soybeans contribute to the tex-
tural characteristics of tofu (45). Tofu made from crude 11S
protein is significantly harder than that made from 7S pro-
tein, and the crude 11S fraction adds to the springiness,
chewiness, and gumminess of tofu (43,45). During the
preparation of soy extract (milk), water-to-bean ratio, tem-
perature and hardness of water, degree of maceration, ex-
traction time, and grinding equipment affect amount of ex-
tracted protein (46).

There are three main steps involved in the making of
tofu: preparation of soy milk, coagulation of protein, and
pressing and molding (Fig. 6) (43,45,46). The processing
steps for preparation of soybean extract are similar to
those discussed in the previous section. A greater yield and
better quality of tofu was obtained when the bean slurry
was filtered before heating (45). The bean slurry is filtered
through a cloth sack to separate the undispersible fiber
(okara) from the soy milk. The okara normally is washed
with hot water, stirred, and pressed again to increase dis-
persible solids recovery. Previous studies have shown that
tofu yield and texture depend on the heating temperature.
The texture of tofu produced from soy milk heated below
70 �C is soft and watery, between 70 and 80 �C is good and
above 80 �C is hard and uneven (48).

Coagulation. Coagulation of soy milk is the most im-
portant step in tofu making and the most difficult to con-
trol because it depends on the complex interaction of many
variables (49,50). Temperature of the soy milk, coagulant
amount and concentration, and mode and rate of stirring
all affect yield and texture of tofu. The ideal pH for soy
milk coagulation is at or near 6. Soy proteins start coagu-
lating near pH 6, and the addition of coagulant should be
stopped at that pH (45). The amount and type of coagulant
are important in producing reproducible tofu. Insufficient
amount of coagulant would fail to coagulate the soy milk,
but too much would result in low yield of small, hard ag-
gregates with an uneven texture and a bitter (magnesium
chloride) or chalky (calcium sulfate) taste (41). Data indi-
cate that a coagulant concentration of 0.02 to 0.04 M is
likely to produce a firm product (45). The characteristics of
the five most common coagulants (magnesium sulfate,
magnesium chloride, calcium sulfate, calcium chloride,
and glucono-d-lactone) have been described by Karta (45).
Stirring is necessary to keep the coagulant suspended, and
the speed of stirring must be sufficient to maintain uniform
distribution of the coagulant. A short mixing time is pre-
ferred because prolonged stirring may result in breakage
of protein aggregates (50). In general, higher speed and
shorter mixing time increase tofu yield.

Pressing. The soy protein coagulate (curd) is stirred and
transferred to a shallow box for pressing. The purpose of
breaking the gel is to disrupt the protein network to re-
lease the whey. Part of the whey is separated from the bro-
ken curd before transferal to the press box, and the rest is
separated during pressing. Degree of curd breakage affects
tofu yield and texture. Greater curd breakage generally
leads to firmer texture and lower bulk yield. Variations in
the pressing step include the amount of pressure and time
applied (43). A study by Gandhi and Bourne (51) indicated
that increasing the pressure from 0.19 Pa to 0.74 Pa re-
duced decrease moisture content from 82 to 60% and yield
from 2 to 1.2 kg fresh tofu/kg soybeans. It also increased
the hardness, chewiness, and gumminess of the final prod-
uct. The ideal pressing temperature is between 68 and 70
�C; and, from a microbiological quality standpoint, tofu
temperature should not fall below 60 �C (41).

Toasted Full-Fat Soy Flour. Full-fat soy flour, with differ-
ent degrees of heat treatment, may be considered as mod-
ern industrial version of oriental soybean powder (5). It is
made from dehulled soybeans and used mainly in bakery
and dietetic foods. In the preparation of full-fat soy flours,
soybeans first are steamed under light pressure for 20 to
30 min to inactivate lipoxygenases (52). Beans then are
dried, cracked, dehulled, and ground finely to obtain full-
fat soy flour.

Enzyme-Active Full-Fat Soy Flour. Soybeans used for pro-
ducing enzyme-active full-fat soy flour are dried at low
temperatures to minimize protein denaturation (52).
Enzyme-active flour is produced by a process similar to
that described for full-fat soy flour except that the initial
steaming step is omitted. The resulting product is used
widely in the food industry for bleaching wheat flour and
for conditioning doughs in western-type breads. Enzyme-
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active full-fat flour contains several lipoxygenases that
bleach the carotenoid content of wheat flour to produce a
whiter bread (5). The enzyme-active flour also possesses b-
amylase activity, which improves the textural properties
of dough. The U. S. Food and Drug Administration permits
a maximum of 0.5% (w/w) of enzyme-active soy flour in
wheat flour.

Fermented Foods

Fermented soybean food products are consumed commonly
in Asian countries and are becoming increasingly popular
in human diets in the United States and other western
countries. Different procedures are used to produce some-
what similar and yet unique fermented soybean products,
whose names differ between countries. This section will
focus on manufacturing soy sauce, soy paste, and tempeh
because they are representative and the commercially
most important fermented products and because their pro-
cess operations are similar to those of other fermented
foods.

Soy Sauce. Soy sauce is a dark-brown liquid extracted
from a fermented mixture of soybeans and wheat. Among
the fermented soy foods, soy sauce is the most widely ac-
cepted, not only in the Far East but also in western coun-
tries (47). Depending on the geographic region, there are
great variations in processing method and variety of soy
sauce. Household production of soy sauce is still popular
in some regions, but most soy sauce is made in commercial
plants. Regardless of production level and method used,
the basic steps and principles involved in soy sauce man-
ufacture are very similar. Based on the method of prepa-
ration, soy sauce is divided into three types: fermented,
chemical, and semichemical (47,53,54). In fermented soy
sauce, proteins and carbohydrates in the raw material are
enzyme hydrolyzed very slowly under mild conditions, be-
low 30 �C for longer than 6 months. In chemical soy sauce,
protein and carbohydrates are hydrolyzed quickly with hy-
drochloric acid at greater than 80 �C for 8 to 10 h. Semi-
chemical soy sauce usually involves chemical hydrolysis of
the raw material followed by lactic acid or yeast fermen-
tation (47,53,54).

Fermented Soy Sauce. A typical process for the manu-
facture of a representative Japanese soy sauce (shoyu) gen-
erally involves treatment of raw material, koji prepara-
tion, brine fermentation, pressing, and refining.

Cleaned soybeans are soaked overnight in water at am-
bient temperature and then cooked for several hours under
pressure. Soybeans are cooled quickly to 40 �C to prevent
growth of undesirable microorganisms before fermentation
(Fig. 7). Wheat kernels are roasted at 170 to 180 �C for a
few minutes and then cracked into several pieces to be able
to adsorb moisture from soybeans upon mixing (47,54).

Two fermentations are used in making soy sauce (Fig.
7). The first fermentation is a solid state and occurs during
koji preparation, during which various enzymes are pro-
duced under aerobic conditions. The second fermentation,
known as brine fermentation, is mainly anaerobic and be-
gins after the addition of brine to the koji (47,54). The koji
is the source of hydrolytic enzymes for converting polysac-

charides and proteins into simple sugars, peptides, and
amino acids, all of which are utilized by lactic acid bacteria
and yeast in the subsequent brine fermentation (53). The
soybean-wheat mixture is inoculated with a 0.1 to 0.2%
(w/w) culture of Aspergillus oryzae or A. sojae and allowed
to ferment in shallow, perforated vats for 3 to 4 days at 30
�C. Before brine fermentation, mature koji is mixed with
17 to 23% NaCl solution to achieve a final salt concentra-
tion of 17 to 19%. Lower salt concentrations allow growth
of undesirable bacteria, whereas higher concentrations
(greater than 23%) may retard growth of desirable halo-
philic bacteria and osmophilic yeast. The mash (moromi)
is kept in large wooden containers or concrete vats fitted
with aeration devices.

Temperature is an important factor during brine fer-
mentation. In general, the higher the temperature, the
shorter the fermentation time. Fermentation at lower tem-
peratures results in a better product because enzyme in-
activation rate is lower. A good quality soy sauce can be
produced in 6 months by maintaining the mash tempera-
ture at 15 �C for the first month, at 28 �C the next 4 months,
and at 15 �C the last month. Occasional stirring is neces-
sary to provide aeration for yeast growth, to prevent
growth of undesirable microorganisms, to maintain uni-
form temperature, and to facilitate CO2 removal (47,54).

At the end of the fermentation and aging period, ma-
tured mash should have a bright reddish brown color, a
pleasant aroma, and a salty but palatable taste. Raw soy
sauce is commonly removed from the mash by pressing.
Filtrate is stored in tanks to separate sediment (on the
bottom) and floating oil (47,54). Refining of raw soy sauce
consists of pasteurization (60 to 70 �C) and clarification by
either sedimentation or filtration. Kaolin, diatomite, or
alum may be added to enhance clarification. Heating dur-
ing pasteurization inactivates enzymes and microorgan-
isms, darkens the sauce, enhances the aroma, and induces
formation of flocculants, which also facilitate clarification
(47,54).

Chemical Soy Sauce. The chemical process, much sim-
pler, faster, and cheaper than the fermentation process,
results in a product lacking some of the fermented soy
sauce flavor. Chemically processed soy sauce has a very
limited market in Asia. In the western countries, where
consumers are unaccustomed to the fermented product, ac-
ceptance of chemical soy sauce has been more rapid (54).
In the chemical process, raw materials (soybeans and
wheat) are hydrolyzed by boiling with 18 to 20% hydro-
chloric acid for 8 to 16 h (47,54). Hydrolysate is neutralized
with sodium hydroxide or sodium carbonate to pH 4.5, pas-
teurized, and filtered. The resulting product is a clear
dark-brown liquid with an approximate concentration of
18% (w/v) NaCl (47,54).

Semichemical Soy Sauce. Chemical soy sauce does not
have the taste and flavor of fermented soy sauce. To im-
prove its quality, chemical soy sauce is often blended with
fermented soy sauce. A semichemical process has been de-
veloped whereby chemical hydrolysis is followed by lactic
acid or yeast fermentation. Dilute hydrochloric acid (7 to
8%) is used to partly hydrolyze defatted soybeans, koji is
added to the neutralized hydrolysate, and the mixture is
inoculated with yeast. Fermentation can be shortened by
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Figure 7. Flow diagram of the unit opera-
tions involved in the production of fermented
soy sauce.
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2 to 3 months, but the product retains some odors char-
acteristic of chemically hydrolyzed beans (47,54).

Soy Paste. Soy paste is one of the most important fer-
mented oriental soy foods. It is known commonly as jiang
in China, miso in Japan, jang in Korea, taucho in Indo-
nesia, and taotsi in Philippines. The process of making soy
paste depends on the region, but the basic processes are
essentially similar. The production of Japanese rice miso
involves five steps (rice koji preparation, soybean treat-
ment, ingredient mixing, fermentation, pasteurization,
and packaging) that are very similar to those used in pro-
ducing soy sauce (47,54). The major differences are that

koji for miso is grown only on rice and that, because the
whole fermented mixture is pasteurized and packaged for
distribution, no pressing and filtering is required, as it is
in the soy production. In this section, pertinent processing
steps and conditions for making Japanese rice miso will be
briefly discussed (Fig. 8).

Rice koji is prepared by soaking polished rice in water
at 15 �C overnight or until the grain has a moisture content
of 35%. After draining, the rice is cooked in an open cooker
for 40 min, cooled to 35 �C, inoculated with a 0.1% (w/w)
koji starter with A. oryzae, and incubated at 30 �C and 96%
relative humidity (RH) for 15 h. After 15 h incubation, rice
is spread on trays and maintained at 35 �C for an addi-
tional 25 to 30 h (47,54).
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Cleaning
and grading

Heating
93 °C 10 min

Dehulling
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Figure 9. Basic unit operations in the processing of soybeans into
tempeh.
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Figure 8. Processing steps in the production of Japanese rice
miso.

Soaked soybeans are steam cooked under pressure (10
to 15 psi) for 20 to 30 min. For white or light colored miso,
soybeans are boiled with water at a 1:4 solids-to-water ra-
tio to prevent browning. The advantage of boiling over
steam cooking is the retention of soybean color, but the
disadvantage is a 10 to 20% solids loss. Batch-type cookers
are used widely, but continuous cookers with rotary bulbs
and belt conveyers have been used recently in larger fac-
tories (47,54).

Pretreated soybeans are mixed with the rice koji and
salt and blended in a closed blending container or ground
with a sausage-type grinder. The mixture is packed tightly
into wood, concrete or steel vats, covered with resin sheets
or plates, and allowed to ferment at 30 to 38 �C. Fermen-
tation for sweet miso production lasts between 10 and 15
days and for salty miso—2 and 12 months.

After ripening, miso is blended and, if needed, mashed
again through a chopper with a plate cutter with perfora-

tions of 1 to 2 mm. The mashed miso is packaged in resin
bags or cubic containers. For preservation, miso can be
pasteurized or mixed with preservatives such as 2% ethyl
alcohol or less than 0.1% sorbic acid (47,54).

Tempeh. Tempeh is a compact, cakelike product made
by fermentation of dehulled and cooked soybeans with Rhi-
zopus oligosporous. Tempeh is one of the most popular tra-
ditional foods in Indonesia and is becoming a popular veg-
etarian dish in the United States because it serves as a
major source of protein, calories, and vitamins (55). A
broad range of tempeh preparation methods have been re-
ported; principles are the same, however, regardless of the
method. Steinkraus et al. (54) have described a large-scale
tempeh production method consisting of size grading, dry
dehulling, hydration with optional addition of lactic acid,
boiling, and fermentation (Fig. 9).

First, soybeans are cleaned to remove dirt, stones, weed
seed, damaged and decomposed beans, and any other mat-
ter. Cleaned and graded soybeans are shrivelled slightly
by dry heating for 10 min at 93 �C, cooled, and cracked to
facilitate hull removal (47). Dehulled soybeans are soaked
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Table 3. Principal Processing Steps and Uses of Fermented Soy Food Products

Food product (product description) Main processing steps Uses

Natto (cakelike product) Soaking and cooking, fermenting with Bacillus natto Side dish
Tao tio (soy paste type) Cooking, fermenting with Aspergillus sp., sun-drying Side dish, flavoring
Kochu chang (soy paste) Boiling, mashing, fermenting, and drying Flavoring
Ketiap (soy sauce) Soaking, cooking, fermenting with Aspergillus oryzae, filtrating

and washing, concentrating, and bottling Flavoring
Sufu (soft cheese type) Cutting, sterilizing, fermenting with Mucor and

Antinomucor sp., brine aging Side dish

Source: Data adapted from Johnson (1989) and Lui (1997) (47,52).

in water or 0.85% lactic acid solution for 2 h at 25 �C or for
30 min at 100 �C. Addition of lactic acid results in a pH
drop to 4.3 to 5.3 and controls contaminating bacterial
growth.

Hydrated soybeans are boiled for 60 min, drained, and
cooled before inoculation with a pulverized pure R. oligo-
sporus starter containing both mycelia and spores. Inocu-
lated beans are spread out on perforated trays and covered
with waxed paper to prevent dehydration and excessive
aeration. Trays are incubated at 35 to 37 �C and 75 to 78%
RH for about 18 h. At the end of the fermentation period,
fresh tempeh is harvested, dried, and packaged before stor-
age and shipping (47).

There are other traditional fermented products made
from soybeans. Table 3 summarizes some of the best
known, their principal processing steps, and their uses.
Until now, most have been prepared on a small scale for
family or regional consumption. Globalization of the world
trade and economy is expected to increase demand for
some of those products, whose production, in turn, will re-
quire further scale-up and modernization.

CONCLUDING REMARKS

Processing of soybeans into food, feed, and industrial prod-
ucts has experienced significant growth in the past, but
new developments and challenges are foreseen. Continu-
ous efforts must be made to further reduce energy con-
sumption and to address safety issues and various envi-
ronmental concerns such as air pollution, odor control, and
waste treatment. New products and associated processing
issues will emerge as a result of innovations in agricultural
biotechnology. Plant biotechnology progress will not by-
pass the soybean industry; on the contrary, soy growers
and processors will play an important role in capturing
added value from new plant traits. For example, the pre-
cise alteration of metabolic processes in soybean plant will
allow modification of quality, functional properties, and
quantity of the protein, oil, and phytochemicals to fit end
application. The new traits imparted to soybeans will re-
quire better understanding and control of soybean han-
dling and processing to achieve the full impact and capture
the added value of improved food and feed products. The
ability to transfer new genes into soybeans (transgenic soy-
beans) will enable their use not only as a source for mod-

ified oil and protein but also as bioreactors to produce phar-
maceutical proteins and drugs, industrial enzymes,
biodegradable polymers, and nutritional supplements.
Transgenic soybeans producing novel biomolecules will re-
quire significant processing adjustments and, in many in-
stances, dedicated processing facilities. The success of
newly derived products from genetically modified soybeans
will probably depend on the close interaction or integration
of the production, processing, and end application. The de-
velopments in processing of genetically engineered soy-
beans will ultimately affect processing and utilization of
commodity soybeans.
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Stainless steels offer an unusual combination of strength,
ductility, formability, weldability, corrosion resistance, and
amenability to cleaning that makes them uniquely suit-
able for pharmaceutical and bioprocessing operations. This
article discusses the origin and nature of stainless steels,
the several groups and many grades of stainless steels, to-
gether with the fundamentals of the metallurgical differ-
ences. Specific corrosion phenomena that pose potential
problems, together with preventive and remedial mea-
sures, are presented. I explain the basic nominal work-

horse compositions, together with their potential weak-
nesses, and discuss the possible utilization of other more
highly alloyed substitute alloys. Particular emphasis is
laid upon measures for quality assurance, postfabrication
cleanup procedures, and passivation treatments to ensure
improved resistance toward specific types of localized cor-
rosion.

THE NATURE OF STAINLESS STEELS

As a whole, stainless steels and similar chromium-rich al-
loys are characterized by their passivity. Passivity is a con-
dition in which a base metal, such as iron, exhibits the
corrosion behavior of a more noble metal or alloy. As de-
scribed further here, passivity cannot be maintained under
some specific conditions.

Steel is an alloy of iron and carbon plus other minor
elements and is notorious for susceptibility to rusting.
With even minimal corrosion, it is a source of iron contam-
ination and is therefore objectionable in many services.
However, when a minimum of 12% chromium (Cr) is al-
loyed with steel, the resulting metal is generally not sus-
ceptible to rusting under ordinary circumstances of expo-
sure to the atmosphere or in substantially neutral aqueous
solutions. (Certain exceptions, however, are described fur-
ther here.) Actually, several types of stainless steels, which
are characterized by specific properties, have been devel-
oped.

TYPES OF STAINLESS STEELS

The 12% Cr grades of stainless steels are predominantly
“martensitic.” Martensite is a needlelike structure result-
ing from heating and quenching iron-base alloys, which
gives increased hardness and strength with a concurrent
diminution of ductility. (A certain amount of ductility is
restored by tempering, i.e., heating to some intermediate
temperature.) The martensitic grades are exemplified by
Type 410 (UNS S41000) (1) and are characteristically mag-
netic.

When the chromium is increased to about 17%, the ma-
terial is magnetic but not amenable to hardening by heat
treatment. Such alloys, exemplified by Type 430 (S43000),
are classified as “ferritic” and are more corrosion resistant
than the martensitic grades by virtue of their higher chro-
mium content, although they have lower strength than
heat-treated martensitic grades.

The “workhorse” materials for the process industries,
however, are the “austenitic” grades, often loosely called
“18-8” stainless steels. When about 8% nickel (Ni) is added
to an 18% Cr steel, a face-centered crystal structure called
austenite is formed that is characteristically nonmagnetic.
(This structure exists only at elevated temperatures with
steels and the straight chromium grades.) Austenitic stain-
less steels, exemplified by Type 304 (S30400) and Type 316
(S31600), have in general a remarkable combination of
properties that occasion widespread use in the process in-
dustries as compared with the martensitic and ferritic
grades, which are used much less frequently.
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Table 1. Composition of Typical Stainless Steels

Grade UNS # C Cr Ni Mo Other

Martensitic grades

410 S41000 0.15 12.5 — — 1 Si
420 S42000 �0.15 13.0 — — 1 Si

Ferritic grades

409 S40900 0.08 11.0 — — 1 Si, Ti 6 � C
430 S43000 0.12 17 — — 1 Si
444 S44000 0.025 18.5 1.0 2.0 Ti, Nb, N

Austenitic grades

304 S30400 0.08 19 9 — 1 Si
304L S30403 0.03 19 10 — 1 Si
316 S31600 0.08 17 12 2.5 1 Si
316L S31603 0.03 17 12 2.5 1 Si
317L S31703 0.03 19 13 3.5 1 Si

Duplex grades
329 S32900 0.08 25 3.5 1.5 0.75 Si
2205 S31803 0.03 22 5.5 3.0 0.08–0.20 N
255 S32550 0.04 25 5.5 3.0 1.5–2.5 Cu

Superaustenitic grades

254SMO S31254 0.02 20 18 6.0 0.8 Cu, 0.20 N
367XN N08367 0.03 21 24.5 6.5 1 Si
28 N08028 0.03 27 31 3.5 1.0 Cu
20Mo6 N08026 0.03 26 35 5.5 0.5 Si

Stainless steels that contain 18% Cr or more are also
alloyed with a lesser amount of nickel (about 5%) to form
“duplex” grades, which are about 50:50 austenite and fer-
rite. This method results in alloys of higher strength than
Types 304 (S30400), 316 (S31600), and so forth, with an
improved resistance in aqueous environments of high chlo-
ride content. The newer duplex grades are exemplified by
Alloys 2205 (S31803) and 255 (S32550).

Finally, there are “superferritic” grades such as Alloy
26-1 (S44626) and several “superaustenitic” alloys, exem-
plified by Alloys 254SMO (S31254) and 6XN (N08367). The
superaustenitic grades have superior resistance to local-
ized corrosion such as pitting, crevice corrosion, and stress
corrosion cracking (SCC) in chloride-bearing environ-
ments. Also, they are as strong as duplex grades by virtue
of nitrogen addition.

The compositions of some typical specific grades in
these basic categories are given in Table 1, wherein the
midrange of major elements is given with the maximum
allowable concentration for minor elements. More detailed
listings of stainless steel types and compositions are avail-
able (2).

CORROSION MECHANISMS

Corrosion of metals is electrochemical in nature, metal
ions being formed at anodic sites by oxidation, accompa-
nied by a discharge of electrons through the external (me-
tallic) circuit. At cathodic sites, electrons provide reduction

of specific species (e.g., dissolved oxygen, cations) in the
electrolyte to complete the reaction equilibrium. This
change is most apparent in galvanic (i.e., bimetallic) cor-
rosion in which the anodes and cathodes are different ma-
terials (e.g., the galvanic corrosion of steel by contact with
copper, or of zinc by contact with steel). However, it also
occurs in monometallic corrosion, such as steel in water,
wherein discrete local anodes and cathodes of a transient
nature provide the reactions.

2�Fe� r Fe � 2e (anodic)
�2H � 1/2O r H O (cathodic)2 2

The formation and dissipation of discrete anodes and cath-
odes cause the general, uniform corrosion typical of base
metals.

When a metal or alloy is protected by a superficial layer
of a composition different from the substrate (mill-scale on
steel; oxide films on copper-, nickel-, or chromium-bearing
alloys), anodic sites may be relatively stable at defects in
the otherwise protective film, causing a more localized type
of attack. This reaction is somewhat analogous to galvanic
corrosion, the film acting as a cathode to the more anodic
substrate.

CORROSION SUSCEPTIBILITY OF STAINLESS STEELS

The stainless steels in general resist corrosion because of
the formation of an invisible oxide film that renders them
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passive in oxidizing environments. The semipermanent
surface passive film is very thin (about 0.1 nm), analogous
to ice on a pond. This passive film of chromic and silicon
oxides plus adsorbed oxygen can be increased in thickness
by exposing it to oxidizing solutions or by anodic passiva-
tion using an electrochemical technique. (Note: Electro-
polishing is followed by another electrochemical treatment
to reform and enhance the passive film following anodic
dissolution of the alloy. If the film is solubilized, as by re-
ducing acids such as hydrochloric or dilute sulfuric, stain-
less steels change from a passive to an active state and are
actually less resistant than ordinary iron and steel.) Most
applications of stainless steels are in air, aerated water,
and other oxidizing media wherein the passive film is re-
tained. It should be noted that stainless steels are auto-
passivating; the film reforms immediately if removed by
mechanical means (e.g., abrasion) when the alloy is sub-
sequently exposed to air, water, or other oxidizing environ-
ments. They do not demonstrate the active state except
under continuous abrasion or conditions of immersion in
reducing environments.

Stainless steels are resistant to general corrosion in
most applications, with corrosion rates �4–5 mpy. When
data are reported showing general corrosion rates of 10,
20, or 50 mpy, this indicates that the alloy is fluctuating
between an active and a passive state and should not be
used in that specific environment. Unfortunately, despite
their passive nature, stainless steels are subject to several
forms of localized attack. These are described further for
the austenitic grades, which are the primary alloys for bio-
processing applications (3).

FORMS OF LOCALIZED CORROSION

Pitting

Pitting can occur on boldly exposed surfaces in high-
chloride environments, such as brackish cooling waters or
dilute hypochlorite solutions (e.g., during sanitizing opera-
tions). The molybdenum-free alloys such as Type 304L
(S30403) are more susceptible to pitting than molybde-
num-bearing alloys in chloride-bearing environments, and
the problem is combated by specifying successively higher
grades, that is, Type 316L, Type 317L (S31703), and the
6% Mo grades as required by the severity of the environ-
ment.

Crevice Corrosion

Crevice corrosion is a special form of pitting occurring in
physical or mechanical crevices (e.g., flanges, threaded fas-
teners) or under surface films. When it occurs under cal-
careous deposits, biomasses, or other foreign material, it
is known as “under-deposit corrosion” or UDC. Typically,
crevice corrosion is driven by a dissolved oxygen (DO) cell,
the oxygen-starved crevice functioning as an anode to the
boldly exposed cathodic area where the DO constitutes a
cathodic depolarizer. However, the cell can also be driven
by dissolved sulfur (DS) or by differences in metal ion con-
centrations. Crevice corrosion is aggravated by chloride
contamination, the chlorides being attracted to the anodic

sites and producing a locally low pH (e.g., pH 2) from acid
chlorides within the crevice.

Sensitization

When the regular carbon grades such as Types 304
(S30400; 18 Cr–8 Ni–0.08 C maximum) or 316 (S31600)
are heated in the temperature range from about 800� to
1,500 �F (as by slow cooling from the annealing process or
from thermal stress-relieving treatment, or in the heat-
affected zones of welds), carbon migrates to the grain
boundaries and precipitates as chromium carbides. This
leaves a chromium-depleted zone around each grain and
causes a susceptibility to intergranular corrosion (IGA) in
many environments. When IGA is observed in the heat-
affected zone of welds, it is commonly called by the mis-
nomer “weld decay,” although it is not the weld itself that
suffers corrosion. Sensitized areas are also more prone to
chloride pitting than are unaffected areas such as those at
some distance from welds.

Conventional sensitization by chromium carbide pre-
cipitation was originally combatted by addition of stabiliz-
ing elements, that is, columbium (niobium) or titanium, to
an 18-8 alloy such as Type 304 (S30400). When stabilizing
elements are present in concentrations several times the
carbon content, it is their carbides that precipitate, thereby
avoiding chromium depletion. The stabilized grades such
as Types 321 (S32100) and 347 (S34700) are therefore de-
rivatives of Type 304 containing Ti and Cb, respectively,
and are still used in some special applications. It should
be noted that titanium-stabilized grades such as S32100
require a stabilizing anneal at about 1,800 �F to tie up the
carbon in the form of titanium carbides before welding.
IGA may occur even in stabilized or low-carbon grades if
weldments are carbon-contaminated by oil or grease.

The stabilized grades can themselves become sensitized
by multipass welding or cross-welding, causing knife-line
attack (KLA); this is caused by a resolubilizing of the co-
lumbium or titanium carbides by the heat of welding, fol-
lowed by slow cooling. This step requires about 1,250 �C
(2,300 �F) reheating in 18-8 grades, moving the susceptible
area to the fusion zone, and permitting a very narrow band
of corrosion immediately adjacent to the weld (KLA). With
higher nickel content, the resolubilization temperature
drops; Alloy 20Cb3 (N08020) and Alloy 825 (N08825) with
nickel contents in the 35% range are more easily sensitized
to KLA (about 980 �C or 1,800 �F) than is type 347.

In modern practice, the problems of sensitization have
been largely alleviated by use of low-carbon grades (Type
316L, S31603; 17 Cr–12 Ni–2.5 Mo–0.030 C maximum),
although sensitization will occur with very prolonged ex-
posure in the sensitizing range (e.g., in long-time service
�800 �F or when stainless steel–clad vessels are thermally
stress relieved). Modern-day steel-making practice using
argon–oxygen decarbonation (AOD) makes very low car-
bon grades of stainless steels routinely available.

IGA may also occur due to mechanisms other than car-
bide precipitation. A ferrite phase, if present for any rea-
son, may be selectively attacked by reducing acids such as
hydrochloric or sulfuric; its thermal conversion product,
sigma phase, is selectively attacked by oxidizing acids (e.g.,
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nitric). Chi phase can form in molybdenum-bearing grades
(S31603) as the result of prolonged heating in the sensitiz-
ing range (e.g., thermal stress relief of clad-steel vessels),
producing IGA in alloys of �0.030% carbon in certain ag-
gressive environments.

Selective Weld Corrosion

Selective or preferential attack is sometimes encountered
in weldments, particularly in the molybdenum-bearing
grades. This can occur either in conventional welds or au-
togenous welds (i.e., welds made without the addition of
filler metal) in some environments. This type of attack is
ascribed to microsegregation, which causes a maldistri-
bution of the molybdenum component of the alloy.

Selective weld corrosion is the reason for the cold-work
requirement for welded stainless steel condenser tubes
(see ASTM A249). Cold-working to minimum require-
ments before the final anneal allows the weld to recrystal-
lize and homogenize, alleviating the microsegregation.

For butt welds in piping and fabrication welds in tanks
and vessels, no such cold-work is feasible. Instead, an over-
matching rod is used to confer higher resistance to the weld
itself, for example, alloy 254SMO (S31254) to weld S31603
or S31703 or alloy 625 (N06625) to weld S31254.

Stress Corrosion Cracking

The predominant form of environmental stress cracking
(ESC) in the 18-8 varieties of stainless steels is anodic
stress corrosion cracking (SCC) under either applied or re-
sidual tensile stress. Compressive stress will not cause
SCC, and indeed application of compressive surface stress,
as by shot-peening, is sometimes used as a palliative sur-
face treatment against SCC. Only the martensitic grades
are subject to hydrogen-assisted cracking (HAC), a form of
ESC found, for example, in “sour” service due to hydrogen
sulfide effects.

The most common form of SCC of 18-8 austenitic grades
is caused by chloride contamination. The ubiquitous chlo-
ride is sodium chloride (NaCl, table salt), as found in water
and atmospheric exposures. NaCl usually causes SCC only
between about 50 �C (120 �F) and 200 �C (390 �F). However,
SCC can occur at room temperature and even at cryogenic
temperatures in the presence of other chlorides, such as
ferric chloride, sulfuric–NaCl mixtures, aqueous solutions
of hydrogen sulfide–NaCl, and hydrogen chloride (HCl).
For boldly exposed surfaces, there are rough correlations
between pH and chloride concentration at which SCC may
be anticipated. There is no minimum chloride concentra-
tion below which SCC will not occur if there is any possi-
bility of concentration, either by evaporation or by occlu-
sion or adsorption in films adhering to the stainless surface
(e.g., mill scale, heat tints, welding slag, rust deposits, cal-
careous deposits, biomasses).

External stress corrosion cracking (ESCC) occurs when
chlorides from the atmosphere, water leaks, or insulation
concentrate on the surface of an 18-8 type stainless steel
pipe or vessel. This is best combatted by coating vessels
and piping that are more than 4 in in diameter and that
operate between 60 and 200 �C, using a zinc-free and
chloride-free paint system (4,5).

Hot caustic can also cause SCC of 18-8 stainless steels,
as frequently happens when high-pressure steam is con-
taminated by carryover of alkaline boiler-treating chemi-
cals. This is a potential problem in steam lines and during
sterilization procedures. Use of nickel-base alloys such as
N06625 or better (but not N08800 or N08825) is effective
against caustic SCC.

Rouging in High-Purity Water

Austenitic stainless steels are subject to superficial rusting
under some circumstances, either because of tramp iron
embedded in the surface or from chloride contamination
by corrosive atmospheres or water environments. The for-
mer problem is addressed through standard cleaning and
passivation techniques described further next.

An apparently separate problem, “rouging,” is some-
times observed with clean stainless steels in high-purity
water at about 80 �C (175 �F) (6). Strictly speaking, rouge
consists of a thin red deposit of �-Fe2O3 which is usually
loosely adherent, wiping off easily. Generally, very little
corrosion of the surface is evident. Typically, rouging is ex-
perienced in high-purity deionized water such as WFI
(“water for injection”) in the pharmaceutical industry, and
UHPW (“ultrahigh-purity water”) in the electronics indus-
try and in nuclear reactor systems. When the U.S. Food
and Drug Administration and solutions for human injec-
tion are involved, the presence of red-colored oxide on the
surfaces of stainless steel equipment is not acceptable.
Also, the standards for ultrahigh-purity water in the elec-
tronics industry do not permit this sort of condition.

One explanation that has been advanced to explain the
fairly recent development of this phenomenon relates to
modern steel-making processes. The AOD process itself
gives a precise control that permits the manufacturer to
work at the lowest ranges permissible for alloying ele-
ments, for example, chromium, within the nominal range
specified. During long-time hot-working and annealing,
the stainless steels form a chromium oxide scale that de-
pletes the metal substrate of Cr. Modern short-time “spray
pickling” may not be adequate to dissolve the depleted
layer, leaving a surface of somewhat lesser corrosion resis-
tance than the nominal analysis. However, even minor me-
chanical abrasion restores the proper surface chemistry,
and electropolishing, although not simple nitric acid “pas-
sivation,” which does not attack alloys with as little as 11%
Cr, also does so.

A rouge of loose ferric oxide has been developed on Type
304L in laboratory tests in deionized water at 250 �C, sim-
ulating a reactor loop. When the water was cooled for sam-
pling and filtered through a 0.1-lm PTFE filter supported
on a 0.2-lm silver filter, no deposits were found on the
PTFE but large crystals of spinel ferric oxide (with traces
of Cr and Ni) had developed on the silver filter and grown
back into the PTFE from the backside. This reaction sug-
gests either soluble or colloidal iron in the nearly super-
critical (288 �C or higher) water. Loose rouge has also been
observed in hot aggressive waters (e.g., WFI) as low as 80
�C (175 �F) from sterilizing procedures with stainless steels
in the pharmaceutical industry. Some operators have used
solutions of sodium hydrosulfite (NaHSO3) to reduce and
remove rouge from their systems.
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Some authorities state that the term rouging is a mis-
nomer because the films may be either the powdery red
iron oxide or adherent films of various colors including
gray, black, purple, blue, and even yellowish green. In
practice, it is often difficult to distinguish between super-
ficial corrosion (involving a black substrate under a
reddish-brown crust, associated with craters and white de-
bris) and extraneous deposits (7). Heat tints and similar
films exhibit colors related to their thickness and, although
they can occlude and concentrated corrosive species such
as chlorides, should not be considered rouge.

In one case, an electropolished Type 316L filter plate
developed a blue-black tint, with no apparent corrosion of
the parent metal, in ultrahigh-purity water of reportedly
ambient temperature or at least not more than about 55
�C (130 �F). Analysis determined that the film contained
more than 85% iron as a black oxide, probably derived from
equipment upstream and entering the system, perhaps
during regeneration of the mixed ion exchange beds.

FACTORS CONTRIBUTING TO LOCALIZED CORROSION

Some factors that contribute to the occurrence of localized
corrosion in the stainless steels are surface defects or for-
eign matter. Surface defects are undercut welds, scratches,
and grinding marks, which can initiate localized attack.

Foreign matter constitutes embedded iron or iron ox-
ides (usually from mill or shop contamination of the stain-
less steel surface), the bluish heat tints adjacent to welds,
weld splatter or arc strikes, and paint or crayon markings.
Iron oxides and heat tints can occlude and concentrate
chlorides and are themselves susceptible to corrosive at-
tack. Weld splatter and arc strikes weaken the surface film
and may constitute crevices for the initiation of attack.
Paints and crayon markings may contain organic chlo-
rides, which can hydrolyze or thermally degrade to release
traces of hydrochloric acid and promote localized attack.

Bacterial effects in unsterile water, for example, resid-
ual hydrotest water, can also cause localized attack. The
production of traces of hydrogen sulfide by sulfate-
reducing bacteria (SRBs) and the excretion of iron or man-
ganese oxides by aerobic strains can cause serious pitting
in a very short time. Sulfides compete with oxygen and
weaken the passive film, contributing to pitting and SCC.
Microbiologically induced corrosion (MIC) has attracted in-
creasing interest in the process industries.

PREVENTION OF LOCALIZED ATTACK

To prevent or minimize the possibility of localized corro-
sion, a specific sequence of events must be established. The
methodology for this starts with proper materials and de-
sign and the establishment of certain procurement details
in the materials selection, specification, and inspection
phases, plus postfabrication cleanup and preservice sani-
tizing or other preparatory steps.

Materials

Materials must be properly chosen for the expected con-
ditions of fabrication and service. The alloys chosen should

be indicated by the proper alloy designation or correspond-
ing UNS number, and these should be allied with an ap-
propriate ASTM or ASME specification and any necessary
supplements.

For best results, cast components, such as pumps and
valves (which are predominantly CF8M and CF3M, the
cast equivalents of types 316 and 316L), should be pur-
chased to ASTM A743 with a special annealing tempera-
ture requirement. Annealing at about 1,120 �C reduces the
tendency toward molybdenum gradients within the cast-
ing, ensuring a more uniform corrosion resistance.

To avoid materials mixups, such as may occur either at
the manufacturer’s plant or in warehousing, the composi-
tion of the alloy should be verified not only by checking the
mill analysis but also by spot-test or nondestructive metal
identification procedures; this is particularly necessary
when a molybdenum-bearing alloy has been chosen. In-
advertent substitution of Type 304L for 316L has caused
many problems in process applications. The fact that a
piece of stainless steel is clearly marked as Type 316L,
Heat No. X, is not a guarantee.

Finally, special finishes may be required. The several
commercial finishes (in decreasing order of surface rough-
ness) are numbered 1 (hot-rolled, annealed, and pickled)
through 8 (a mechanically polished and buffed specular fin-
ish, with no visible abrasive scratches). For bioprocessing
applications, a number 2B finish (cold-rolled, annealed,
pickled, and temper-rolled) or a number 4 (which adds a
150-grit abrasive belt grinding to the 2 B finish) is usually
specified.

For extra smoothness in special nonstick applications
or to facilitate removal of bacterial contaminants, stainless
steel may be electropolished to a mirror finish in lieu of a
number 8 finish. Electropolishing aids surface homogeni-
zation and autopassivation, and an actual anodizing can
be added as the final step to enhance the passive film.

Design

Because localized corrosion causes about 90% of the fail-
ures experienced with stainless steels in process applica-
tions, vessels, piping, and ancillary equipment must be de-
signed, purchased, and maintained to minimize the risk of
such attack. This requires that crevices, pockets, and traps
should be avoided, thereby minimizing the probability of
localized corrosion.

All fabrication steps, such as bending, forming, and
welding, should conform to standard procedures. The
welds must be full penetration to prevent crevice corrosion
in incompletely fused joints. Fillet welds should be smooth
and continuous, with no undercutting. Butt welds should
be smooth and corner welds should be avoided if possible;
side-wall welds in tanks are preferable. Lines and vessels
should be sloped and self-draining, and top nozzles, side
ports, and bottom nozzles must be accessible for cleaning.

A postweld chemical cleaning with an ammoniated cit-
ric acid solution, as described next, will remove the heat
tints from the welded heat-affected zones (HAZ).

REMEDIAL MEASURES

Pickling

Because stainless steels are chosen for appearance, corro-
sion resistance, and freedom from product contamination
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in storage and shipment, pickling (to remove contami-
nants) or passivation (to augment the naturally occurring
surface film) is often required. A surface of assured clean-
liness, uniformity, and corrosion resistance is desirable
and, in some services, absolutely required.

During fabrication, stainless steels are subject to con-
tamination by embedded steel particles or iron oxides, as
well as heat tints caused by welding. The alloy surface may
be cleaned with acid solutions or pastes, mechanically
cleaned with a stainless steel wire brush or a clean abra-
sive disk, or hydroblasted with high-pressure water of po-
table water quality (i.e., �250 ppm Cl�). ASTM A 380,
“Cleaning and Descaling Stainless Steel Parts, Equip-
ment, and Systems,” provides detailed procedures. Demin-
eralized water is usually specified for critical services, but
a 25-ppm maximum chloride limit should be adequate.

Embedded iron is subject to air oxidation to hydrated
ferric oxide (Fe2O3•H2O). Foreign rust particles or mill
scale (Fe3O4) may also be present. “Pickling” (see follow-
ing) is intended to effect the desired cleanliness while si-
multaneously homogenizing the surface. A solution of 10–
15% nitric acid and 1–3% hydrofluoric (HF) acid has been
used as a “bright pickle” to remove visible oxides, while
pastes of similar composition are available for localized ap-
plication. Such solutions and pastes constitute somewhat
of a safety hazard to personnel, as well as potential dis-
posal problems, but are very effective. (Note: There is in-
creasing resistance to using HF mixtures today because of
the safety concerns and disposal problems related to en-
vironmental considerations.)

A HNO3–HF mixture, unlike nitric acid itself, is a re-
ducing acid intended to remove iron oxides and other me-
tallic oxides by chemical reduction. This mixture is not a
passivating medium, and corrosion rates are high during
the actual exposure. However, a uniform passive oxide film
will reform over the freshly cleaned surface after removal
of the pickling environment by autopassivation.

Heat tints from welding tend to adsorb chlorides, with
attendant pitting or stress corrosion cracking. They may
be removed by abrasive disks or with a nitric–HF paste.
Citric acid solutions, such as a 5% solution adjusted to pH
3.5 with ammonia and used at about 80 �C, are very effec-
tive and are to be preferred for removing heat tint from
bioprocessing equipment. This solution is a chelating
agent as well as an acid cleaning medium. Unlike the
nitric–HF materials, citric acid solutions are benign and
quite readily disposable from the environmental stand-
point. However, chelants incorporate the metal ions within
a clawlike ringed structure that may pass through conven-
tional waste treatment systems. When heavy metals (i.e.,
chromium, copper, nickel, and zinc) are involved, special
waste treatment systems, rather than simple sanitary
drain systems, may be employed.

Antisplatter pastes are sometimes used to minimize
weld-splatter sticking. If such splatter has adhered to the
adjacent areas, it should be removed by a flapper wheel,
wire-brushing, or hydroblasting. A cleaning operation with
organic reducing acids may be followed with an alkaline
sodium nitrite neutralizing–oxidizing rinse. (Note: Ade-
quate provision must be made for proper disposal of the

chemical solutions in accordance with environmental reg-
ulations.)

Electropolishing, in which the work serves as the anode
during electrochemical dissolution to produce a highly pol-
ished nonstick and uncontaminated surface, is a special-
ized form of chemical cleaning in which the surface is
actively corroded during the operation. Although the stain-
less steel surface will passivate on rinsing and exposure to
air, many users specify a final anodizing step, which is tan-
tamount to chemical passivation.

Passivation

Cleaning and pickling, as described, and passivation of
stainless steels, particularly in the widely used austenitic
300 series, for example, Types 304 (S30400), 304L
(S30403), 321 (S32100), 347 (S34700), 316 (S31600), 316L
(S31603), and 317L (S31703), are widely misunderstood.

Cleaning and pickling are intended to remove foreign
materials and permit the surface to equilibrate or homog-
enize, effecting an electrochemically uniform surface for
resistance to localized corrosion. Passivation has been de-
fined as a reduction in the rate of the anodic reaction of an
electrode involved in corrosion, as by formation of a pro-
tective oxide film.

As previously noted, stainless steels are self-passivat-
ing on exposure to air and moisture as the result of their
high chromium content (i.e., �11%). Passivation treat-
ment consists of augmenting the naturally occurring pro-
tective oxide film by chemical or electrochemical methods.
The enhanced passive film is somewhat thicker and more
persistent than that formed by autopassivation. For ex-
ample, in some iron-sensitive organic chemicals (e.g., ace-
toacetanilide, glyoxal), stainless steel vessels are specially
passivated and repassivated at intervals thereafter when-
ever chromophoric corrosion products are detected in the
chemical product. This practice suggests a gradual dimi-
nution in thickness (or localized weakening of) the passive
film with time in some services. Passivating is accom-
plished by treatment with oxidizing solutions, such as
warm dilute nitric acid (not nitric-HF), ammonium per-
sulfate (which is very safe to handle), dilute hydrogen per-
oxide, and citric acid–sodium nitrate mixtures.

Table A2.1 of ASTM A 380, Part II, recommends pas-
sivation with 20–50% nitric acid at 49–71 �C (120–160 �F)
for 10–30 min or 21–38 �C (70–100 �F) for 30–60 min for
dull or nonreflective surfaces. In the latter case, a 10%
caustic–4% potassium permanganate solution is suggested
for smut removal after the final rinse. A 20–40% nitric acid
with 2–6% sodium dichromate is suggested for bright-
machined or polished surfaces, instead of straight nitric
acid. Such solutions are also used for precipitation-
hardening (PH) grades, 12–14% chromium grades, and
high-carbon martensitic grades, such as Type 440
(S44000). However, chromates are not compatible with
pharmaceutical products. (Note: In chemical plants, large
tanks or vessels are usually passivated with 10–15% nitric
acid at 66 �C (150 �F) for about 4 h.) A 1% citric acid–1%
sodium nitrate solution at 21 �C (70 �F) is discussed in
ASTM A 380, Part III. The dairy industry has used a 0.5–
1.0% nitric acid for 10 min at 65–82 �C (150–180 �F).
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A special sequence of alkaline–acid–alkaline (A-A-A)
treatment is recommended for free-machining grades (8).
Because oil or grease interferes with passivation and be-
cause attack on sulfur or selenium inclusions in Type 303
(S30300) and its variants can leave minute pits with resid-
ual corrodents on the metal surface, the machined parts
are (1) degreased for 30 min in 5% sodium hydroxide at
about 70–80 �C (160–180 �F) and rinsed, (2) immersed in
20% nitric plus 3 oz. per gallon sodium dichromate at 50–
60 �C (120–140 �F) for 30 min and rinsed, and finally
(3) neutralized in the original caustic solution.

Because oil or grease can interfere with self-passivation
by preventing ready access of water and oxygen to the
metal surface, degreasing may be required. Such contam-
ination occurs primarily from machining operations and
should be removed by degreasing with nonchlorinated sol-
vents before passivation is attempted. (Note: Chlorinated
solvents may introduce inorganic chloride ions, Cl�, by hy-
drolysis or by thermal degradation, and are proscribed.)

Note that nonoxidizing solutions, such as ammonium
citrate, hydroxyacetic–formic acid mixtures, and EDTA
(ethylenediaminetetraacetic acid) instead of a nitric acid
passivation are described in ASTM A 380, Part III. The
dairy industry uses a 0.5–1.0% phosphoric acid solution at
65–82 �C (150–180 �F) for 10 min. These nonoxidizing so-
lutions used to remove iron or iron oxides only equilibrate
the surface, facilitating autopassivation. They do not ac-
tually enhance the film as do the true passivation proce-
dures.

Sanitizing

As a final step (or between batch operations), it is fre-
quently desirable or even necessary to sterilize stainless
steel equipment. Sodium or calcium hypochlorite is most
frequently utilized, but the oxidizing capacity and chloride
content pose serious potential dangers for pitting or crevice
corrosion. The conditions and time of exposure and the
proper steps to flush the hypochlorites from the system,
including low spots, is of paramount importance. Serious
failures have occurred in numerous stainless steel instal-
lations when adequate measures to preclude attack during
treatment or by residual hypochlorites were not taken.
Treatment with ozone or dilute hydrogen peroxide, as well
as by ultraviolet light, seems to provide useful alterna-
tives.

STANDARD OPERATING PROCEDURES

To summarize, the recommended sequence of treatment of
fabricated stainless steel equipment for pharmaceutical
applications should embrace the following steps:

1. A pretreatment with solvent or detergent to remove
oil, grease, and the like

2. A rinse with water of suitable quality (deionized wa-
ter being preferred)

3. Necessary pickling or other cleaning operations
4. Passivation
5. Water rinsing

6. Sanitizing
7. Final water rinse; drain and dry

A proper understanding of service conditions and re-
quirements is essential if the several possible cleaning,
pickling, and passivation treatments are to be successfully
employed for their respective end purposes.

The most valuable resources for practical information
on corrosion and corrosion prevention of stainless steels
are as follows:

• NACE International (standards and publications),
Houston, Tex.

• The Nickel Development Institute (AISI, INCO, and
NiDI publications), Toronto, Ontario, Canada

• ASTM International (specifications), Barr Har-
bor, Pa.

• The Materials Technology Institute of the Chemical
Process Industries, Inc. (publications), St. Louis, Mo.
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INTRODUCTION

The intensification of transfer processes in bioreactors us-
ing techniques that do not require additional energy costs
is of great interest in biotechnology. Traditionally, most
bioprocesses, especially aerobic fermentations, are con-
ducted in stirred-tank bioreactors, which require consid-
erable power input to attain adequate oxygen transfer
rates. Besides the conventional mechanically agitated fer-
menters, other types of gas–liquid contactors are used, as
pneumatic or jet bioreactors with or without a loop. Ad-
vantages of these nonmechanically agitated bioreactors
are known to include efficient use of energy for aeration,
simple design, and construction. To improve transfer pro-
cesses in these bioreactors, considerable efforts have been
made to study all the essentials of the major relationship
for flow, mass and heat transfer over plates, cylinders, baf-
fles, and spheres as well as through sieves and trays. These
are the simplest and the oldest contacting bodies, and also
are the basic shapes for other contacting devices of prac-
tical interest. Both theoretical and experimental studies
on flow around these internals together with heat and
mass transfer approaches are available (1–4).

Recently, new constructive types of internals known as
static mixers or motionless mixers have been developed
that supply spectacular effects concerning transfer rate in-
crease. The first of these unconventional mixers was de-
veloped for viscous fluids about 30 years ago (5). After a
slow start, the development of static mixers has been pro-
ceeding since 1970. Static mixers are applied in many
operations in heterogeneous systems that require larger
contact areas, thermal homogenization, and mass transfer.
Today, these devices placed in column bioreactors are in-
creasingly considered for use in fermentation industries,
sometimes replacing the traditional mechanically agitated
bioreactor design. Static mixers are suitable particularly

for use in shear-sensitive cell cultures because of their
lower shear rates, compared to those in mechanically agi-
tated bioreactors. They proved to consider some specific
criteria in the design of a bioreactor system for a definite
process: population damage, energy distribution, and ox-
ygen demand of a culture. The relatively numerous inves-
tigations and works that refer to static mixers are con-
cerned with their influence on different process transfer
parameters not only in fermentation systems, most of
them being performed in model systems, in monophasic
and polydispersed laminar or turbulent flow (usually gas–
liquid dispersions), using low and viscous liquids, with
Newtonian or non-Newtonian rheological behavior.

Static mixers frequently require no additional space (in-
line assembly) and can be used as compact inserts or with
a distance between the elements. They act on hydrody-
namic conditions for turbulence development, the increase
of contact areas, or the intensification of driving forces,
separately or simultaneously. In all cases, the energy for
process intensification is extracted from the fluid flowing
through the mixers.

STRUCTURAL TYPES AND CONSTRUCTION

Static mixers can be of numerous constructive types, made
of tubes, sheets, helixes, or wire matrix. They can be man-
ufactured by steel, ceramic, or plastics. Their effect de-
pends on the construction of the mixing element and the
capacity to produce continuous separation, distribution,
and reuniting the fluid stream. Besides their multiple ad-
vantages, static mixers often have the difficulty of a com-
plicated structure. At the present time, most of the prob-
lems in the construction of static mixers have already been
solved, and a number of different types of static mixing
systems are being manufactured on an industrial scale, so
that about 30 types of static mixers are known today. One
of the most important moments in static mixing presen-
tation was the ACHEMA ’79 Exhibition in Frankfurt/Main
(5). This section discusses some of the most interesting,
familiar and, at the same time, most structurally dissim-
ilar static mixers.

Static Mixers from Tubes or Short Pipes

Static mixers from tubes or short pipes generally affect the
spatial distribution of the fluid by twisting, distorsion, and
expansion of fluid elements in specially designed flow ar-
rangements. For instance, the Ross-ISG static mixer
(Aachener Misch- und Knetfabrik) is made by elements
turned through 90�, placed one behind other. Over the
cross-section of an element there are four obliquely sloped
channels twisted with an angle of 120� (Fig. 1a), forming
a tetrahedral space between elements. The PRM mixer
(Prematechnik, Frankfurt/Main) consists of a tubular
packet containing obliquely arranged partial tube sections
(Fig. 1b), which change the direction of the fluid stream
(5). Another static mixer used in laminar flow conditions,
especially to equalize the distribution of the flow residence
time, consists of six guiding holes, directed in the direction
of flow (Fig. 1c). A portion of the fluid stream, which flows
through the central section in front of the device, has a
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Figure 1. Static mixers made from tubes or short pipes. Source:
Reprinted from Ref. 5, with permission from VCH Verlagsgesells-
chaft mbH, and from Ref. 7, with permission from Wiley-VCH.
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Figure 2. Static mixers made from plates and sheets. Source: Re-
printed from Ref. 5, with permission from VCH Verlagsgesells-
chaft mbH and from Ref. 7, with permission from Wiley-VCH.

higher mean velocity and crosses the channels that direct
it to a zone with a low mean velocity. Other parts of the
fluid stream that flow near the pipe wall cross over the
channels that direct them to the central zone of the pipe
behind the static mixer. Therefore, the positions of the fluid
streams that flow with different velocities are inverted
(6–8).

Static Mixers of Plates or Sheets

The effects of these static mixers depend on the continuous
cutting, subdividing, distribution, and reuniting the
stream of fluid. The PSM mixer (Petzhold, Frankfurt/
Main) (Fig. 2a) contains rectangular and conical channels
combined with conical holes resulted from a special ar-
rangement of individual plates. The fluid flows from the
entry to the exit of the static mixing element, being sub-
divided through a central hole, a conical space created by
tangentially arranged slots and furthermore through other
channels and openings (5). Sulzer mixers (Sulzer Brothers
Ltd., Switzerland) are adequate for both laminar and tur-
bulent regimes. They are constructed in many different
ways (SMV, Fig. 2b; SMX, Fig. 2c) from stacks of corrugate
sheets with open crossing channels. The SMX mixer con-
sists of strips inclined to one another that form frameworks

with the axis perpendicular to the column axis. The mixing
elements are arranged successively in the column turned
through 90� one to another. The SMLX mixer type is con-
structed from corrugate sheets with a distance between the
strips increasing in the flow direction. The crossing angle
of the sheets is 60�. These static mixers made of corrugate
sheets can be mounted in packed form in compact arrange-
ment or with distance between packets in different non-
mechanical bioreactors (9). The Komax mixer (Long Beach,
Calif.) contains triangular-shaped channels, made by the
bent ends of the slotted sheets that form the mixing ele-
ment (Fig. 2d). The Koch mixer (10,11) contains a numer
of in-line elements mounted alternately at right angles to
each other. The mixing elements are made from layers of
corrugate metal sheets joined one to another, forming
opened intersecting channels. C1 and C2 mixer types (12)
(Figs. 2e and f, respectively) developed in the Central In-
stitute of Physical Chemistry of the German Academy of
Sciences and the Pyrapak 480 type developed at the CLG
Leipzig-Grimma were also manufactured out of metal
sheets.

Helical Static Mixers

The Kenics mixer (Ott Vertriebsgeselschaft, Leonberg) is
made of counterclockwise and clockwise rotational ele-
ments twisted at 180�, being mounted in tubes alternating
left and right with perpendicular leading edges (Fig. 3a).
A particular form of this helical static mixer consists of an
unbroken continuous helical surface that may have the di-
ameter of a screw identical or smaller than the inner di-
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Figure 3. Helical static mixers. Source: Reprinted from Ref. 5,
with permission from VCH Verlagsgesellschaft mbH, and from
Ref. 7, with permission from Wiley-VCH.

Figure 4. Static mixers of wire matrix. Source: Reprinted from
Ref. 7, with permission from Wiley-VCH.

ameter of the tube (13) (Fig. 3b). Helical static mixers can
be disposed in columns as in-line elements or in packed
form (14). The Erestat mixer (Yxzet, Dr. Karg GmbH, Af-
falterbach) consists of four baffles twisted in an alternate
manner arranged in a left- or right-handed arrangement
on an inner support (Fig. 3c). This assembly creates vari-
ous flowing channels. The N-shaped mixer (Bran and
Lübbe, Norderstadt) consists of twisted mixing elements
(Fig. 3d) that determine variable cross-sectional areas, ow-
ing to the formation of variable channels. The Lightin type
(Lightin, Rochester, NY) combined in-line mixers obtained
by assembling three-bladed elements to form helixes with

different senses of rotation (Fig. 3e). The HI mixer (Toray,
Tokyo) is constructed by helixes twisted at 180�, fitted into
holes performed parallel to the axis in a solid cylinder (Fig.
3f).

Wire Matrix Turbulators

The Heatex inserts (15) consist of a central wire core onto
which are wound a series of wire loops. Each loop is in-
clined at a certain angle to the core. These inserts are
pulled into a tube, the loops being so inclined as to be over-
sized for the tube and come into a close contact with the
tube wall in the form of an arc (Fig. 4). A degree of resis-
tance is offered as the insert is pulled into the tube, indi-
cating that some wall contact is achieved and that the in-
sert is self-supporting. Heatex inserts may have different
loop densities, characterized by the number of tube wall
contacts achieved per unit insert length.

EFFECTS OF STATIC MIXERS ON MOMENTUM TRANSFER

Flow Structure

Static mixers produce variations in the flowing cross-
sectional area that result in modifications of velocity pro-
files. The fluid is split into individual streams at the open
intersecting channels of the mixing element. At each in-
tersection, a partial quantity is sheared off into a crossing
channel and stagnant zones are usually eliminated. Also,
most of the static mixers divide and reunite continually the
main fluid stream and give rise to the formation of ele-
mentary layers of fluid. The number of n elementary layers
or partial streams produced in laminar flow over a static
mixer resulted through assembly of N mixing elements can
be calculated from the following expression (16):

Nn � ca (1)

where c and a are parameters characteristic for the static
mixer in discussion that are usually given in the literature
(16). In the laminar regime, the flow profiles are modified
by cutting and twisting, displacement and distortion, or
separation and expansion. In the turbulent flow, additional
effects occur (5). For instance, the fluid streams are alter-
nating directed from the center to the wall of the column
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Figure 5. Flow path in a Sulzer-SMV static mixer (two triangular
channels crossing at 90�). Source: Reprinted from Ref. 5, with per-
mission from VCH Verlagsgesellschaft mbH, and from Ref. 7, with
permission from Wiley-VCH.

and from the wall to the center in the Ross-ISG mixer (Fig.
1a) or in the static presented in Fig. 1c. The presence of
Heatex inserts (Fig. 4) causes a tube wall–fluid distur-
bance, and radial mixing is expected to be produced as the
fluid flows through the mesh of loops nearer the pipe axis
(15). In a Kenics mixer (Fig. 3a) a tracer injected below the
first element in a certain point can perform a helical ro-
tation strictly geometrically and reach the element edge in
an opposite point situated on the same diameter, or it flows
along a shortened path after a distortion and arrives at the
end of the helix in a intermediate position on the diameter
(5). The flow pattern in a Sulzer SMV mixer was presented
by Pahl and Muschelknautz (5) using a model that consists
in two triangular opened ducts crossing at 90� (Fig. 5) form-
ing two intersected channels. Tracer introduced at the en-
trance of the channel I flows up to the intersection of the
channels, and then about two-thirds of the tracer stream
takes the shortest path flowing into duct II owing to the
displacement that is produced at the crossing point. The
trajectory of the tracer is also distorted; the fluid that ex-
ists along the left cathetus of the triangle representing the
cross-section of the duct I shifts to the right side of duct I
at the exit, performing a rotation. Also, the stream that
starts from the opposite position at the entrance of duct I
is greatly distorted at the crossing point and flows into both
ducts I and II. In gas–liquid dispersions, a reasonably uni-
form distribution of the gas velocity over the cross-section
of a column with static mixers is one of the favorable re-
sults. An equalizing effect is achieved by the resistance to
flow, which forces the gas to spread out gradually in the
direction of flow. This fact is very important in bioreactors
with viscous non-Newtonian fermentation fluids, where
the bubbles coalesce in the sparged vertical columns, lead-
ing to the formation of large bubbles, even at very low gas
flow rates. In absence of static mixers, these bubbles rose
with large velocities and their size distribution is con-

trolled by bubble coalescence. The velocity profile of a fluid
flowing through a tube containing motionless mixers is
also considerably altered. There are some works in the lit-
erature that give information about radial and axial veloc-
ity profiles in the presence of static mixers (13,17,18). The
axial and radial velocity profiles in a Kenics mixer change
periodically owing to the use of alternating elements of
right- and left-hand pitch that results in more intensive
mixing of fluids. The screw having the form of a continuous
helical surface divides the inside of the tube into two par-
allel channels, which causes a secondary motion of the
fluid in the tube (13). In these motionless mixers, circulat-
ing flow occurs in the r-h plane (r and h being radial and
tangential coordinates, respectively), which is caused by a
slow twist in the partitioning chord so that it forms a helix.
The actual velocity profiles can be calculated using a com-
plex procedure (17), but an approximation can be made,
leading to the following expressions:

dr tv � � br(1 � r ) sin2h (2)r dt

dh t 2v � � b[2 � (2 � t)r ] sin h (3)h dt

where

0.511
t � � 1 (4)� �3

and b is a parameter that governs the intensity of circu-
lation (17).

Pressure Drop

The changes in the velocity field caused by the static mix-
ers cause modifications in the pressure loss as well. The
pressure drop in static mixers depends very strongly on
the geometrical arrangement of the packed elements, the
nature of the flowing fluids, and the flow regime (19,20). A
simple form representing the pressure loss equation can
be referred to the empty tube, together with a geometrical
correction factor (5,7,13). For Newtonian media, the equa-
tion for calculating the pressure drop is in the following
form:

Dp 2DM
� f (Re , geometry) (5)D D2qv LSL

The mean liquid superficial velocity mSL can be calcu-
lated on the basis of the empty tube cross-section as fol-
lows:

˙4VLv � (6)SL 2pD

In laminar flow, fD ReD � constant. Rearranging equation
5, a relationship is obtained whose denominator becomes
the pressure drop for laminar flow through an empty pipe:
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Figure 8. Dependence of the ratio between the friction coefficient
in a tube with a screw fD and that in the same tube without a
screw f0, on the Reynolds number, ReD, and h/d (specification of C
and K in Table 1). Source: Reprinted from Ref. 13, with permission
from Elsevier Science, and from Ref. 7, with permission from
Wiley-VCH.
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Figure 7. Friction factor as a function of Reynolds number for
some static mixers. 1 � empty pipe; 2 � Kenics; 3 � HI; 4 �

Sulzer-SMX; 5 � Sulzer-SMV. Source: Reprinted from Ref. 5, with
permission from VCH Verlagsgesellschaft mbH, and from Ref. 7,
with permission from Wiley-VCH.
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Figure 6. Relative pressure drop for different static mixers ver-
sus Reynolds number. — � Kenics; —•— � Erestat; —••— � N-
shaped; — — — � HI; — � — � — � Sulzer-SMX; - - - - - - �

Ross-ISG. Source: Reprinted from Ref. 5, with permission from
VCH Verlagsgesellschaft mbH, and from Ref. 7, with permission
from Wiley-VCH.
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Defining a pressure drop factor as

ReDz � f (8)D 64

it follows that

Dp � zDp (9)M L

In Figures 6 and 7, the pressure drop and friction fac-
tors for different static mixers are presented (5,7). The plot

fD � ReD could be also used for comparing static mixers in
the turbulent flow regime, since fD is then approximately
independent of the Reynolds number (Fig. 7). Compared
with an empty tube, the pressure drop in static mixers is
7 to 200 times greater for laminar flow and 100 to 600
times greater for turbulent flow. Kenics mixers show the
smallest pressure drop, and the Ross-ISG affords the larg-
est pressure drop (5,16). Also, the pressure losses in a tube
containing continuous screws calculated using equation 5
are lower than those corresponding to a tube containing
Kenics mixers for the same value of the parameter h/d.
The following analytical expressions were developed for
the different types of helical static mixers (13). For Kenics
type (for 15 � ReD � 1,200):

�1213.5 � 224.0(h/d)
f �D ReD

�1� [�0.549 � 4.775(h/d) ] (10)

For static mixer with a continuous screw surface for 15
� ReD � 90,

�1191.3 � 229.0(h/d)
f � (11)D ReD

for 90 � ReD � 5,000,

79.8
f � (12)D �10.839�0.454(h /d)ReD

With increasing of h/d, the pressure loss decreases for
any given type of fittings (Fig. 8). The specification of no-
tation is given in Table 1.
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Table 1. Geometrical Characteristics and Notations for
Helical Static Mixers

Type of screw Notation h/d s/d l/d

Continuous screw C1 2.28 0.095 46.85
C2 2.95 0.095 47.57
C3 3.85 0.095 47.57
C4 4.71 0.095 47.69

Kenics K1 2.02 0.095 48.26
K2 3.03 0.095 49.14
K3 4.05 0.095 47.86
K4 5.02 0.095 47.86

Source: Reprinted from Ref. 7, with permission from Wiley-VCH.
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Figure 9. Pressure drop through a single static mixing element
as a function of the dynamic pressure of the gaseous phase for
different spraying intensities. W1 � 0; W2 � 60.93 m3/m2h; W3 �

81.24 m3/m2h; W4 � 101.56 m3/m2h. Source: Reprinted from Ref.
7, with permission from Wiley-VCH.

In Newtonian liquids, the presence of wire matrix tur-
bulators caused an increase in pressure drop by factors up
to 20 compared with the empty tube case (15). In non-
Newtonian fluids, the pressure drop in a static mixer as-
sembly can be correlated as follows:

A B
Dp � � (13)M mRe ReD D

where the values of A, B, and m are dependent on rheolog-
ical behavior of the liquid phase (7,21). Olivier and Oos-
terhuis (22) studied the pressure drop in the laminar flow
regime for a Sulzer-SMV-type in the xanthan fermentation
and found that the pressure drop is approximately 15
times greater than that in an empty tube. Fan et al. (23)
studied the pressure drop in a gas–liquid system in a bub-
ble column packed with Sulzer-Koch mixing elements and
observed that the ratio of the pressure drop through the
packed column to that of the empty one was slightly
greater than 1. Data referring to the pressure drop in a
column equipped with a static mixer of the Kenics type
were obtained for a single (gaseous) phase and two-phase
countercurrent flow, respectively (14,24). For one mixing
element, the pressure drop, which is a function of the Rey-
nolds number for the gaseous phase, ReG, is assessed as
follows:

DpM
Dp� � (14)

N

The pressure drop in the system was calculated using the
gas dynamic pressure for the single phase as

2vSG
Dp� � f q (15)Do 2

and for the diphasic flow:

2vSG
Dp� � f q (16)TP DTP 2

The plots show three domains with different slopes (Fig.
9). The friction factor also differs in the domains. For a
single phase flow, it was correlated as follows:

�0.1708Domain D : f � 12.86Re (17)1 Do G

0.1062Domain D : f � 1.039Re (18)2 Do G

0.1137Domain D : f � 0.9742Re (19)3 Do G

For a diphasic flow, the following relation was established
(24):

Dp�TP W(1�b�Re )G� B� (20)
Dp�

The values of the spraying intensity, B�, and of the param-
eter b�, are different in the three domains of the curves
(Table 2) (24).

For a two-phase flow, Shah and Khale (21) applied a
correction factor for the manometer reading, assuming the
gas holdup to be proportional with V̇G/(V̇G � V̇L). For an
empty tube, the correction factor was found to be 0.83.
They presented their data in the form of a Lockhart-
Martinelli correlation for three types of static mixers, Ken-
ics, Sulzer, and Komax, for two-phase non-Newtonian
liquid–air systems in the following form:

2 2Dp � u Dp � u Dp (21)TP L L G G

2 2u � 1 � (c�/X) � (1/X ) (22)L

0.5X � (Dp /Dp ) (23)L G

with c� � 2.5 � 0.3 for glycerol solution–air and c� � 3.27
� 0.1 for CMC solution–air diphasic systems, respectively.
Generally speaking, the pressure drop in the gas–liquid
systems decreases as the gas flow rate increases (10).

Gas-Holdup

In tower bioreactors with or without a loop (bubble col-
umns, airlifts, jet contactors), liquid flow and gas holdup
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Table 2. The Values of Parameters B� and b� from Equation 20

Domain B� b�

1 1.0150 �5.596 • 10�5

2 1.00925 2.2348 • 10�5

3 0.947 � 2.6217 • 10�4 W �8.5243 • 10�9 W2 � 8.262 • 10�7 W � 1.4499 • 10�4

Source: Reprinted from Ref. 7, with permission from Wiley-VCH.
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Figure 11. Gas holdup in a triphasic sparged reactor. 1 � wit-
ness reactor, 2 � Ross-LPD static mixers; 3 � Sulzer-SMV static
mixer. Source: Reprinted from Ref. 7, with permission from Wiley-
VCH.
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Figure 10. Gas holdup in a Koch mixer column in comparison to
the witness one. � � without static mixers; 	 � with static mix-
ers. Source: Reprinted from Ref. 7, with permission from Wiley-
VCH.

are of basic importance in the determination of their per-
formance (25). Because microbial aerobic cultures often
behave as non-Newtonian fluids, much attention was di-
rected toward the performance of these gas–liquid contac-
tors equipped with static mixers, especially when they
handle non-Newtonian fermentation liquids. The rheolog-
ical behavior of biofluids plays an important role in bubble
coalescence and breakup, because the large velocities of
coalesced bubbles lead to gas holdup decreasing (26). The
presence of static mixers in diphasic flow diminishes the
bubble coalescence rates owing to their shear effect. There-
fore, the average bubble size should decrease and gas
holdup is enhanced (7,10) (Fig. 10). The results of MacLean
et al. (27) confirm these findings, suggesting that the mo-
tionless mixers help to retain more gas in the column.
Similar effects can be obtained in triphasic sparged reac-
tors (28). By using Ross-LPD and Sulzer SMV static mix-
ers, larger gas holdup values resulted, compared with the
empty contactor (Fig. 11). Kenics mixers mounted in an
airlift bioreactor contribute to increase gas holdup values
during the batch fermentation of a yeast culture (29). Gas
holdup in downcomer (annular section) decreased because
of a lower liquid recirculation rate, which implied a more
intense gas disengagement at the upper part of the bio-
reactor, reducing the quantity of the recirculated gas. In
the region of greater airflow rates (the riser), gas holdup
values are, however, improved. This behavior had a favor-

able influence on oxygen transfer rates (29,30). The pres-
ence of static mixers does not change the correlation be-
tween gas holdup and gas superficial velocity, which was
established in the following form:

be � av (24)G SG

For example, static mixers manufactured through assem-
bly of corrugated stainless steel sheets and mounted in the
riser section in an external-loop airlift bioreactor can con-
tribute to gas holdup intensification at any given gas flow
rate and liquid phase properties, relative to bioreactor con-
figuration without static mixers (Fig. 12), also proved by
the modified values of the parameters a and b in equation
24. This effect is found in low-viscous Newtonian and vis-
cous non-Newtonian liquids as well (Table 3) (25). It is evi-
dent from Table 3 that static mixers show an increased
efficiency in more viscous liquids. Also, they affect the val-
ues of the coefficient a in equation 24 in a greater measure
than those of b. Therefore, larger values of gas holdup in
columns with static mixers resulted because of smaller
bubble sizes and hindering action of the packing, which
contribute to increasing the gas phase residence time
(21,31).

Liquid Velocity

The presence of static mixers changes the liquid circulation
rates, because they act as supplementary resistances in
the flow path. Besides changes in gas flow pattern, the
presence of static mixers in gas–liquid contactors having a
net liquid flow (continuous bubble columns, airlifts, con-
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Figure 12. Gas holdup in an external-loop airlift bioreactor with-
out (--------) and with ( ) static mixers, in non-Newtonian
starch solutions. � � 0.5% w/v 
 2.5 w/v; � � 4.0 w/v. Source:
Reprinted from Ref. 25, with permission from Springer-Verlag,
Germany.

Table 3. Ratios Between Parameters a and b in Equation
24 in the Configuration with and without Static Mixers
for an External-Loop Airlift Bioreactor

Ratio between parameters K (Pa sn)

in equation 24 0.061 0.438 3.518

aM/a 1.600 1.845 1.911
bM/b 1.085 1.159 1.134

Source: Reprinted from Ref. 25, with permission from Springer Verlag.
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Figure 13. Liquid superficial velocity versus gas superficial ve-
locity in an external-loop airlift bioreactor without (--------) and
with ( ) static mixers. Symbols as in Figure 12. Source: Re-
printed from Ref. 25, with permission from Springer-Verlag, Ger-
many.

Table 4. Ratios between the Parameters f and m in
Equation 25 in an External-Loop Airlift Bioreactor with
and without Static Mixers, in Non-Newtonian Liquids

Ratio between parameters K (Pa sn)

in equation 25 0.061 0.438 3.518

fM/f 0.829 0.841 0.856
m/m 0.997 0.994 0.994

Source: Reprinted from Ref. 25, with permission from Springer Verlag.

tactors with a liquid jet) changes the liquid circulation ve-
locities, their effects being complementary to those of sev-
eral other parameters, including gas superficial velocity,
gas holdup, liquid phase viscosity, pressure drop along the
flow path, reactor geometry. For instance, the static mixers
mounted in an external-loop airlift bioreactor diminish the
liquid superficial velocity in the riser section both in New-
tonian and non-Newtonian liquids. The parallel lines in
the diagram presented in Fig. 13 show that in all cases the
liquid velocity increases with gas superficial velocity. This
behavior can be expressed by the following mathematical
expression as:

mv � fv (25)SL SG

In non-Newtonian liquids, it was found that the presence
of static mixers affects f and m values, dependent on con-
sistency index values (25) (Table 4).

The relationship between the ratio of f values with and
without static mixers, respectively, and the consistency in-
dex in an airlift contactor can be represented by the follow-
ing relationship (25):

fM 0.008� 0.85K (26)
f

The effects of the consistency index on the liquid veloc-
ity could be considered as being less significant proving
that static mixers are effective in viscous liquids. Popovic
and Robinson (32) found that the circulating liquid velocity
in the riser section of an airlift reactor is dependent mainly
on the downcomer-to-riser cross-sectional areas ratio, AD/
AR, the apparent viscosity, gap and gas superficial velocity,
as described by the following correlation:

0.32 0.97 �0.39v � c�v (A /A ) g (27)SLR SGR D R ap

Considering that equation 27 correlates well a large num-
ber of experimental data, it was found that the differences
in the values of vSLR should be treated as particular cases
of diminuation up to 40% of the geometrical parameter AD/
AR, as a result of the presence of static mixers (25).
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Figure 15. Mixing time versus gas superficial velocity in an
external-loop airlift bioreactor without and with static mixers, op-
erating with starch non-Newtonian solutions as liquid phase. �

� water; Starch solutions: � � 0.5% w/v; 	 � 2.5% w/v; � �
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Figure 14. Variation coefficient as a function of the normalized
mixing length for various static mixers. � � Kenics; 	 � Sulzer;
� � Komax; � � Lightin; � � HI. ; ReD � 1. Source:C¯ � 0.1V1

Reprinted from Ref. 5, with permission from VCH Verlagsgesells-
chaft mbH, and from Ref. 7, with permission from Wiley-VCH.

Mixing

As shown, homogenization in static mixers is attained by
means of motionless elements using the flow energy of the
fluids. The mixing effect depends on the continuous sepa-
ration, distribution, and reuniting streams of material
(5,7). The energy requirements of static mixers when used
for mixing are lower than those of conventional dynamic
mixers and, moreover, they are of simple construction. In
the case of two components, the two quantities are related
to each other by the volumetric flow rate ratio, V̇2/V̇1. The
degree of mixing may be described using the variation co-
efficient s/C̄V or the relative standard deviation s/s0 (5). For
component 1, the following expression held:

¯ ˙ ˙s /C � V /V s /s (28)�1 V 2 1 1 0

where

n12 2¯s � (C � C ) (29)1 � V Vi 1n � 1 i�1

0.5¯ ¯s � [C (1 � C )] (30)0 V V1 1

n1
C̄ � C (31)V � V1 1,in i�1

˙ ˙ ˙C � V /(V � V ) (32)V 1,i 1,i 2,i1,l

The degree of mixing is strongly dependent on the static
mixer type and normalized mixing length, L/D (Fig. 14). It
can be seen that the Sulzer-SMX mixer and HI-mixer re-
quire shorter homogenization lengths. Also, the degree of
mixing is dependent on the entry point of fluids to be mixed
as well as by the operation scale (5). Static mixers achieve

rapid mixing of fluids with low energy requirements, and
the fluids may have either similar or different viscosity.
Operation in fermentation processes involves very viscous
fluids, and the flow will be predominantly in the laminar
region for both liquid and gaseous phases. Suitability of
static mixers to mix fluids of different viscosities was in-
vestigated in the literature (12,22,33,34).

Mixing behavior is usually described by mixing time, tM,
which is defined as the time required to achieve a definite
degree of homogeneity after a trace pulse has been injected
into the reactor (35). The mixing time is highly dependent
on the presence of static mixers (34). In gas–liquid disper-
sions, the mixing time is dependent to a great extent on
the gas superficial velocity and the presence of static mix-
ers and to a low extent on the liquid phase properties. In
Figure 15 the mixing time in water and starch solutions is
plotted against superficial velocity. With static mixers,
mixing times at a given superficial velocity are essentially
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Figure 16. The influence of the consistency index K on the pa-
rameters in equation 33. (1 � kM/k; 2 � qM/q. Symbols as in Fig-
ure 15. Source: Reprinted from Ref. 34, with permission from
Wiley-VCH).

up to 50% shorter than in the reactor without static mix-
ers. The dependence of mixing time on gas superficial ve-
locity can be expressed by the following equation:

qt � kv (33)M SG

The presence of static mixers does not affect q very much,
but significantly influences k. Mixing times increase with
increasing pseudoplasticity, but not very greatly (Fig. 15).
In non-Newtonian systems, the consistency index had no
significant influence on these parameters in the presence
of static mixers (Fig. 16).

Other properties of a suitable static mixer are good ra-
dial mixing on as short as possible flow path and as low as
possible axial mixing. Some static mixers contribute to di-
minish axial dispersion and influence the residence time
distribution in laminar monophasic liquid flow, dependent
on the Reynolds values (6). In the presence of static mixer
seen in Figure 1c, the pulse response at the tube exit in-
dicates a smaller axial dispersion (Fig. 17) (6). Also, the

dead zones are diminished, and the distribution function
of the elements of fluids with ages less than the residence
time indicates an evident equalization of the residence
times in laminar flow (Fig. 18) (6). In turbulent flow re-
gimes, this effect is not very important. A good radial mix-
ing of a static mixer does not imply in all cases also low
axial mixing. The individual static mixers display a differ-
ent dependence of the axial dispersion on the flow rate of
the phases both for single and two-phase flow system. A
good static mixer from the standpoint of axial dispersion
in single-phase flow does not necessary display a low axial
dispersion in two-phase flow (12). Data on axial mixing for
the individual types of static mixers are usually missing
in the literature. Fialova et al. (12) presented the value of
the Péclet number given by Sulzer for its SMX product (Pé
� 110, d � 0.1 m; L/D � 22). These properties can be
ascertained by experimental means.

MASS TRANSFER IN PRESENCE OF STATIC MIXERS

The application of the static mixers built in nonmechani-
cally bioreactors, especially in aerobic bioprocesses, should
lead to attain the most extensive transport rate of oxygen
into the liquid phase at the low possible energetic require-
ment. The influence of static mixers on hydrodynamic be-
havior has an important impact on mass and heat transfer
characteristics and transfer rate intensification. The im-
provement of the oxygen mass transfer in bioreactors de-
pends on a number of factors, such as bubble formation,
bubble size distribution, bubble shear, gas holdup, rate of
coalescence, and breakup. Also, bubble or drop coalescence
behavior in gas–liquid dispersions, especially in viscous
fluids, demonstrates the necessity for redispersing the gas-
eous or liquid phase to prevent the reduction of interfacial
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Figure 19. Effects of static mixers on the mass transfer coeffi-
cient in aqueous salt solutions. � � without static mixers, � �

with static mixers. Source: Reprinted from Ref. 7, with permission
from Wiley-VCH.

areas and mass transfer rates. A general solution to the
mass transfer problems that appear in gas–liquid systems
can be the use of static mixers installed at different inter-
vals for increasing the degree of the gas dispersion and
mass transfer rates (7,33,36). Usually, the intensity of ox-
ygen transfer is characterized by its volumetric mass
transfer coefficient, Kla. Static mixers improve Kla at any
given gas flow rate relative to the bioreactor configuration
without static mixer (7). The mass transfer rates are very
high during bubble formation, and the values of mass
transfer coefficient vary significantly being associated with
large surface renewal rates. Coalescence and break-up,
bubble formation, bubble shear, and turbulent liquid sur-
face are examples of conditions where mass transfer coef-
ficient is large. The introduction of static mixers has two
important roles in Kla enhancement:

1. Bubble redispersion produces increased values of in-
terfacial areas, a.

2. The interfacial turbulence during bubble coalescence
and redispersion increases Kl.

At low gas flow rates, the latter mechanism becomes
important (37). Small bubble size can be obtained with a
homogeneous bubble distribution over the column cross-
section and with a narrow size distribution. However,
small rigid bubbles less than 2 mm in diameter have fre-
quently been found to have much smaller mass transfer
coefficients (38). Several studies were presented concern-
ing the influence of the Sulzer type (22,33,36,39), Koch
(10,11,20,24,40), Kenics (29,30) on Kla in bubble columns
and external-loop airlift bioreactors in waterlike fluids as
well as in non-Newtonian pseudoplastic media. Static mix-
ers significantly enhance the mass transfer rates in water-
like fluids (Fig. 19). In non-Newtonian systems, the im-
provement in Kla due to static mixers depends on the
rheological parameters. Stejskal and Potucek (30) and
Chisti et al. (39) mounted static mixing elements in the
risers of internal- and external-loop airlift reactors that

enhanced mass transfer in viscous pseudoplastic CMC
aqueous solutions that simulated the rheological behavior
of filamentous biofluids. In pseudoplastic liquids, the
thicker the fluid was, that is, the higher its value of the
consistency index, K, the greater the effect of the static
mixer was on Kla (36,39). Usually, the accumulation of bio-
mass or product in the culture medium leads to increased
viscosity and non-Newtonian flow characteristics that con-
tribute to diminish Kla (26). This leads to a drastic de-
crease in oxygen transfer capability, and the aerobic cul-
ture eventually becomes oxygen limited (33,41). The
significant decrease in Kla is mainly attributed to the for-
mation of large bubbles and a decrease in specific interfa-
cial areas that can be counterbalanced by the static mixers
presence. The values of Kla can be correlated with the gas
superficial velocity, vSG, in tower bioreactors as

tKla � uv � (34)SG

The presence of static mixers affects u and t� values.
They do not affect t� very much, but significantly enhance
u dependent on the consistency index (Fig. 20) (36). The
degree of Kla enhancement depends on the fluid viscosity
and the pattern of fluid circulation through the reactor.
The results of Hsu et al. (20) also show that mass transfer
coefficient in a bubble column in the presence of Koch type
static mixers is improved. A comparison of the oxygen
transfer efficiency in terms of kilograms of oxygen trans-
ferred per kilowatt hour consumed at low flow rates indi-
cated that the Koch mixed column was almost twofold as
efficient as the empty column. However, at high gas flow
rates, the efficiency was about the same for the two col-
umns. Also, the ratio Kla/PG can be used to characterize
the efficiency of energy utilization for mass transfer per
unit volume of the liquid phase or dispersion. Potucek (29)
found that an airlift bioreactor with static mixers showed
higher Kla/PG values for absorption of oxygen in water or
polyacrylamid solutions in the region of gas velocities of
vSGR � 0.01 � 0.06 m/s. Also, in the batch yeast cultiva-
tion, Kla/PG was larger than in the witness bioreactor; gas
superficial velocities ranged from vSGR � 0.03 � 0.06
m/s, whereas with vSGR � 0.01 � 0.03 m/s, lower values
of Kla/PG were obtained. As energy costs increase, more
capital should be allocated to motionless mixers that in-
crease the mass transfer efficiency. Olivier and Oosterhuis
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(22) considered that by keeping liquid and gas velocities as
well as the volume ratio of empty tube parts and internals
constant, the oxygen transfer would be higher and nearly
independent on the scale. They also considered that oxygen
transfer takes place not only in the internals, but also in
the empty tube parts, and correlated the overall oxygen
transfer coefficient as (22):

(Kla V ) � (Kla V )M internals E empty tubeKla � (35)
(V ) � (V )M internals E empty tube

The results obtained in different gas–liquid contactors
show larger interfacial areas in the systems with static
mixers (42) (Fig. 21). Data also indicate that the static
mixer contactors are superior to other nonmechanically
contacting devices, regarding mass transfer coefficient.
Hsu et al. (20) investigated mass transfer in a bubble col-
umn with Koch mixers comparative to that with sieve
trays. They found a different dependence of Kla on gas su-
perficial velocity:

0.95for KOCH mixed column: Kla � v (36)SG

0.89For sieve-tray bubble column: Kla � v (37)SG

Also, data presented by Atkinson and Mavituna (42) show
that in static mixed gas–liquid contactors a larger range
of high Kla/V values was obtained, compared to those re-
sulted in other gas–liquid contacting devices (Fig. 22).

The optimization of the number of motionless mixing
elements and their positioning can enhance the mass
transfer rates.

HEAT TRANSFER USING STATIC MIXERS

The role of the static mixers in heat transfer to flowing
homogeneous or heterogeneous or heterogeneous fluids
consists in fetching fresh fluid to the surface of the heat
exchanger by promoting secondary flow, mixing, and tur-

bulence (15). Most heat exchanger performances depend
on hydrodynamics, and there are evident advantages that
heat transfer may be enhanced by using built-in elements
that change the velocity fields inside the tubes. Several
studies investigated the heat transfer enhancement by us-
ing twisted strip inserts (43), helical static mixers (44,45),
and wire matrix (15). The static mixers mostly used for
heat transfer enhancement were helical static mixers,
which promote a secondary motion in the fluid, increasing
the heat transfer between the fluid and the tube wall by
convection.

The heat transfer performances of a given piece of
equipment is usually estimated in terms of a Nusselt num-
ber, Nu, which is then related to the fluid properties and
the Reynolds number, Re, characterizing the fluid environ-
ment. For instance, the individual heat transfer coefficient
�1 for the inside surface of a tube equipped with a helical
static mixer is assessed from the following expression (44):

� D1Nu � � U(Re , Pr , h/d, gW /g ) (38)1 1 1 1 1
k1

with

Dv q1 1Re � (39)1
g1

c gp1 1Pr � (40)1
k1

The overall heat transfer coefficient, KT, of a tubular heat
exchanger is related to the individual coefficients as fol-
lows:
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1
K � (41)T 1 D D D 1e e e

� ln �
� D 2k D �1 s 2

The values of KT in a double-tube heat exchanger with hot
water flowing through the annular space and cold water–
glycerol solutions circulating through the inner tube con-
taining helical static mixers were determined using the
individual heat transfer coefficients calculated with the fol-
lowing equations (44): For the tube (90 � Re1 � 5800; 6 �
Pr1 � 5800);

0.33 0.14d g1Nu � 1.86 Re Pr (42)1 1 1� � � �L gT W1

For the annular space (Re2 � 1520):

0.40D � De0.45 0.50Nu � 1.02Re Pr2 2 2 � �LT

0.80 0.14D ge 20.05• Gr (43)� � � �D gW2

Lecjacks et al. (44) reported the following relationship for
helical elements of continuous and Kenics type:

0.14
gW�1/3 n1 1Nu Pr � a Re (44)1 1 1 1� �g1

with

h
a � U Re ,1 a 1� �D

and

h
n � U Re ,1 n 1� �D

Also, they extended their investigations in the turbulent
flow regime, which allowed them to assess the favorable
effect of the built-in elements on heat transfer, especially
in the laminar regime, for low values of h/d in Kenics static
mixer. In the continuous helical static mixer, an increase
in friction factor and heat transfer coefficient of 4.4% and
5.3% was obtained, whereas in the Kenics insert this in-
crease was of 19.3% and 10.2%, respectively, comparative
with the empty tube (45). Therefore, the heat transfer co-
efficient was found to be dependent on the flow conditions
and geometrical properties of the internals. Olivier and Al-
dington (15) found a noticeable heat transfer enhancement
by factors up to five in round tubes containing wire matrix
turbulators, comparative to the empty tube, in laminar re-
gime. Also, the wires caused the falling of the effective vis-
cosity in non-Newtonian solutions at high liquid flow rates.
Static mixers are used for thermal homogenization when
a breakdown can occur on the heat transfer surface, es-
pecially in viscous media. Shear-thinning fluids should
give good heat transfer/pressure drop behavior in the pres-
ence of tube inserts because the viscosity is reduced in the

higher shear rates that are obtained. Static mixers are in-
sensitive and nonresponsive to temperature. They can be
well sealed against the surroundings. Maintenance and
wear are small, and they are very economical, because they
do not require additional space (in-line disposed).

SCALE-UP CONSIDERATIONS

Static mixers are used for many monophasic or gas–liquid,
two-phase operations, which involve momentum, mass,
and heat transfer. They are largely used in biotechnology
and other applications such as processing of natural gases,
wastewater treatment, dissolution of gases, continuous
mixing of mutually soluble fluids of different viscosities,
and so on. It is widely agreed that static mixers are suit-
able to mix fluids of very widely different viscosities, being
especially effective for use with highly viscous fluids. They
also could remove any mistakes made by the equipment
designed for heat and mass transfer.

As shown in the fermentation field, factors taken into
consideration on the choice and the design of an equipment
for a definite process, besides the general factors, should
include the population safety and damage, the uniform dis-
tribution of the phases and energy in phase transfers, the
oxygen demand of the aerobic cultures, and so on (4,7).
Static mixers can fulfill these objectives. Their action gives
rise to elementary fluid layer formation. The maximum
thickness of an elementary layer is given by the following
expression (16):

D D
d � � (47)

Nn ca

As in the case of any apparatus, the static mixer behav-
ior is tested first in small-scale equipment and then de-
signed for large-scale operation, on the basis of the exper-
imental data acquired for the model. For geometric
similarity between the model and the actual mixer, the
same degree of mixing means that (16):

d � d (48)m a

or

D Dm a
� (49)

N Nm aca ca

Boss and Czastkievicz (16) introduced a linear scale-up co-
efficient, expressed as follows:

DmS � (50)
Da

when equation 49 becomes

lgS
N � N � (51)a m lga

This reasoning is valid in the laminar flow regime. For
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constant physicochemical properties of the fluids that flow
through the model and the actual mixer, the changes in
Reynolds number for the actual mixer relative to the model
can be attributed to modifications occurring in the flow
rate of the fluids or in the diameter of the static mixer. The
relationships between the volumetric flow rates and Rey-
nolds numbers in the model and the actual mixers, re-
spectively, are as follows (16):

3z Sm˙ ˙V � V (52)a mz 1 � lgS/N lgaa m

z Nm m 2Re � S Re (53)a mz Na a

These general equations, applicable to scale-up of mix-
ing processes in static mixers, are inferred starting from
the pressure drops associated with laminar flow of a New-
tonian fluid through circular pipes, which are taken into
account by the pressure drop coefficient z, defined in equa-
tion 9. Boss and Czastkievicz (16) gave several examples
of scale-up calculations for some types of static mixers,
namely Kenics, Ross-ISG, and Sulzer.

CONCLUDING REMARKS

An overview of the published results on transfer processes
in fluid flow through static mixers has been presented in
the preceding pages. The velocity fields inside a tube con-
taining motionless mixers can be modified using static
mixers. As a result, a significant enhancement in mixing,
mass, and heat transfer are achieved. Static mixers can be
used in chemical and biochemical processes to perform a
rapid mixing of monophasic, diphasic, and poliphasic sys-
tems with low energy requirements, and the fluids may
have similar or different viscosities. The energy for mixing
is extracted from the fluid flowing through the mixers.
Static mixer effects result from specially designed flow ar-
rangements, cutting and twisting, displacement and dis-
tortion, or separation and expansion. Significant efforts
are devoted by specialists for developing new static mixers
and optimal strategies for using minimum number of static
mixers located at different positions in tubes, to ensure
greater efficiency on transfer processes intensification, es-
pecially mixing and oxygen transfer in aerobic fermenta-
tion processes.

NOMENCLATURE

A Cross-sectional area [m2] (1 in2 � 6.4516.10�4 m2;
1 ft2 � 9.290304.10�2 m2)

a Specific interfacial area [m2/m3]
cp Specific heat at constant pressure [J/kg �K] (1 ft

pdl �R�1 lb�1 � 0.1672255 J/kg �K)
D ID of the tube [m] (1 in � 2.54.10�2 m; 1 ft �

3.084.10�1 m)
De Outside tube diameter [m]
d Diameter of static mixing element [m]
fD Friction factor

Gr Grashof number
h Height (length) of a static mixing element [m]
K Consistency index in power-law rheological model

[Pa sn] (1 lb s ft�2 � 1.488163944.10 Pa s)
KT Overall heat transfer coefficient [W/m2 �K] (1 lb

s�3 �R�1 � 0.816466266 W/m2 �K)
L Length of the tube [m]
N Number of static mixing elements
Nu Nusselt number
n Number of elementary layers produced in laminar

flow over a static mixer
Pr Prandtl number
Dp Pressure drop [Pa] (1 lb in�2 � 6.89476.10�3 Pa)
Re Reynolds number
ReD Reynolds number in a tube with inner diameter D
tM Mixing time [s]
V Volume [m3] (1 ft3 � 2.83168 10�2 m3)
V• Volumetric flow rate [m3/s] (1 ft3 s�1 �

2.83168.10�2 m3/s)
mS Superficial velocity (m � 4V•/uD) [m/s] (1 ft s�1 �

3.048 m/s)
� Individual coefficient of heat transfer [W/m2 �K]
�G Gas holdup
d Maximum thickness of an elementary layer [m]
k Thermal conductivity [W/m �K] (1 ft lb s�3 �R�1 �

0.248858918 W/m �K)
g Dynamic viscosity [Pa s]
q Density [kg/m3] (1 lb ft�3 � 1.60185 10 kg/m3)

Indices

a Referring to an actual static mixer
D Downcomer section of an airlift reactor
E Referring to the empty tube
G Gaseous phase
L Liquid phase
M Referring to static mixer presence
m Referring to model static mixer
o Referring to a single phase
R Riser section of an airlift reactor
s Referring to solid surface
T Referring to heat transfer
TP Referring to diphasic flow
W Referring to wall temperature
1 Fluid 1
2 Fluid 2
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INTRODUCTION

Sterilization-in-place (SIP) refers to the practice of steril-
izing process equipment or materials in process at their
place of use or installed location. Sterilization can be sim-
ply defined as a procedure for rendering a system free of
living organisms. SIP is a very important technology,
needed for microbiological control during production. Al-
though the process of microbial sterilization is a well-
studied area of science, SIP varies widely in its interpre-
tation and industrial application. Steam is usually
employed as the sterilizing agent, although many steril-
izing methods are conceivable. The term SIP in some
places is used loosely for a sanitization process whereby
the goal is not necessarily achievement of a high assurance
level of sterility (SAL).

APPLICATIONS

SIP supplements or replaces the use of process equipment
whose purpose is to sterilize materials such as autoclaves,
sterilization tunnels, and ovens. Introduction of the equip-
ment into a sterilization chamber often is not practical. SIP
is also preferred when several components can be sterilized
together via SIP rather than separately treated and sub-
sequently connected under aseptic conditions.

Clean piping systems, such as a water for injection
(WFI) supply ring, will usually be sterilized in place before
start-up and after service interruptions. Here, the goal is
to begin or resume microbiological control but not achieve
a specified sterility assurance level. Fermentors, especially
those used to culture genetically altered cells, need to be
sterilized before innoculation, which can be achieved to a
high level of assurance by SIP. Fermentation media are
sometimes first introduced into the fermentor and then
sterilized with the fermentor. Aseptic manufacture of par-
enteral drugs and devices requires sterile process equip-
ment, which is usually achieved by SIP. For example, mod-
ern filling equipment often undergoes an SIP of the filling
lines and nozzles. It is also a current Good Manufacturing
Practice (cGMP) standard that lyophilizers for parenteral
products be outfitted with an SIP cycle to sterilize the dry-
ing chamber and process connections that are open to the
product. Finally, as part of biocontainment practice (espe-
cially when using recombinant or hazardous organisms),
processing equipment may receive an SIP after use but
before opening to inactivate any residual microorganisms
and prevent their release into the environment.

STEAM-IN-PLACE TECHNOLOGY

The use of saturated steam for sterilization has been relied
on for many years. It is natural that SIP would evolve from
this experience. One of the first publications on the use of
steam for SIP was provided by Myers and Chrai (1) and
later reviewed by Agalloco (2). The preference for steam as
the sterilizing agent can also be attributed to its advan-
tages in heat transfer, which are elaborated in the follow-
ing.

Sterilization in general is a kinetic process and is a sub-
ject of sufficient breadth for textbooks (3). It follows first-
order kinetics for individual microbial populations,
whereby the rate constant is species specific as well as be-
ing dependent on the sterilizing conditions. When only wa-
ter is present at the saturated steam condition, the tem-
perature alone is sufficient for completely defining these
conditions and hence the rate constant for a particular or-
ganism. The rate constants are exponentially dependent
on temperature, and the dependencies are significant for
temperature variations as small as 1 �C.

For scientific studies, sterilization processes are usually
quantified in terms of the D and F values. The D value
provides the kinetic information and is simply related to
the rate constant. It is species and temperature dependent,
and its value is the time in minutes for a 10-fold reduction
in the population. The F value gives the time in minutes
for a desired reduction in the population, as calculated by
F � (log N0 � log N) D, where N0 is the starting count and
N is the desired count.

The F0 value has become a standard for defining and
comparing sterilization processes. It is based on the ster-
ilization kinetics that have been found for heat-resistant
organisms, such as Bacillus stearothermophilus. The F0

value can be calculated from thermal data using the fol-
lowing integral equation, F0 � �10(T�121.1) /10 dt, where T
is the sterilization temperature in degrees Celsius and t is
the sterilization time in minutes. SIP operations typically
should demonstrate an F0 value in the range of 8 to 20 min,
depending on the application.

Steaming conditions other than with pure saturated
steam have been found by experience to be less effective
(3). Apparently, the presence of both phases, liquid and
gas, is important because superheated steam at the same
temperature is not as lethal. Also, the presence of air re-
duces sterilization effectiveness. If air is present, and the
sterilizing pressure is kept constant, then the contribution
of air to the total pressure lowers the partial pressure of
the steam and hence its saturation temperature. The lower
temperature has a direct effect on the kinetics. If an out-
side heating source raises the temperature, the system de-
parts from saturated steam conditions; that is, water is
present then only as superheated steam. If the total pres-
sure is raised, so that the steam saturation temperature
is maintained, such as with an overpressure autoclave cy-
cle, then the kinetics predicted with saturated steam are
followed.

Validation Issues

Important validation issues arise with SIP. The general
problem is the estimation of sterility, but the additional
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process complexities associated with an SIP operation of-
ten add problems of control for the process parameters.
Validation is needed to provide assurance that the proba-
bility of surviving organisms is small enough to be of
insignificant risk to the operation. Because the initial bio-
burden (number and type of microorganisms) can only be
partially known from past monitoring experience, kinetic
models cannot predict with accuracy the outcome of SIP.
Measurements of sterility are in general destructive tests;
that is, they violate the integrity of the enclosed sterile
system.

Accurate temperature and pressure measurement and
control is of special concern for steam-in-place processes.
It is especially important to know the location of the
coldest points in the system to estimate conservatively the
sterilization effect. An accurate measurement of pressure
is needed to verify saturated steam conditions. Validation
testing include extensive thermal measurements, the use
of biological indicators (e.g., spore strips) and often sam-
pling methods via swabbing or media contact. Such testing
should yield consistent, favorable, and reproducible results
to give such assurance.

Reflecting the uncertainties and risks associated with a
sterilization process, regulatory bodies, such as the U.S.
Food and Drug Administration (FDA) (4), have specified
relatively severe process parameters to meet for general
use. These conditions are often termed overkill. In the cited
reference, 121.5 �C is to be maintained with saturated
steam for 20 min, or equivalency to these conditions must
be demonstrated as by achieving the same F0 value. Using
the formula provided, this value would be F0 � 21.9 min.

Process Description

A technical description and a theoretical modeling of the
steam-in-place process can be found in Ref. 5 and is relied
on here. A steam-in-place process follows the general
operations of an autoclave, which have the following cycle
steps:

1. Air purge
2. Heat-up
3. Sterilization holding period
4. Displacement and collapse of the steam with sterile

air

SIP of a vessel or piping system usually accomplishes
the air purge step by displacing the air with steam. The
air exits the system through drain and vent openings,
which are usually equipped with steam traps.

A residual presence of air is to be avoided because it
introduces a poorly controllable heat transfer resistance,
which is described next. Its contribution to the total gas
pressure also lowers the effective steam pressure and
hence saturation temperature, which affects directly the
sterilization kinetics. Therefore, this first step is critical to
the reproducibility and success of the operation. Unfortu-
nately, displacement of air with steam is often not very
effective. Some autoclaves utilize a series of vacuum pump-
outs followed by steam repressurization to remove the air
from the chamber. Vacuum pump-outs are seldom part of

an SIP operation unless an efficient vacuum system is al-
ready present for process needs, as with freeze dryers.

Convective displacement of air with steam always re-
sults in some mixing of air with the steam. In branched
piping systems with poor flow distribution or in large ves-
sels, this mixing can be extensive. In theory (5), turbulent
steam flow is desirable because the additional kinetic en-
ergy helps to break up any air pockets and transport the
air (with steam) out. The air purge step can be successful
when the piping design meets appropriate criteria (to be
described later) and restrictions to flow are minimized
such that maximal steam flow can be reached.

Using steam to heat an enclosure combines both heat
and mass transport phenomena. In the gas phase, a com-
parable situation (condensation of vapor in the presence of
a noncondensable gas) has been analyzed and modeled for
psychrometric calculations (6). Geometric complications
prevent an exact analysis of a typical SIP application. Ad-
ditionally, steam-in-place must consider transport in the
condensed phase as well as heat transport in the walls of
the system.

The combined heat and mass transport created by
steaming yields important advantages for heat transfer.
When saturated steam contacts a colder surface, it con-
denses, and the resulting void created by the collapse of
water vapor molecules into a condensed phase drives more
steam to the region of the colder surface. The pumping ef-
fect of the condensation helps bring steam heat to the
colder regions of the enclosure and thereby improves the
heat transfer. Reliance on latent heat also reduces tem-
perature drops, which are otherwise needed for sensible
heat transfer.

During the heat-up step, the system pressure is allowed
to build up to the steam supply pressure by restricting any
vents or drains or via the functioning of the installed steam
traps. Any trapped air left will be largely swept to the cold
boundaries by the dragging effect of the moving steam.
Thus, the residual air will not be uniformly distributed but
will be concentrated near the colder boundaries. As a stag-
nant layer, through which the steam must pass to con-
dense on the walls, residual air can bring a significant re-
sistance to heat transfer. Enclosures with a large
volume-to-surface ratio, such as tanks, are particularly
prone to interference from trapped air. In Ref. 5, tempera-
ture drops of the order of 1 �C are predicted from residual
amounts of air equivalent in some cases to less than 0.1%
of the original volume. Such exquisite sensitivity is possi-
ble in piping dead legs (to be described later) and is greatly
amplified when the equipment is not thermally insulated.
Insulation reduces heat transport requirements and
thereby mitigates the sweeping of air into stagnant bound-
ary layers.

Condensate removal during steam-in-place is a serious
concern. Condensate forms on all cold surfaces and will
subcool if allowed to accumulate. Because of its low ther-
mal diffusivity, liquid water can maintain a substantial
temperature difference between the steam phase and the
equipment walls. Condensate layers will collect at all low
points. Flow in these layers to the next steam trap is usu-
ally laminar. A one-dimensional analysis (5) is useful to
predict order-of-magnitude effects. In an insulated pipe, a
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condensate layer 1 mm in depth will have a temperature
drop of the order of 0.5 �C. Without insulation, only a
0.2-mm depth would show such a temperature drop.

The boundary layer phenomena discussed here are not
usually observable without extensive temperature moni-
toring, which may only be performed during validation as
a thermal mapping activity. From this study the coldest
locations are identified. Thermal data from these locations
are then used to define a sterilization holding period to
achieve equivalence to the overkill process, or a predefined
F0. In normal operations only one or a few sensors, which
for practical reasons sometimes cannot be positioned at the
coldest locations, are used to monitor temperature. Tem-
perature nonuniformities bring an uncertainty into the es-
timation of the sterilization effect; their existence demon-
strates the presence of heat transfer resistances, usually
resulting from boundary layer phenomena, which are not
under direct control. Statistical analysis of temperature
data during process validation will be used to add addi-
tional time to the holding period to provide the desired
degree of sterility assurance.

On completion of the sterilization process, the steam
supply is shut, and the equipment can be cooled either ac-
tively or passively before use. The collapse of residual
steam will ultimately create a vacuum in the enclosure,
which is to be avoided because a vacuum increases the risk
of recontamination of the system. Therefore, the steam is
usually displaced with sterile-filtered process air while
there is still overpressure present.

Equipment Design

Process requirements for steam-in-place operations have
determined to a large degree the special equipment design
specifications associated with bioprocesses. The steriliza-
tion conditions usually chosen are 121 �C or greater, re-
sulting in a saturated steam pressures above 1 bar gauge.
Materials of construction and construction methods must
be suitable for these conditions.

Materials of Construction. 316L stainless steel is usually
chosen because of its strength and chemical resistance to
the high-purity steam used. Vessels need to be pressure
rated for these conditions and protected with safety relief
valves or rupture disks.

Specifications for surface finishes and construction
methods have the purpose of reducing the potential for the
buildup of soil and deposits on the equipment surfaces.
Surface deposits provide an additional barrier to the trans-
port of heat and steam. They may also introduce an un-
controlled bioburden level. A high degree of polish will be
required; electropolished is preferred. Corners and joints
should meet with a generous radius of curvature. Ideally,
sealing methods would be seamless. For this reason, weld-
ing is preferred, but the welds must be polished and pas-
sivated. Seiberling (7) provides general specifications of
equipment to receive SIP.

All low points inside the enclosures must have drains;
these are needed to drain the condensate and are also re-
quired to effectively clean the equipment so as to prevent
soil buildup. Thermal insulation of the equipment is

needed to reduce the temperature variations in the system.
If the equipment is located in a clean room, the insulation
must be clad with a housekeeping skin, so that particles
from the insulation do not enter the clean rooms and the
surfaces can be maintained clean. Stainless steel sheath-
ing is usually used on vessels, and plastic is easier to in-
stall on piping. The enclosed insulation must not chemi-
cally release agents that would attack the equipment, such
as chlorides, which are known to attack stainless steel.

Piping Design. Piping particularly should be thermally
insulated because of its large surface-to-volume ratios. All
piping must be sloped to drain condensate. Because the
mass transport of steam and condensate are driven by heat
transport and gravity, respectively, and not by large pres-
sure gradients, it is important in the piping design to re-
move any uncertain flow paths. A clear example of this
concern can be made with parallel flow arrangements. If
two or more identical items such as heat exchangers are
steamed in parallel, it is likely that one item will not re-
ceive the proper treatment because of poor steam distri-
bution. In an extreme case, one item may stay filled with
air or become blocked with accumulated condensate, effec-
tively stopping the flow of steam.

Dead legs are to be avoided, but this is not usually pos-
sible. Dead legs are commonly understood to be sections of
piping with no outlet. Connections that are closed with a
valve during SIP are typical dead legs. Instrument ports
can be another. Dead legs also need to be sloped to allow
for draining. Depending on their length, flow of steam in
and air out can be largely a diffusive process. Dependence
on diffusion means some air is always trapped in dead legs
during SIP, contributing to the difficulty of their steriliza-
tion (8). General design guidelines (7,9) limit dead legs in
length by a scale factor expressed in terms of pipe diame-
ters, but this rule cannot be defended in theory (5). The
best guideline is to minimize their length because they will
usually be the most difficult locations to sterilize. Practi-
cally, dead legs can easily be limited to four pipe diameters
with commonly available pipe fittings.

Dead leg–free valves are commercially available (Fig.
1); they function by using the pipe wall on one side as the
valve seating surface. The seating design employs a flexi-
ble diaphragm or membrane, which is pushed into the flow
path to press against the seating surface. Such valves be-
long to a type, commonly referred to as diaphragm or mem-
brane valves, which are preferred for equipment that re-
ceives SIP or clean-in-place (CIP). Such valves have no
dynamic seals for moving parts such as valve stems that
may enter or leave the sterile side of the valve. Dead leg–
free valves are only such on one side of the valve. On the
other side, the valve body itself is a short dead leg.

Instrumentation and Monitoring. The critical parame-
ters to monitor are temperature and pressure. By measur-
ing both, one can confirm that saturated steam conditions
are present. Instrumentation must be of a sanitary design,
which follows the general considerations given earlier.
Temperature is usually measured with resistance tem-
perature detectors (RTD) because their signal can be re-
corded, they are robust, and they can be accurately cali-
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Figure 1. Dead leg–free valve. Source: Reproduced with permis-
sion of SÜDMO Schleicher AG, Riesbürg, Germany.

Figure 2. Sanitary blanced pressure steam trap. Source: Repro-
duced with permission of Spirax Sarco GmbH, Konstanz, Ger-
many.

brated. A calibration accuracy of no more than �0.5 �C is
recommended because such variations significantly affect
the sterilization effectiveness.

Clean Steam Supplies. If the SIP application is for par-
enteral pharmaceutical products, high-purity steam, com-
monly known as clean steam, must be specified. Product
contact surfaces in such applications must meet only
strictly controlled media. Clean steam is usually defined
by the purity of its condensate, and this must usually have
WFI quality. Normal plant steam will contain more dis-
solved solids and potentially also some suspended debris.
From these discussions, the steam supply should in any
case be free of air, which is normally the case even with
plant steam.

The steam supply system (boiler and distribution head-
ers) normally is at higher pressure than the desired steam
sterilization pressure. The steam connection to the equip-
ment will then include a pressure-regulating valve to re-
duce the pressure. This design is preferred because the
supply system then has reserve to supply large amounts
of steam, without a serious loss of steam pressure. Too
large a pressure reduction should not be expected from the
pressure regulation valve, however. When too large a re-
duction is made just before entering the equipment, the
steam acquires significant superheat. Superheated steam
is known to be less effective as a sterilizing agent and as
a heat transfer medium. Its presence affects the steriliza-
tion kinetics but is not easily observable. An industrially
based guideline is to design the pressure reduction for 2:1
(10).

Sizing the steam supply for a steam-in-place is not
straightforward, and there is no consensus in the industry.
The greatest demand for steam occurs during the air purge
and subsequent heat-up phases. The demand during the
air purge is really determined by the restrictions to flow,
often created largely by the vents and drains, as is dis-
cussed in the next section. During the heat-up step, the
capacity of the steam supply could limit the heat-up rate,
but the actual rate is not normally considered a critical
variable.

Steam Traps and Vents. From the previous process de-
scription, it is clear that these components are critical to a
successful steam-in-place operation. Steam traps are de-
vices that are designed to not pass steam but rather air
and condensate. There are many types available (11), and
some models have been created especially for the biotech
industry (Fig. 2). These devices operate as valves that are
self-actuating, can sense by physical property differences
whether they are passing steam, air, or water, and thus
open or close appropriately. For steam-in-place applica-
tions, it is critical that they remove air and condensate.
However, the steam trap designs that have evolved from
other industries have the major goal of conserving steam.
The types commonly selected for biotechnological applica-
tions allow some accumulation of condensate to occur up-
stream and may bring a significant restriction to the flow
of air out of the system.

As a consequence, pharmaceutical companies have in
the past dispensed with the use of steam traps and em-
ployed their own simpler solutions. The simplest solution
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Figure 3. Use of orifices in place of steam traps.

is to install manual valves instead of the steam traps,
which must then be manually adjusted during the course
of the procedure. During the air purge step, the valves may
be fully opened. They are subsequently throttled, but only
so far that steam continues to emerge, that is, condensate
does not back up. A more automated approach is to employ
restriction orifices instead (Fig. 3). During the air purge
step, the orifice is bypassed with an open isolation valve to
allow a relatively unrestricted flow of air and condensate.
During the subsequent steps in the process, the isolation
valve is closed, forcing remaining flow through the orifice.
The orifice must be custom sized to ensure is large enough
to allow all condensate to freely drain. Correctly sized, the
orifice will be continuously passing (and wasting) steam
and will prevent any buildup of condensate.

It is usual now to encounter sanitary steam traps of the
type illustrated in Figure 2. Provided one realizes their
limitations, successful steam-in-place operations can be
performed with them. Typically, the steam traps are placed
a significant piping distance from the limits of the system
to be sterilized. The limit is usually an isolation valve,
which will close immediately on completion of the opera-
tion. The piping downstream of this valve should then be
noninsulated to allow for a sufficient condensation of
steam and subcooling of condensate to keep the steam trap
open. Steam traps must also be selected for the ability to
pass air, and a sufficient number must be planned to allow
for a successful air purging operation and condensate re-
moval.

Filters. Sterilizable enclosures are almost always
equipped with sterile filters, acting as barriers for sterile
exchange of air or other media with the outside. Sterile
vent filters are needed for pressure equalization, and pro-

cess liquids are introduced though sterilizing liquid filters.
Sterile filter installations are often sterilized together with
the enclosure, although there is also no consensus on this
practice. The filter element and enclosure may also be ster-
ilized separately, but this raises concerns about ensuring
that the separately sterilized components can subse-
quently be connected together aseptically.

The steaming-in-place of filters is not straightforward
(12). Of special concern is the passage of steam, air, and
condensate through the filter element. Also, the pressure
drop across the filter element is limited by design. These
concerns result in special piping designs and controls to
ensure that both sides of the filter receive sterilizing con-
ditions. It is not practical to attempt only a sterilization of
the future sterile side of the filter, because without flow
through of steam the filter will not be air purged success-
fully.

When steaming-in-place an enclosure, the vent filter
will not be employed as the major vent for the air purge
operation nor will it be used as the connection to the steam
supply because it is typically too limited in flow capacity.
It usually receives a secondary source of steam from the
vessel during the sterilization process. Vent filter elements
are typically nonwetting, which allows them to be quickly
functional after steaming. A sterilizing liquid filter is
sometimes steamed through to the enclosure (i.e., becomes
the source of steam for the enclosure). Because of its lim-
ited ability to pass steam, the enclosure downstream is
limited in size, often only piping. Liquid filters do not easily
pass air after steaming because their hydrophilic pores be-
come blocked with condensate.

ALTERNATIVE SIP TECHNOLOGIES

Equipment design requirements for steaming-in-placecon-
strain opportunities for applying SIP, which raises interest
in alternative technologies that are less demanding on me-
chanical designs. By employing chemical agents, steriliz-
ing conditions can be reached without elevated tempera-
tures or pressures. Sterilizing methods using radiation are
not usually considered for SIP applications because the
distribution of radiation throughout an extended enclosure
is not practical.

When a new alternative SIP technology is chosen, a
large amount of development work follows to make it a
reliable industrial process. Much of this work involves sci-
entific studies of the sterilization effect on the diverse mi-
croflora potentially present. A large amount of work is
needed to develop monitoring and testing procedures for
the validation and subsequent monitoring studies. Chal-
umeau has outlined the concerns raised with alternative
sterilization methods in general (13). Some representative
SIP methods receiving industrial attention are now used
as examples for the technical issues encountered with al-
ternative methods.

SIP with Superheated Water

The application of superheated water is an obvious exten-
sion to the use of saturated steam. This method can rely
largely on the scientific knowledge base of the thermal
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sterilization effect with saturated steam. Häggström has
reported its effectiveness (14), but it has not been widely
practiced. The advantage of using superheated water over
steam is that it can be pumped and reheated to distribute
the thermal conditions needed. Häggström claims that no
steam traps or vents are needed and that a more uniform
temperature distribution is attained.

A theoretical analysis (15) points to a fundamental
weakness of the technology when compared with steam-
ing-in-place. Heat transport by conduction through water
is less effective than the combined heat and mass transport
occurring in steam. The analysis considered heat transport
in dead legs of hot WFI systems, where significant tem-
perature drops of the order of 10 �C were predicted for typ-
ical dead legs. Although acceptable for WFI operation, such
temperature variations are very unattractive for SIP. The
advantages of superheated water have no benefit for the
dead legs in the system, which are typically the most dif-
ficult to SIP. Also, to properly heat an enclosure with su-
perheated water, it must be completely filled, or the head-
space must be purged of air as in a classical steam-in-place
process; this means that steam traps and vents are still
required, although fewer would be needed. When the tech-
nical features are considered that would be needed to pre-
pare and then discard large amounts of superheated water,
it is not surprising that this method has not gained popu-
larity.

SIP with Chemical Agents in a Liquid Phase

Chemical agents used for desinfection or sanitization are
sometimes considered for SIP. Sanitizing solutions are not
generally useful as sterilizing agents for SIP. To be useful
they would have to have biocidal activity against the full
spectrum of microorganisms yet be relatively noncorrosive
and safe to handle. Commercially available agents that ap-
proach this ideal are often termed cold sterilants but still
require many hours of exposure to achieve sterilizations.

In general, one must design a system to uniformly dis-
tribute the agent, monitor the operation for the proper ex-
posure, and finally remove the agent, so that the equip-
ment can be put back in operation. Monitoring of the
operation must consider all parameters that can signifi-
cantly affect the chemical reactions that determine the
sterilization kinetics. Temperature may be important, but
the concentration of the agent certainly is. Other material
components or chemicals present can potentiate or inter-
fere with the desired reactions. Unless a sensor is avail-
able, routine sampling and subsequent chemical analysis
are required to verify sterilizing conditions.

High-purity water systems, such as those claiming to be
sterile, have been reported using ozone as a circulating
agent (16). Ozone has many advantages as a sterilant. It
is extremely effective even at low concentrations because
of its high reactivity, and it is easily generated electrically
from ambient oxygen. In water systems, its decomposition
product is also oxygen, which is usually not considered a
contaminant. Before use of the media, residual ozone is
catalytically decomposed with the aid of ultraviolet radi-
ation. Widespread acceptance of this agent, even for simple
microbiological control, has not been reached because of

some underlying problems. First, it is an extremely ag-
gressive agent that will degrade the piping system, espe-
cially gaskets. Second, it is difficult to remove it to levels
sometimes desirable for end use. (See analyses in Ref. 15.
Finally, penetration of chemical agents such as ozone into
dead legs can be a difficult problem. Where diffusion dom-
inates the transport, the relatively low liquid-phase dif-
fusivities coupled with the low bulk concentrations result
in very slow penetration of agent into dead legs (15).

At another extreme, caustic (sodium hydroxide) at rela-
tively high concentrations can be considered as a steriliz-
ing agent. Caustic is often used as a cleaning agent, such
as in a CIP operation. If the concentration is high enough,
it can be used as a sterilizing agent. Validation of the ster-
ilization effect can be difficult because of the lack of sci-
entific knowledge regarding such use of this agent with
microorganisms. Also, the agent must be washed from the
installation with large amounts of sterile water. However,
it can be appropriate if the goal is to inactivate a biological
agent left in equipment or in a waste stream before open-
ing to the environment. Here, the removal of caustic after
the operation is not critical; it will be subsequently re-
moved in a washing step.

SIP with Chemical Agents in a Gaseous Phase

The use of gaseous chemical agents is probably the most
active area of interest for alternative SIP technologies. Un-
like liquid-phase agents, gaseous agents are easier to dis-
tribute and remove. There is also a long history of use, and
consequently a significant knowledge base, with some of
the biocidal gases. Formaldehyde and ethylene oxide have
long been used for room and equipment disinfections in
hospitals. As with all chemical agents, their use requires
measurements of all important reaction conditions for the
sterilization. One must also determine their reactivity
with any system components and the ultimate fate of their
decomposition products.

Both formaldehyde and ethylene oxide have become re-
stricted in their use because of their toxicity and their ac-
tivity as carcinogens. Ethylene oxide also has physical haz-
ards; not only is it flammable, its chemical instability can
lead to explosive decompositions. Recently, vaporized hy-
drogen peroxide as a sterilizing agent has been developed
(17) to the point of a commercially available generator for
SIP applications (Fig. 4). Its commercial success has been
spurred by the active interest in the use of isolator tech-
nology for aseptic processing. Haas (18) has reviewed iso-
lator design issues and listed gaseous agents that have
been attempted for their SIP. At present, there does not
appear to be a more promising chemical sterilant than hy-
drogen peroxide, which is likely to become the method of
choice for pharmaceutical applications.

The AMSCO VHP� systems have a basic three-step cy-
cle: dehumidification, sterilization, and sterilant removal.
Their commercial systems perform these functions on an
attached isolator or enclosure. Often the isolator has op-
erating components that assist the process. The reader is
directed to the vendor for specific details on the operation
of the commercial AMSCO VHP� systems; the basic physi-
cal and chemical phenomena are considered here.
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Figure 4. Vaporized hydrogen peroxide generator. Source: Repro-
duced with permission of AMSCO Scientific, Apex, North Caro-
lina.

Hydrogen peroxide solutions have long been recognized
for their disinfecting value. The greater lethality of vapor-
ized hydrogen peroxide is a more recent discovery (17).
H2O2 is an unstable material, available commercially in
aqueous solutions up to 70%. High concentrations of H2O2

require proper handling because it can explosively decom-
pose or cause fires (19). Its decomposition products are wa-
ter and oxygen, and it will react with any oxidizable sub-
stance, particularly organic materials. Aqueous solutions
of H2O2 are corrosive, but they have been found to be rela-
tively benign to materials when only vapors are present
(17).

A relatively safe solution concentration of 30% is usu-
ally the raw material consumed by a H2O2 generator. H2O2

has a lower vapor pressure than water, and considerable
water vapor will also be generated when a 30% solution is
vaporized. The water vapor released with the H2O2 limits
the gas concentration of H2O2 achievable because water
can easily reach saturation conditions in air. When water
condenses, H2O2 is also lost from the gas phase because it
will dissolve readily in the condensate. SIP with vaporized
hydrogen peroxide must therefore control not only the con-
centration of H2O2 but also water in the air when the so-
lution is vaporized. The first step in such an SIP is usually
to dehumidify the enclosure so that reproducible initial
conditions are established. The temperature of the isolator
and the air within is also important because this has a
strong effect on the relative humidity. The kinetics of the

sterilization reaction do not appear to be strongly a func-
tion of temperature.

During the sterilization step, the H2O2 reagent is va-
porized, and the vapors are introduced into the chamber.
The chamber must be leak-tight to prevent emissions and
exposures to personnel. Forced convection is needed to dis-
tribute the vapors throughout the enclosure and ensure a
uniform exposure to, and concentration of, H2O2. To main-
tain the gas concentration, additional H2O2 must usually
be generated for the duration of the sterilization to replace
H2O2 that has decomposed. The sterilization step is timed
to achieve the desired level of assurance of sterility. This
activity on a closed system results in a steady rise in both
water vapor content and air temperature. The commercial
generators are successful in part because they continu-
ously remove water vapor from the returning gas stream,
as they are generating more H2O2 in the supply stream.
They are thus able to achieve and maintain the necessary
H2O2 concentrations needed for a rapid sterilization (0.5–
2 mg/L) while avoiding reaching water saturation condi-
tions.

As the air temperature rises during the sterilization, a
temperature difference develops between the air and the
enclosure and its fixtures. Saturation conditions are likely
to occur at these surfaces, and process development efforts
must focus on avoiding this condition by parameter ad-
justment. SIP with gas requires good gas circulation to
achieve a uniform exposure. Modern isolator designs (18)
usually have the necessary vigorous air circulation needed
because they employ it to also remove airborne particles
via HEPA filtration. Fixtures inside an isolator may have
restricted spaces where air circulation is ineffective. Trans-
port of biocidal gas into these spaces then is dependent on
diffusion, and dead leg effects for transport can be ex-
pected.

Graham et al. (17) reported sterilization conditions
could be reached up to 60 pipe diameters into a dead leg
with a pulsed cycle, which included a vacuum pulldown
between cycles. The vacuum pulldown ensures that trans-
port into the dead leg is not entirely dependent on diffusion
because breaking the vacuum with sterilant creates a pres-
sure difference for convection up the tube. Most isolators
are not designed for vacuum conditions, and reliance on
diffusion reduces this impressive penetration result.

The analysis of diffusional transport of H2O2 into dead
legs can be modeled analogously to the transport of ozone
into dead legs (15). In the gas phase, diffusional transport
is much more rapid, but the decomposition kinetics of H2O2

are also larger than for ozone. The diffusivity of H2O2 in
air is reported to be 0.188 cm2/s at 60 �C. For such gas
systems, the temperature dependence of the diffusivity
should be of the order of T1.5. This corresponds to a value
of 0.167 cm2/s at 35 �C. In comparison to ozone in water,
such gas-phase diffusivities are four orders of magnitude
larger. The defining parameter for penetration is the dif-
fusivity divided by the rate constant for decomposition
(15). Because H2O2 decomposition is observable in terms
of minutes and ozone decomposition in hours, one would
expect that the penetration of H2O2 into dead legs would
be dramatically better than predicted for ozone in water
(15). An industrial guideline to use for limiting dead leg
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lengths with H2O2 has not yet evolved but would be
strongly affected by the specific conditions created by the
enclosure, the sterilization cycle, and the material of the
dead leg, and hence not generally useful.

Finally, it must be realized that the SIP of an enclosure
or isolator has the main goal of sterilizing the exposed sur-
faces. The air in the enclosure is usually recirculated
through a sterilizing HEPA filter to keep microbes out of
the air, and it therefore does not have the major bioburden.
Surfaces must be clean. Microorganisms encased in dirt or
a biofilm will not be exposed to the gas-phase H2O2 con-
centration because of transport resistance through the film
and decomposition reactions occurring with the film. Re-
active surface materials will in general reduce the local
concentration of agent at the surfaces.

After the sterilization step, a H2O2 removal step is
needed before normal operations can resume. The AMSCO
VHP� systems employ a catalytic reactor in the recircu-
lating air stream to the enclosure to accelerate the decom-
position and removal of H2O2. Plastic components are gen-
erally porous to H2O2, and thus a significant length of the
cycle time often is devoted to removing the outgassing
amounts of H2O2. This phase is again a diffusional process;
but now in a solid phase and hence relatively slow.

The permeability of plastics to biocidal gases, notably
ethylene oxide, has been relied on to sterilize materials
sealed in plastic bags via exposure from the outside. This
method has also been tested successfully with H2O2, but a
vacuum pulsed cycle is needed (17); this step is not nor-
mally considered an SIP operation. A sterilization cham-
ber, similar in concept to an autoclave, would be needed to
alternatively evacuate the air and introduce H2O2.
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INTRODUCTION

Mammalian cells can be distinguished by their require-
ment to grow attached to a surface (anchorage dependence)
or in free suspension. The ability to grow in suspension is
frequently associated with cell lines that demonstrate an
“immortal” or infinite lifespan phenotype. Suspension cul-
ture systems are preferred for most large-scale manufac-
turing processes because scale-up is more straightforward.
Relatively homogeneous conditions can be achieved in a
suspension bioreactor, allowing efficient monitoring and
control of key process parameters.

Suspension culture technology for animal cell culture
started in the 1950s with the demonstration that several
types of cell could be grown in simple agitated systems
such as tumbling tubes and shaken flasks (1,2). By the end
of the decade methods had been developed for growing cells
in magnetically stirred spinner vessels (3,4) and in fer-
menter vessels similar to those used for microorganisms
(5,6). By the 1960s pilot plant reactors at scales of hun-
dreds of liters were in operation (7).

The initial drive to develop an industrial process based
on mammalian cell suspension culture came from the need
to produce very large volumes of vaccines against foot-and-
mouth disease (FMD). Processes were developed using
baby hamster kidney (BHK) cells growing in stirred-tank
reactors up to 3,000 liters (8–10). Subsequently stirred-
tank reactors of up to 8,000-L were used for the production
of interferon � from human Namalwa cells (9). The indus-
trial application of animal cell culture has increased dra-
matically over the last 20 years, driven by the need to pro-
duce monoclonal antibodies and recombinant proteins in
addition to vaccines. It is the demonstration that these
products can be made safely in immortal cell lines that has
made possible their large-scale manufacture. Very large
scale suspension processes (up to 10,000-L) have been de-
scribed for the production of proteins such as tissue plas-
minogen activator (tPA) (11).

CELL TYPES USED FOR LARGE-SCALE PRODUCTION
IN SUSPENSION CULTURE

A very wide range of cell types can be grown in suspension
culture. The most important cells for industrial processes
are Chinese hampster ovary (CHO), BHK, hybridomas,
and mouse myelomas; these are discussed in more detail
later. Other cell types grown on a large scale include insect
cells (for example, see Ref. 12), especially for the produc-
tion of research materials. Human cell lines such as the
human kidney 293 cell line are becoming increasingly im-
portant for the production of virus vectors for gene therapy
(13).

CHO Cells

The cell type most commonly used for recombinant protein
production is the CHO line. CHO cells have been used to
produce a wide range of therapeutic proteins (hormones,
growth factors, thrombolytics, blood clotting factors, im-
munoglobulins). The choice of the CHO cell is based on
several factors: compatibility with efficient gene expres-

sion systems leading to good productivity, ability to carry
out important posttranslational modifications of proteins,
and freedom from detectable pathogenic agents. In addi-
tion the cell type can be grown in large-scale suspension
bioreactors. CHO cells can also grow as attached cultures,
and in fact, growth in suspension generally requires a pe-
riod of adaptation after the production cell line has been
created. This requirement for adaptation, which can take
several weeks, or months, can be circumvented by using
host cells for gene transfection that have been preadapted
to grow in suspension (14). Kurano et al. (15) isolated sev-
eral anchorage-independent sublines of CHO, one of which
grew in suspension even in static flasks. A different ap-
proach was taken by Renner et al. (16) who demonstrated
that expression of recombinant cyclin E (a cell cycle regu-
lator) in CHO cells prevented surface attachment and ad-
ditionally permitted growth in protein-free medium.

BHK Cells

BHK cells have been used for large-scale production of foot-
and-mouth disease vaccine because of their ability to prop-
agate the virus and their capacity to grow in large-scale
suspension culture (10). Rabies vaccine for veterinary use
is also manufactured in BHK cells (17). BHK cells are also
used (albeit less frequently than CHO) for production of
recombinant proteins such as factor VIII (18).

Hybridomas and Myeloma Cells

Rodent monoclonal antibodies are typically produced in
hybridoma cells, which can readily be grown in suspension
culture (see, for example, Ref. 19). Increasing therapeutic
use is being made of genetically engineered antibodies that
have been “humanized” to reduce their immunogenicity in
humans. Engineered antibodies can be made in CHO cells
(20), but rodent myeloma cells (e.g., the mouse NSO line)
are also frequently used (21), and like hybridomas, these
can be grown in large-scale reactors (22).

Cells such as CHO and BHK, which can grow as at-
tached cultures, have a tendency to form aggregates when
grown in suspension (23). Aggregation can be reduced by
rigorous adaptation to suspension culture and by design of
culture media. Boraston et al. (24) showed that aggrega-
tion of CHO cells was reduced by adjusting the inorganic
salt and amino acid composition of the culture medium.
When developing cell lines for suspension culture, careful
screening in an appropriate system (e.g., shake-flask cul-
ture) is essential. Brand et al. (25) compared the specific
production rate in attached and in suspension culture of
six closely related CHO cell lines, all making the same
monoclonal antibody. Production rates were higher, lower,
or the same depending on the particular cell line. The same
authors found similar results with NSO myeloma cells;
measurement of specific production rate in static culture
for clones from the same transfection was of limited value
in predicting results in suspension culture.

SUSPENSION CULTURE REACTORS

Stirred Reactors

The most commonly used systems for suspension culture
are based on stirred reactors used in both batch and per-
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Table 1. Examples of Industrial-Scale Mammalian Cell Suspension Culture Processes

Product Cell Line Reactor Reference

Foot-and-mouth disease vaccine BHK 21 3,000 L Pullen et al. (9)
Interferon Namalwa 8,000 L Pullen et al. (9)
Tissue plasminogen activator (tPA) CHO 10,000 L Lubiniecki et al. (11)
Factor VIII BHK 21 Perfused 500-L reactor with cell recycle system Bödeker et al. (18)
Factor VIII CHO 2,500-L batch refeed Adamson (26)
Monoclonal antibodies Hybridoma/myelomas Perfused 500-L spin filter reactor Deo et al. (27)
Monoclonal antibody NSO myeloma 2,000-L fed-batch reactor Ray et al. (22)
Monoclonal antibody Hybridoma 1,300-L batch, draw and fill Backer et al. (19)
Monoclonal antibody Myeloma 2,000-L airlift reactor Brown et al. (28)

fused configurations (Table 1). Typically reactors are stain-
less steel with height-to-diameter ratios in the range 1:1
to 3:1. In some cases mammalian cell bioreactors have
been developed by retrofitting microbial vessels, usually by
changing the agitators and aeration system. Backer et al.
(19) described the retrofitting of 150- and 1,300-L reactors.
Rushton impellers were replaced with marine propellers,
and the agitator drives were altered to allow operation be-
tween 25 and 250 rpm. Air was sparged through a sintered
stainless steel sparger with 10-lm pore size. Garnier et al.
(12) describe the retrofitting of a 150-L microbial bioreac-
tor (height-to-diameter ratio 3). They used two large
pitched-blade impellers (45�), three surface baffles, and a
polypropylene porous sparger (80-lm pore size). Agitation
was controlled at 60–120 rpm. Nienow et al. (29) found
that Intermig impellers improved mixing times in a mam-
malian reactor compared with the Rushton turbines com-
monly used in microbial reactors. Impellers may be di-
rectly driven via a shaft or indirectly driven through a
magnetically coupled drive (30,31). Magnetic drives re-
move the potential for microbial ingress through mechan-
ical shaft seals. The operation of mammalian reactors dif-
fers from that of microbial reactors in one very important
respect: power inputs are very low to minimize the risk of
damage to cells. For an 8,000-L reactor it has been re-
ported (29) that a maximum agitator speed of 1.5 rev/s is
used, giving a maximum power input of 30 W/m3. This is
around two orders of magnitude less than the value typi-
cally achieved in microbial fermentations. Similarly very
low aeration rates are used in animal cell reactors com-
pared with microbial cultures. This combination of low
power input and low aeration rate means that particular
attention has to be paid to the design of vessels to ensure
good bulk mixing and adequate mass transfer of gases (es-
pecially oxygen and carbon dioxide). Nienow et al. (29) de-
scribe a study of mixing characteristics and oxygen uptake
rates in an 8,000-L reactor and discuss ways of improving
reactor performance.

Airlift Reactors

The airlift reactor is used less commonly than the stirred
reactor for cell culture and was originally developed for
microbial fermentation. Sparging of air or other gas
mixtures is used to aerate the culture and to provide mix-
ing. Mixing is achieved by separating the vessel into riser
and downcomer sections using a draught tube, divider

plate, or external recirculation loop. The presence of gas
bubbles in the riser section creates a density difference be-
tween riser and downcomer that causes the fluid to circu-
late, providing mixing. Airlift reactors tend to have larger
height-to-diameter ratios than stirred reactors (typically
as high as 10:1). Their advantage is simplicity (no me-
chanical agitators) combined with good mass transfer and
low shear characteristics (32,33). The basic design features
of airlift reactors have been described in reviews (34,35).
Airlift reactors have been used for the culture of BHK and
human lymphoblastoid cells (36), insect cells (37), and at
scales up to 2,000 L for a variety of cell types including
CHO, hybridomas, and myelomas (38,39) (Fig. 1). Growth
and productivity profiles for a GS-NSO cell line making a
recombinant antibody in an airlift reactor are shown in
Figure 2 (from Ref. 40).

Operational Considerations

While the type of vessel used for suspension culture is usu-
ally a stirred reactor (occasionally airlift), the mode of re-
actor operations can vary significantly. Production meth-
ods have been developed based on batch, fed-batch, and
continuous (perfusion) systems. The choice of process will
be dictated by several factors. Batch and fed-batch culture
have the advantage of simplicity, reliability, flexibility, and
reduced timescales for development and validation (com-
pared with continuous systems). On the other hand con-
tinuous systems may have significant economic advan-
tages, particularly for high-volume products, and thorough
cost modeling is necessary to determine the most appro-
priate route for a given product. Griffiths (41) has reviewed
the benefits of continuous processes.

Batch and Fed-Batch Culture

Batch culture is very commonly used in industry. Cells and
medium are added to the reactor, and the culture is har-
vested after an appropriate period of culture. The time of
harvest will depend on the kinetics of product accumula-
tion and, in some cases, on the stability of product within
the reactor. A commonly used variation on this type of cul-
ture is repeated batch or “draw and fill” culture. This is a
batch culture in which a proportion of the culture is re-
tained in the reactor as an inoculum, and fresh medium is
added. This allows repeated batch growth cycles within the
reactor, obviating the need to repeatedly clean, sterilize,
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Figure 1. Growth and productivity of a GS-NSO cell line making
a recombinant antibody in airlift culture. Source: From Ref. 40.

Figure 2. A 2,000-liter airlift bioreactor.

and reinoculate the vessel. Backer et al. (19) described
such a system, which was operated for several months at
a time, for monoclonal antibody production in a 1,300-L
reactor. Every 84 h, the reactor was harvested leaving, 10%
of the culture in the reactor as inoculum for the next cul-
ture.

A further commonly used variant on batch culture is
fed-batch culture in which small volumes of selected nu-
trients are fed to the culture during the growth cycle to
improve productivity. Bibila and Robinson (42) and Bibila
et al. (43) describe the optimization of a feeding strategy
for production of monoclonal antibodies. The use of a mul-
tinutrient feed to increase cell culture longevity resulted
in antibody titers in the range of 1 to 2 g/L. A similar feed-
ing strategy led to a 10-fold increase in productivity for
large-scale myeloma cultures producing recombinant
mouse and rat growth hormones (44). Ray et al. (22) de-

scribed the fed-batch culture of GS-NSO cells making a
humanized monoclonal antibody in a 2,000-L stirred-tank
bioreactor, using a supplemental feed containing glucose
and amino acids. Xie and Wang (45–48) have developed a
feeding strategy based on a stoichiometric model of the de-
mands of nutrients for growth and product formation. The
strategy is aimed at preventing nutrient depletion while
reducing the formation of toxic products of metabolism
such as ammonia and lactate (by avoiding excess concen-
tration of the nutrient precursors of these products). Ap-
plication of this strategy in 2-L fed-batch cultures of hy-
bridoma cells (45) resulted in very high cell densities (1.7
� 107 cells/mL), extended culture span (550 h), and a final
monoclonal antibody concentration of 2.4 g/L. This ap-
proach clearly demonstrates the potential for improving
the productivity of suspension culture processes. It may
ultimately be possible to use on-line measurement to es-
timate nutrient utilization rate and feed stoichiometric
amounts of nutrient to support growth and reduce accu-
mulation of toxic metabolites. Zhou et al. (49) demon-
strated such a system using on-line measurement of oxy-
gen uptake rate to automatically control the feed to a
500-mL hybridoma culture. Maximum cell concentrations
were increased from 2 � 106/mL in batch culture to 1.36
� 107/mL in the fed culture. Kurokawa et al. (50) used on-
line measurement of glucose and glutamine, using HPLC,
to control the concentration of these nutrients in fed batch
culture at low levels (0.2 and 0.1 g/L, respectively). This
strategy reduced the accumulation of lactate and ammonia
and gave an approximately twofold increase in cell growth
and antibody production.

Continuous Culture Systems

Continuous (perfusion) suspension culture systems are
now being used for large-scale manufacturing operations.
For a discussion of perfusion culture technology and the
engineering issues involved in designing and operating
such systems, the reader is referred to the review by Oz-
turk (51). Perfusion culture uses a continuous supply of
culture medium to the reactor and a continuous offtake of
spent culture fluid containing product. By retaining cells
in the reactor (by preventing them leaving the vessel or by
an external recycle device), very high cell densities and
consequently very high product throughput can be
achieved. The earliest device of this kind was the spin filter
culture developed by Himmelfarb et al. (52). A spinning
filter within the reactor allowed cell retention, and with
continuous perfusion of culture medium, cell densities ap-
proaching 108/ml were achieved.

Several groups have described production systems
based on the spin filter principle. Avgerinos et al. (53) de-
scribed a 20-L perfused bioreactor for production of a plas-
minogen activator from CHO cells. Deo et al. (27) described
the design and operation of a 500-L perfused spin filter
reactor for monoclonal antibody production. They note that
continuous perfusion generally gives an approximately 10-
fold greater volumetric productivity in comparison with
batch and fed-batch processes. Hence less reactor capacity
is required. At an antibody titer of 400 to 500 mg/L the
500-L reactor is capable of producing greater than 1 kg of
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antibody per week, which they estimate would require a
5,000- to 10,000-L bioreactor operating in batch or fed-
batch mode. Successful operation of spin filter systems de-
pends on careful optimization of the filter system to pre-
vent fouling (27,54).

Other cell retention devices have also been described in
the literature. Roth et al. (55) describe an external vortex
flow filtration device used with perfused 3-L cultures of
CHO, HEK 293, HeLa, and Sp2 cell lines. Hülscher et al.
(56) describe the use of a settling tank for cell retention in
a perfused 5.4-L airlift loop reactor. Pui et al. (57) have
developed an acoustic resonator to cause cell aggregation
and sedimentation back into the culture. At industrial
scale Bödeker et al. (18) (Table 1) have used a perfused
500-L bioreactor with an external cell retention/recycle
system to manufacture recombinant factor VIII from BHK
cells. This is apparently the first approved biopharma-
ceutical from recombinant mammalian cells made using
perfusion culture. The authors discuss the advantages of
this process for factor VIII production, which requires the
generation of greater than one million liters of harvest.
These advantages are a high degree of culture control com-
pared with batch operation (operates in steady-state con-
ditions) and reduction in reactor size (hence easier to op-
erate, clean, and sterilize). The main disadvantage
reported was the extended process validation required.
This validation included process stability, stability of prod-
uct characteristics, and genetic stability of the cell line over
the duration of the culture, which was up to 185 days. Sev-
eral full-length campaigns were run to establish process
consistency.

An alternative approach to continuous culture is to use
a chemostat in which growth rate is controlled by the sup-
ply of a single limiting nutrient. The advantage of this sys-
tem is that true physiological steady-state conditions can
be maintained indefinitely, allowing very precise control of
culture conditions, and this can be extremely valuable in
a variety of research applications for studying cell physi-
ology (see for example Refs. 58–60). To date, however, the
technique has not been applied in industrial processes.

Process Monitoring and Control

The key parameters that are usually monitored and con-
trolled in industrial-scale suspension cultures are pH, tem-
perature, and dissolved oxygen. There is also increasing
interest in the use of devices, which are now available, that
allow real-time monitoring of biomass concentration (61).
Such devices will allow improved monitoring and control
of fermentations, particularly where fed-batch and perfu-
sion strategies are adopted.

pH Control. Mammalian cell growth metabolism and
productivity can be profoundly influenced by even small
changes in pH of the culture. Ozturk and Palsson (62)
found that the growth rate for a hybridoma was optimum
at pH 7.2 but that the specific antibody production rate
increased twofold at pH values below 7.2. They also
showed that glucose and glutamine uptake rates and pro-
duction rates for lactate and ammonia increased at higher
pH values. Wayte et al. (63) reported that differences in

pH of as little as 0.1 unit could profoundly affect cell
growth and/or productivity of hybridoma and myeloma cell
lines. The effects observed were cell line specific. pH may
also influence product characteristics, especially glycosyl-
ation. Borys et al. (64) showed that pH affected the glyco-
sylation pattern and specific expression rate of a recom-
binant lactogen protein made in CHO cell culture. Hence
it is essential to establish the optimum pH for a given cell
line and to measure and control pH precisely. pH is typi-
cally controlled at a value in the range 7.0 to 7.5. Most cell
culture media rely on a bicarbonate-CO2 buffering system.
Hence when a bioreactor is sparged with air the pH can be
controlled by injecting a controlled flow of CO2 on demand
to maintain a constant pH value. It is frequently found
that lactic acid accumulates to levels that cannot be con-
trolled by sparging with air and CO2; it is then common
practice to control the pH by addition of a sterile base so-
lution such as sodium bicarbonate (19) or sodium carbon-
ate (29). Care is needed in designing bioreactors to avoid
pH gradients during addition of base solution. Regions of
high pH may arise, especially if base is added to a poorly
mixed zone (often the upper region) in both stirred reactors
(29) and airlift reactors (63). The problem can be mini-
mized by adding base to a well-mixed region of the reactor.

Dissolved Oxygen Concentration. Animal cells have an
absolute requirement for oxygen. Their are several ways
in which it can be provided to cultures, but the most com-
mon method is to bubble or “sparge” air or oxygen into the
reactor. A less commonly used method involves gas ex-
change across gas permeable membranes inside or outside
the reactor (51,65). Dissolved oxygen concentrations can
be measured in situ with a dissolved oxygen electrode and
controlled automatically by adjusting the flow rate of air
or oxygen to the reactor. The optimum dissolved concen-
tration varies from one cell line to another, although most
cell types will grow over quite a wide range of dissolved
oxygen concentrations. Boraston et al. (58) found that
growth of a hybridoma cell was relatively unaffected over
the range 8–100% air saturation. Ozturk and Palsson (62)
showed that growth rates of hybridoma cells were not in-
fluenced at dissolved oxygen concentrations in the range
20–80% air saturation. Specific death rates were lowest in
the range 20–50% air saturation. Nienow et al. (29) found
that a CHO cell line producing recombinant interferon c

grew well and had similar productivity over the range 20–
80% saturation, but growth and productivity were reduced
at 5 and 100% saturation. The oxygen uptake rate of ani-
mal cells is typically in the range 0.05 to 0.5 mmol O2/109

cells/h (66). It is of course necessary to ensure that oxygen
transfer into the culture is sufficient to meet the uptake
rate of the cells, and this becomes an increasingly impor-
tant issue as higher cell densities are achieved through
improvements in process design. Factors influencing oxy-
gen transfer include height-to-diameter ratio for the ves-
sel, sparger and impeller designs, and gas flow rates.
Tramper (67) has pointed out that gradients of dissolved
oxygen concentration may occur in large bioreactors. It is
not clear what impact such gradients have in practice, but
they should be borne in mind and minimized when design-
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ing reactors. Aeration in cell culture bioreactors has been
reviewed in detail by Aunins and Henzler (65).

Dissolved Carbon Dioxide Concentration. In addition to
CO2 added to the culture as part of the pH buffering sys-
tem, account must be taken of CO2 generated by cell me-
tabolism. Although systems for in situ monitoring and con-
trol of CO2 are not yet commonly used, it is useful to
measure CO2 levels off-line, for example, using a clinical
blood gas analyser. In recent years it has become apparent
that in some large-scale processes CO2 can accumulate to
levels that inhibit cell growth and recombinant product
formation (12,65–69). It has been suggested (65) that CO2

accumulation may be the factor that will ultimately limit
the reactor scale for some processes. Kimura and Miller
(70) point out that inhibition may be caused by an effect of
CO2 on intracellular pH (even if the culture pH is con-
trolled) and may also be caused by an increase in osmolar-
ity caused by the additional base required to maintain pH.

Gray et al. (69), working with CHO cells in a high den-
sity perfused process, showed that productivity of a recom-
binant product was maximized when CO2 was maintained
in the range 30–76 mm Hg. Levels greater than 105 mm
Hg resulted in inhibition of growth and productivity. CO2

concentration may also influence glycosylation of recom-
binant proteins (70). Aeration systems designed for effi-
cient oxygen transfer will not necessarily be efficient at
stripping out CO2. Gray et al. (69) found that sparging
with microbubbles of pure oxygen gave very efficient oxy-
gen transfer but was inefficient for CO2 removal because
the bubbles dissolved before reaching the surface of the
culture. Sparging with large bubbles (2–3 mm diameter)
improved CO2 removal while retaining adequate oxygen
transfer. Zhou et al. (44), working with GS-NSO cell lines
making recombinant mouse and rat growth hormones in a
250-L fed batch reactor, also found that use of a sintered
steel frit delivering pure oxygen gave good oxygen transfer,
but CO2 accumulated to 200 mm Hg, depressing cell
growth. By using a less efficient sparger (12-mm � 1.5-mm
orifice ring sparger) CO2 accumulation was reduced to a
noninhibitory level.

Temperature. Temperature is typically controlled at
around 37 �C. Bloemkolk et al. (71) studied the effect of
temperature on growth and antibody production of a hy-
bridoma in suspension culture; 37 �C was the optimum
temperature for cell growth and antibody production. At
39 �C growth was completely inhibited. In some instances
the optimum temperature for product accumulation may
be below 37 �C (72).

Culture Media for Suspension Culture

In general media for suspension culture are similar to
those used for other processes, with the exception that an
agent to protect against mechanical damage is frequently
added (see later section on mechanical damage). For re-
actors that are aerated by sparging it may also be neces-
sary to use an antifoam agent, which is usually a silicone
emulsion (65,73). In some instances changes in nutritional
requirements have been observed in suspension as op-

posed to static culture. For example, Murakami (74)
showed that a myeloma cell line in suspension culture had
a requirement for a phospholipid component that was not
required in static culture.

Significant progress is being made in the optimization
of media composition as well as of nutrient feeds for fed-
batch culture (see earlier section). Brown et al. (28) de-
scribed how an iterative program of medium development
gave a six- to sevenfold improvement in productivity of an-
tibody from a recombinant NSO myeloma cell line. Addi-
tion of a feed gave a further twofold increase in productiv-
ity. Jo et al. (75) increased maximum cell concentrations
significantly for several cell lines by increasing the nutri-
ent concentrations in RPMI 1640 medium.

There is an increasing drive to remove animal-derived
raw materials from cell culture processes to reduce the risk
of inadvertently introducing adventitious agents. Encour-
aging progress has been made, and there are now several
examples in the literature of industrially important cell
lines being grown in chemically defined protein-free me-
dium. Keen (76) described the growth of myeloma and hy-
bridoma cell lines in a protein-free medium in shake flask
culture. Zang et al. (77) showed that CHO cell lines making
recombinant proteins could be grown in protein-free cul-
ture medium.

PREVENTION OF CELL DAMAGE IN BIOREACTORS

Two mechanisms have been identified that can potentially
cause cell damage in bioreactors; the first is the interaction
of cells with bubbles in sparged reactors, and the second is
the stresses created by impellers at high agitation rates in
stirred reactors. In practice, given the low impeller speeds
used in animal cell reactors, interaction with bubbles is the
only likely source of damage in aerated cultures (65,78).
The problem is readily overcome by incorporation of a pro-
tective polymer such as the nonionic surfactant Pluronic
F68 into the culture medium. For a review of protective
additives see Ref. 78. The role of these polymers is not to-
tally clear. They may act by preventing cells from attaching
to bubbles, by altering the way in which bubbles burst
when they disengage at the surface of the culture, or by
adsorbing to the surface of cells and strengthening them
(65,79,80).

CONCLUSIONS

Large-scale animal suspension cell cultures have become
an extremely important source of biopharmaceutical prod-
ucts, and with the steadily increasing number of biotech-
nology products in clinical trial (81), this trend seems set
to continue. New areas of medical development, for ex-
ample in gene therapy, give rise to new process develop-
ment challenges that will lead to new uses for large-scale
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suspension culture. The requirement for large volumes of
some animal-cell-derived pharmaceuticals drives the need
to develop processes that are highly productive and cost
efficient. Currently two approaches are being adopted: the
use of very large bioreactors (to benefit from economies of
scale), and the use of continuous (perfusion) culture using
high-density cell culture at smaller scale. Advances in re-
actor design and operations are being complemented by
the use of efficient gene expression technology and by con-
tinuing improvement in the design of culture media, es-
pecially chemically defined media.
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INTRODUCTION

Recombinant therapeutic proteins have emerged as im-
portant pharmaceuticals for a wide variety of indications
in a number of clinical disciplines. These include immu-
noregulatory proteins, peptide and protein hormones,

growth factors, and immunoglobulins. Developing stable
formulations of proteins offers challenges related to the
inherent instability of their native three-dimensional
structures that must usually be maintained for biological
function (1,2). The pharmaceutical aspects of developing
stable protein formulations include designing ways to pre-
serve their chemical and conformational integrity as mea-
sured by sensitive, stability-indicating assays.

Protein inactivation can occur by either or both of two
distinct pathways: chemical degradation, including hydro-
lytic and proteolytic clipping, and physical inactivation, in-
cluding global unfolding, a more subtle local conforma-
tional change involving a functionally critical site. Protein
stability studies must include assays that can quantita-
tively determine the extents of physical and chemical
changes as well as changes in biological activity that may
result from perturbations introduced by storage, handling,
and formulation conditions. A well-designed study using
various biophysical and biochemical techniques is essen-
tial to monitoring protein structure and activity as a func-
tion of formulation processing. Protein conformational sta-
bility studies under various stress conditions have been
widely applied in protein formulation research. The tech-
niques include both thermal, pH, and denaturant induced
unfolding. In this article, we discuss specifically the appli-
cation of thermal unfolding studies to formulation devel-
opment of protein-based pharmaceuticals.

MECHANISMS OF PROTEIN UNFOLDING

The native or functional structure of a protein is a mini-
mum energy state that is held together by an intricate bal-
ance of a multitude of covalent and noncovalent interac-
tions. Perturbations of these interactions can lead to
unfolding of the native conformation and will usually lead
to the loss of biological activity. In general, there are two
major types of noncovalent interaction contributing to the
stability of a folded protein structure: hydrophobic inter-
actions between apolar side chains that prefer to exclude
water and electrostatic or polar interactions mediated by
water. The latter includes hydrogen bonding and salt
bridges. Although from a macroscopic point of view a pro-
tein molecule may appear to be in a completely folded
state, the so-called native protein conformation is in fact
in a fast exchange between folded or native (N) and un-
folded (U) states in a dynamic equilibrium, with an over-
whelming majority of the population being in the folded
state. The equilibrium constant, K, describing the popu-
lation distribution in these two states, is strongly depen-
dent on the environment of the protein and is correlated
to the Gibbs energy, DG, of the protein molecule through
relation DG � �RTlnK.

Protein unfolding occurs when the balance of forces be-
tween the intramolecular interactions in the protein and
the protein’s interaction with its environment is disrupted.
This may be a result of perturbation of normal water struc-
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Figure 1. Two-state protein unfolding curve: Ribonuclease T1
thermal unfolding as measured by specific optical rotation at 295
nm. Data were adapted from reference 10 with permission.

ture around the protein. The conformational stability of
most proteins is sensitive to temperature. Increased tem-
peratures lead to increased thermal motions in proteins,
which, in turn, perturb intermolecular interactions as well
as solvent–protein interactions. When the environment of
a protein is altered because of changes of temperature,
pressure, pH, or solvent polarity, the equilibrium balance
between unfolded and native states is altered, and a new
equilibrium is reached in which the unfolded state may be
favored. However, this population redistribution is not sig-
nificantly noticeable until an apparent conformational
transition is approached in the unfolding process.

Disruption of Secondary and Tertiary Structure

It is important to understand the mechanism of the dis-
ruption of protein secondary and tertiary structures when
the protein is exposed to stress conditions. The secondary
structure of a protein refers to the spatial arrangement of
amino acid residues that are near one another in the linear
sequence (3–6). Some of these steric relationships manifest
a regular repeat pattern, giving rise to periodic structures.
The �-helices, b-sheets, turns, and random coils are ele-
ments of secondary structure. Tertiary structure refers to
the overall three-dimensional architecture of the spatial
arrangement of amino acid residues, including those that
may be far apart in the linear sequence (3–6). This spatial
arrangement is also referred to as the packing assembly of
secondary structure units.

The net stabilization free energy that maintains the na-
tive folded structure of a globular protein is in the order of
only 2 to 20 kcal/mol. Therefore, a few kcal of additional
energy gained from the interaction changes of the protein
with the environment can result in the destabilization of
the protein molecule resulting in either local or global con-
formational changes (7). Information about obtaining the
DG value of a protein is available (8).

It is necessary to point out that thermodynamic analy-
sis of the free energy of protein conformational change is
limited to reversible conformational change or unfolding,
because the relation DG � �RTlnK is only valid when the
mass balance is retained for all species involved in the con-
formational change. For a thermally induced reversible
unfolding transition, the dependence ofDG on T (and hence
the dependence of K on T) is given by DG � DH � T DS.
DH and DS are, respectively, the enthalpy and entropy dif-
ferences between U and N states. The values of DH and
DS are dependent on temperature through a positive heat-
capacity change, DCp. The positive DCp is thought to be
related to the hydrophobic exposure of apolar side chains
as a result of unfolding of globular proteins.

Two-Step versus Multistep Unfolding

The simplest model for the unfolding of a protein is the
two-state model in which transition from N state to U state
occurs in a cooperative process, that is, in a single unfold-
ing transition step N } U (4,9,10). A typical two-state un-
folding of a protein follows a sigmoidal shaped unfolding
curve, as shown in Figure 1 (for a review see Ref. 11). The
N state is generally considered to have a narrow distri-
bution of conformations, which are relatively ordered (low

in entropy), whereas the U state involves a broader distri-
bution of microscopic conformational states, which are
relatively disordered (high in entropy). In recent years,
protein biochemists have focused on the multistep unfold-
ing model, in which protein unfolding proceeds from N to
U by passing through one or more intermediate (I) states:

N } I } . . . } U (1)

If an I state is stable in the unfolding process, both
N } I and I } U transitions can be characterized biophys-
ically from equilibrium and kinetic unfolding studies (12–
14). Several features of a partially unfolded state as a fold-
ing intermediate have been identified:

1. Relatively well-defined secondary structure (15,16)
folded in a compact globular shape (17)

2. A non-cooperative folding/unfolding pathway (18)
3. Weak tertiary contacts and substantial solvent ex-

posure of hydrophobic groups (18,19)
4. Relatively high affinity for hydrophobic ligands and

tendency to aggregate (17,19)

For a multidomain protein, each individual domain may
unfold sequentially or simultaneously (13).

Protein unfolding can lead to either reversible or irre-
versible loss of the folded structure. By definition, proteins
denatured by a reversible pathway can regain their native
structures and biological functions. An example of this pro-
cess is the refolding of a protein after solubilization from
inclusion bodies using denaturing conditions. Irreversible
denaturation often leads to protein aggregation and re-
sults in loss of biological function (20,21).

APPLICATION OF THERMAL UNFOLDING STUDIES
TO DEVELOPMENT OF STABLE PROTEIN FORMULATIONS

The unfolding of a protein during storage could be induced
by perturbations such as elevated temperatures, surface
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adsorption, and physical agitation. A successful formula-
tion of a protein pharmaceutical would require the devel-
opment of a dosage form in which the physicochemical
properties and biological activity of the protein are main-
tained during storage. The design of a pharmaceutical for-
mulation should be biocompatible, possess pharmaceutical
elegance, and be suitable for commercial scale-up. The de-
velopment of a stable formulation requires a thorough un-
derstanding of the causes and mechanism of inactivation,
including both physical and chemical pathways. In ap-
proaching this goal, thermal unfolding studies are fre-
quently used in the following ways. Intrinsic conforma-
tional stability data such as unfolding transition
temperature can be obtained. If the transition is revers-
ible, thermodynamic information such as DCp can be de-
rived, and the results obtained from these accelerated sta-
bility measurements can often be extrapolated to make
reasonable predictions about stability at different tem-
peratures. Thermal unfolding studies can be used to in-
vestigate the mechanism of inactivation. The inactivation
process is generally accelerated at an elevated tempera-
ture. Potential stabilizers can be screened by observing
their effects on the thermal unfolding transition. An excip-
ient that provides protection against temperature-induced
denaturation or inactivation of a protein is often effective
in prolonging its shelf life at refrigeration temperature
(22). For example, an unstabilized respiratory syncytial vi-
rus (RSV) preparation lost most of its infectivity at �86
�C within 2 to 3 weeks, at 37 �C within 24 h, at 56 �C within
3 min. This study aided the development of a stabilized
RSV formulation that was stable at �86 �C for 3 years, at
37 �C for 3 days, and at 56 �C for 6 min (23).

Compared to pH or denaturant-induced unfolding stud-
ies that also address the conformational stability of a pro-
tein, thermal unfolding studies are more direct and avoid
the use of nonnative solution conditions (denaturants). In
most cases, proteins and vaccines are likely to be exposed
during handling to temperatures higher than the tempera-
ture usually recommended for their stable storage (e.g., 2
to 8 �C). Monitoring biological activity and structure of pro-
teins as a function of increasing temperatures is the most
convenient method to perform an accelerated stability
study, although cold denaturation and freezing-inducedag-
gregation of proteins have been studied as well (24–28). A
major benefit of the accelerated stability studies is to ex-
pedite the process of screening suitable excipients for de-
velopment of a stable formulation.

There have been many recent developments in using
the approaches of stabilizing proteins by stabilizing the
folded state, destabilizing the unfolded state, and altering
the kinetics of unfolding. The factors that affect stability
of a folded state versus the unfolded state as well as factors
affecting rates of folding and unfolding play a role in main-
taining stability (29). More detailed information on ap-
proaches to minimize inactivation and develop stable for-
mulations of proteins are available (1,4,20,22,28–33).

PROTEIN STABILITY EVALUATED BY MEASUREMENT
OF THERMAL UNFOLDING TRANSITION

The denaturation transition temperature (Tm) has been
widely used as a reference to evaluate the thermal stability

of proteins and polynucleotides (34–43). Tm is defined as
the temperature at the midpoint of protein unfolding tran-
sition (Figs. 1 and 2). At Tm, 50% of the total protein is
unfolded (1,10). Therefore, for a reversible two-state un-
folding process, at Tm, the unfolding equilibrium constant
K is 1 and the Gibbs free energy DG is 0. Based on the
complete unfolding curve, a two-state or multistate unfold-
ing process can be suggested. For well-resolved, reversible,
multiple transitions, the transition midpoint between
states and the apparent unfolding DG can be determined
for each transition under various conditions (37). The frac-
tions of different conformational states at equilibrium can
also, in such ideal cases, be determined from the unfolding
transition curves (10,37,44).

There are several methods to determine Tm of protein
unfolding with reasonable accuracies. (1) The first deriv-
ative of the unfolding curve yields Tm as the sharp peak in
the middle of the unfolding transition (Fig. 2a). (2) A plot
of K values against temperature yields Tm at the tempera-
ture at which K � 1 (Fig. 2b). (3) A plot of DG value against
temperature yields Tm at the temperature at which DG �
0 (Fig. 2c).

An increase in Tm is indicative of structural stabiliza-
tion of a protein in solution. The stabilization or destabi-
lization effect of an excipient can be studied by measuring
the change in Tm upon the addition of the excipient. For
example, addition of heparin, a sulfated polysaccharide, to
a solution of acidic fibroblast growth factor (aFGF) causes
a dramatic increase in the Tm for aFGF unfolding, as mea-
sured by circular dichroism (CD) and fluorescence spec-
troscopy (31,45). A related study shows that the binding of
heparin results in about 2.5 kcal/mol of stabilization for
the native form of aFGF (46). Another example is the dif-
ferential scanning calorimetric studies of the addition of
osmolytes such as glycine, sarcosine, N,N-dimethylglycine,
and betaine to ribonuclease A and lysozyme. The data in-
dicate a 22 to 23 �C increase in Tm of the proteins upon the
addition of the osmolytes (43). For ribonuclease, the 22 �C
increase in Tm corresponds to an increase in stabilization
free energy of 7.2 kcal/mol. Changes in Tm as a function of
pH, salt, and osmolyte concentrations have been used to
monitor thermal stability of proteins under different con-
ditions (43,47,48). The Tm of tissue-type plasminogen ac-
tivator (TPA) in phosphate buffer is approximately 66 �C.
The addition of arginine (the stabilizer selected for the for-
mulation) shifts the Tm up to 71 �C (28). Binding of nucle-
otides and substrates plays an important role in the ther-
mal stabilization of a 70-kDa heat shock protein. Addition
of nucleotide (ATP and/or ADP) or substrate protein (un-
folded protein or peptide) to the solution increased the Tm

of DnaK by 10 to 20 �C (38,49).
Protein unfolding can facilitate aggregation or chemical

degradation (Scheme 1). Where U is fully or partially un-
folded protein, Id is the protein inactivated by degradation
and Ia is the protein inactivated by aggregation. Unfolding
could be a reversible process, but inactivation is normally
an irreversible process. Study of the correlation of protein
unfolding Tm with the rate of protein inactivation could
provide useful information in understanding the mecha-
nism of the inactivation process (7,33). In the case of re-
versibly denaturing of protein, the shift of Tm upon the
addition of excipient is often related to the difference be-
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DG versus T. (a) First derivative of the fraction of unfolded protein
as a function of temperature. (b) Equilibrium constant versus
temperature. (c) Gibbs free energy versus temperature.

tween the binding affinities of the excipient for native and
denatured states (50). For example, heparin increases the
Tm of antithrombin III by 7 �C through a preferential bind-
ing to the native state of the protein (51).

Protein preparations are well known to be more stable
in the dried state. Conformational flexibility is believed to
be restricted in the dry state because interactions with wa-
ter molecules are minimized. However, unfolding of pro-
teins during the process of freeze-drying has been observed
with FTIR spectroscopy. Many sugars and even some poly-
mers, such as poly(vinylpyrrolidone) have been found to
inhibit lyophilization-induced unfolding (24,52).

Many proteins irreversibly aggregate as they start to
unfold with increasing temperature, making it difficult to
obtain a complete thermal unfolding curve, and therefore
the unfolding data can not be used to calculate thermo-
dynamic parameters such as DG (31). As an alternative
means for obtaining thermodynamic parameters, unfold-
ing by urea or guanidine hydrochloride is frequently used,
provided that these processes are reversible. These dena-
turants help to maintain the solubility of unfolded forms
of these proteins. For the same reason, when performing
the thermal unfolding studies of such proteins, a relatively
low concentration (0.2 to 1 M) of chemical denaturants
such as urea or guanidine hydrochloride could be added to
the protein solution to prevent fully or partially unfolded
protein from falling out of the solution because of aggre-
gation (53). When this is the case, the contribution of the
added denaturant to the apparent unfolding Tm should be
taken into consideration. Normally, unfolding should be
carried out at a series of denaturant concentrations, and
Tm and other thermodynamic parameters can be obtained
by extrapolation to zero denaturant concentration. A two-
dimensional protein unfolding (thermal unfolding profile
under various guanidine hydrochloride concentration con-
ditions) study aimed at elucidation of biomolecular ener-
getics has been carried out by Straume (54).

PROTEIN STABILITY EVALUATED BY KINETICS
OF TEMPERATURE-INDUCED PROTEIN INACTIVATION
OR UNFOLDING

Another approach to quantitative characterization of the
stability of a protein is to study the protein unfolding ki-
netics and inactivation rate (29,55,56). Rapid unfolding,
aggregation, or inactivation at high temperature indicates
a less-stable protein product. A formulation that can slow
down these denaturation and inactivation processes at el-
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evated temperatures may be able to increase the stability
of the protein product at storage temperature.

Arrhenius Relationship

For most proteins, unfolding can be simplified as a first-
order kinetic process displaying single-exponential unfold-
ing kinetics. The equilibrium unfolding curve can be pre-
dicted from the rate constant assuming a two-state kinetic
model. The unfolding rate can be expressed by the decrease
in population of the native structure with time as

�d[N]]/dt � k[N] (2)

where [N] is the population of the structure remaining na-
tive at time t during unfolding, and the proportionality con-
stant, k, is the apparent rate constant of the unfolding. The
population of the native structure remaining can be ex-
pressed as

[N] � [N] exp(�kt) (3)0

where [N]0 is the population of native structure at time
zero. Arrhenius in 1889 suggested that a reasonable equa-
tion for relating the rate constant, k, with an activation
energy term (Ea) for the forward part of a reversible re-
action is

2dlnk/dT � Ea/RT (4)

where R is the gas constant, and T is temperature. At tem-
perature T, the above equation can be expressed as

k � Aexp(�Ea/RT) (5)

where A is a frequency factor or preexperiential factor that
can be determined by performing a multimeasurement of
k at various temperatures (assuming A and Ea are inde-
pendent of temperature). Equation 5 shows that for a re-
action with a positive activation energy, the reaction rate
increases with temperature.

The goal of a stable formulation is to minimize unfold-
ing and other degradative pathways. According to equa-
tion 5, this can be achieved by either decreasing storage
temperature or increasing the activation energy (Ea) for
unfolding. The apparent activation energy, Ea, of unfolding
determines the rate of the transition between the folded
and unfolded states. This can be affected by altering so-
lution conditions. Stabilizing excipients will increase the
activation energy of unfolding and will, therefore, reduce
the rate of unfolding under the formulation condition. The
calculation of Ea requires measurement of a structural or
functional property of the protein that directly reflects un-
folding at several different temperatures. The Arrhenius
plot of ln k versus 1/T should be linear (the slope of which
yields the activation energy), and this may be true only
over a limited temperature range. For example, the
amount of aggregated protein might increase beyond a cer-
tain temperature to the point of causing interference with
rate measurements. A biphasic Arrhenius plot in the ab-
sence of aggregation would indicate either a change in the

pathway by which temperature affects the protein struc-
ture or the breakpoint that occurs at the temperature at
which pathway changes. Measurement of unfolding acti-
vation energy has been applied to protein stability studies
(22,28).

Experimental Approaches

Careful considerations must be given to the selection of
methods for measuring the unfolding rate. Far-UV CD de-
tects changes in secondary structure, but subtle and func-
tionally important changes might remain undetected.
Near-UV CD and tryptophan fluorescence measurements
are well suited to monitor tertiary structural changes. The
active sites of proteins, including receptor-binding sites,
catalytic sites, and antigen-binding sites, would often be
perturbed (locally) before a global unfolding occurs. In such
cases, the unfolding rate will be slower than inactivation
rate. A good strategy is to use a number of different tech-
niques, for example, CD and fluorescence spectroscopy to
monitor the unfolding rate and hydrodynamic methods to
monitor rate of aggregation.

APPLICATION OF ACCELERATED PROTEIN STABILITY
STUDIES TO FORMULATION DEVELOPMENT

Although the expiration dating of a biological product is
based on real-time and real-temperature storage stability
data, accelerated stability studies of biological products
under stress conditions usually constitute an important
part of the stability data package (57). It is common to
determine the degradation rate of a chemical compound
under a stress condition, for example, an elevated tem-
perature (37 �C or higher), and then extrapolate the results
to a lower (storage) temperature (22). When exposed to suf-
ficiently elevated temperatures, all proteins will lose bio-
logical activity within limited a time.

Thermal stability studies include two main approaches:
temperature-induced conformational change and kinetics
of unfolding and degradation at elevated temperatures.
The first approach is to follow the unfolding transition tem-
perature to test, for example, effects of various excipients
on Tm. The second approach is to accelerate the process
that may result in the destabilization of the protein sam-
ples. At elevated temperatures, protein unfolding rate in-
creases and most chemical interactions become faster com-
pared to lower temperatures (37). Under these conditions,
various formulations could be screened for their ability to
inhibit the inactivation process. Under accelerated stabil-
ity study conditions, the intrinsic stability of protein phar-
maceuticals is often decreased dramatically. The addition
of various excipients or stabilizers may enhance the sta-
bility of the protein pharmaceuticals under the same con-
dition. For example, a properly buffered solution of acidic
FGF (aFGF) complexed with heparin is stable at 5 �C for
1 year, but the protein is inactivated when stored at 30 �C
for 2 to 4 months. Addition of 0.15 mM EDTA to the for-
mulation enhanced storage stability at 30 �C to be roughly
equivalent to that at 5 �C, and more than 70% of the pro-
tein mass remained after 1 year of storage at 30 �C (58).
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Figure 3. Theoretical prediction of 4 �C shelf-life time based on
stability data at 40 �C.

Questions have been raised about the validity of accel-
erated protein stability studies in defining stable formu-
lations. There are two simple but critical questions that
deserve attention. One is the question of reliability of ex-
trapolating results obtained at elevated temperatures to a
lower storage temperature, such as 5 �C (22). Another
question is how high the temperature for an accelerated
condition could be pushed to. So far, there is no generally
correct answer to the first question. The answer to the sec-
ond question is that for quantitative extrapolation of ki-
netic data to low temperatures, the accelerated studies
should be kept well below the lowest protein unfolding
transition temperature (Tm). Pearlman and Nyguyen (59)
were able to successfully extrapolate data obtained in an
accelerated stability study at 40 �C down to 5 �C.

If protein unfolding is a first-order kinetic process, the
unfolding activation energy could be obtained by carrying
out the unfolding measurement at two or more different
temperatures, and then using the temperature coefficient
of kinetics to calculate the unfolding rate of the protein at
storage temperature. Recently, Eberlein et al. (60) used a
turbidity test for 15 h at 30 to 40 �C by UV spectrophotom-
etry to predict storage stability of recombinant human bo-
vine fibroblast growth factor (rhbFGF) with 95% confi-
dence. Figure 3 shows a theoretical calculation for different
activation energies of a first-order inactivation process us-
ing the Arrhenius equation. The results indicate that the
storage stability increases as a function of activation en-
ergy of the unfolding and inactivation process. The higher
the activation energy, the longer the shelf life is expected
to be.

TECHNIQUES USED IN THERMAL UNFOLDING STUDIES

The spectral property of a protein molecule is sensitive to
the molecular environment and the mobility of its chro-
mophores. Far-UV CD (180–250 nm) and amide I Fourier
transform infrared (FTIR) (1600–1700 cm�1) are conven-
ient spectroscopic tools for monitoring changes in the sec-

ondary structures of proteins (61,62). Fluorescence and
near-UV CD (250–320 nm) are used to monitor environ-
mental changes around aromatic chromophores of proteins
and can often detect subtle changes in tertiary structure
even in the absence of a global structural change in a pro-
tein (1,44,63,64). Differential scanning calorimetry (DSC),
which measures changes in heat capacity, provides a direct
method for monitoring thermal stability of proteins
(43,65–67). Changes in hydrodynamic properties of pro-
teins, such as aggregation, often induced at elevated tem-
peratures, are monitored by techniques such as dynamic
light scattering (DLS), small-angle X-ray scattering, ana-
lytical ultracentrifugation, and size exclusion chromatog-
raphy (SEC). Specific applications of some of the more
commonly used techniques that readily provide useful in-
formation are described in this section.

Spectroscopic Methods

Tryptophan and tyrosine residues are the most commonly
used intrinsic aromatic chromophores and fluorescence
probes of proteins. Phenylalanine fluorescence exhibits a
low quantum yield and has not found much use in protein
unfolding studies. Tryptophan fluorescence spectral max-
ima of proteins typically range from 315 to 345 nm, and a
fully water-exposed tryptophan manifests maximal fluo-
rescence around 355 nm. The intrinsic fluorescence of tryp-
tophan residues of most proteins is very sensitive to
changes in the polarity of their immediate environments.
Protein unfolding is usually accompanied by a change in
the fluorescence (emission) spectrum of tryptophan,
caused by increased exposure of the tryptophan residue(s)
to solvent. The spectral maxima of tyrosine fluorescence
are limited to a relatively narrow range (�300 to 310 nm),
and they often do not manifest significant shifts upon un-
folding. However, changes fluorescence intensity can pro-
vide valuable information. In proteins containing trypto-
phan and tyrosine residues, energy transfer from tyrosines
to tryptophans can occur, and this process may be affected
because of unfolding-induced changes in the distances be-
tween these residues. For most proteins containing tyro-
sine and tryptophan residues, excitation at or near 280 nm
(close to the absorption maxima for both residues) results
in tryptophan fluorescence. Fluorescence from the phenolic
side chain of tyrosines in proteins is often quenched be-
cause of different mechanisms, including energy transfer
to tryptophan. However, in a number of proteins, tyrosines
contribute significantly to the fluorescence spectrum in the
300 to 350 nm wavelength range. To selectively observe
tryptophan fluorescence in such proteins, excitation at the
red edge of the tryptophan absorption spectrum (typically
295 to 300 nm) is used (68). Although this reduces the sen-
sitivity of excitation (and consequently of emission), the
differential absorption between tryptophan and tyrosine is
high at these wavelengths where tyrosine absorption is
minimal. For aFGF in its properly folded form, the fluo-
rescence intensity of its single tryptophan residue is dra-
matically quenched, presumably because of electrostatic
interactions with charged residues, and can only be ob-
served, with a very low quantum yield, upon red edge ex-
citation (69). When excited at 280 nm, folded aFGF man-
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ifests tyrosine fluorescence and no detectable tryptophan
fluorescence. As the temperature is raised and the protein
starts to unfold, tryptophan fluorescence begins to emerge
with a maximum wavelength characteristic of solvent-
exposed tryptophan. Changes in tyrosine and tryptophan
fluorescence intensities were simultaneously monitored as
a function of temperature to study thermal unfolding of
aFGF (55,69). These measurements have helped identify
a number of polyanionic stabilizers of aFGF.

The relatively simple measurements of steady-state in-
trinsic fluorescence spectra of proteins, as described above,
can provide a wealth of information about protein unfold-
ing and aid in developing stabilizing formulations of pro-
teins. Extrinsic probes such as anilinonaphthalene sul-
fonic acid (ANS) and (p-toluidiny)naphthalene sulfonic
acid (TNS) that noncovalently bind to hydrophobic sur-
faces have also been widely used in protein unfolding stud-
ies, especially in the context of studying partially unfolded
intermediates (70). These and other applications of fluo-
rescence spectroscopy to unfolding and thermal stability
studies, such as nonradiative energy transfer measure-
ments, have been recently reviewed (32). It should be noted
that light-scattering artifacts make it difficult for fluores-
cence spectroscopy to be used for protein formulations that
are not clear solutions or that contain large aggregates or
particles. Front face fluorometry or alternative detection
geometries, coupled with careful light scattering correc-
tions, can still yield valuable information in such cases
(31).

Near-UV CD signals in the 250 to 300 nm range result
from asymmetric environment experienced by aromatic
amino acid side chains and in the tertiary structures of
folded proteins. Unfolding creates increased mobility and
decrease or loss of induced asymmetry. This technique is,
therefore, complementary to fluorescence in monitoring
subtle changes in tertiary structure of proteins. Phenylal-
anine, tyrosine, and tryptophan are usually well resolved.
For guanidine-hydrochloride-induced unfolding of a chi-
meric protein, TP40, with potentially chemotherapeutic
activity, near-UV CD, and fluorescence of tryptophan res-
idues produced comparable unfolding transitions (63). The
sensitivity of this technique, in terms of sample concentra-
tion requirement, is lower than that of fluorescence. Fur-
thermore, the extraction of quantitative information from
near-UV CD spectra is often cumbersome. Theoretically, a
quantitative description of a protein’s tertiary structure
based on its near-UV CD spectrum is attainable, but it is
rarely done because detailed information of transition di-
pole moment orientations, interactions, and environments
are not available.

Far-UV CD spectroscopy is frequently used as a pow-
erful technique to monitor changes in the protein’s second-
ary structure that might arise from thermal and other
kinds of perturbation. Each element of the secondary
structure of a protein’s peptide backbone, that is, �-helices,
b-sheets, turns, and random coils, manifests different but
overlapping spectral features. Protein unfolding results in
a decrease in the amount of ordered secondary structure,
for example, �-helices and b-sheets, which, for thermal un-
folding, can be conveniently monitored by measuring the
CD signal at one or more wavelengths as a function of

temperature. For an accurate description of the thermal
unfolding transition, careful baseline correction may be
necessary. This has been achieved by simultaneously
monitoring, as a function of temperature, the background
signal at a wavelength where proteins do not manifest CD
(71,72).

Amide I FTIR spectroscopy is complementary to CD in
monitoring the secondary structure of the peptide back-
bone. The biggest advantage of FTIR, especially in the con-
text of protein formulation, is that the protein sample does
not have to be in a clear solution state. Samples in different
physical states can be studied, including solids, gels, sus-
pensions, and solutions. Different sample geometries may
be used, including transmission, attenuated total reflec-
tion, and diffuse reflectance. The choice of the experimen-
tal design often depends on the physical state of the sample
being used (62). For example, lyophilized samples can be
directly studied in the dry form using the diffuse reflec-
tance technique. Although KBr pellets of dry protein sam-
ples have often been used to make transmission measure-
ments, it should be recognized that KBr is a chaotropic
agent and may cause perturbation of the protein structure,
although chances for protein unfolding are reduced in the
dry state. The effect of freeze-drying on structures of pro-
teins has been studied by FTIR spectroscopy and potential
stabilizers against freezing-induced structural damage
have been identified (52). Infrared spectroscopy has also
been used to evaluate the effectiveness of formulations in
protecting the secondary structural integrity of proteins
both in solution and in dried states. This necessitates mak-
ing quantitative comparisons of the overall similarity of
infrared spectra in the conformational sensitive amide I
region. The study of temperature-induced protein unfold-
ing using FTIR is generally performed by following spec-
tral change with temperature at a fixed absorption band
(e.g., amide I or I�) or wavelength (e.g., 1,640 cm�1). The
plot of FTIR intensity at a fixed wavelength versus tem-
perature should yield the protein unfolding transition tem-
perature (73). Detailed discussions on the application of
FTIR to study protein conformational stability and ther-
mal unfolding are available elsewhere (62,74–81). Protein
aggregation as a result of thermal unfolding can also be
detected by appearance of bands around 1,610 and 1,685
cm�1, as demonstrated for chymotrypsinogen (82). The
major disadvantages of FTIR are (1) In solution, water sig-
nal interferes with the amide I signal and must be care-
fully subtracted or moved away from the spectral range of
interest by dialyzing the sample into D2O. (2) Deconvolu-
tion of the rather broad amide I band can, to some extent,
be subjective. (3) There is significant spectral overlap be-
tween peptide bonds in random coil and �-helical confor-
mation. (4) The sensitivity for aqueous protein samples is
approximately two orders of magnitude lower compared to
far-UV CD. As for all the biophysical techniques described
here, FTIR should be used for monitoring changes in con-
formation as a result of a perturbation, such as tempera-
ture, and should not be viewed as a technique to determine
structure contents in absolute terms. To this end, second-
derivative FTIR spectroscopy has been shown to be a valu-
able comparative tool, and second derivatives of amide I
spectra have been particularly useful in monitoring struc-
tural changes.
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Figure 4. DSC determination of sarcosine effect on the thermal
unfolding transition (Tm) of ribonuclease A. Endotherms from
lower to higher Tm represent sarcosine concentrations of 0.0, 2.0,
5.5, and 8.2 M. Both of first scan and the rescan are shown for
sample with 5.5 M sarcosine (solide and dashline). Data were
adapted from reference 47 with permission.

It should be noted that temperature-induced protein
unfolding can often be monitored by simply following UV
absorbance changes in the far-UV (peptide bond absorp-
tion) and near-UV (aromatic side chains) regions. This was
demonstrated for ribonuclease A and equinatoxin II by
Fink and Painter (83) and Poklar et al. (84). However, this
is not as commonly used a method as fluorescence and CD
because (1) the magnitude of UV absorbance change be-
tween folded and unfolded protein states is usually much
smaller than the change observed by fluorescence and CD
and (2) the potential light scattering contribution resulting
from protein aggregation that often accompanies unfolding
can introduce significant inaccuracy. The resolution of
near-UV absorbance spectroscopy, which is inherently a
low-resolution technique, can be significantly improved by
using second-derivative analysis (85). In addition, UV
spectrophotometry offers a simple method to monitor
temperature-induced protein aggregation. This method,
which is usually called the turbidity assay and frequently
used in accelerated thermal stability studies, takes advan-
tage of the increase in total optical density resulting from
light scattering as large protein aggregates are formed.
The intensity of light scattering is proportional to the in-
verse fourth power of the wavelength of light so that
greater sensitivity in measuring light scattering is
achieved at lower wavelengths. Typically, a satisfactory
balance between measurable light-scattering intensityand
minimal protein absorbance is accomplished in the 300 to
350 nm wavelength range (4). The turbidity assay was one
of the methods used to study thermal stabilization of basic
and acidic FGF (45,56).

The need to use multiple techniques to study thermal
unfolding of proteins cannot be overemphasized. When dif-
ferent techniques yield different Tm values, the pathway
of unfolding most likely involves one or more partially
folded intermediates. For aFGF in the presence of the sta-
bilizer, heparin, fluorescence, CD, and DSC measurements
yielded apparent Tm values of 62 �C, 72 �C and 71 �C, re-
spectively (31). This suggests that local unfolding in ter-
tiary structures precede a more global unfolding in which
the ordered secondary structure of the peptide backbone is
disrupted. For another potentially therapeutic protein,
TP4O, produced as chimera of a truncated form of Pseu-
domonas exotoxin and transforming growth factor-�, tryp-
tophan fluorescence, far-UV CD, and DSC gave apparent
Tm values of 42, 55, and 48 �C. In this case also, a local
unfolding in one or more parts of the tertiary structure
precedes global unfolding. The in vitro cell killing activity
of the protein was found to be irreversibly lost at 50 �C,
and the hydrodynamic radius was increased to 12 nm, com-
pared to 4 nm at 23 �C as measured by dynamic light scat-
tering, suggesting aggregation (71,86).

Calorimetry

Differential scanning calorimetry (DSC) is another fre-
quently used method in protein structural stability stud-
ies. Changes in heat capacity as a function of temperature,
obtained from DSC measurements, provide a direct de-
scription of the thermal unfolding transitions of proteins.
A good example (Fig. 4) is the study of the effects of various

excipients on thermal unfolding transitions of ribonuclease
A (43,47,48). The rescanned heat flow profile indicates that
thermal unfolding of ribonuclease A is a reversible process
(43). In theory, calculation of thermodynamic parameters
such as Gibbs free energy can only be made for reversible
transitions (66,87). Thermal unfolding of proteins is often
irreversible because of aggregation of the unfolded or par-
tially unfolded states. Nevertheless, in protein formulation
studies, potential stabilizers can be screened by monitor-
ing their effects on the heat flow profile of a protein
scanned from low to high temperature. For example, DSC
studies provided critical data in support of stabilizing ef-
fects of heparin and osmolytes against thermal unfolding
and (irreversible) aggregation of aFGF and lysozyme
(43,45,48).

Hydrodynamic Measurements

Unfolding of a protein is usually associated with an ap-
parent increase in its hydrodynamic size and changes in
sedimentation and diffusion coefficients. In addition, if the
partial or fully unfolded protein states are unstable and
form aggregates, the overall hydrodynamic properties of
the protein in the solution will change. The techniques for
monitoring changes in hydrodynamic properties of pro-
teins include capillary electrophoresis (CE), SEC-HPLC,
analytical ultracentrifugation, dynamic light scattering
(DLS), and small-angle X-ray scattering (SAXS).

With the recent introduction of a compact and easy-to-
use analytical ultracentrifuge that offers both optical ab-
sorption and interferometric optics for real-time monitor-
ing of sedimentation, interest has grown exponentially in
using equilibrium and velocity sedimentation techniques
to measure self-association of proteins (88–90). Equilib-
rium sedimentation offers a thermodynamically rigorous
way of determining molecular weights. The sedimentation
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properties (sedimentation coefficient) of a protein sample
are controlled by several physical factors of the protein and
protein complex with other solution components. These
factors include protein mass, geometry, and density and
are affected by protein oligomerization, aggregation, un-
folding, and degradation. Both velocity and equilibrium
sedimentation experiments can provide information about
protein hydrodynamic properties (33,71). Velocity sedi-
mentation experiments can be performed in only a few
hours, although diffusion coefficient is required for obtain-
ing a semiquantitative measure of mass change caused by
aggregation.

Based on the difference between the electrophoretic mo-
bility of the native protein and that of the unfolded one,
the temperature-induced unfolding transitions of proteins
can be analyzed by CE. This technique offers the advan-
tage of very high sensitivity, although it has not yet found
wide usage in protein unfolding studies. Ishihama et al.
(91) used an in-column incubation method to monitor ther-
mal unfolding of nanogram quantities protein. The ther-
modynamic parameters of the unfolding transition process
were obtained by analyzing the temperature dependence
of the electrophoretic mobilities. More information on the
application of CE in protein analysis can been found in
literature (91–93).

SEC allows separation of proteins based on their mo-
lecular shape and size. An unfolded or aggregated protein
generally possesses a larger hydrodynamic size than the
native protein and is eluted out of the column earlier (i.e.,
with a smaller elution volume) than the native protein.
This method has been used to estimate molecular sizes of
proteins under different denaturing conditions (13,63,94).
The application of various signal detection techniques in
protein gel–filtration analysis has been discussed (32).

Static light scattering (SLS), DLS, and SAXS from pro-
tein solutions can all be applied to the measurement of
changes in the molecular sizes of proteins induced, for ex-
ample, by thermal unfolding. SLS measurements normally
permit reliable data of molecular weights and radii of gy-
ration for relatively small particles since light scattering
of large particles is a very complex function of particle
shape and sensitive to detection angle. DLS measures the
time-dependent intensity fluctuations of scattered light.
The correlation of these fluctuations is related to the dif-
fusion coefficient of the scattering particle, a quantity
linked to the hydrodynamic radius through the Stokes-
Einstein equation (95). SAXS is a very useful, but under-
used, technique for characterizing size, compactness, and
shape of protein molecules in solution. In addition to de-
termining the overall radius of gyration and the maximum
dimension, SAXS can quantitatively describe the globular
conformation of a protein molecule, as well as denaturant-
and ligand-induced conformational changes in solution
(96–98). Detailed discussions on the applications of SLS,
DLS, and SAXS on protein conformational change and un-
folding are available in the literature (27,32,99–102).

Kinetic Techniques

For a complete description of the thermal unfolding kinet-
ics, a fast time resolution may be necessary. Stopped-flow

instrumentation with absorption and fluorescence optics
allows studies of unfolding kinetics with a dead time of
about 2 ms. Stopped-flow CD instrumentation is also avail-
able. The instrumentation of time-resolved CD (TRCD) has
been reviewed by Lewis (103). Time-resolved FTIR spec-
troscopy (104) can complement kinetic CD studies in iden-
tifying the faster phases of folding or unfolding of a pro-
tein’s secondary structure. Techniques for studying fast
protein structural change at an atomic level include
hydrogen–deuterium exchange in combination with mul-
tidimensional NMR, electron spray mass spectrometer,
and FTIR spectroscopy (105,106). These techniques moni-
tor the spectral and mass changes induced by exchange of
amide protons with deuterium during the folding or un-
folding process.

CONCLUSION

Thermal unfolding studies provide formulation scientists
a way to evaluate the intrinsic stability of pharmaceutical
proteins and to screen excipients that might lead to sta-
bilizing formulations during storage, handling, and admin-
istration. The data obtained from thermal unfolding stud-
ies can support the design and execution of the formulation
processing steps leading to pharmaceutical products. Be-
cause temperature is one of the most practically important
parameters in testing stability of a protein from small- and
large-scale production, detailed information of a protein’s
conformational stability at various temperatures is criti-
cally needed. A rational approach to stable formulation de-
velopment requires a thorough understanding of the mech-
anism of protein inactivation. Normally, thermal unfolding
experiments provide an understanding of both the physical
and chemical events leading to protein inactivation,
thereby opening up a faster path to development of stabi-
lizing formulations for protein-based pharmaceuticals and
vaccines.
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INTRODUCTION

Thermolysin (EC 3.4.24.4) is a thermostable metallopro-
tease produced by Bacillus thermoproteolyticus Rokko (1).
It is the most thermostable protease currently produced
for industrial use. Thermolysin and similar microbial me-
talloproteases require a metal ion, usually Zn2�, for their
catalytic activity. Formerly, they were called neutral pro-
teases because their optimum pH is around pH 7. They
also have a common property of substrate specificity in hy-
drolyzing peptide bonds involving an amino group of hy-
drophobic and bulky amino acid residues such as Leu or
Phe (2). Among these proteases, thermolysin has been ex-
tensively studied regarding its structure and catalytic
mechanism (3–6). Currently, we can easily obtain struc-
tural data of thermolysin from the Protein Data Bank. Al-
though metalloproteases have been produced not only for
laboratory use but also for industrial use, the market size
has been small, because their substrate specificity is nar-
rower compared to that of other proteases such as serine
proteases or cysteine proteases. Their use has been re-
stricted to hydrolysis of proteins that cannot be hydrolyzed
by other proteases, for example, that of barley protein,
which contains a specific inhibitor toward serine protease
(7). Recently, however, thermolysin has been used exten-
sively in aspartame (APM) production at Holland Sweet-
ener Company (HSC), a joint venture of TOSOH (Japan)
and DSM (the Netherlands). APM, L-�-aspartyl-L-phenyl-
alanine methyl ester, is an artificial sweetener that is 200
times sweeter than sucrose. In APM production, thermo-
lysin plays an important role because it catalyzes the syn-
thesis of an APM precursor, N-benzyloxycarbonyl-APM (Z-
APM), from Z-L-Asp and L-Phe methyl ester (L-PheOMe).

Z-L-Asp � L-PheOMe r Z-L-Asp-L-PheOMe
thermolysin

Because the coupling reaction is the key step in APM pro-
duction, improvement of this reaction is highly desired.
Immobilization of thermolysin has been attempted as one
of the improvements to establish efficient recycling of ther-
molysin (8,9). We sought to improve thermolysin activity
by site-directed mutagenesis, that is, by protein engineer-
ing, because such activity enhancement not only results in
the reduction of enzyme consumption but also circumvents
the enzyme recovery step, if enzyme cost is reduced to a
negligible amount. It thus also can affect the fixed cost of
APM production. In this article, we explain the results of
our study to improve thermolysin.

ENHANCEMENT OF THERMOLYSIN ACTIVITY

Before introduction of our improvement study, several
other reports regarding activity enhancement of thermo-

lysin are described herein (Table 1). It is well known that
enzyme activity is affected by additives in the reaction mix-
ture, such as salts and organic solvents. Thermolysin is
also affected by additives, which results in either enhance-
ment or reduction of the activity. Thermolysin activity is
enhanced by almost all salts consisting of monovalent an-
ions and cations (10,11). In the case of alcohol, n-pentanol
at concentrations below saturation enhances activity while
n-butanol is inhibiting (12). The effect of alcohol is highly
dependent on physicochemical properties such as log P or
� (13). Pressure is known to be another factor that en-
hances activity (14). The mechanism of the activation by
salts, organic solvents, or high pressure is not clear, al-
though a slight structural change of the enzyme by salts
has been observed spectrophotometrically (10). We
thought that activity enhancement by these methods on
an industrial scale is not feasible from the economical point
of view, because expensive equipment would be required
to avoid corrosion by salts or explosion of solvents or to
resist high pressure. Additionally, such additives result in
the increase of industrial wastes.

Kubó et al. (15) demonstrated activity enhancement of
thermolysin for casein hydrolysis (Table 1). Mutant en-
zymes can be expected to be more effective for industrial
use compared to salts, organic solvents, or high pressure.
However, activity for casein hydrolysis does not correlate
with that for hydrolysis or synthesis of dipeptide deriva-
tives as described later. Two thermolysin mutants, Y110W
and Y211W, have not been evaluated for their activity for
Z-APM hydrolysis or synthesis.

IMPROVEMENT BY PROTEIN ENGINEERING

As described, thermolysin activity can be enhanced by ad-
ditives. However, we preferred improvement by protein en-
gineering because the use of thermolysin mutants is more
cost effective. The strategy, method, and results of our
study are described next.

Strategy

In recent protein engineering studies, thermal stability of
proteins can be enhanced by introducing or reinforcing one
or more of several physicochemical intramolecular inter-
actions, such as hydrogen bonding, S–S bridges, and so
forth. Most attempts to modify the activity, however, have
resulted in suppression of biological activity. To find a novel
strategy for producing more active enzymes, we conducted
a “protein engineering cycle” consisting of three ele-
ments—design, synthesis, and evaluation—as shown in
the following scheme:

In this scheme, feedback from evaluation to design is
highly important. Feedback can revise our working hy-
pothesis for the structure–function relationships. Working
with this cycle will not only give us novel useful proteins
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Table 1. Activity Enhancement of Thermolysin by Additives, Pressure, and Site-Directed Mutagenesis

Additive Condition Substrates Reaction Relative activitya Reference

NaCl 4 M Z-APM Hydrolysis 9.0 10
NaCl 2.7M Z-APM Synthesis 4.2 10
NaCl 4 M FaGLa Hydrolysis 13 11
N-Pentanol 60% saturation Z-FFM Synthesis 4.7 12
Pressure 1,000 psi FaGLA Hydrolysis 4.5 14
Mutation Y110W Casein Hydrolysis 1.6 15
Mutation Y211W Casein Hydrolysis 1.5 15

Z-APM, N-benzyloxycarbonyl-aspartame; Z-FFM, Z-Phe-PheOMe; FaGLa, Fa-Gly-Leu-Ala.
aRelative activity compared with activity in absence of the additives.

as products but also gives us worthwhile knowledge about
the mechanisms underlying the relationship between pro-
tein structure, properties, and functions.

Although enzymes do not change the thermodynamic
equilibrium between starting materials and products, they
accelerate reaction rates by stabilizing the transition state
of the reaction. This stabilization is realized enthalpically
or entropically, and the Gibbs energy of the transition state
is decreased. It is well known that one of the stabilization
forces for the transition state is electrostatic interaction
(including hydrogen bonding) between an enzyme and its
ligand. Several ionizable amino acids such as Asp, Glu, and
His play an important role in this stabilization. The equi-
librium between the protonation and deprotonation states
of these residues, which is mainly determined by electro-
static interaction, controls enzyme activity. Usually the
change of protonation state from its active form completely
eliminates activity. The pH profile of enzyme activity is
generally thought to reflect the protonation state. There-
fore, changes in electrostatic potential at the active site
may affect both the stability of the transition state and the
protonation equilibrium. The optimum pH for the activity
of thermolysin is known to be around 7 (1). The synthesis
of Z-APM is, however, carried out industrially under a
more acidic pH because the methyl ester of the substrate,
phenylalanine methyl ester, and the product are hydro-
lyzed rapidly above pH 7 (16). If the optimum pH can be
shifted to the acidic pH region, enzymatic activity in this
region may be enhanced. To accomplish this we decided to
change the electrostatic potential around the active site.

Design for Higher Activity

There are two residues, Glu 143 and His 231, and zinc ion,
Zn2�, in the active site of this enzyme (5,6). We decided to
change first the electric charge of Gln 119 to affect the elec-
trostatic potential at Glu 143 (17,18). Gln 119 is known to
form a hydrogen bond to the side chain of Ser 103. When
Gln 119 is replaced by other amino acids, that hydrogen
bond is broken, thereby affecting dynamic properties and
stability of the enzyme.

Synthesis of Thermolysin Mutants

The site-directed mutagenesis at the 119th site was per-
formed by the overlap extension method (18,19) using the
polymerase chain reaction. The mismatched primer and its
complementary sequence were synthesized and used as in-

side primers, which anneal to the same segment of nprM
gene coding for thermolysin. The mismatches lead to ran-
dom sequence alteration in the 119th amino acid residue.
The amplified DNA fragment containing random mutation
was digested with BamHI and SphI, and substituted for
the same region of the native nprM gene in pUBTZ2. The
nprM gene was cloned from Bacillus stearothermophilus
MK232, which was isolated by TOSOH from soil to provide
a protease for APM production (20).

In the early stages of investigation of this metallopro-
tease, it was believed that its primary structure was dif-
ferent from that of thermolysin at the 37th and the 119th
sites (21), because the amino acid sequence of thermolysin
was reported to be Asp at the 37th site and Glu at the
119th site by Titani et al. (4). More recent studies, however,
revised the sequence of thermolysin as Asn at the 37th and
Gln at the 119th (22,23), exactly the same as the metal-
loprotease from nprM gene. The nprM gene was first
cloned by Kubo et al. (20) in Bacillus subtilis MT-2 whose
genotype is trpC2 leuC7 hsdR hsdM Npr� (24). Expression
plasmid pUBTZ2, which is a shuttle vector between Esch-
erichia coli and B. subtilis, was constructed from pUC9,
pUB110 (25), and a fragment of pMK4 (26) involving nprM.
The thermolysin mutants were expressed in B. subtilis
MT-2 by cultivation in 2 L broth (10 g of yeast extract, 20
g of Bacto peptone, and 5 g of NaCl in 1 L of H2O) contain-
ing 20 lg/mL kanamycin at 37 �C for 20 h in a culture flask.
The mutants were recovered by ammonium sulfate pre-
cipitation of culture supernatant and further purified by
two-step column chromatography with Butyl Toyopearl
650 M (Tosoh, Japan) and TSK gel G2000SW (Tosoh, Ja-
pan).

Evaluation of Thermolysin Mutants

The amino acids at the 119th site were confirmed by se-
quencing the plasmid DNA. The purity and the isoelectric
point were determined by gel isoelectric focusing using
Phast System (Pharmacia, Sweden). The pI value of three
mutants, namely Lys mutant (Q119K), Arg mutant
(Q119R), and Met mutant (Q119M), is 5.3 while that of the
other mutants and the wild type (WT) is 5.0. The difference
in pI was thought to result from a change in one electric
charge of the mutant, judging from the pI calculation of
the amino acid composition.

The hydrolytic activities were evaluated by measuring
hydrolysis of N-(3-{2-furyl}acryloyl)-glycyl-L-leucineamide
(FaGLa) and N-(3-{2-furyl}acryloyl)-L-aspartyl-L-phenyl-
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Figure 1. pH dependence of the hydrolytic activity of thermolysin and its mutants at the 119th
position in 200 mM Tris-maleate buffer with 10 mM CaCl2 at 37.0 �C.

alanine methyl ester (Fa-APM). The theoretical curve of
an integral Michaelis–Menten equation (27) fitted well
with all experimental data within experimental error
(10�3 optical density). The decrease in absorbance at 345
nm was monitored by a spectrophotometer (UB-35; Jasco,
Japan) connected to a thermostat circulator (EL-15; Tai-
tech, Japan) and a personal computer (PC9801; NEC, Ja-
pan) for data acquisition. The stored data were fitted with
an integral Michaelis–Menten equation by a nonlinear
least-squares method to determine kcat and Km. All mea-
surements were done under a solution condition of 200 mM
Tris-maleate buffer with 10 mM CaCl2 at 37 �C. The con-
centrations of substrate and enzyme were about 1–2 mM
and 1 nM, respectively.

Protein concentration was determined by photometry
with an extinction coefficient of 1.67 � 104 OD g/mL. The
computer program was described in BASIC on PC9801 and
FORTRAN with a program package SALS on a worksta-
tion (Titan 750; Kubota Computer, Japan). Fa-APM was
synthesized using N-(3-{2-furyl}acryloyl)-L-Asp and L-
PheOMe following a modified method of Oyama et al. (28).
To check the electrostatic effect of the 119th site on activity,
we selected the potentially positively charged residues,
His, Lys, and Arg, and the potentially negatively charged
residues, Glu and Asp. In contrast to the expectations
based on the electrostatic effect, hydrolytic activity of all
mutants was higher than that of WT, indicating that the
main reason for the activity enhancement is not the elec-

trostatic effect. We therefore decided to generate all mu-
tants at this site.

The hydrolytic activity toward FaGLa of the mutants
depending on pH is presented in Figure 1. The mutant
Q119E exhibited the highest activity, five times higher
than WT. It should be noted that the hydrolytic activities
of almost all these mutants exceeded that of the WT, in-
dicating that the amino acid at this position is selected by
nature to show the lowest activity.

We then substituted Ala and Gly for Ser 103, expecting
to cause the disruption of the hydrogen bond between this
site and the 119th site. These two mutants, S103A and
S103G, showed activity 3.0 and 2.6 times higher, respec-
tively, than that of the WT. The similar increase in activity
observed as a result of amino acid substitution at the 103rd
site indicates that disruption of hydrogen bond is the main
cause of activity enhancement.

We found low Km values for another substrate, Fa-APM,
and this enabled us to determine kcat and Km values sep-
arately. The 1/Km values of the mutants showed a strong
correlation to kcat/Km value, while kcat values showed little
change from the WT (18). This result indicates that the
mutation increases the affinity of the substrate so that it
enhances kcat/Km for FaGLa and Fa-APM (18). The hydro-
gen bond of Gln 119 seems to fix the part of the b sheet
from the 112th to 128th residues to the other strand. Judg-
ing from the three-dimensional structure, the strand from
the 112th to 118th residue is considered to contact the pep-
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Table 2. Activity of Thermolysin Mutants with Z-APM
and Casein as Substrates

Z-APMa

Thermolysin mutant

Synthesis
(kat/mol):

pH 6.0

Hydrolysis
(kat/mol):

pH 7.0

Caseinb

(U/mg):
pH 7.2

Wild type 0.06 (1.0) 3.5 (1.0) 9,200 (1.0)
Q119E 0.07 (1.1) 5.6 (1.6) 4,000 (0.4)
L144S 0.09 (1.5) 6.3 (1.8) 4,600 (0.5)
D150H 0.12 (2.0) 6.3 (1.8) 9,200 (1.0)
D150W 0.26 (4.3) 11.9 (3.4) 7,400 (0.8)
N227H 0.09 (1.5) 7.4 (2.1) 7,400 (0.8)
L144S-D150H 0.14 (2.4) 6.4 (1.8) 2,700 (0.3)
L144S-N227H 0.11 (1.8) 10.5 (3.0) 3,800 (0.4)
D150H-N227H 0.21 (3.5) 11.3 (3.2) 9,800 (1.1)
D150W-N227H 0.45 (7.5) 22.6 (6.5) 6,700 (0.7)
L144S-D150H-N227H 0.30 (5.0) 21.5 (6.1) 3,200 (0.4)
L144S-D150W-N227H 0.63 (10.5) 37.4 (10.7) 1,900 (0.2)

Note: Numbers in parentheses are activity relative to wild type.
aThe activity for Z-APM, that is, the synthesis or hydrolysis of 1 mol Z-APM
in 1 s, was defined as 1 katal (kat).
bThe activity for casein, that is, the release of acid-soluble peptides corre-
sponding to the absorbance of 1 lg of tyrosine in 1 min, was defined as 1
unit (U).

tide chain of the substrate directly. The flexibility of the b

strand may be increased by breakage of the hydrogen
bond, thereby causing an increase in affinity of the binding
site to the substrate. When flexibility is increased, it is
usually observed that the thermal stability of a protein is
decreased (18). In this case, a negative correlation between
activity and stability is seen. If we assume that the activity
is enhanced by flexibility, then there is negative correlation
between flexibility and stability. Two mutants, Q119K and
Q119R, however, markedly deviated from the negative cor-
relation. From the shift of the pI values of these mutants,
the Lys and Arg at the 119th site were supposed to be pos-
itively charged. The positive charge at this site may sup-
press the activity. It is reasonable that this change in elec-
tric charge affects the activity because this site is selected
as a site that affects the electrostatic potential of Glu 143.
Measurement of pI values of Q119D and Q119E showed
the Asp and Glu at this site to be neutral (protonated)
around pH 5.0.

From these results, we concluded that flexibility around
the substrate-binding site plays an important role in en-
hancing the activity. The electrostatic potential also influ-
ences the change of activity. Measurement of the synthetic
activity of these mutants, however, disclosed that syn-
thetic activity of the 119th series mutants did not exceed
that of WT (see Table 2). Under the conditions for the cou-
pling reaction, the concentration of the substrates is very
high so that the Km value, which represents the affinity to
substrate, does not affect the reaction rate. The important
factor for enzymatic activity under the synthetic condi-
tions, therefore, is not the Km value but the kcat value.

Reiterating the Protein Engineering Cycle

The 213th and 227th sites were then selected as two of the
sites possibly most effective in changing the electrostatic

potential of His 231 at the active site. Mutations of nprM
at the 213th and 227th sites were performed by the M13
phage mutagenesis method (29).

In the case of Asp 213 mutants, four mutations, D213N,
D213H, D213K, and D213R, were introduced in thermo-
lysin. The hydrolytic activity of these mutants against
FaGLa became lower than that of the WT, which led to a
negative correlation between the activity and pI value of
the mutants (30). Considering the three-dimensional
structure and electrostatic calculations, it was concluded
from these experimental data that the contribution of the
pK shift of residues other than the His 231 and the 213th
residue must be taken into account in explaining the
change in activity.

The mutant N227H, in which a positively charged res-
idue His is introduced instead of Asn 227, showed higher
hydrolytic and synthetic activities (Table 2). In contrast, in
the mutant N227D, where a negatively charged residue,
Asp, is introduced at this site, lower hydrolytic and syn-
thetic activities were seen. The positive charge enhanced
enzymatic activity at this site, while the positive charge at
the 213th site suppressed the activity. The mechanism of
enhancement and suppression of activity by electrostatic
interaction seems to be complex and cannot be explained
by a simple model. Further theoretical and experimental
research is necessary to explore this process.

The Asp 150 was replaced by neutral Asn or by posi-
tively charged His so as to influence the electrostatic po-
tential of the Zn ion at the active site. The mutations were
performed by PCR (31). In this case the kcat/Km for hydro-
lysis of Fa-APM decreased (both kcat and Km are increased)
below that of WT. However, these mutants, D150N and
D150H, respectively, exhibited increased activity for
Z-APM synthesis (Table 2).

As shown in the Q119 series mutants, flexibility around
the active site may have a great effect on the activity. To
modify the flexibility, we searched for cavities in the pro-
tein molecule using its three-dimensional structure. Fig-
ure 2 shows the density map of a cross section of thermo-
lysin; the darker and lighter portions represent higher and
lower densities, respectively. As can be seen, the central
part of the N-terminal domain has lower density than the
surrounding part, clearly indicating the presence of a cav-
ity. Computer graphics suggested that the size of the cavity
can be easily modified by replacing several amino acids
such as Leu 144. This cavity was also remarked by Vriend
and Eijsink in stabilization of thermolysin-like metallo-
protease from B. stearothermophilus CU21 (32), although
the Phe mutant at Leu 144 (L144F), designed to fill the
cavity, did not show an increase in thermal stability. We
introduced mutation at the 144th site by PCR. It was found
that several mutants, such as the Ser mutant (L144S),
showed higher hydrolytic and synthetic activities than WT
(Table 2).

Based on the three-dimensional structure, several
single-point mutants having higher synthetic activity for
Z-APM were prepared. We combined these single muta-
tions to obtain more active enzymes, and their synthetic
activities are shown in Table 2. We obtained fivefold higher
synthetic activity for a triple mutant, L114S-D150H-
N227H (33).
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Figure 2. Cross section of average number–density of thermoly-
sin. The density is represented by shading, the highest density
being represented by black. N-terminal domain is plotted on the
left.

Figure 3. Three-dimensional structure of thermolysin. The pep-
tide chain is represented by a ribbon model. The small ball in the
center of this model represents the zinc ion, which is essential for
catalytic activity. The four larger balls represent the calcium ion
required for stabilization of the three-dimensional structure. E143
and H231 are essential for the catalytic activity. Mutated residues
are located as shown here. Loop 55–69 is the dominant region in
the stability of thermolysin (38).

Activity for the Aspartame Precursor Z-APM

The activity of the thermolysin mutants for Z-APM syn-
thesis is described in detail in this section. Because mu-
tants at Gln 119, Leu 144, Asp 150, and His 227 sites,
specifically the Q119E, L144S, D150H, and N227H mu-
tants, exhibited higher activity for FaGLa or Fa-APM hy-
drolysis, we examined their activity for Z-APM synthesis.
Positions of these sites are indicated in Figure 3. Z-APM
synthetic activity was evaluated with 0.1 M Z-L-Asp and
0.1 M L-PheOme as substrate in 0.1 M Tris-maleate buffer
at pH 0.6 at 35 �C. After 30 min incubation, the reaction
was terminated by addition of EDTA. Z-APM in the mix-
ture was measured by a HPLC system (Tosoh, Japan)
equipped with an ODS column (Nacali Tesque, Japan).
Z-APM hydrolytic activity, the reversal of Z-APM synthe-
sis, was also analyzed according to the modified method of
Inouye (10) by monitoring absorbance at 224 nm at 35 �C
with 1 mM of Z-APM as substrate in 0.1 M Tris-HCl buffer
(pH 7.0) containing 10 mM CaCl2.

L144S, D150H, and N227H exhibited enhancement of
activity both for synthesis and hydrolysis of Z-APM while
Q119E only exhibited enhancement in the hydrolysis (see
Table 2). The greatest effect on the activation was obtained
by D150H wherein synthetic activity was 2-fold higher
than for WT; activities of both L144S and N227H were only
1.5-fold higher. The combination of L144S and another mu-
tation enhanced the activity by simple addition of the ef-
fects of each mutation. The activity of the double mutants
L144S-D150H and L144S-N227H were 2.5-fold and 2-fold
higher than WT, respectively. However, when D150H and
N227H were combined, the resulting activity was higher
than the simple addition of the effect of each mutation. For
example, if the enhancing effect were caused by simple ad-
dition, the activity of the double mutant D150H-N227H
would be 2.5-fold higher than WT, instead of the observed
3.5-fold higher activity (Table 2). The triple mutant,

L144S-D150H-N227H, exhibited the highest activity,
which was 5-fold higher than WT. We called this thermo-
lysin mutant TZ-1, and its efficiency was further evaluated
by small-scale production under the production conditions
of the HSC plant; see also ASPARTAME.

These mutants did not always exhibit enhanced activity
for other substrates. For example, the activity for casein
hydrolysis, analyzed following the method of Endo (1), was
decreased in two mutants, Q119E and L114S, while the
activity of D150H and N227H was the same as that of the
WT (Table 2).

The kinetic parameters of Z-APM synthesis were ex-
amined at various concentrations of Z-Asp and 800 mM of
L-PheOMe. The reaction rate increased with increasing
concentration of Z-Asp up to 100 mM and then declined.
This inhibition of the synthetic reaction at high concentra-
tion of Z-Asp was also reported by Nagayasu et al. (34)
when the reaction was performed with immobilized ther-
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molysin in MES buffer saturated with ethyl acetate. Na-
gayasu reported that the Km value of the reaction was 2.8
mM and 250 mM for Z-Asp and PheOMe, respectively, and
the Ki value for Z-Asp was 100 mM. Although we have not
calculated the Ki value of the condensation reaction, kcat

and Km values of the reactions were calculated from
Lineweaver–Burk plots at the range of Z-Asp concentra-
tion in which no inhibition is observed (Fig. 4a). The kinetic
parameters for Z-Asp are summarized in Table 3.

In our results, the Km of WT for Z-Asp was 13 mM,
which is four to five times higher than the results obtained
by Nagayasu et al. (34), apparently because of differences
in reaction conditions such as solvent, concentration of
substrates, or immobilization of enzyme. L144S decreased
the Km value significantly with slight increase of kcat value,
D150H increased both kcat and Km, and N227H increased
kcat without affecting Km. These results, except for the kcat/
Km value of D150H, were similar to the kinetic parameters
obtained when Fa-APM is the substrate. In Z-APM syn-
thesis, the kcat/Km value of D150H increased while there
was a decrease for Fa-APM hydrolysis. This change was
caused by the greater effect of this mutation on Km for Fa-
APM than that for Z-APM and the difference of the Fa
group and Z group at the N-terminal of APM. The Fa group
is less hydrophobic than the Z group.

When kcat/Km values for Z-Asp of TZ-1 and WT were
compared, the efficiency of the former was seven times
higher. We were not able to estimate the Km value for
PheOMe in Z-APM synthesis because the Lineweaver–
Burk plot at 100 mM Z-Asp and variable PheOMe passed
through the graph origin (Fig. 4b), suggesting that the Km

values for PheOMe were greater than 900 mM under this
reaction condition.

Optimization of Amino Acids at the 150th, 144th,
and 227th Sites

Because D150H exhibited the greatest activity in the
complete set of mutants tested, we further examined
the substitution of other amino acids for Asp 150. The
mutations were introduced by PCR using a random primer.
In the complete set of 19 mutants at this site, the Trp
mutant (D150W) exhibited the highest activity both for
synthesis and for hydrolysis of Z-APM (Table 2) (35),
about four times higher than the activity of the WT. The
activity of the series of the mutants apparently exhibits
correlation with hydrophobic parameters (33), such as the
p value (36) or DH value (37) of substituted amino acids.
From the analysis of three-dimensional structure, we as-
sumed that the enhancement of activity might result from
reinforcement of the hydrophobic interaction between the
Z group of the substrate and the amino acids at the 150th
site.

We also evaluated the substitution of other amino acids
for Leu 144 and Asn 227 by random mutation. In the 12
variants of the mutants obtained at the 227th site, that is,
Asp, Glu, His, Lys, Arg, Thr, Ala, Met, Trp, and Leu mu-
tants, only N227H exhibited apparent activity enhance-
ment. We could not find any relationship between activity
and the physicochemical properties of amino acids at the

227th site. The activation mechanism of N227H is not yet
clear, but it is believed that the electrostatic effect caused
by the positive charge of His might be the main cause
of the activity enhancement. In case of the 144th site,
10 variants of mutants, that is, the Glu, Asn, Gln, Ser,
Thr, His, Cys, Ala, Tyr, Phe, and Trp mutants, were
obtained. Although this series of mutants exhibited almost
the same activity for Z-APM synthesis, activity for
the hydrolysis of Z-APM exhibited a negative correlation
with the hydrophobic properties of the substituting amino
acids. This result seems to support our hypothesis de-
scribed in the previous section; that is, the activity is
affected by the flexibility of the enzyme molecule, which
thereby influences the cavity in the center of thermo-
lysin. Hydrophilic amino acids at the 144th site appear to
contribute not only to cavity expansion but also to weak-
ening hydrophobic interactions within the thermolysin
molecule.

Finally, the triple mutant obtained, L144S-D150W-
N227H (named TZ-5), exhibited about 10-fold higher ac-
tivity for Z-APM synthesis and hydrolysis (Table 3) (35).
D150W apparently enhanced the kcat value of the reaction
without an effect on Km value. The kcat/Km value of TZ-5
was 11 times higher than that of WT.

STABILIZATION OF THERMOLYSIN

Recently, Van den Burg et al. (38) reported remarkable sta-
bilization of thermolysin-like metalloprotease in boiling
conditions (100 �C) by site-directed mutagenesis at eight
sites (Table 4). This protease (TLP-ste) from B. stearother-
mophilus CU21 differs from thermolysin at 44 sites in its
sequence and is less stable than thermolysin. Five
mutations, A4T, T56A, G58A, T63F, and A69P, are substi-
tutions of thermolysin-type residues for TLP-ste. In these
mutations, G58A was originally suggested by Imanaka et
al. (39). In a previous study, Van den Burg et al. (40) re-
placed almost all residues of TLP-ste by thermolysin-
type amino acids and found that substitutions in the N-
terminal domain are more effective than those in the
C-terminal domain. They presented a hypothesis that local
denaturation at the 55–69 loop in the N-terminal domain
determines thermal denaturation of TLP-ste (41,42). The
region corresponding to the 55–69 loop in thermolysin is
shown in Figure 3. The three mutations, S65P, G8C and
N60C, were rationally designed to fix the flexible region by
substitution of Pro (42) and by introduction of an S–S
bridge between the 8th and the 60th sites (38). Thus, the
resultant 8-point mutant exhibited a half-life 170 times
longer than thermolysin at 100 �C. These mutations did
not affect the specific activity of TLP-ste (38). This result
suggests that a highly active and extremely stable ther-
molysin mutant is possibly produced when their mutations
are combined with our mutations. Three of these muta-
tions, S65P, G8C, and N60C, can be introduced into ther-
molysin. Other mutations that stabilize thermolysin (15)
are also summarized in Table 4. Thermolysin will be
further stabilized when this mutation is combined with
others.
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Figure 4. Lineweaver–Burk plots of the condensation reaction of Z-L-Asp (a) and L-PheOMe (b)
catalyzed by thermolysin mutants. The reactions were performed at a constant concentration of L-
PheOMe and various concentrations of Z-L-Asp (a) or at constant Z-L-Asp and various L-PheOMe
(b) at pH 6.0 and 35 �C. Closed circles, open circles, squares, triangles and rhombuses represent
wild type, L144S, D150H, N227H, and L144S-D150H-N227H, respectively.

Table 3. Kinetic Parameters for Z-APM synthesis

Thermolysin variant
kcat

(s�1)
Km

(mM)
kcat/Km

(s�1 mM�1)

Wild type 0.4 13 0.03
L144S 0.4 9 0.04
D150H 0.9 16 0.06
D150W 1.5 12 0.12
N227H 0.6 13 0.05
L144S-D150H-N227H 1.6 8 0.20
L144S-D150W-N227H 3.0 9 0.33

The kinetic parameters were determined by Lineweaver–Burk plots at
3–100 mM Z-Asp and constant L-PheOMe concentration (800 mM).

Table 4. Stabilization of Thermolysin and Thermolysin-Like Metalloprotease from Bacillus stearothermophilus CU21 by
Site-directed Mutagenesis

Enzyme Mutation Half-lifea (min) T1/2
b (�C) Incubation time/temp. Reference

TLN Y93S/G �36/24 — 80 �C 15
TLP-stec A4T — �1.8 30 min 32
TLP-ste T56A — �1.5 30 min 32
TLP-ste G58A — n.d. 30 min 32,39
TLP-ste T63F — �6.2 30 min 32
TLP-ste A69P — �5.6 30 min 32
TLP-ste S65P — �4.2 30 min 40
TLP-ste 6 pointsd — �23.5 30 min 41
TLP-ste 8 pointse �169 — 100 �C 38

TLN, Thermolysin.
aDifference in half-life between wild-type TLN and mutants of TLN or P-TLP-ste during incubation at indicated temperature.
bDifference in temperature required for 50% denaturation between mutants and wild type.
cTLP-ste indicates the metalloprotease from B. stearothermophilus CU21.
d6 points is the combination of A4T, T56A, G58A, T63F, A69P, and S65P.
e8 points is the combination of G8C and N60C in the 6-points mutant. The mutated sites are indicated according to the sequence alignment by Vriend and
Eijsink (32).

CONCLUSION

In designing thermolysin mutants, we started by influenc-
ing the electrostatic environment around the active site. It
was found during the protein engineering cycle that two
additional factors influence thermolysin activity, namely,
molecular flexibility and the hydrophobic interaction be-
tween the N-protective group of the substrate and the side
chain of the 150th site of the enzyme. We were able to lo-
cate sites that effectively influence the activity of thermo-
lysin, although some of the mutants at the sites do not
enhance the activity, the reasons being only partly inter-
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preted (30). Further studies, integrating up mutations and
down mutations, must be carried out to establish a more
reliable design principle. Apart from the theoretical aspect,
we found it quite successful to enhance the synthetic ac-
tivity of thermolysin by 10-fold. The production cost of
APM will be lowered when the thermolysin mutant is ap-
plied in the actual industrial process.
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INTRODUCTION

It has been 25 years since it was first reported by Brock et
al. (1) that microbial life was indeed possible above 80 �C
and in that time the number and diversity of known ther-
mophilic, or heat loving, microorganisms has continued to
expand. The so-called extreme thermophiles, defined here
as organisms having an optimal growth temperature of at
least 75 �C, can be found in a variety of geothermal sites
ranging from terrestrial hot springs to seeps associated
with volcanic activity to deep sea hydrothermal vents (2).
The most thermophilic of these will be referred to as hy-
perthermophiles (growth at temperatures of 90 �C or

above), some of which prefer to grow at temperatures of
100 �C or higher (3). Much has been accomplished in de-
veloping protocols for culturing these novel organisms in
laboratory settings (4,5). As such, their physiological and
metabolic characteristics have been examined (6,7), and
numerous highly thermostable proteins have been purified
and studied (8,9). Efforts have also begun to address the
genetic manipulation of certain extreme thermophiles, not
only to probe the intracacies of their replication apparatus,
but also to develop cloning and expression systems that
are functional at elevated temperatures (10,11).

The driving force to study extremely thermophilic mi-
croorganisms is based on both scientific and technological
possibilities. The origin of life on earth has been proposed
to be traced to this group of microorganisms (12), and pros-
pects for extraterrestrial life have been fortified by the in-
creasing variety of inhabitable environments on this
planet, which were long thought to be barren of life. If one
accepts the premise that among this group are the most
primitive of all known life forms (13), the templates for all
existing metabolic strategies and bioenergetic processes
can be identified and examined for clues to not-yet-
understood cellular phenomena. Fundamental insights
into the basis for biomolecular stability, particularly pro-
teins, have been sought through the study of extreme ther-
mophiles (8,14). Encouraged by the incredible utility of
DNA polymerases from extreme thermophiles in the poly-
merase chain reaction (15), commercial interest in en-
zymes from these organisms is high. Biocatalyst instability
often has been a major drawback in many existing appli-
cations, and it also diminishes enthusiasm for untried en-
zymatic routes to new products. Extreme thermophiles
represent a fertile source of robust biocatalysts that may
change this perspective.

Bioprocessing has proved to be an enabling expertise in
the study of extreme thermophiles and will be central to
the eventual use of these organisms or their products for
commercial purposes. The earliest efforts in this field of
inquiry were facilitated by the development of unusual bio-
reactors and cultivation protocols to provide biomass for
characterization (16,17). Imaginative approaches for using
extreme thermophiles, ranging from mixed communities of
viable cells to thermostable enzymes catalyzing multiple
step reactions, will be required in future years. As such,
bioprocess engineering and technology will have to accom-
modate the anticipated application of extreme thermo-
philes and their constituent biomolecules.

In this review, the physiological and metabolic charac-
teristics of extremely thermophilic microorganisms are
discussed with regard to bioprocessing issues that arise in
their cultivation. The physiological and phylogenetic di-
versity of currently known members of this group is cov-
ered in addition to efforts to define the untapped microbial
content of geothermal locales. In a separate review in this
volume, the characteristics of enzymes from extreme ther-
mophiles are examined.

OBTAINING EXTREMELY THERMOPHILIC
MICROORGANISMS FROM GEOTHERMAL SITES

A variety of natural biotopes associated with geothermal
activity have yielded extremely thermophilic microorgan-
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Table 1. Examples of Geothermal Sites Yielding Extreme Thermophiles

Site Location Geothermal characteristics
Examples of extreme
thermophiles found

Yellowstone National Park Wyoming, Montana, Idaho Varied; includes alkaline and
acid hot springs

Sulfolobus acidocaldarius (1)

Vulcano Island Mediterranean Sea, off western
coast of Italy

Geothermally heated sediments
and shallow marine hot
springs

Pyrococcus furiosus (24),
Staphylothermus sp. (11),
Thermococcus sp. (25)

Juan de Fuca Ridge Off coast of Washington, Oregon Deep sea hydrothermal vents Pyrococcus endeavori (ES4) (26)
Macdonald Sea Mount Polynesia Erupting submarine volcano Pyrodictium occultum (27),

Archaeglobus fulgidus (28),
Pyrococcus furiosus (24),
Thermococcus celer (25)

Icelandic hot springs Various locations in interior
Iceland

Varied; includes alkaline and
acidic hot springs

Desulfurococcus mucosus (29),
D. mobilis (29)

East Pacific Rise 21 �N, depth 2,610 m Deep-sea hydrothermal vent Methanococcus jannaschii (30)
Oil reservoirs 3,000 m below the bed of the

North Sea
Deep oil-bearing strata Archaeoglobus and

Thermococcus species (31)
Shallow hot springs New Zealand (central North

Island)
Thermal pools, samples taken

from 1-m depth
Thermococcus ANI (32)

Solfatara fields Various terrestrial locations;
many in Iceland and Italy

Acidic, sulfur-rich Acidianus brierleyi, A. infernus
(33), Thermofilum pendens
(34)

Guaymas Basin Off the coast of Guaymas,
Mexico in Gulf of California

Deep-sea hydrothermal vent Methanopyrus kandleri (35),
Methanococcus strains,
Pyrococcus sp., Archaeoglobus
profundus (18)

isms (18–20). Samples from these sites (in the form of hot
water, sediments, or solid rock or even from intestines of
animals inhabitating these sites [21]), inoculated into vari-
ous types of liquid growth media at temperatures below
approximately 120 �C and pH between 0 and approaching
11, can contain one or more culturable species of extreme
thermophiles. In fact, it has been demonstrated that sam-
ples from geothermal sites can contain any number of mi-
croorganisms whose cultivation in a laboratory setting
may be difficult at best (22,23). Obtaining samples con-
taining extreme thermophiles from geothermal biotopes
can be as simple as drawing liquid into a syringe at the
edge of a hot spring, as has been done at Yellowstone Na-
tional Park (19), or as difficult as having to dive in a sub-
mersible several kilometers into the ocean and then ex-
pertly manipulate external sampling equipment to procure
material that cannot be contaminated by the cold sur-
rounding seawater (3).

Although no connection has been found between the de-
gree of difficulty in sampling or remoteness of location to
the isolation of the most unusual organisms, sites that
have unique characteristics are continually sought. Table
1 lists some examples of geothermal locations from which
extreme thermophiles have been isolated and some char-
acteristics of these sites. As more geothermal locales are
investigated, it has become clear that similar organisms
may be isolated from locations that have very different
physicochemical characteristics and are geographically
distant. For example, members of the hyperthermophilic
genus Thermococcus have been found in shallow marine
settings (36), deep sea vents (37), and terrestrial surface
waters (32) and petroleum reservoirs of various depths

(38). The ubiquity of certain extreme thermophiles may
reflect evolution under similar environmental conditions
or a common source manifested through global volcanic ac-
tivity.

Enrichment cultivation of samples taken from geother-
mal sites to isolate extreme thermophiles follows meth-
odology used for less thermophilic microorganisms, with
several key exceptions (18,19,39). For aerobic thermoaci-
dophiles, typically growing optimally at temperatures of
approximately 75 �C and pH 2.0, iron pyrite or elemental
sulfur may be added to the medium to support chemolith-
otrophy (1). Many of these organisms grow better in the
presence of added complex media such as yeast extract,
although the nutritional requirements met by particular
complex media are often unclear. Most hyperthermophiles,
which grow above 90 �C, are anaerobic and thus require
careful attention to ensure that oxygen is eliminated from
the media. Fortunately, the reduced solubility of oxygen at
such high temperatures somewhat simplifies anaerobic
technique to the extent that glove boxes are usually un-
necessary. Enrichment media for hyperthermophiles typi-
cally contain an array of trace elements, basic salts, oli-
gosaccharides, complex substrates (e.g., yeast extract,
tryptone, etc.), and elemental sulfur (18). Adams et al.
demonstrated the importance of tungsten as a trace ele-
ment for several hyperthermophiles that incorporate this
metal into specific oxidoreductases (40). For example, a
threefold stimulation of cell density levels of one hyper-
thermophile, Pyrococcus furiosus, was noted in the pres-
ence of trace amounts of tungsten (41). Although there
have been reports of chemically defined growth media for
certain hyperthermophiles, such media often result in sig-
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nificantly lower growth yields (42). Thermal lability of
many medium components is always a concern (43), es-
pecially for amino acids, such as glutamine and asparagine
(42), certain vitamins, and some monosaccharides. Maltose
and cellobiose, however, serve as excellent carbon and en-
ergy sources for P. furiosus growing at 98 �C, although glu-
cose does not.

Extreme thermophiles can be very difficult to establish
in pure, laboratory culture, whether the inoculum is di-
rectly from isolation efforts or even from storage. This is
especially true for some of the hyperthermophilic, sulfur-
reducing chemolithotrophs, such as Pyrodictium occultum
(44), which grow to very low cell densities and are highly
sensitive both to shearing forces and the presence of vari-
ous metals (Schicho and Kelly, unpublished observation).
Problems with culture stability can be encountered; cul-
tures that have transferred successfully for long periods of
time will abruptly stop growing and may require reinocu-
lation from stock cultures.

Cultures can be stored in various ways. In some cases,
extreme thermophiles will remain viable for years in liquid
media. Attempts to freeze-dry cultures for long-term stor-
age have met with mixed success (Rinker and Kelly, un-
published data); this may have something to do with the
unusual cell membrane characteristics that members of
the archaea possess. Lyophilization has been used suc-
cessfully for some hyperthermophilic archaea, although
there are also reports of limited storage times for organ-
isms stored in this way (45). P. furiosus (24) can be stored
in dimethyl sulphoxide (DMSO) for extended periods in
glass capillary tubes over liquid nitrogen, although plastic
cryotubes were found to be too permeable to oxygen and
thus ineffective for extended storage (45,46).

The inability to use standard microbiological tech-
niques on solid media has been a limitation in establishing
genetic systems for extreme thermophiles. However, plat-
ing techniques for Thermotoga species (47,48), Aquifex py-
rophilus (49), P. furiosus (50), and Sulfolobus strains (51)
have been reported. Methodology to carry out mutagenesis
experiments for the hyperthermophilic pyrococci has been
developed and used to produce a uracil auxotrophic mutant
of Pyrococcus abyssi (52).

BIODIVERSITY OF EXTREMELY THERMOPHILIC
MICROORGANISMS

There are now more than 50 different species of extreme
thermophiles that are classified into 25 genera and 11 or-
ders (2); these are summarized in Table 2. The pioneering
work of Carl Woese and co-workers, using a 16S rRNA-
based phylogenetic tree, helped to distinguish the domain
Archaea (which contains most extreme thermophiles) from
the domains Bacteria and Eucarya (13). On this basis, new
extremely thermophilic isolates can be compared to those
already discovered on the basis of 16S phylogeny, in addi-
tion to distinguishing them by physiological differences.By
using both phylogenetic and physiological yardsticks, a
framework for differentiating among the many extreme
thermophiles that are known and are newly isolated can
be established. This is important not only for scientific rea-

sons, but because it also helps directing attention to a cer-
tain species that may contain particular enzymes of inter-
est or has desirable physiological characteristics for
application as a whole cell.

Phylogenetic Diversity

Using the sequence of 16S rRNA as a chronometer, evo-
lutionary trees showing the relationships among extreme
thermophiles can be developed, and such sequenced-based
maps of biodiversity have proved to be valuable tools in
studying these microorganisms (23). Figure 1 shows one
such representation. The extreme thermophiles include
two genera that group with the Bacteria: Aquifex and Ther-
motoga. The rest are of the extreme thermophiles are
found within one of two archaeal kingdoms: the Crenar-
chaeota and the Euryarchaeota. It should be pointed out
that the Archaea include members that are not thermo-
philic, such as certain methanogens and the halophiles.

In some cases, it can be difficult to sort out members
within a given extremely thermophilic genus based strictly
on 16S RNA sequence. Within the genus Thermococcus, for
example, differences of only a few bases may exist between
species that have otherwise distinguishing physiological
characteristics (83). Whether these differences are in phe-
notype or genotype are not completely clear, and this issue
will remain unresolved until the genomes of the species
being compared are examined. In view of the fact that 16S
sequence alone is not sufficient in some cases for phylo-
genetic differentiation of microorganisms, more detailed
bases for such differentiation have been proposed, includ-
ing using DNA polymerase restriction fragment length
polymorphisms (RFLP) (102) and using 16S/23S rRNA
spacer regions (103). Of course, the best approach is to
combine elements of phylogeny with classical approaches
to taxonomy and growth physiology.

Physiological Diversity

The extreme thermophiles are a physiologically diverse
group of microorganisms that share a common dependence
on high temperatures for growth. Within this group are
fermentative anaerobes, methanogens, extreme acido-
philes, and to a lesser extent thus far, nitrate reducers and
sulfate reducers. Some details on these classifications are
provided in this section.

Fermentative Anaerobes. Geothermal sites, both terres-
trial and marine, have yielded an array of fermentative
microorganisms that use a variety of organic carbon and
energy sources and reduce sulfur as a consequence of
growth. Most of these fermentative heterotrophs require
sulfur for growth, with the exception of some species in the
genera Pyrococcus, Thermococcus and Thermotoga. Of
these fermentative anaerobes, species of the archaeal ge-
nus Pyrococcus and of the bacterial genus Thermotoga
have been the most carefully studied. As such, species from
each of these will be discussed in more detail to illustrate
the current level of understanding the physiology of ex-
tremely thermophilic fermenters.

Pyrococcus furiosus, A Hyperthermophilic Archaeon.
Members of the genus Pyrococcus typically ferment pep-
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tides and saccharides to CO2, H2, and fatty acids (24). Al-
anine is also produced in significant amounts in the ab-
sence of sulfur (104). Hydrogen sulfide will be produced in
copious amounts, if a polysulfide source (e.g., elemental
sulfur) is present in the growth medium (105). Pyrococcus
furiosus, the type strain in this genus, was first isolated
from geothermally heated sediments near Vulcano Island,
Italy (24), and has been the subject of a number of physi-
ological, enzymatic, and bioenergetic studies (6,7). P. furio-
sus seems to grow best on �-linked polysaccharides, such
as starch and glycogen (106), and the disaccharides mal-
tose (41) and cellobiose (104). Growth on b-linked polysac-
charides larger than cellobiose has not been reported. Al-
though P. furiosus will grow on pyruvate (107), it will not
grow on glucose even though it has been shown to take up
and metabolize this substrate (108). Defined media for this
organism have been difficult to develop (105), but one such
successful attempt has been reported (43). The significance
of sulfur in the bioenergetics of this organism is not com-
pletely clear. Schicho et al. (109) showed that sulfur addi-
tion led to a twofold improvement in maximum growth
yield of P. furiosus grown in continuous culture on maltose.
Ma et al. (110) showed that the hydrogenase from P. furio-
sus also catalyzes sulfide formation from polysulfide, im-
plicating this enzyme in both sulfur and nonsulfur growth.
It was later shown that P. furiosus produces significant
amounts of alanine in the absence of sulfur (104), which is
seemingly an energetically inefficient alternative to ace-
tate formation. This organism may use sulfur as a more
productive electron acceptor in that alanine formation de-
creases in its presence. It remains to be seen why P. furio-
sus is capable of growth in the absence of sulfur, which is
an unusual feature among hyperthermophilic hetero-
trophs.

There has been progress in elucidating the central met-
abolic pathways of P. furiosus, and this has served as a
basis for examining other heterotrophic hyperthermo-
philes (6,7). Studies on glycolysis have shown that this mi-
croorganism possesses a version of the Embden-Meyerhof-
Parnas (EMP) pathway, which has some interesting
alterations compared to the one found in bacteria (Fig. 2).
For example, this pathway involves ADP-dependent ki-
nases, glucokinase, and phosphofructokinase (7). Although
ADP and ATP have similar thermodynamic properties in
regard to the free energy released upon hydrolysis, it is not
clear why AMP-forming enzymes are involved (7). Another
interesting feature in this modified pathway is the pres-
ence of a tungsten-based glyceraldehyde-3-phosphate–
ferredoxin oxidoreductase (111), which appears to oxidize
glyceraldehyde-3-phosphate to 3-phosphoglycerate di-
rectly. Yet another apparent difference that appears to be
present in all archaea is the direct conversion of acetyl-
CoA to acetate by means of an acetyl-CoA synthetase (ADP
forming) (112). The transfer of reducing equivalents gen-
erated by glycolysis have been traced to several potential
sinks. From ferredoxin (113), electrons may go to the for-
mation of H2, when growth is in the absence of sulfur, or
to polysulfides that can be formed upon nucleophilic attack
of elemental or colloidal sulfur (105). Ferredoxin seems to
supplant the need for large pools of NAD�/NADH in P.

furiosus, which may be a strategy to offset the thermal
lability of this coenzyme.

P. furiosus is an attractive candidate for enzymological
studies because of its rapid growth rate (doubling time of
�40 minutes, in some cases), its ability to grow in the ab-
sence of sulfur, and the cell densities that can be achieved
(more than 109 cells/mL) (43). Thus, biomass yields of over
a kilogram have been reported from 600-L fermentations
(8). A number of enzymes spanning most known classifi-
cations have been purified from P. furiosus and character-
ized; these are shown in Table 3. An effort is underway to
sequence the entire genome of this organism, which will a
valuable tool in further examining its physiological and
metabolic characteristics (141).

Thermotoga maritima and Thermotoga neapolitana,
Hyperthermophilic Bacteria. The genus Thermotoga con-
tains obligately anaerobic bacteria with optimum growth
temperatures of up to about 80 �C, with some species ca-
pable of growth up to 90 �C (98). Species of Thermotoga
have been found in high-salt, marine environments and
low-salt, terrestrial settings. A sheathlike outer structure
envelopes these rodlike organisms and balloons over the
ends, hence the designation toga (66,98). During the sta-
tionary phase, cells may become spherical but remain
within the toga. Nutritionally, Thermotoga species are very
diverse and can use peptides, simple sugars, and polysac-
charides, such as starch (98), xylan (142), and galactoman-
nan (143), as carbon and energy sources.

Thermotoga maritima (98), the type species, has been
studied to the greatest extent in terms of its physiological
and metabolic characteristics, and Thermotoga neapoli-
tana (99) has also been studied in some detail. T. maritima
ferments sugars to CO2, acetate, lactate, and H2 by a stan-
dard EMP pathway (144,145); hydrogen sulfide appears to
replace H2 as a product in the presence of polysulfide. Al-
anine is also produced from sugar fermentation (146). For
T. neapolitana, sugar transport was found to involve sub-
strate level phosphorylation (147), which is presumably
also the case for T. maritima species. T. maritima and T.
neapolitana appear to be inhibited by H2 produced during
fermentation; this inhibition is minimized or avoided in
the presence of elemental sulfur or if paired with a com-
plementary extremely thermophilic methanogen (148).
Both T. maritima and T. neapolitana are able to reduce
thiosulfate to sulfide, which appears to improve growth
rates and yields (146). T. maritima has been shown to be
motile and migrates at a speed that is proportional to tem-
perature (149).

Because T. maritima and T. neapolitana can be cultured
in the absence of sulfur and are nutritionally diverse, these
species have been examined for the presence of an array
of enzymes (Table 4). In particular, several glycosyl hydro-
lases have been characterized from these and other Ther-
motoga species. These include amylases (176), xylanases
(142), mannanases (143), galactosidases (143,152), and
glucanases (150). The localization of these activities is in-
teresting because some have been found to be associated
with the toga (176).

Methanogens. Biotic methane generation is character-
istic of many anaerobic geothermal environments, even at
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Table 2. Extremely Thermophilic Microorganisms (Topt � 75 �C)

Order Genus Species Habitat
DNA

G � C
Topt

[Tmax] Growth mode Carbon source Metabolic notes Ref.

Archaea

Pyrodictiales Pyrodictium abyssi Marine 60 97 [110] Hetero Cbh, pep Fermentative 53
occultum Marine 62 105 [110] Auto/hetero Cbh, pep, CO2 Forms pyrite in fermenter 27,54
brockii Marine 51 105 [110] Auto CO2 Stimulated by YE 54

Hyperthermus butylicus Marine 55.6 98 [108] Hetero Pep Fermentative 55
Thermodiscus maritimus Marine 49 88 [98] Hetero/auto Complex, CO2 Fermentative? 56

Sulfolobales Acidianus infernus Terrestrial 31 88 [95] Auto CO2 Facultative aerobe 33
ambivalens Terrestrial 32.7 80 [87] Auto CO2 Facultative aerobe 57

Sulfolobus acidocaldarius Terrestrial 39 75 [80] Auto/hetero Cbh, Pep, CO2 S0, Fe2�D; O2, Fe3�A 1,58
solfataricusa Terrestrial 38 87 [87] Hetero Cbh Aerobe 58,59
islandicus Terrestrial — — Hetero Pep, Cbh Inhibited by virus SIRV 59
shibatae Terrestrial 34.6 81 [86] Auto/hetero Cbh, pep, CO2 10-mM phosphate inhibits

growth 60
Metallosphaera sedula Terrestrial 45 75 [80] Auto/hetero CO2, rich

organics
Oxidizes metal sulfides

61
prunae Terrestrial 46 75 [80] Auto/hetero CO2, Pep, rich

organics
H2S, pyrite, sphalerite,

chalcopyrite, DH2 62
Stygiolobus azoricus Terrestrial 38 80 [89] Auto CO2 S0 r H2S 63
Desulfurolobus ambivalens Terrestrial 31.7 81 [87] Auto CO2 Facultative aerobe 64

Desulfurococcales Desulfurococcus mucosus Terrestrial 51.3 85 [97] Hetero Pep Fermentative 29
mobilis Terrestrial 50.8 85 [95] Hetero Pep Fermentative 29
saccharovorans 50 [97] Hetero S0 respiring 56
amylolyticus [97] 65
S Marine 52.0 85 [90] Hetero Pep Growth strongly S0 dependent 66
SY Marine 52.4 90 [95] Hetero Pep Growth strongly S0 dependent 66

Staphylothermus marinus Marine 34.5 92 [98] Hetero Pep Requires S0 67
Thermoproteales Pyrobaculum aerophiluma Marine 52 100 [104] Auto/hetero CO2, Pep,

acetate
Dissimilatory nitrate reduction

68
islandicum Terrestrial 46 100 [102] Auto/hetero Pep, CO2 S0, thiosulfate, sulfite, cystineA 69
organotrophum Terrestrial 46 102 [102] Hetero Pep Obligate organotroph 69

Thermofilum librum Terrestrial 57 80 [95] Hetero Sulfur respiring 56
pendens Terrestrial 57 88 [95] Hetero Pep Sulfur respiring 34

Thermoproteus tenax Terrestrial 56 88 [97] Auto/hetero Cbh, Pep, CO2 Requires H2S and S0 70
uzoniensis Terrestrial 56.5 90 [97] Hetero Pep Fermentative 71
neutrophilus Terrestrial 85 [97] Auto/hetero CO2, acetate Reductive citric acid cycle 56,72

Unclassified FC89 Marine 31.2 85 [88] Auto CO2 Hydrogenotrophic methanogen 73
TY Marine 42.0 88 [90] Hetero Pep, Cbh Fermentative 74
TYS Marine 46.0 88 [90] Hetero Pep, Cbh Fermentative 75
GB-4 Marine 48.1 90 [92] Hetero Pep, Cbh Not S0 dependent 74
GB-6 Marine 35.2 90 [92] Hetero Pep, Cbh Not S0 dependent 74
NA10 Terrestrial 37.7 75 [85] Hetero Cbh Ferments cellulose 75
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Caldococcus litoralis Marine 41 88 [100] Hetero Pep Fermentative 76
Aeropyrum Pernix Marine 67 90-5 [100] Hetero Pep Strict aerobe 77

Thermococcales Pyrococcus furiosusa Marine 38 100 [103] Hetero Cbh, pep S0 not required 24
GB-D Marine 39.5 95 [103] Hetero Pep, aa S0, cystineA 74
AL-2 Marine 41 100 [108] Hetero Pep Barophilic 78
woesei Marine 38 100 [105] Hetero Cbh, Pep S0 respiration 79
abyssi GE5 Marine 44.7 96 [105] Hetero Pep, aa Fermentative 80
ES4 Marine 55.0 90-9 [110] Hetero Cbh, Pep, aa S0A 26

Thermococcus celer Marine 56.6 87 [93] Hetero Pep Fermentative 25
litoralis A3 Marine 40 85 [98] Hetero Cbh, pep Fermentative 36
stetteri Marine 50.2 76 [98] Hetero Cbh, pep Grows on pectin 81
litoralis NSC Marine 39.1 88 [98] Hetero Cbh, Pep Produces exopolysaccharide,

forms biofilm 82,42
barossii Marine 60 82.5 Hetero Cbh, Pep — 83
AN1 Terrestrial 46.2 75–80 [85] Hetero Cbh, Pep S0, L-cystine^ 32
chitonophagus Marine 46.5 85 [93] Hetero Cbh, Pep Grows on chitin 84
peptonophilus OG-1 Marine 52 85 [100] Hetero Pep Rifampicin inhibits growth 85
profundus Marine 52.5 80 [90] Hetero Cbh, Pep Requires sulfur 86
fumicolans ST557 Marine 54.5 85 [103] Hetero Pep, aa Cystine, polysulfide^ 87
ES1 Marine 58.6 82 [91] Hetero Rich organics Fermentative 37
alcaliphilus AEDII2 Marine 42.4 85 [90] Hetero Pep Fermentative 88
AL-1 Marine 51 90 [94] Hetero Pep Barophilic 89
DT1331 Marine 52.3 80 [93] Hetero Pep S0 required 90

Archaeoglobales Archaeoglobus fulgidus VC16a Marine 46.0 83 [95] Auto/hetero Cbh, Pep, CO2 Oxidizes lactate completely to
CO2 31

fulgidus Z Marine 45.0 75–80 [90] Auto/hetero Cbh, Pep, CO2 SulfateA, thiosulfateA, sulfiteA 28
profundus Marine 41.0 82 [90] Hetero Cbh, Pep Mixotrophic 91

Methanopyrales Methanopyrus kandleri Marine 60 98 [110] Auto CO2 S0 inhibitory 35
Methanococcales Methanococcus jannaschiia Marine 31.4 85 [91] Auto CO2 Requires selenium 30

CS-1 Marine 31.4 85 [94] Auto CO2 FormateD 92
AG86 Marine 33 85 [92] Auto CO2 Requires selenite or tungstate 93
igneus Marine 31 88 [91] Auto CO2 Inhibited by H2S 94

Methanobacteriales Methanothermus sociabilis Terrestrial 33 88 [97] Auto CO2 Ammonia as nitrogen source 95
fervidus Terrestrial 33 83 [97] — — — 96

Methanobacterium thermoautotrophicuma Terrestrial — 75 Auto CO2 Does not use formate 97

Bacteria

Aquificiales Aquifexa pyrophilus Marine 40 85 [95] Auto CO2 Tolerates 6% O2 49
Thermotogales Thermotoga maritimaa Marine 46 80 [90] Hetero Cbh Fermentative 98

neapolitana NSE Marine 41.3 77 [95] Hetero Cbh, Pep Inhibited by sulfide 99
sp ZB Marine 46 [85] Hetero Cbh Fermentative 100

Thermosipho africanus Marine 75 [77–80] Hetero/auto Pep, CO2 Requires cysteine 101

Notes: A � electron acceptor; D � electron donor; Cbh � carbohydrates; Pep � peptides; hetero � heterotroph; auto � autotroph; aa � amino acid.
aGenomes corresponding to sequencing projects finished or in progress.

Table 2. Extremely Thermophilic Microorganisms (Topt � 75 �C) (continued)

Order Genus Species Habitat
DNA

G � C
Topt

[Tmax] Growth mode Carbon source Metabolic notes Ref.
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Figure 1. 16S rRNA phylogenetic tree showing placement of three domains of life. Source: Re-
printed with permission from N.R. Pace, Science 276, 734–740 (1997). Copyright 1997 American
Association for the Advancement of Science.

the most extreme temperatures. Methanogenic microor-
ganisms have been isolated from such environments. For
example, Methanococcus jannaschii was isolated from the
base of a deep-sea white-smoker chimney on the East
Pacific Rise and found to grow optimally at 85 �C with a

doubling time of 26 min (30). Subsequent work with this
organism found it to be barophilic with elevated pressures,
even higher than those associated with its isolation
habitat, promoting both increased growth rate and meth-
ane production (177). M. jannaschii grows well when
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Figure 2. Proposed pathway for glucose oxidation and production of acetate, H2, and H2S in Pyro-
coccus furiosus. Growth substrates are shown in bold and italics Fd � ferredoxin. Source: Modified
from Ref. 111.
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Table 3. Enzymes Purified from Pyrococcus furiosus

Enzyme References

Hydrolases

�-Glucosidase 114
Amylopullulanase 106
Protease PfpI-H (S66) 115
Protease PfpI-C1, PfpI-C2 116,117
�-Amylase 118
b-Glucosidase 119,120
Prolyl oligopeptidase (putative) 121
b-Mannosidase 120
Proteasome 122
Protease pyrolysin 123

Hydrogenases/Redox Proteins

Hydrogenase/sulfhydrogenase 124
Ferredoxin 113
Rubredoxin 125
Glutaredoxin (putative) 126
Thioredoxin 127

Oxidoreductases

Aldehyde Fd oxidoreductase 128
Glyceraldehyde-3-Pi Fd oxidoreductase 111
Indolepyruvate Fd oxidoreductase 129
Pyruvate Fd oxidoreductase 130
2-Ketoisovalerate Fd oxidoreductase 131
Ferredoxin NADP oxidoreductase 132

Dehydrogenase

Glutamate dehydrogenase 133

Isomerases/invertases

Sucrose �-glucohydrolase 134

Nucleic acid modifying enzymes

DNA polymerase 135

Synthetases

Acetyl CoA synthetase (I � II) 136
Citrate synthase (putative) 137

Kinases

Glucokinase 7

Other

P1 protein 138
Enolase 139
Aromatic transaminase 140

Fd � ferredoxin.

Table 4. Enzymes purified from Thermotoga species

Enzyme Species References

Hydrolases

endo-b-1,4-Glucanase maritina 150
endo-Glucanase neapolitana 151
exo-b-1,4-Glucanase maritima 150
b-Mannanase neapolitana 143
b-Mannosidase neapolitana 143
�-Galactosidase neapolitana 143
b-Galactosidase maritima 152
b-Glycosidase FjSS3-B.1 153
b-Xylosidase FjSS3-B.1 153
�-Arabinofuranosidase FjSS3-B.1 154
exo-glucanase FjSS3-B.1 155
endo-1,4-b-D-Xylanases (2) thermarum 156
b-Glucosidase (cloned) maritima 152
endo-Xylanase A (cloned) neapolitana 157
endo-Xylanase neapolitana 151
endo-Xylanase A and B maritima 142
endo-Xylanase A FjSS3-B.1 158
Enolase maritima 159

Hydrogenases/dehydrogenases

Hydrogenase maritima 160
D-Glyceraldehyde-3-

phosphate maritima 161
Dehydrogenase (cloned)
L-Lactate dehydrogenase

(cloned) maritima 162

Oxidoreductases/redox proteins

Pyruvate ferredoxin
oxidoreductase maritima 163

Ferredoxin maritima 164

Nucleic acid modifying proteins

RNA polymerase maritima 165
DNA gyrase maritima 165
DNA polymerase sp. 166
RNAse P (putative from

sequence) maritima, neapolitana 167
RuvB (cloned) maritima 168
RecA protein (cloned) maritima 169

Isomerases

Triosephosphate
isomerase maritima 170

Xylose (glucose) isomerase maritima, neapolitana 171,172

Other

Phosphoglycerate kinase maritima 170
Omp alpha maritima 173
Chemotaxis proteins maritima 174
4-�-Glucanotransferase

(cloned) maritima 175

cocultured with hydrogen-producing extreme thermo-
philes (148,178), which may reflect its ecological role. A
novel group of rodlike methanogens have also been iso-
lated from marine geothermal systems that do not appear
to belong to the three main methanogenic linkages defined
by 16S rRNA phylogeny. Methanopyrus kandleri, the type
species of the novel methanogenic genus, grows optimally

at 98 �C and up to 110 �C and has some unusual cell wall
features, including a new type of pseudomurein containing
ornithin (35). Both M. jannaschii and M. kandleri exhibit
rapid growth rates under optimal conditions (less than 1 h
doubling times) relative to many mesophilic methanogens,
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which suggests dynamic interspecies hydrogen transfer in
geothermal systems (148). To date, only hydrogenotrophic
methanogens have been found among the extreme ther-
mophiles. The isolation of a rapidly growing, acetate-using
species would be interesting in view of attempts to accel-
erate mesophilic and moderately thermophilic anaerobic
digestion processes.

Extreme Thermoacidophiles. Brock’s pioneering work in
investigating microbial life in hot springs in Yellowstone
National Park revealed the existence of thermoacidophiles
that grew in temperatures in excess of 70 �C and at pH
under 2.0 (19). Subsequently, a number of thermoacido-
philic genera have been described (Table 2), and organisms
that grow at a pH below 1.0 have been reported (179). The
metabolism of these organisms is complex and may involve
the mixotrophic utilization of both organic carbon and CO2.
Extreme thermoacidophiles typically require some com-
plex organic carbon source, but it is not always clear as to
what components of this source are being used to fulfill
carbon and energy requirements. Many thermoacidophiles
oxidize reduced metal and inorganic sulfur species and
have, thus, been evaluated for use in the desulfurization
of coal and the recovery of metals from ores (180).

Sulfolobus acidocaldarius was first isolated from Loco-
motive Spring (pH 2.4, 83 �C) in Yellowstone National Park
and subsequently found to be distributed widely in hot,
acidic geothermal environments (1). Although the pH op-
timum is very acidic, S. acidocaldarius was also found to
grow at a pH up to 5.8. Another member of the order Sul-
folobales, Metallosphaera sedula grows optimally at pH 2.0
and 75 �C (61). Unlike S. acidocaldarius, this organism
does not use saccharides as a carbon or energy source, but
will grow on peptide-based media supplemented with fer-
rous iron or elemental sulfur. M. sedula will solubilize met-
als from ores very rapidly, even though its optimal dou-
bling time is more than 5 hours (61).

The identification of an HSP60-like heat shock protein
(designated TF 55) from Sulfolobus shibatae (181) has led
to studies focusing on heat shock in the extreme ther-
moacidophiles. Although survival rates for S. shibatae at
supraoptimal temperatures could be increased by thermal
acclimation (181), similar experiments with M. sedula re-
vealed that thermotolerance was fleeting, and no residual
thermotolerance was observed once cultures were re-
turned to normal growth temperature ranges (182). Ther-
mal stress in M. sedula appears to result in damage to the
proton pumping system or leakage of protons caused by
membrane damage. This caused the cytoplasmic pH to
drop from around 6 to lethal levels of 4 or below upon ex-
tended exposure to supraoptimal temperatures (183).

Other Extremely Thermophilic Physiologies. Sulfate
Reduction. Although the reduction of sulfate to sulfide ap-
pears to be a physiological feature of less thermophilic
microorganisms, the hyperthermophilic archaeon Archae-
globus fulgidus, isolated from Italian geothermal systems,
will use sulfate, sulfite, and thiosulfate, but not sulfur, as
electron acceptors (31). This organism is a facultative au-
totroph, growing heterotrophically on a variety of complex

media or only on H2, CO2, and thiosulfate. A. fulgidus
grows optimally at 83 �C.

Nitrate Reduction. Nitrate reduction, although rare to
this point among the extreme thermophiles, has been ob-
served to occur in both a hyperthermophilic archaeon and
a hyperthermophilic bacterium. Pyrobaculum aerophilum,
isolated from a marine water hole in Ischia, Italy, grows
optimally at 100 �C and pH 7.0 by dissimilatory nitrate
reduction forming dinitrogen as a product (68). This same
organism also grows microaerophically on organic and in-
organic compounds by aerobic respiration. In either
growth mode, elemental sulfur was inhibitory. Similarly, a
hyperthermophilic bacterium, Aquifex pyrophilus, isolated
from Icelandic hot springs, a strict autotroph, also was
found to grow by nitrate reduction or under low concentra-
tions of oxygen (49). Molecular hydrogen, thiosulfate, and
elemental sulfur were used as electron donors, forming ei-
ther sulfuric acid or H2S, depending on whether growth
was aerobic or anaerobic. For A. pyrophilus, growth was
optimal at 85 �C, with a doubling time of 75 min (49). Of
further interest, A. pyrophilus represents the most deeply
rooted bacterial genus on the 16S rRNA phylogenetic tree
(49).

CULTIVATION METHODOLOGY FOR EXTREMELY
THERMOPHILIC MICROORGANISMS

The cultivation of extremely thermophilic microorganisms
for physiological studies or for generation of biomass has
relied on methodology previously developed for mesophiles
(138). Modifications have been made to equipment and pro-
tocols to accommodate the requirement of high tempera-
ture and other extreme conditions, such as pressure and
pH. In some cases, specialized bioreactors and approaches
have been developed to deal with the unusual bioprocess-
ing conditions. For example, because most of these organ-
isms either reduce (anaerobes) or oxidize (aerobes) sulfur,
the highly corrosive conditions created by high levels of
hydrogen sulfide or sulfuric acid make materials of con-
struction an important issue. Gaseous products and sub-
strates associated with these organisms also include H2

and CH4, so explosive conditions can exist. In any case,
many extremely thermophilic microorganisms have been
successfully cultivated, in some cases producing in excess
of a kilogram of biomass (wet) from a single fermentation
(184). Table 5 illustrates some of the reactor types used in
the bioprocessing of extreme thermophiles.

Batch Cultivation

Batch cultivation of extreme thermophiles has been done
in a variety of ways and on different scales. Hungate tubes
or serum bottles are often used for small scale culture,
which are made anaerobic by addition of reducing agents
and degassing procedures when required. Aerobic ther-
moacidophiles are often grown at pH of approximately 2.0,
making contamination problems minimal, although the
cultures must be oxygenated in some way. Details on the
types of media used and protocols for establishing cultures
have been described elsewhere (4,5,18,89).
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Table 5. Bioreactors for Growth of Extreme Thermophiles

Reactor characteristics
Operating
mode(s)

Examples of
organisms grown

Volume
(L) Operation

Serum bottle Batch Most extreme thermophiles �0.1 Sparge with inert gas before
inoculation for anaerobes

Glass resin flask; with
4-5 ports; condenser

Batch, fed-batch,
continuous

Pyrocccus furiosus
Thermococcus litoralis
Thermococcus barossii
Thermotoga neapolitana
Methanococcus jannaschii
Metallosphaera sedula

1–10 Sparge with inert gas
H2S scrubbed with alkali for S0

growth
Can be agitated with magnetic mixing

bar or impeller

Glass fermenter; with
stainless steel heating
mantle; condenser;
baffles

Batch, fed-batch Pyrocccus furiosus
Thermococcus litoralis
Thermococcus barossii
Thermotoga neapolitana
Methanococcus jannaschii

4–18 Sparge with inert gas
H2S scrubbed with alkali for S0

growth

Ceramic-lined fermenter Batch Most extreme thermophiles 50–500 Sparge with inert gas
Stainless steel fermenter Batch Sulfolobus species

Pyrococcus furiosus
Thermococcus litoralis
Thermotoga maritima
Pyrococcus endeavori (ES4)

100–600 Sparge with inert gas
Mostly non-S0 growth
Carefully clean after S growth to

prevent corrosion
Can be used for themoacidophile

cultivation
High pressure reactor

(hyperbaric)
Batch Methanococcus jannaschii

Pyrococcus endeavori
Sulfolobus acidocaldarius

�1 Use He for gas phase � substrate
gases

High pressure reactor
(hydrostatic)

Batch Pyrococcus endeavori (ES4) �0.5 Flexible gold bag used to contain
sample

Can be subsampled
Gas-lift reactor Fed-batch, continuous Pyrococcus furiosus 2 Low hydrodynamic stress
Dialysis membrane

reactor
Batch, fed-batch Pyrococcus furiosus 1.2 Both outer and inner chambers are

flushed
Very high cell yields

Fermenters with modifications for high-temperature
operation have be used to culture anaerobic extreme ther-
mophiles. Glass vessels with working volumes up to ap-
proximately 20 L (0.7 ft3) must also have provision for con-
densing large amounts of water that vaporize because of
the high operating temperatures. Although mixing is im-
portant to suspend many medium components that are
sparingly soluble (e.g., polysaccharides, elemental sulfur),
many cultures are sensitive to even modest shearing
forces. Also, glass fermenters that have heating mantels
or baffle cages that are metallic can be susceptible to cor-
rosion. In some cases, enough metal is leached from stain-
less steels to inhibit the growth of certain hyperthermo-
philes.

Growth at High Pressure

Many extremely thermophilic archaea have been isolated
from ocean depths of up to 3,000 m (pressures of about 200
atm) and from within temperature gradients that go from
350 �C to 4 �C over distances much less than 1 m. None-
theless, most isolates are enriched at atmospheric pres-
sure or low hyperbaric pressure (less than 3 atm) and tem-
peratures below 115 �C (78) for experimental convenience.
It has been shown that there is a trend toward barotoler-
ance and barophily at pressures greater than those en-
countered in the native environment (185), and this has

spurred efforts to understand the interaction of pressure
and temperature as parameters influential to microbial
growth (186). It should be noted that special precautions
must be used at high pressures to ensure that changes in
growth or gas production are actually coupled to increased
pressure and not a side effect related to other factors, such
as protonation and deprotonation or gas solubility differ-
ences (185).

For hydrostatic pressure, a hydraulic fluid must be used
to provide overpressures; often distilled water or growth
media is sufficient for these purposes (78). Pressure is con-
trolled manually during heating by adjusting hydraulic
fluid volume. Hydrostatic pressure bioreactors may be as
simple as a syringe or a metal cannister (89). To ensure
proper sampling and mixing within the hydrostatic cham-
ber, more sophisticated systems have been developed. A
compressible gold bag, fitted with sampling ports and
placed in an hydrostatic chamber within a heating mantel,
has been used to culture extreme thermophiles (16). This
system can be operated semicontinuously by adding and
removing material through syringe pumps and rocked to
promote mixing. Using such a system, Reysenbach and
Deming (78) found that two hyperthermophilic strains
showed tolerance to pressures up to 440 atm, and in one
case, an improvement in growth rate was observed. In ad-
dition, cells grown under pressure appeared to have more
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uniform size and were less irregular in shape compared to
the same cells grown at low pressure (78).

In a hyperbaric pressure reactor, pressure is transmit-
ted to the culture by the gas phase. Miller et al. (187) de-
veloped a hyperbaric pressure reactor that was con-
structed from a transparent sapphire cell, allowing visual
observation of the culture medium during growth experi-
ments. The reactor and a recirculating pump were both
contained in an oven to facilitate experiments with ex-
treme thermophiles. One version of this system could be
operated at pressures of over 100 bar, with a 10-mL work-
ing volume. A magnetically operated pump was used to
sparge inert gases through the medium, providing some
degree of agitation and promoting thermodynamic equilib-
rium between vapor and liquid phases. The culture me-
dium was supplied directly from a glove box into the cell,
and a gas chromatograph, used to measure volatile prod-
ucts of growth, was directly interfaced to the reactor. The
sapphire cell could be replaced with a 167-mL stainless
steel vessel, which was then suitable for pressures up to
1,000 atm (177). With the larger volume system, a more
powerful pneumatic pump was necessary to achieve de-
sired flow rates to the reactor. Growth of the extremely
thermophilic methanogen M. jannaschii in the 10-mL hy-
perbaric bioreactor demonstrated that increases of pres-
sure from 7.8 to 100 bar resulted in accelerated production
of biomass and methane and extended the maximum
growth temperature from 90 to 92 �C (187). In the stainless
steel reactor, the high-temperature limit for methanogen-
esis was increased to 98 �C by hyperbaric helium pressures
up to 750 atm (177).

Continuous Culture

In fed-batch or continuous culture systems used for the
growth of extreme thermophiles, the same considerations
must be taken as those described for batch systems. Inter-
nal parts are typically glass or Teflon-coated to avoid cor-
rosion. Media feedstreams are heat sterilized before use,
or in some cases, in situ, given the normally high growth
temperatures of these microorganisms. Inorganic feed-
streams are filtered through a 0.2-lm porous filter to avoid
contamination. Continuous culture systems have been de-
scribed in some detail for M. sedula (182) and P. furiosus
(41,108). Figure 3 illustrates both a schematic of and an
actual continuous culture system.

The gas-lift bioreactor is an alternative type of contin-
uous culture and has been demonstrated for the extreme
thermophile P. furiosus (50,189). A protocol for setup and
operation of an anaerobic gas-lift reactor is described in
the work by Sharp and Raven (89). As mentioned previ-
ously, some hyperthermophiles are sensitive to high shear
rates during growth. Gas-lift systems characteristically
have low shearing forces in conjunction with high rates of
mass transfer and are well suited for cultivation of extreme
thermophiles (189). Such reactors for extreme thermophile
growth have been constructed of glass components, with a
gas distribution tube for inert gas (filtered with 0.2 lm)
supply. The glass vessel can be heated through a heat
transfer fluid-containing jacket; an oversized condensor is
used to recover water vapor from the exhaust. Both pH and

temperature can be controlled continuously. Experiments
by Raven et al. (189) have shown that nitrogen is the pre-
ferred inert gas to use for sparging, allowing higher cell
densities under otherwise equivalent conditions with other
gases. The optimal dilution rate for cell mass production
of P. furiosus was found to be 0.4 h�1, at which point the
bioreactor generated more than 1.5 g (wet weight) cells 1�1

(189). A defined medium was optimized for P. furiosus, re-
sulting in reported cell densities of 1010 mL�1 (50).

Dialysis Membrane Reactor

The impetus for using a membrane bioreactor is twofold:
carbon and energy sources can be supplied directly to the
cells through the membrane, and inhibitory or toxic end
products of fermentation can be removed through the
membrane, improving cellular growth rate and cell yield.
The dialysis reactor described by Krahe et al. (43) is com-
posed of two reactor chambers of unequal volumes, sepa-
rated by a membrane. Both of these compartments can be
sparged and agitated. The chamber that houses the cells
is typically several times smaller than the chamber that
contains the dialysing medium. Using complex media for
both chambers, a 100-fold increase (as compared to serum
bottles) in cellular concentration of P. furiosus has been
reported, along with a 10-fold higher cell density at sta-
tionary phase where cell lysis can be significant and lead
to loss of whole cells for subsequent recovery steps.

NEW DEVELOPMENTS IN THE ISOLATION AND STUDY
OF EXTREMELY THERMOPHILIC MICROORGANISMS

The recognition that the number of extreme thermophiles
isolated to date is but a small fraction of those inhabiting
geothermal environments has become apparent from anal-
ysis of 16S rRNA signatures from geothermal samples (23).
Although phylogenetic diversity may not correlate well
with physiological diversity, it nonetheless illustrates the
untapped potential that exists for new types of microor-
ganisms that have proved difficult to isolate into pure cul-
ture.

Molecular phylogeny has been the basis for recent
methods to isolate extreme thermophiles. Single cultures
of archaea containing 16S rRNA signatures, previously
identified from in situ analysis of samples from hot
springs, were obtained by the use of optical tweezers
(190,191). This method makes use of an inverse microscope
and an infrared laser to pull a single cell with a particular
16S rRNA signature into a separate section of a capillary
and then put it into cultivation media, where it can be
cloned and characterized (192). If effective, this short-
circuits the often laborious methods of serial dilution, from
which the result might be an organism that has already
been isolated and characterized.

Whole genome sequencing efforts have thus far focused
to a significant extent on extreme thermophiles. Table 2
indicates which of the genomes of extreme thermophiles
are currently being sequenced or are finished. The Insti-
tute for Genomic Research (TIGR) maintains a list avail-
able on-line of current sequencing projects. In general, ex-
treme thermophiles are an attractive target for sequencing
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efforts given their evolutionary significance, their com-
mercial potential, and the fact that their genomes are rela-
tively small. The first genome sequence for an extremo-
phile to be completed was that of M. jannaschii (193),
undoubtedly many more will soon follow. Not only does this
present an important new approach to assessing metabolic
diversity, but it provides a tool to study the regulation of
key pathways within a given organism and a means to
study genetic, biochemical, and physiological differences
and similarities among this group. The explosive increase
in sequence information provides yet another challenge in
that mechanisms to use these data must be developed.

SUMMARY

This review illustrates the progress that has been made
during the past two decades in exploring the basis for life
at extremely high temperatures. Bioprocessing has made
important contributions to this effort in developing ways
in which extreme thermophiles can be grown for purposes
of biomass generation and physiological study. The re-
maining challenges include developing methods for cultur-
ing extreme thermophiles that have, thus far, not been
cultured under laboratory conditions; this includes estab-
lishing mixed cultures that might be used for particular
biotransformations, such as bioremediation. In the future,
bioprocessing may even find a role in determining the pros-
pects for life on the subsurface of other planets and moons
that may harbor extreme thermophiles not unlike those
inhabiting volcanic subsurface environments on earth. The
development of bioreactors mimicking such environments
will be an important contribution in this regard.
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144. C. Schröder, M. Selig, and P. Schönheit, Arch. Microbiol. 161,
460–470 (1994).



2552 THERMOPHILIC MICROORGANISMS

145. M.W.W. Adams, FEMS Microbiol. Rev. 15, 261–277
(1994).

146. G. Ravot, B. Ollivier, M.-L. Fardeau, B.K.C. Patel, K.T. An-
drews, M. Magot, and J.-L. Garcia, Appl. Environ. Microbiol.
62, 2657–2659 (1996).

147. M.Y. Galperin, K.M. Noll, A.H. Romano, Appl. Environ. Mi-
crobiol. 62, 2915–2918 (1996).

148. V. Muralidharan, K.D. Rinker, I.S. Hirsh, E.J. Bouwer, and
R.M. Kelly, Biotechnol. Bioeng. 56, 268–278 (1997).

149. M.F. Gulch, D. Typke, and W. Baumesiter, J. Bacteriol. 177,
5473–5479 (1995).

150. K. Bronnenmeier, A. Kern, W. Liebl, and W.L. Staudenbauer,
Appl. Environ. Microbiol. 61, 1399–1407 (1995).

151. J.D. Bok, S.K. Goers, and D.E. Eveleigh, ACS Symp. Ser.
566, 54–65 (1994).

152. J. Gabelsberger, W. Liebl, and K.H. Schleifer, FEMS Micro-
biol. Lett. 109, 131–138 (1993).

153. L.D. Ruttersmith and R.M. Daniel, Biochim. Biophys. Acta
1156, 167–172 (1993).

154. L.D. Ruttersmith, R.M. Daniel, and H.D. Simpson, Ann. N.Y.
Acad. Sci. 672, 137–141 (1992).

155. L.D. Ruttersmith and R.M. Daniel, J. Biochem. 277, 887–
890 (1991).

156. A. Sunna, J. Puls, and G. Antranikian, Biotechnol. Appl.
Biochem. 24, 177, (1996).

157. V. Zverlov, K. Piotukh, O. Dakhova, G. Velikodvorskaya, and
R. Borris, Microbiol. Biotechnol. 45, 245–247 (1996).

158. H.D. Simpson, U.R. Haufler, and R.M. Daniel, J. Biochem.
277, 413–417 (1991).

159. H. Schurig, K. Rutkat, R. Rachel, and R. Jaenicke, Protein
Sci. 4735, 228–236 (1995).

160. A. Juszczak, S. Aono, and M.W. Adams, J. Biol. Chem. 266,
13834–13841 (1991).

161. A. Tomschy, R. Glockshuber, and R. Jaenicke, Eur. J.
Biochem. 214, 43–50 (1993).

162. R. Ostendorp, W. Liebl, H. Schurig, and R. Jaenicke, Eur. J.
Biochem. 216, 709–715 (1993).

163. J.M. Blamey and M.W. Adams, Biochemistry 33, 1000–1007
(1994).

164. J.M. Blamey, S. Mukund, and M.W. Adams, FEMS Micro-
biol. Lett. 121, 165–169 (1994).

165. P. Palm, C. Schleper, I. Arnold-Ammer, I. Holz, T. Meier, F.
Lottspeich, and W. Zillig, Nucleic Acids Res. 21, 4904–4908
(1993).

166. H.D. Simpson, T. Coolbear, and R.M. Daniel, Ann. N.Y. Acad.
Sci. 613, 426–428 (1990).

167. J.W. Brown, E.S. Haas, and N.R. Pace, Nucleic Acids Res.
21, 671–679 (1993).

168. J. Tong and J.G. Wetmur, J. Bacteriol. 178, 2695–2700
(1996).

169. J.G. Wetmur, D.M. Wong, B. Ortiz, J. Tong, F. Reichert, and
D.H. Gelfand, J. Biol. Chem. 269, 25928–25935 (1994).

170. H. Schurig, N. Beaucamp, R. Ostendorp, R. Jaenicke, E. Ad-
ler, and J.R. Knowles, EMBO J. 14, 442–451 (1995).

171. S.H. Brown, C. Sjøholm, and R.M. Kelly, Biotechnol. Bioeng.
41, 878–886 (1993).

172. C. Vieille, J.M. Hess, R.M. Kelly, and J.G. Zeikus, Appl. En-
viron. Microbiol. 61, 1867–1875 (1995).

173. A.M. Engel, Z. Cejka, A. Lupas, F. Lottspeich, and W. Bau-
meister, EMBO J. 11, 4369–4378 (1992).

174. R.V. Swanson, M.G. Sanna, and M.I. Simon, J. Bacteriol.
178, 484–489 (1996).

175. W. Liebl, R. Feil, J. Gabelsberger, J. Kellermann, and K.H.
Schleifer, Eur. J. Biochem. 207, 81–88 (1992).

176. J. Schumann, A. Wrba, R. Jaenicke, and K.O. Stetter, FEBS
Lett 282, 122–126 (1991).

177. J.F. Miller, N.N. Shah, C.M. Nelson, J.M. Ludlow, and D.S.
Clark, Appl. Environ. Microbiol. 54, 3039–3042 (1988).

178. E.A. Bonch-Osmolovskaya and K.O. Stetter, Syst. Appl. Mi-
crobiol. 14, 205–208 (1991).

179. C. Schleper, G. Puehler, I. Holz, A. Gambacorta, D. Jane-
kovic, U. Santarius, H.-P. Klenk, and W. Zillig, J. Bacteriol.
177, 7050–7059 (1995).

180. G.J. Olson and R.M. Kelly, Biotechnol. Prog. 2, 1–15
(1986).

181. J.D. Trent, J. Osipiuk, and T. Pinkau, J. Bacteriol. 172,
1478–1484 (1990).

182. C.J. Han, S.H. Park, and R.M. Kelly, Appl. Environ. Micro-
biol. 63, 2391–2396 (1997).

183. T.L. Peeples and R.M. Kelly, Appl. Environ. Microbiol. 61,
2314–2321 (1995).

184. M.W.W. Adams, in F.T. Robb, A.R. Place, K.R. Sowers, H.J.
Schreier, S. DasSarma, and E.M. Fleischmann eds.,
Archaea: A Laboratory Manual, Cold Spring Harbor Labo-
ratory Press, New York, 1995, pp. 47–49.

185. G. Bernhardt, A. Disteche, J. Rainer, B. Koch, H.D. Lude-
mann, and K.O. Stetter, Appl. Microbiol. Biotechnol. 28,
176–181 (1988).

186. J. Konisky, P.C. Michels, and D.S. Clark, Appl. Environ. Mi-
crobiol. 61, 2762–2764 (1995).

187. J.F. Miller, E.L. Almond, N.N. Shah, J.M. Ludlow, J.A. Zo-
llweg, W.B. Streett, S.H. Zinder, and D.S. Clark, Biotechnol.
Bioeng. 31, 407–413 (1988).

188. K.D. Rinker, Ph.D. Thesis, North Carolina State University,
Raleigh, N.C., 1998.

189. N. Raven, N. Ladwa, D. Cossar, and R. Sharp, Appl. Micro-
biol. Biotechnol. 38, 263–267 (1992).

190. A. Ashkin, J.M. Dziedzic, and T. Yamane, Nature 330, 769–
771 (1987).

191. A. Ashkin and J.M. Dziedzic, Science 235, 1517–1520 (1987).
192. R. Huber, S. Burggraf, T. Mayer, S.M. Barns, P. Rossnagel,

and K.O. Stetter, Nature 376, 57–58 (1995).
193. C.J. Bult, O. White, G.J. Olsen, L. Zhou, R.D. Fleischmann,

G.G. Sutton, J.A. Blake, L.M. FitzGerald, R.A. Clayton, J.D.
Gocayne, A.R. Kerlavage, B.A. Dougherty, J.F. Tomb, M.D.
Adams, C.I. Reich, R. Overbeek, E.F. Kirkness, K.G. Wein-
stock, J.M. Merrick, A. Glodek, J.L. Scott, N.S.M. Geogh-
agen, and J.C. Venter, Science 273, 1058–1073 (1996).

See also ENZYMES, EXTREMELY THERMOSTABLE.

THERMOPHILIC/THERMOSTABLE ENZYMES.
See ENZYMES, EXTREMELY THERMOSTABLE; THERMOPHILIC

MICROORGANISMS.

THREONINE. See AMINO ACIDS, PRODUCTION

PROCESSES.



TRANSFER PHENOMENA IN MULTIPHASE SYSTEMS IN MIXING VESSELS 2553

TRANSFER PHENOMENA IN MULTIPHASE
SYSTEMS IN MIXING VESSELS

RODICA-VIORICA ROMAN
Chemical Pharmaceutical Research Institute
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INTRODUCTION

The dispersion of gases and solids in liquids is one of the
most commonly applied processes of chemical engineering,
and the fully baffled stirred vessel is one of many types of
equipment used for this purpose. The hydrodynamic re-
gime of the impeller controls the mixing performance of the
whole reactor, as is reflected in phases of homogenization,
the intensity of local energy dissipation distribution in the
region of severe shear conditions, the retained gas fraction,
bubble size, solid concentration distribution, mass trans-
fer, and heat transfer (1–3). Good understanding of the dis-
persion mechanism of the impeller is indispensable for a
reliable prediction of the behavior of the multiphase sys-
tem flow in the reactor as a whole.

In multiphase processes carried out in stirred vessels,
interphase mass transfer is often an important step and
may be rate determining for the overall process. In aerobic
fermentation systems, the oxygen transfer from the gas
phase to the surface of the microbial cells is of primary
importance, especially at high cell densities when micro-
bial growth is likely to be limited by the availability of

oxygen in the liquid phase (4–6). For many years, a set of
radial flow Rushton disk turbine impellers of roughly one-
third of the standard reactor diameter has been considered
the optimum design for the multiphase system mixing, in-
cluding fermentation processes. Mass transfer cannot be
improved by increasing the specific power consumption or
the aeration rate above certain limits, both of which lead
to increased overall costs, but only by a modification of the
blades of the impellers or by the development of impellers
that allow a better bulk mixing with a minimum power
consumption.

It has been reported (7) that a simple modification of
the blades of a Rushton turbine through increase in the
blade height simultaneously with perforation of the blade
surface could significantly diminish power consumption
and improve oxygen transfer efficiency in either a non-
biological system or in an antibiotic biosynthesis process.

DESCRIPTION OF THE MODIFIED RUSHTON TURBINE
AGITATORS

The modified blades were obtained by increase in the con-
ventional (standard) blade height simultaneously with
perforation of the blade surface. Five modified blade tur-
bine types (denoted TP1–TP5) were investigated; these are
characterized by the fact that the number of perforations
and their size varied and that the filled surface of the mod-
ified blades is equal to the blade surface of the standard
Rushton turbine (TR) (Fig. 1) (7,8).

The application of perforations to the modified blades
decreases the pathway between successive shearing ac-
tions on the liquid streams, increasing the number of times
that the fluid is sheared. This effect has direct implications
on local bubble size distribution in a gas–liquid mixture,
which develops as a result of the balance between the com-
plementary processes of dispersion and coalescence. The
surface fraction of the perforations, defined as the ratio
between the area SG of the perforations on the surface and
the full surface area SC of the blade is in the range of 0 to
0.588. The modified blade turbines do not require any mod-
ification in the electrical motor and drive assemblies and
are simple to manufacture. The experiments were carried
out in a transparent vessel of inside diameter D � 0.25 m,
with a flat bottom and four symmetrical wall baffles of
width w � 0.1 D. Fluid mixing was carried out by conven-
tional and modified blade turbines, positioned singly (1TR,
1TP1–1TP5) or doubly (2TR, 2TP1–2TP5) on the same
shaft.

MULTIPHASE SYSTEM HYDRODYNAMICS

Gas–Liquid Dispersing Characteristics

The hydrodynamic regimes were defined by reference to
the distribution of the gas phase in the vessel. For an air–
water system, the flow regimes were detected through vi-
sual observation of the zone close to the outer edge of the
TR and TP1–TP5 turbines (8). In the single-turbine config-
urations, the three classical regimes (9,10) were observed:
flooding (F), loading (L), and complete dispersion (CD). For
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Figure 1. Schematic representation of the standard (TR) and
modified (TP1–TP5) blades of the Rushton turbine. (Source: From
Ref. 8, with permission.)

a double-turbine system, two hydrodynamic configurations
were defined in the upper zone: ineffective dispersion (DI)
and effective dispersion (DE), respectively; the transition
between the hydrodynamic regimes corresponds to the ro-
tational speed at which the bubbles have a radial velocity
sufficient to reach the vessel wall. The gassed power con-
sumption, Pg, is usually determined by varying the oper-
ational parameters: the volumetric flow rate, Qg, and the
impeller speed, N.

The curve representing the ratio Pg/P as related to the
gas flow number presents maximum and minimum points
when the volumetric gas flow rate is kept constant. Each
of these extreme points corresponds to a gas–liquid hydro-
dynamic regime in the impeller region. The power curves
change notably when the power consumption is expressed
as a power number. Interesting results were obtained by
plotting the gassed power number (Ne)g against the im-
peller speed N, when the aeration rate , expressed asQ�g
volumetric flow rate of gas per minute/volume of liquid
(vvm) was kept constant. These results are presented in
Figures 2 and 3 for mixing systems having one or two tur-
bines, respectively. Table 1 explains the symbols used in
Figures 2 and 3.

In the range of low N values, the power number for a
single turbine decreased with increasing impeller speed
until a certain point: subsequently, it increased suddenly
in the case of the standard blade turbine and slowly in the

case of the modified blade turbines. The impeller speed at
which the transition between these two zones occurred was
very close to the transition impeller speed between flooding
and loading of the turbine. For two turbines on the same
shaft, clear delimitation between the two zones of the im-
peller speed was not apparent (Fig. 3). The (Ne)g values
decreased slowly with increasing impeller speed until the
agitation system exceed the flooding state of the bottom
turbine. In the range of large N values, when the gas dis-
persed uniformly through the entire vessel section, the
gassed power number became independent of the impeller
speed, as it was a function of aeration rate and geometrical
configuration of the mixing system only. The variation in
the power number depending on the surface fraction of the
perforations, which indicates the geometry of the mixing
system, is presented in Figure 4.

The range of power number for an individual Rushton
turbine reported in the literature (11) is Ne � 4.8 � 6.3
for . In our case, the value Ne � 5.5 for a singleQ� � 0g

Rushton turbine is in good agreement with these data. The
Ne values for Rushton turbines are dependent on a scale
(12), and for a mixing system in which the geometrical
symplexes deviate from the standard values, the introduc-
tion of a correction factor of the power number is recom-
mended (13,14). The Ne and (Ne)g values for all the mod-
ified blade turbines are smaller than those for the Rushton
turbine, as a result of the change in fluid flow around and
over the blades and of the minimization of the drag forces
associated with the motion of blades such that the energy
losses due to form drag are very low. These results imply
that it is possible to rotate the modified blade turbines
much faster than the standard Rushton turbine at an
equal specific power consumption. The TP3 modified blade
turbine, with the surface fraction SG/SC of the perforations
equal to 0.353, has the smallest gassed and ungassed
power number values, these being reduced by approxi-
mately 50% in comparison with the standard Rushton tur-
bine. The increase in the surface fraction of the perfora-
tions over SG/SC � 0.353 is not justified on the basis of the
power consumption.

For double turbines, the power number values are ap-
proximately twice those obtained for the single turbines,
irrespective of the turbine type, at constant aeration rate

. This shows that, in the case of two identical turbines,Q�g
the power consumption Pg is twice that obtained using a
single turbine: this is possible because, if is kept con-Q�g
stant, the volumetric gas flow rate, Qg, (m3 s�1) is 60%
higher when the liquid volume is higher (Table 1). Also,
the power consumption of two TP3 modified turbines is
reduced by 50% in comparison with the double standard
Rushton turbines. Because the surface of each modified
blade increases simultaneously with the SG/SC ratio, it is
to be expected that a larger gas volume is retained in the
ventilated cavities behind the modified blades and dis-
persed afterward. Therefore, the modified blades have a
greatly increased gas-handling capacity: the TP3 turbines
handle more than 35% more gas than do the standard
Rushton turbines at the same specific ungassed power con-
sumption, before flooding or ineffective dispersion.
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Figure 2. Variation in the gassed power number (Ne)g, depending on the impeller speed (N) at
various gas flow rates for single standard and modified Rushton turbines (symbols are defined in
Table 1). (Source: From Ref. 8, with permission.)
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Table 1. Symbols used in Figures 2 and 3

Volumetric gas flow rate,
Qg 104 (m3/s)

Symbol
Aeration rate,

(vvm)Q�g

One turbine
(V � 0.0125 m3)

Two turbines
(V � 0.020 m3)

� 0.30 0.625 1.0
� 0.50 1.042 1.666
� 0.75 1.555 2.500
* 1.00 2.083 3.33
� 1.25 2.611 4.166
� 1.50 3.125 —

0 0.1 0.2 0.3 0.4 0.5 0.6

One
turbine

Two
turbines

1
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(Ne)g
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0
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1.25
1.50

Q'g (vvm)

Figure 4. Variation in the power number depending on the sur-
face fraction of the perforations (SG/SC) at various aeration rates
( ). (Source: From Ref. 8, with permission.)Q�g

Suspension of Solid Particles in Liquid

Three suspension states can be defined, as follows (15):

1. Incomplete suspension, in which a part of the solid
phase is deposited on the bottom of the vessels

2. Complete suspension, in which all particles are in
suspension

3. Homogeneous suspension, in which the particle con-
centration is uniform throughout the vessel

Many earlier investigations concentrated on the impel-
ler speed for complete suspension, when the maximum
surface area available for processing is achieved (15–18).

The most widely used criterion to describe solids suspen-
sion in mechanically agitated vessels is the just-off-the-
bottom suspension condition, first described by Zwietering
(19).

In this section, an attempt is made to understand the
effects of the physical and rheological properties of the sus-
pensions and number and turbine types on the complete
suspension speed and on the power dissipation at complete
and homogeneous suspension states of the solid particles
(20). The solid particles used are CaCO3, a cation exchange
resin (Amberlite IR-120 type), and an anion exchange resin
(Amberlite IRA-410 type). A range of density differences D
q � (qs � qL) between 150 and 1,200 kg/m3 was examined.
The ion exchange resin particle shape is spherical, the par-
ticle size distribution being measured by a microscopic
method. The change in particle size during the experimen-
tal run was negligible. The surface-to-volume (Sauter)
mean diameter of the particles, dp, was calculated for the
ion exchange resin particles. In the CaCO3 suspension, the
mean diameter of the particles was 15 lm (21). The par-
ticle concentration, X, was between 20 and 150 kg/m3 for
each particle type used. The physical properties are given
in Table 2. The suspensions used are pseudoplastic in be-
havior. The rheological properties of suspensions depend
on the particle size and the concentration of solids. Rheo-
logical data of the suspensions were obtained with a rota-
tional cylinder viscosimeter (Rheotest-2.1) and were fitted
according to the power law model (22). The rheological pa-
rameters, consistency index, K, and flow behavior index,
n, are also presented in Table 2. The definition of complete
suspension speed, Njs, was taken as the speed at which no
particles were visually observed to remain at rest on the
vessel bottom for more than 1 or 2 s (19). The last particles
to be suspended were located near the center of the vessel
base and also behind the baffles. The experimental rela-
tionships between complete suspension speed and solid
concentrations are shown in Figure 5 for each of the five
particle types and for modified and standard turbines po-
sitioned singly or doubly on the same shaft.

For the same operation conditions, the Njs values for the
TP3 modified turbine are slightly higher than those for the
standard turbine. Also, Figure 5 shows that, independent
of the agitator type, Njs actually is increased when two tur-
bines are used, as was also observed by Armenante (23).
Although the phenomenon of solid suspension off the ves-
sel bottom is largely dominated by the lower impeller, the
presence of two turbines modifies the flow pattern in the
vessel.

In all geometrical systems, the Njs values are found to
increase with solid concentration. This increase of the Njs

value may result from an increase of probability to find
particles at rest on the bottom as the number of particles
in suspension increases. It was observed that at Njs the
concentration of the solid particles in the zone near the
bottom is considerably higher than the average value in
the vessel. The physical background of the concentration
effect is the increased power dissipation by presence of
solid particles in the turbulent field (24). The particles can
interfere with the turbulent field via two routes. (1) Be-
cause of their inertia, particles do not follow the motion of
the liquid. Consequently, the kinetic energy of a particle
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Table 2. Physical and Rheological Properties of Solid Particles

Physical parameters
Rheological
parameters

Particle type Symbol dp (lm) qs (kg/m3) X (kg/m3) qsp (kg/m3) K (Pa sn) n (�)

CaCO3 S1 15 2,200 20 1,026 0.105 0.834
50 1,065 0.118 0.815

100 1,130 0.133 0.812
150 1,195 0.186 0.751

Amberlite IR-120 S2 680 1,350 20 1,008 0.135 0.760
50 1,020 0.149 0.741

100 1,040 0.164 0.729
150 1,060 0.204 0.721

Amberlite IR-120 S3 860 1,350 20 1,008 0.140 0.811
50 1,020 0.150 0.789

100 1,040 0.220 0.710
150 1,060 0.382 0.609

Amberlite IRA-410 S4 600 1,150 20 1,002 0.194 0.730
50 1,005 0.244 0.686

100 1,010 0.355 0.611
150 1,015 0.530 0.570

Amberlite IRA-410 S5 1,000 1,150 20 1,002 0.235 0.662
50 1,005 0.292 0.651

100 1,010 0.428 0.568
150 1,015 0.753 0.553

Source: Ref. 20.

changes continuously. Acceleration of a particle occurs at
the expense of energy from the turbulent eddies, whereas
deceleration leads to energy dissipation in the form of heat.
(2) At high solids concentration, the particles will also in-
terfere with each other (collison and/or hindrance). In a
similar way, this will lead to increased dissipation of the
energy of the turbulent eddies. Thus, for the point of com-
plete suspension to be maintained, a higher solid concen-
tration requires a higher power input to the systems.

Figure 6, where the power consumption expressed as
power number for complete suspension condition (Ne)js, is
plotted against the Reynolds number Re, demonstrates
that in the vessel equipped with the modified blade tur-
bines, single or double, the (Ne)js values are approximately
30% lower than those in the standard vessel. In these plots,
(Ne)js and Re numbers are calculated using the properties
of the suspensions. The (Ne)js–Re representation based
solely on liquid properties is inadequate (25), because at
the highest solids concentration laminar or transition
range appear to persist up to very high Reynolds numbers.
By using a suitable apparent viscosity for the solid–liquid
suspension, it is possible to condense all the data in the
adequate range. In our case, the Reynolds number values
for complete suspension condition are in the transition
range (Re � 1000); the (Ne)js–Re dependency has a nega-
tive slope.

The main reason for the smaller power number of mod-
ified blade turbines is the change of suspension flow
around and over the blades. The fluid flow around the
blades of the standard Rushton turbine was studied by
Vant’ Riet (26). Dead zones behind each turbine blade are
formed. From these dead zones with the stagnation lines,
the trailing vortex pair originates as a combined effect of
the vortex motion at the rear of the vertical inner edge of

the blade and the wrapping of the vortex sheets behind
both horizontal edges. In the case of the modified blade
turbines, the fluid jets penetrating the perforations, elim-
inate the stagnation lines and change the conditions of the
trailing vortex formation.

When all the observation are combined, the following
correlation is evident between complete suspension speed
and the physical and rheological properties of the solid par-
ticles:

0.2 0.45 0.13 0.1N � cd Dq X K (1)js p

The exponents of dp, D q, and X are essentially the same
as those reported by Zwietering. The correlation, equation
1, includes the consistency index K as a pseudo-viscosity
of the suspensions. The value of the dimensionless con-
stant, c, is specific for each of the geometrical configura-
tions studied. The influence of the turbine type and num-
ber of the turbines on Njs can be expressed by incorporation
of two dimensionless groups, namely (1 � SG/SC) and
np/6 (SG/SC is the surface fraction of the perforation and
np is the number of blades of the mixing system). Using
nonlinear least squares regression, the following correla-
tion was established:

0.2 0.45 0.13 0.1 0.2 0.25N � 1.1d Dq X K (1 � S /S ) (n /6) (2)js p G C p

In the turbulent range (Re � 1000), when N � Njs, the
particle concentration is uniform throughout the vessel,
and power number in solid–liquid system, (Ne)s, is con-
stant.

In the vessel equipped with a standard turbine, the
maximum value of the Reynolds number is 1,800; for the
modified blade turbine, the maximum Reynolds number is
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Figure 5. Effect of solid concentration
on complete suspension speed for stan-
dard and modified Rushton turbines,
positioned singly or doubly on the same
shaft. S1–S5, particle types (see Table
2). (Source: From Ref. 20, with permis-
sion.)
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Figure 6. Relation between the power number and Reynolds
number (Re) at the complete suspension state, for standard and
modified Rushton turbines, single or double. (Source: From Ref.
20, with permission.)

2,400. This is possible because the modified blade turbine
rotates much faster than the standard turbine at an equal
specific power input (11). The relation between the mean
values of the power number and the physical properties of
the solid particle, in the turbulent range, is

�1.3867(Ne) � 5.6175(n /6)(1 � S /S )3 p G C
0.2 �0.45• (1 � 10d Dq ) (3)p

The estimated error using equations 2 and 3 lies within
�10%.

Effect of Particles on Gas–Liquid Hydrodynamics

Establishment of the major interactions between gas dis-
persion and particle suspension mechanisms is a basis for
examining in detail the effect of the major variables on the
minimum agitator speed for particle suspension under
gassed conditions and on the minimum agitator speed for
gas dispersion to all parts of the vessel in the three-phase
systems.

The manner in which the presence of the particles af-
fects the gas dispersion is inferred from the variation of
the relative power consumption Pgs/Ps (Pgs and Ps are
power consumption in gas–liquid–solid and solid–liquid
systems, respectively), with gas flow rate, Fl, which is as-
sociated with different stages of cavity growth behind the
impeller blades. In the curves presented in Figure 7, for
various volumetric gas flow rates and concentrations of the
S5 type solid particles for 1TR and 1TP3 turbines, the tran-
sition to complete gas dispersion is obtained when a min-
imum occurs in Pgs/Ps and the cavity sizes are maximum
(27). For the 1TR turbine, the maximum values of Pgs/Ps

are between 0.5 and 0.3 for all solid concentrations and
depend on the volumetric gas flow rate. The 1TP3 turbine
shows a behavior similar to that of 1TR turbine but only
at X � 20 kg/m3 and X � 50 kg/m3. At X � 100 kg/m3

and X � 150 kg/m3, the minimum values of the Pgs/Ps for
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Figure 7. Relation between relative power consumption (Pgs/Ps) and gas flow number (Fl) for the
S5 particles using single standard and modified turbines. (Source: From Ref. 27, with permission.)

1TP3 are approximately 0.5, irrespective of the volumetric
gas flow rate. This confirms previous observations (8) as
regards the fact that the modified blades have a greatly
increased gas-handling capacity.

Effect of particle concentration on power number in a
three-phase system, (Ne)gs, at constant superficial gas ve-
locity is presented in Figure 8 for the S2 type ion exchange
resin, in modified turbines, single or double. A decrease in
power number at N � Njsg (jsg is the moment of complete
solid suspension) is due to the “false bottom” formed by the
particles effectively reducing impeller clearance at low
speeds. As the agitator speed N tends to Njsg (as indicated
in Fig. 8), the particles were suspended, the false bottom

removed, and the power number tended to the common
value. The power number generally increased as particle
concentration increased before complete particle suspen-
sion had been obtained.

In the case of the 1TP3 turbine, the moment of the com-
plete gas dispersion NCD shifts into the range of smaller
gas flow rates when the particle concentration increases.
For two turbines (2TP3), the variation (Ne)gs � f (Fl)
showed the following transition points: the transition to
effective dispersion of the gas at the upper impeller (min-
imum point of the each curve) and also the flooding–
loading transition of the bottom impeller (maximum point
of each curve). The transition at complete gas dispersion



2560 TRANSFER PHENOMENA IN MULTIPHASE SYSTEMS IN MIXING VESSELS

Figure 8. Variation of the power num-
ber with gas flow number for the S2 par-
ticles using modified turbines, single and
double. (Source: From Ref. 27, with per-
mission.)
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does not show in Figure 8, probably because, once the par-
ticles are suspended, the increasing suspension density in
the impeller region (and of the power consumption) com-
pensates the decrease in power consumption because of
large cavity formation.

The examination of the experimental data in correlation
with the Reynolds number shows the following (27):

• For Re � 1,000, mixing is in the transition range, in
which the (Ne)gs–Re dependence has a negative slope.

• In the range 1,000–1,400 of the Reynolds number, the
(Ne)gs values for 1TR attain a minimum point more
pronounced for the lower solids concentration. In the
case of the 1TP3 turbine, the variation of (Ne)gs with
Re is negligible, as a result of the change in fluid flow
around and over the perforated blade. The formation
of the ventilated cavities behind the modified blades
was influenced by the impact of the jets that come
through the blade perforations.

• For Re � 1,400, (Ne)gs becomes independent of the
Reynolds number, but depends on particle and agi-
tator types. The mixing is in the turbulent range and
the phases are uniformly dispersed within the entire
vessel section.

The relation between the power number and the physi-
cal and rheological properties of solid particles is presented
in Figure 9 for the 1TR turbine at various aeration condi-
tions and for 1TP3, 2TP3, and 2TR turbines at constant
aeration rate. For the same operation conditions, the mod-
ified blade turbines are more efficient, the power number
(Ne)gs being reduced by 50% in comparison with the stan-
dard Rushton turbine.

Effect of Gas on Solid–Liquid Hydrodynamics

The effect of gas on solid–liquid hydrodynamics in mixing
vessels was studied to determine the agitation speed re-
quired to just completely suspend all the particles under
gassed conditions, Njsg (28). The introduction of a small
amount of gas into a solid–liquid system, for the just-
suspended condition, causes slight sedimentation such
that, for the same impeller speed, the particles were no
longer just suspended (i.e., N � Njsg). Further increases in
the volumetric gas flow rate led to more sedimentation be-
cause the pumping capacity and ability of the impeller to
circulate fluid and the power input decrease. Any decrease
in pumping capacity and power input will decrease all the
parameters that cause particle suspension: drag forces, en-
ergy dissipation, and associated turbulent eddies. An in-
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crease of the agitator speed to Njsg ensured complete re-
suspension. Similarly, under gassed conditions, if N � Njsg,
a reduction in volumetric gas flow rate gave complete re-
suspension. In fact, there is a unique combination of gas
rate and impeller speed at which the just-suspended con-
dition is achieved and which depends on the agitator type
used.

If Njsg is plotted against superficial gas velocity, vs, the
form of the curves is slowly parabolical, for any particle
concentration (Fig. 10). At superficial gas velocity of ap-
proximately 4 � 10�3 m/s, the slope of the dependence Njsg

� f(vs) decreases, demonstrating that the mechanism of
the solid suspension changes. Indeed, this value of the su-
perficial gas velocity is found around a gas flow number Fl
� 0.03, when in gas–liquid systems, transition occurs be-
tween the clinging cavity regime and the large cavity re-
gime (29,30). The presence of particles has no measurable
effect on the formation of the gas-filled cavities.

As showed previously, for complete suspension to be
maintained, a higher solid concentration requires a higher
power input to the systems. The presence of the gas am-
plifies the effects mentioned, such that with increasing
aeration rate, associated with increasing particle concen-
tration, the agitator speed Njsg must be larger (Fig. 11).
The relationship for evaluation of the agitation speed re-
quired to just completely suspend all the particles under
gassed conditions, Njsg, takes into account the physical and
rheological properties of suspensions, the aeration rate,
and the equipment configuration (28).

MASS TRANSFER

The mass transfer process from the gas phase to the liquid
phase is usually expressed in terms of the volumetric mass
transfer coefficient, Kla. The determination methods of the
volumetric oxygen transfer coefficient are divided by Rai-
ner (31) into indirect methods, applied without biological
system (gassing-out, electrode momentum, sulfite oxida-
tion, carbon dioxide, and glucose oxidase methods), and
direct methods (method of gas balance, dynamic method,
continuous culture method). The Kla values in mechani-
cally agitated reactors depend on various parameters such
as system properties, vessel and stirrer dimensions and
arrangement, and operating conditions (32). To examine
the behavior of the modified turbines regarding mass
transfer, the Kla coefficients were determined in the pres-
ence and absence of the solid particles by the sulfite oxi-
dation method.

Gas–Liquid Mass Transfer Characteristics

Figure 12 shows the measured Kla values as a function of
gas flow number, Fl, for single and double turbine agitator
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of TP3 type, having as parameter the agitator speed
(curves indicated in Fig. 12 by the continual line) or the
aeration rate (curves indicated by the dotted line). The
same variation, Kla � f(Fl), was also observed for the other
modified turbines and the Rushton turbine (33). The de-
pendence of Kla on Fl, when N is constant, is greater at
lower gas flow rates (lower gas flow numbers). At higher
gas flow numbers, the curves tend to constant Kla values
for all agitator speed values and single turbine types (Fig.
12a). In the case of double turbines (Fig. 12b), this ten-
dency of the curves Kla � f(Fl) appears only at values N
� 10 s�1. This dependence of Kla on Fl can be explained
by the prism of various hydrodynamic regimes, considering
the value Fl � 0.03 as the transition point between the
vortex-clinging cavity regime and large cavity regime (33).
When the Kla values are represented depending on the gas
flow number at a constant aeration rate (curves indicated
by the dotted line in Fig. 12), these increase slowly once
with increasing the rotational speed when the agitator
works in flooding regime (below line noted F/L in Fig. 12).
When the agitator works in the loading regime (over line
F/L), the volumetric oxygen mass transfer coefficient in-
creases considerably with the decreasing gas flow number.

One procedure for evaluating the volumetric oxygen
mass transfer coefficient is based on knowledge of the spe-
cific power consumption (Pg/V) and the superficial gas ve-
locity (vs) (34):

0.95 0.67Kla � c(P /V) (v ) (4)g s

The relationship between Kla and the product of the vari-
ables (Pg/V)0.95 (vs)0.67 for all turbine types and their geo-
metrical disposition is linear, the average value of the di-
mensional constant c being specific for each of the
geometrical configurations studied.

The influence of the mixing system geometry on gas–
liquid mass transfer is quantified by including, in equation
4, the geometrical elements (np/6) and (1 � SG/SC), which
indicate the number of turbines and their type. The follow-
ing correlations were obtained for the evaluations of the
volumetric mass transfer coefficient:

�4 1.753 �0.126Kla � 7.2202 � 10 (1 � S /S ) (n /6)G C p
0.95 0.67• (P /V) )(v ) for S /S � 0.353; r � 0.9843g s G C

(5)
�3 �2.73 �0.141Kla � 2.721 � 10 (1 � S /S ) (n /6)G C p

0.95 0.67• (P /V) (v ) for S /S � 0.353; r � 0.9629g s G C

(6)

To obtain the same value of the volumetric mass transfer
coefficient, the power consumption in the vessel equipped
with the TR agitator is higher than that in the vessel
equipped with the TP3 agitator. Therefore, the oxygen
transfer efficiency E (m3O2/W h) (the oxygen volume trans-
ferred into the liquid phase for 1 W h of energy consump-
tion for mixing) for one and two TP3 modified Rushton tur-
bines, for any value of the aeration rate (Fig. 13), is more
than 30% higher than those obtained with the TR turbines.
The TR and TP5 turbines are similar as regards mass
transfer efficiency.

Effect of Particles on Gas–Liquid Mass Transfer

It has been observed that the addition of solids has an in-
fluence on gas–liquid mass transfer characteristics, even
if these particles are not reactive and do not show in-
creased adsorption of dissolved gases. The inert solid par-
ticles used in our work are CaCO3 (S1) and cation exchange
resin Amberlite IR-120 type (S3) (35). The experiments
were carried out in the range of three-phase homogeneous
mixing. The presence of the solid phase, with the concen-
tration between 20 and 50 kg/m3, influences the gas–liquid
mass transfer as shown in Figure 14 for the standard (TR)
and modified (TP3) turbines, single or double, at various
values of superficial gas velocity. All curves show the same
general trend.

For CaCO3 particles (S1 solid), a very slight increase of
the Kla coefficient is observed until X � 50 kg/m3, while
the addition of the cation exchange resin in a proportion of
20 kg/m3 leads to a pronounced increase of the Kla value,
particularly at N � 11.667 s�1 and at higher values of the
superficial gas velocity. This trend of the Kla coefficient to
increase in the range of small solid concentration was ex-
plained by Brehm (36) that at the moderate agitator speed
(N � 15 s�1) the solid particles can move independently of
fluid elements and break up the gas–liquid interface,
which leads to decreasing thickness of the boundary layer.
When increasing the solid concentration beyond the values
mentioned, the Kla coefficient gradually decreases toward
values smaller than those obtained in gas–liquid systems.

Two main factors are responsible for this reduction of
the Kla values (37): one factor is the change of the rheo-
logical properties of the suspensions and the other is en-
hanced bubble coalescence, which is caused by turbulence
intensity damping. The higher Kla values for mixing with
two turbines (Fig. 14) are due to the their higher power
consumption for the same operation conditions.

In the three-phase system, the oxygen transfer effi-
ciency, E, decreases with increase of solid concentration,
irrespective of the agitator type (Fig. 15), but for mixing
with the TP3 modified turbines, the E values are more
than 45% higher than those obtained using TR turbines.
The experimental data regarding the mass transfer in gas–
liquid suspensions demonstrate that the Kla values de-
pend on the physical and rheological properties. The effect
of the solid particles on Kla value is given by the group
K�0.15X�0.1, which includes the consistency index K as a
pseudo-viscosity of the suspensions. Therefore:

�4 1.753 �0.126Kla � 7.2202 � 10 (1 � S /S ) (n /6)G C p
0.95 0.67 �0.15 �0.1• (P /V) (v ) K X (7)g s

Equation 7 describes the experimental data with an av-
erage error of 20%.

PERFORMANCE OF THE MODIFIED AGITATORS
IN BIOSYNTHESIS OF ANTIBIOTICS

The transport phenomena in submerged aerobic fermen-
tation involve mixing and mass and heat transfer in three-
phase systems consisting of gas bubbles and suspended mi-
croorganisms in a liquid phase and are strongly influenced
by the rheological properties of the medium used. The rhe-
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Figure 13. Variation of the oxygen trans-
fer efficiency (E) depending on the surface
fraction of the perforation at various val-
ues of the aeration rate: (a) single turbine;
(b) double turbines. (Source: From Ref. 33,
with permission.)
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ology of the broth is affected by the composition of the origi-
nal medium and its modification by the growing culture,
the concentration and morphology of the biomass, and the
concentration of microbial products. Complex interaction
between transport phenomena and reaction kinetics char-
acterizes bioreactors and determines their performance.
The modified turbine TP3 with the surface fraction SG/SC

of perforations equal to 0.353, considered an optimum in
dispersion of the gas and solids in liquid, was investigated
in antibiotic biosynthesis liquids in semiindustrial and in-
dustrial bioreactors.

Biosynthesis of Antibiotics in Semiindustrial-Scale
Bioreactors

The experiments were carried out in two 20-m3 stainless
steel stirred tank bioreactors, equipped with three modi-
fied Rushton turbines (TP3) (blade width � blade length
� 0.306 � 0.225 m), and three witness Rushton turbines
(TR) (blade width � blade length � 0.225 � 0.225 m),
respectively, having the same diameter and rotating with
the same agitator speed (38). The experimental data in the
biological systems were obtained using four different mi-
croorganisms: Streptomyces erithreus, S. griseus, S. nour-
sei, and Nocardia mediterranei, producing erythromycin,
streptomycin, nystatin, and rifamycin, respectively. Dur-
ing the four parallel fermentations, the specific power con-
sumption, the volumetric oxygen mass transfer coefficient,
the oxygen transfer efficiency, and the antibiotic concen-
trations were investigated. For each fermentation type,
the power consumption for the TP3 agitator is diminished
by a factor of 1.18 (streptomycin) to 1.6 (erythromycin)
compared to that for the TR agitator (Fig. 16). Therefore,
in the viscous mycelial fermentation, the TP3 agitator min-
imizes the drag forces associated with the motion of the
blades, confirming the observations presented for a non-
biological system.

The Kla values, as measured by the dynamic method,
decrease during the fermentation processes, depending on

the microorganism growing in the liquid (Fig. 17). The fer-
mentation media for S. erithreus and S. noursei, producing
erythromycin and nystatin, respectively, contain starch as
a degradable component (22,39), which confers a high vis-
cosity on the initial medium; thus, Kla is smaller at the
beginning of biosynthesis, compared to the initial medium
for S. noursei and N. mediterranei without this component.
The Kla values obtained under mixing conditions with the
TP3 agitator are 25% (streptomycin) to 50% (nystatin)
higher than those obtained by using the TR agitator. This
effect can be explained by the improvement of the disper-
sion of the gas bubbles as a result of the impact of the jets
that come through the perforations in the TP3 blades onto
the relatively surface in the back of large cavities.

Because the TP3 blades are higher by 36% in compari-
son with the witness blades, the size of the well-mixed,
low-viscosity, and high-Kla region is effectively increased.
In the micromixing region, excellent bubble breakup and
shear thinning of the viscous medium occurs, which results
in oxygen transfer improving in accordance with the con-
cepts of Bajpai and Reuss (40). Also, the macromixing re-
gion, away from the impeller where the oxygen transfer is
relatively poor, is much smaller.

In the investigated biological systems, for 1 W h of en-
ergy consumption (for agitation and air compression), the
oxygen volume transferred into the liquid phase is approx-
imately 30% higher in the bioreactor equipped with a TP3
agitator (Fig. 18). The oxygen transferred into the medium
is consumed mainly in the combustion reaction that takes
place within the biomass, on which the antibiotic produc-
tion depends. The relative antibiotic concentrations mea-
sured over the entire course of the fermentations are plot-
ted in Figure 19.

The efficiency of the TP3 agitator was confirmed in that
antibiotic production increased up to 35% in nystatin bio-
synthesis, as much as 9% in rifamycin biosynthesis, and
up to 20% in streptomycin biosynthesis as well. No differ-
ence in erythromycin production was observed between
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Figure 14. Effect of solid concentration on vol-
umetric mass transfer coefficient for standard
and modified Rushton turbine, positioned singly
or doubly on the same shaft. (Source: From Ref.
35, with permission.)

the two parallel fermentations, but efficiency occurs
from the energy savings. Therefore, using the TP3 agitator
in the biosynthesis of antibiotics, it is possible to minimize
the power consumption and to increase the antibiotic pro-
duction for the same operating conditions as well as the
TR agitator.

Biosynthesis of Antibiotics in Industrial-Scale Bioreactors

In the biosynthesis of antibiotics in semiindustrial-scale
bioreactors, it was demonstrated that when the modified
agitator has the same diameter and rotates with the same
agitator speed as the standard agitator, the power con-
sumption is reduced by a factor of 1.18 to 1.6 (38). There-
fore, the use of a modified agitator in biosynthesis of the
antibiotics may improve the productivity for a given power
input by increasing the TP3 impeller diameter and keeping

the agitator speed as high as for the TR agitator, and by
increasing the TP3 agitator speed and keeping the impel-
ler diameter as large as for the TR agitator.

The improved agitation performance by modified Rush-
ton turbine agitators corresponding to the two aforemen-
tioned cases (if the specific power consumption is constant)
was verified experimentally in industrial-scalebioreactors,
as follows (41):

• In parallel fermentations of S. aureofaciens and S.
rimosus, producing tetracycline and oxytetracycline,
respectively, in two 100-m3 stainless steel stirred
tank bioreactors equipped with four modified impel-
lers (TP3) and four standard impellers (TR), respec-
tively (first case)

• In parallel fermentations of Penicilliumchrysogenum
producing penicillin, in two 63-m3 stainless steel
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stirred tank bioreactors equipped with three modi-
fied impellers (TP3) and three standard impellers
(TR), respectively (second case)

The morphology of molds is a function of shear stresses
in the bioreactor. The growth rate and partial pressure of
oxygen, and the following elements, play a role: the growth
of hyphae, the branching of hyphae, the dispersion
(breakup) of hyphae caused by the shear stress in the ves-
sel, and the tensile strength of hyphae. The breakup fre-
quency (k/ko) is proportional to the frequency that a par-
ticle will have in the so-called dispersion zone (Vdisp), that
is, the volume at which the turbulent shear forces are
greater than the forces necessary to break the hyphal cell
wall (42). The k/ko and Vdisp values for the agitators inves-
tigated are presented in Table 3.

Therefore, by using the TP3 agitators, the size of the
well-mixed region is effectively increased up to 27% and
the breakup frequency of the mycelial hyphae is increased
up to 75%. The relative antibiotic production and variation
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Table 3. Breakup Frequency of the Mycelial Hyphae and
the Dispersion Zone of TP3 and TR Agitators

Product Agitator
Vdisp

(m3)
k/k0102

(s�1)

Tetracycline and oxytetracycline TR 1.846 1.688
TP3 3.522 4.808

Penicillin TR 1.948 2.255
TF3 2.474 3.937

Source: Ref. 41.
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of the specific antibiotic production rate, Qp, during the
cultivation time, are plotted in Figures 20 and 21, respec-
tively. The improvement in antibiotic production by more
than 30% by using modified agitators can be explained by
creating a better hydrodynamic microclimate, and effec-
tively increasing the well-mixed region, oxygen mass
transfer, discharge efficiency, and the breakup frequency
of mycelial hyphae.
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The Qp values reach a maximum in the early exponen-
tial phase of batch growth, although the cell mass concen-
tration is small. The maximum values of the specific an-
tibiotic production rate and the fermentation time at which
these maximum points are reached depend on the type of
producing microorganism and the type of agitator. There-
fore, the standard and modified agitators create various
types of environmental conditions under which the cells
appear to adapt by structural and functional changes.
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INTRODUCTION

Transglutaminase (glutaminyl-peptide c-glutamyltrans-
ferase/R-glutaminyl-peptide: amine c-glutamyl transfer-
ase, EC 2.3.2.13) is an enzyme that catalyzes the acyl-
transfer reaction between the c-carboxyamide group of
peptide- and/or protein-bound glutamine as the acyl donor
and a variety of primary amines as the acyl acceptors (Fig.
1a) (1). If the side chain of protein-bound lysine acts as the
acceptor, transglutaminase cross-links protein molecule(s)
inter- and/or intramolecularly through the formation of �-
(c-glutamyl)lysine isopeptide bonds between the c-carboxy-
amide groups of glutamine and �-amino groups of lysine in
the protein molecule(s) (Fig. 1b). If no amines are present
in the reaction system, the water molecule acts the accep-
tor, and the reaction results in deamidation of the c-car-
boxyamide groups of glutamine in the proteins (Fig. 1c).
Transglutaminase therefore is responsible for the post-
translational modification of proteins as a biocatalyst.

In 1950, Borsook et al. observed the incorporation of
radioactive lysine into protein components in the crude ex-
tract of guinea pig liver (2). Since then, research on the
enzyme has continuously progressed. At present, the ac-
tivity of most transglutaminases known so far is expressed
in a calcium-concentration-dependent manner (3–8).
Under physiological conditions in which the calcium catch-
release mechanism is well regulated, most trans-
glutaminases are controlled by such a mechanism. Trans-
glutaminase is thus said to be calcium dependent. A typical

example of transglutaminase-catalyzed protein cross-
linking is readily observed in the final stabilization step of
the blood coagulation or wound-healing process in warm-
blooded species. In this case, plasma, platelet, and/or pla-
cental factor XIIIa (the activated form of blood transglu-
taminase) plays an important role in fibrin cross-linking,
when the thrombin-mediated proteolytic cascade reaction
along with elevation of endogenous calcium ion levels is
induced by injury. The resulting cross-links are covalent,
stable, and resistant to proteolysis, thereby increasing the
resistance of fibrin clots to chemical, enzymatic, and physi-
cal degradation. The transglutaminase reaction with poly-
amines results in protein modifications, possibly affecting
the biological activity or turnover of the target protein, but
not polymer formation. Transglutaminase has a broad
specificity for the acyl acceptor substrates (a variety of pri-
mary amines, peptide-bound lysine, or polyamines), but a
relatively narrow specificity for the acyl donors (peptide-
bound glutamine residues) is confirmed (amino acid se-
quence around the susceptible glutamine residue influ-
ences the specificity). Denaturation or proteolysis of a
nonreactive protein can convert it to a transglutaminase
substrate.

Transglutaminase thus can be used for intentional al-
teration of food protein functionalities (9). The starting
point for the present industrial production of transgluta-
minase is the discovery of Ando et al. (10); calcium-
independent transglutaminase is obtained by fermenta-
tion of a nonpathogenic and nontoxicogenic variant of
Streptoverticillium mobaraense.

DISTRIBUTION OF TRANSGLUTAMINASE IN NATURE

Distribution of transglutaminases is ubiquitous in nature.
Most mammalian organs, epidermis, plasma, and extra-
cellular fluids contain transglutaminases in multiformity
(6–8). Mammalian transglutaminase exists in five types:
keratinocyte transglutaminase (TGK, or type I), tissue
transglutaminase (TGC, or type II), epidermal transglu-
taminase (TGE, or type III), prostate transglutaminase
(TGP, or type IV), and plasma and platelet transgluta-
minases (factor XIIIa) (Table 1). Each enzyme may have
distinct physiological functions in the body; that is, the
well-known blood transglutaminase, referred to as factor
XIIIa, stabilizes fibrin entanglement by cross-linking; the
guinea pig liver transglutaminase is classified as TGC. Al-
though this guinea pig liver transglutaminase was the first
enzyme to be found and has been well characterized, its
physiological role was the last to be solved.

Transglutaminases are found in not only in mammals,
but also in fish, shellfish, crustaceans, amphibians, plants,
and microorganisms. For instance, white croaker, carp,
sardine, Alaska pollock, chum salmon, rainbow trout (11),
horse mackerel (12), hoki (13), Crassostrea gigas (oyster)
(14), Tachypleus tridentatus (horseshoe crab) (15), tadpoles
of Rana catesbeiana (bullfrog) (16), Beta vulgaris L. (Silver
beet), broccoli, spinach, (17), Medicago sativa L. (alfalfa)
(18), Helianthus tuberosus (19), Pisum sativum seed (20),
Physarium (21), Bacillus (22), and Streptoverticillium
(10,23) have been reported to contain transglutaminase ac-
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Figure 1. Reaction scheme of transglutaminase activity. (a) incorporation of a primary amine into
c-carboxyamide group of peptide-bound glutaminyl residue; (b) cross-linking through formation of
�-(c-glutamyl)lysine bond between the c-carboxyamide group and �-amino group of peptide-bound
lysyl residue; and (c) deamidation of the c-carboxyamide group.

Table 1. Physicochemical Properties of Mammalian Transglutaminases

Type Molecular weight Subunit structure Protease activationa GTP effectb

Type I, TGK �90,000 Monomer � fatty acylation No None
Type II, TGC �8,000 Monomer � none No Inhibitory
Type III, TGE �80,000 Monomer � none Yesc ?
Type IV, TGP �150,000 (�71,000 � 2) Homodimer � ? ? None
Factor XIII
Plasma �350,000 a2b2 � none Yes (thrombin) None
Platelet �160,000 a2 � none Yes (thrombin) None

aProtease responsible for in vivo activation of transglutaminase is indicated in parentheses.
bEffect of guanosine triphophate on transglutaminase activity.
cProteases physiologically involved have not been specified.

tivity, for example, in organs, muscles, or tissue matrices.
Although the classification of many enzymes is left unde-
termined, it is obvious that the enzymatic activity of all
the transglutaminases, except microbial enzymes, is ex-
pressed only in the presence of calcium ions. The activity
of transglutaminases from some microorganisms, such as
Bacillus and Streptoverticillium, is expressed in both the
absence and presence of calcium ions. This calcium inde-
pendence is advantageous for food protein modification be-
cause many food proteins are affected by calcium ions. Fur-
ther, recent investigations revealed that the activity of
transglutaminases from oyster and scallop was quite in-
terestingly regulated by both calcium and sodium ions.

ASSAYS FOR TRANSGLUTAMINASE ACTIVITY

There are both quantitative and qualitative assay methods
for transglutaminase activity. Quantitative determination

can be accomplished by (1) measuring the incorporation of
any of several radioisotopically labeled primary amines
(e.g., [14C]- or [15N]-labeled putrescence, cadaverine, meth-
ylamine, and glycine ethyl ester) into caseins, dimeth-
ylated caseins, the acetylated B-chain of oxidized insulin,
or the glutaminyl peptide derivative, carbobenzoxy(Z)-
glutaminylglycine; (2) measuring the incorporation of
fluorescently-labeled primary amines (in most cases, dan-
sylcadaverine) into caseins, dimethylated caseins, the
acetylated B-chain of oxidized insulin, or Z-glutaminylgly-
cine; (3) colorimetric measurement of an enzymatically
produced colored c-glutamylhydroxamate, between hy-
droxylamine and Z-glutaminylglycine, with acidic condi-
tions (Fig. 2); or (4) measuring the ammonium released in
the acyl transfer reaction (24).

For qualitative determination of the transgluta-
minases, the detection of either cross-linked proteins by
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Figure 2. Reaction scheme of hydroxamate assay. Carboben-
zoxy(Z)-glutaminylglycine and hydroxylamine act as the acyl
donor and acceptor substrates. On the addition of ferric chloride/
trichloroacetic solution in the acidic pH, the c-glutamylhydroxa-
mate derivative of Z-glutaminylglycine gives a red-colored com-
plex.

(1) sodium dodecysulfate polyacrylamide gel electropho-
resis (SDS-PAGE) with a reducing agent (e.g., 2-mercap-
toethanol or dithiothreitol), or (2) test-tube inversion is ef-
fective. However, concentrated protein solution (a protein
concentration of more than 50 to 100 mg/mL) must be used
in the test-tube inversion assay because transglutaminase
cross-links the protein substrate in both dilute and con-
centrate solutions, but a gel that remains at the bottom of
the tube can be visually detected only in the concentrated
protein solution. The detection of the �-(c-glutamyl)lysine
bond, the enzymatic product, also indicates the presence
of transglutaminase (25,26). Further, enzyme-linked im-
munosorbent assay (ELISA) using either a monoclonal or
polyclonal antibody specifical to certain transglutaminases
(27) indicates the presence of the enzyme both qualita-
tively and quantitatively, depending on the conditions of
the assay. This method is effective for the detection of de-
natured transglutaminases in transglutaminase-utilized
products.

To detect transglutaminase activity, appropriate assay
methods should be carefully chosen. For instance, the sen-
sitivity of the method, the quantity, and the specific activ-
ity of transglutaminase may alter the result. Also, sub-
strate specificity, as well as the availability of the detective
apparatus and appropriate facilities should be considered.
It is known that transglutaminase from the hair follicles
of guinea pigs did not recognize hydroxylamine and/or Z-
glutaminylglycine as a substrate (28). Therefore, this
method is not applied for the detection of hair follicle trans-
glutaminases, although the hydroxamate method (hydrox-
ylamine and Z-glutaminylglycine) is the most convenient
for quantitative and qualitative detection of most trans-
glutaminases.

In the all assays except that for �-(c-glutamyl)lysine de-
tection, one has to bear in the mind that false results are

always a possibility. For instance, some amidases and pep-
tidoglutaminase (EC 3.5.1.43; an enzyme that catalyzes
the incorporation of primary amines into the c-carboxy-
amide group of glutamines in only short peptides, not in
proteins [29]) give a positive result in the hydroxamate
assay. Further, various amine oxidases, including lysyl ox-
idase and peroxidase, may introduce various primary
amines in the protein substrates, or cross-link the protein
substrates through Schiff base formation by oxidation of
amines or the �-amino group of lysine residues (6). There-
fore, for final confirmation that the enzyme is truly a trans-
glutaminase, one should check the presence or increment
of the �-(c-glutamyl)lysine bond.

MAMMALIAN TRANSGLUTAMINASE

Transglutaminases in mammalian organs and tissues exit
in multiformity depending on their physiological functions
and significance. Ordinarily, for all the transglutaminases,
including the well-characterized guinea pig liver enzyme
and plasma factor XIIIa, the calcium ion requirement for
expression of enzymatic activity is absolute (3–8). The pri-
mary structure of the five mammalian transglutaminases,
namely, keratinocyte transglutaminase (TGK, or type I),
epidermal transglutaminase (TGE, or type III), tissue
transglutaminase (TGC or type II), and prostate transglu-
taminase (TGP or type IV), including plasma and platelet
transglutaminase (factor XIIIa), have been established by
either cDNA cloning or protein sequencing.

A major physiological role of all the distinct transglu-
taminases, except tissue transglutaminase, is to cross-link
certain protein substrates in accordance with their exis-
tence in the organs, plasma, and extracellular fluids. Dis-
tinct transglutaminases may recognize the same protein
as substrate, but different glutamine residues within the
protein act as the acyl donors with different affinity and/
or specificity. Their possible physiological functions are re-
viewed in detail elsewhere (6–8).

Physicochemical Properties

Transglutaminases can be purified by a set of various
modes of chromatography (i.e., anion and cation exchange,
heparin, blue Sepharose, or antibody-conjugated affinity,
hydrophobic, and size-exclusion chromatography). The
properties of the purified transglutaminases are summa-
rized in Table 1. The monomeric forms of the four typical
mammalian transglutaminases quite resemble one an-
other, and their primary structures differ only slightly,
thereby resulting in slightly different molecular weights
(Table 1). The primary structures as revealed by cDNA
cloning and/or protein sequencing have approximately
670–820 amino acid residues, and approximate molecular
weights of the monomeric form of the four transgluta-
minases stay within the range of 71–92 kDa. TGK has ex-
tra N- and C-terminal regions (about 60 amino acid resi-
dues) and fatty acylation through thioester-linked palmitic
and myristic acid; hence, TGK has the largest molecular
weight. Other transglutaminases, such as TGC and TGE,
have a few possible N-linked glycosylation sites and more
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Figure 3. Sequence alignment of the active site region
of six types of human transglutaminase. TGK, kerati-
nocyte enzyme; TGC, tissue enzyme; TGE, epidermal en-
zyme, TGP, prostate enzyme; XIII, factor XIIIa subunit;
MTG, microbial enzyme from Streptoverticillium mo-
baraense var. Underlines indicate residues conserved
through all the transglutaminases, except MTG.

TGK SVPYGQCWVFAGVTTTVLRCLGLATRTVTNFNSAH
368 402

TGC RVKYGQCWVFAAVACTVLRCLGIPTRVVTNYNSAH
270 304

TGE PVRYGQCWVFAGTLNTALRSLGIPSRVITNFNSAH
266 300

TGP PVRFGQCWVFSGVLTTALRAVGIPARSITNFESAH
248 282

XIII PVRYGQCWVFAGVFNTFLRCLGIPARIVTNYNSAH
281 315

MTG EWLSYGCVGVTWVNSGQYPTNRLAFASFDEDRFKN
58 92

than 10 cysteine residues, but no glycosylation and disul-
fide bonding have been observed.

The structural similarity, as expressed by degrees of se-
quence identity among the four transglutaminases, is 92%
between human and rat TGK’s, 80% between human and
guinea pig TGC’s, and 75% between human and mouse
TGE’s. On the other hand, the structural similarity be-
tween each of the four typical transglutaminases ranges
from 31% to 37%. This indicates that the degree of se-
quence identity between species is rather more conserved
than that between the types, thereby suggesting that the
ancestral genes for each transglutaminase are limited to a
few types (8).

Plasma and platelet factor XIII molecules have molec-
ular weights of approximately 360,000 and 150,000, re-
spectively (3,4,30). They are the zymogen of factor XIIIa,
an activated form. Plasma factor XIII exists as a tetramer
comprising two noncovalently associated a-subunits and
two filamentous b-subunits, whereas platelet factor XIII
exits as a dimer comprising two noncovalently associated
a-subunits. Both plasma and platelet factor XIII are acti-
vated by �-thrombin cleavage of the a-subunit into factor
XIIIa. In plasma factor XIIIa, b-subunits dissociate from
a-thrombin-treated plasma factor XIII (or factor XIIIa) in
the presence of calcium ions. In the continued presence of
calcium ions, both plasma and platelet factor XIIIa become
catalytically active. The a-subunit resembles four typical
transglutaminases, with a sequence identity of 43% with
TGK, 36% with TGC, 34% with TGE, and 27% with TGP.
The three-dimensional structure of an activated form of
factor XIII has been determined (29). Thorough observa-
tion of the structure revealed that the catalytic triad res-
idues (cysteine-314, histidine-373, and aspartate-396) are
essential for the expression of transglutaminase activity.
Such structural information is critical not only for protein
chemistry, but also for protein engineering and genetic en-
gineering. The differences therefore are seen mainly in the
physicochemical properties of the six transglutaminases
from various sources and origins; amino acid sequences
around the active site (an important region for expression
of the catalytic activity) are highly conserved among all six
transglutaminases (Fig. 3).

Enzymatic Properties

Enzymatic properties, such as optimum pH and tempera-
ture for the enzymatic activity of the guinea pig liver trans-
glutaminase (TGC) and factor XIII, have been extensively
characterized and reviewed (3–5), whereas those of the re-
maining transglutaminases have been summarized briefly
(7,8). For instance, TGC can bind guanosine triphosphate
(GTP) (32). At the same time, TGC hydrolyzes GTP, and
the TGC activity is inhibited by GTP. In this context, the
possible physiological function of TGC has been postulated
as a G-protein (Gh) in receptor-mediated signal transduc-
tion (33), and such a property is unique among the six
transglutaminases.

MICROBIAL TRANSGLUTAMINASE

To achieve commercialization of transglutaminase, a con-
stant mass supply is an absolute prerequisite. Among mi-
crobial transglutaminases from three microorganisms,
Bacillus, Physarium, and Streptoverticillium, transgluta-
minase from Physarium has a molecular weight of 70,000
(21) (the largest of the three), whereas very few character-
istics have been determined for Bacillus transglutaminase
(22). On the other hand, transglutaminases from Streptov-
erticillium mobaraense var. (MTG) have been well char-
acterized (10,23,34), and their industrial production has
been established (see later). MTG is secreted into the cul-
ture broth so that cell disruption is unnecessary, and sub-
sequently, easy purification has accelerated commerciali-
zation. Streptoverticillium transglutaminase was first
named “bacterial transglutaminase” (BTG, or BTGase),
however, the final taxonomical classification into S. mo-
baraense var. (23) urged the renaming of the enzyme as
“microbial” transglutaminase (MTG, or MTGase).

Manufacturing Process

MTG is produced through the fermentation process using
S. mobaraense var. (Fig. 4). The inoculum for industrial
fermenters is built up in three stages: started in a shake
flask, then moved via aseptic transfer to a large fermenter,
and finally to a larger fermenter. Food-grade raw materials
are sterilized and are either batched or continuously



TRANSGLUTAMINASE 2573

Inoculum
Inoculum Inoculum

Shake flask

Air Compressor Filter

Seed
fermenter

Steam

Main
fermenter

Culture broth

Filter press

Ultrafilter

Filter press

Unglazed filter

Cell mass

Cell mass

Ethanol
Precipitate Dextrin

Ethanol

Cell-free filtrate

Drying

DextrinFormulation

MTG preparation
(The product)

Filtrate

Filtrate

Condensed solution

Figure 4. Manufacturing flow of transglutaminase from
Streptoverticillium mobaraense var.

pumped to the fermenters. The build-up of the inoculum is
started when the media are properly prepared and ad-
justed to suitable growth conditions, and a small inoculum
of the pure culture is added. When proper growth is con-
firmed, the broth is pumped to the next phase. After these
serial transfers, the inoculum is then transferred to the
main fermenter. Under aseptic conditions, with pH, tem-
perature, aeration and nutrients controlled, the organism
begins to produce and excrete the enzyme. When MTG is
accumulated to the proper level, the aerobic process is
stopped. Thereafter, the whole broth is considered suitably
treated, and the fermentation phase is considered com-
pleted. Next come the recovery and purification processes.
The recovery of MTG from the cultural broth is initiated
by the process that removes the organism and spent me-
dia. The liquid (broth) that contains the enzyme is sub-
jected to ethanol precipitation, and the fraction containing
the enzyme is concentrated by drying in vacuo before it is
formulated for the product. All substances added during

the recovery and formulating processes are of food grade.
The product is then set aside until quality control can as-
sure that it passes all the specifications.

There are various industrial technologies for enzyme
recovery, most of which are currently employed. These
technologies include the salting-out method, column chro-
matography, liquid–liquid extraction, ultrafiltration, di-
afiltration, and so forth. The processes employed in the re-
covery of MTG are ultrafiltration and solvent precipitation.
Following fermentation of the producing organism, the or-
ganism is eliminated from the broth by a filter press and
then a fine filter apparatus (made of unglazed filter tube).
Food-grade dextrin is added to the concentrated enzyme
solution for protection of the enzyme, and the enzyme is
precipitated by ethanol. Then, the ethanol is removed by
centrifugation, and the enzyme is dried in vacuo. The dried
enzyme is formulated into the product, whose enzymatic
activity is adjusted to 1,000 to 1,150 U/g. The product is
kept until the quality control studies are completed.



2574 TRANSGLUTAMINASE

Fermentation Flow. The pure culture of S. mobaraense
var is lyophilized; the medium for storage consists of 10%
skim milk and 1% monosodium L-glutamate. A lyophilized
culture in an ampoule is thawed and suspended in sterile
water. After suitable dilution with sterile water, a 0.15-mL
portion of the suspension is aseptically inoculated in Ve-
nette agar medium containing glucose, peptone, meat ex-
tract, yeast extract, and agar. The inoculated media are
incubated at 30 � 1 �C for 10 days. After confirming suf-
ficient mycelium growth and spore formation, the test
tubes are examined macroscopically and microscopically.
The strain is checked for the standard requirement of MTG
activity (hydroxamate assay), protease activity, and pH
value. The best strain selected by the above purity test is
stored as stock spores at 5 � 1 �C.

The preculture medium has the following ingredients,
in decreasing order of predominance: starch, glycerol, meat
extract, yeast extract, potassium dihydrogen phosphate,
magnesium sulfate, and antifoam agent. These ingredients
are dissolved in water, and the solution is neutralized with
sodium hydroxide solution and sterilized at 121 �C for 20
min. Five 2-L shake flasks containing 500 mL of sterile
preculture medium are inoculated with a loopful of the
spores. The flasks are incubated on a reciprocal shaker at
30 � 1 �C for 48 h. All of them are inoculated to seed fer-
menters including sterile preculture medium. The seed fer-
menter is aerobically incubated at 30 � 1 �C for about 26
h under a pressure of 0.5 kg/cm2 with agitation. The whole
seed culture broth is transferred to the main fermenter
containing a medium described later. The fermenter is con-
ducted aerobically at 30 � 1 �C for 85–90 h under a pres-
sure of 0.5 kg/cm2 with agitation. During the fermentation,
the pH of broth and the amount of CO2 in the waste gas
are continuously measured; the mycelial growth is also
checked. A microscope check for foreign microorganisms is
done at 24-h intervals; if any are found, the entire batch is
discarded.

The main culture medium has the following ingredi-
ents, in decreasing order of predominance: starch, peptone,
meat extract, yeast extract, corn steep liquor, potassium
dihydrogen phosphate, dipotassium phosphate, magne-
sium sulfate, and antifoam agent. These ingredients are
dissolved in water, and the solution is neutralized with so-
dium hydroxide solution and sterilized at 121 �C for 30
min.

Purification Flow. The culture broth is passed through
a filter press using diatomaceous earth to remove viable
cells of S. mobaraense var. The obtained filtrate is concen-
trated to approximately 1/12 volume of the original culture
broth and desalted by ultrafiltration. The concentration is
filtered using a filter press and a fine-filter apparatus,
which is made of an unglazed filter tube. The cell-free fil-
trate is mixed with ethanol after addition of food-grade
dextrin, then stood at 10 � 2 �C. Ethanol is removed with
decantation. The precipitate is washed with ethanol twice.
The precipitates are recovered by centrifugation, and the
cake is dried in vacuo at 39 � 1 �C for 22–24 h. The dry
powder is ground out and passed through a 60-mesh
screen. If necessary, the TG activity can be adjusted to an

appropriate uniformity by mixing with a diluent such as
dextrin.

Physicochemical Properties

MTG has a molecular weight of approximately 38,000 as
determined by SDS-PAGE and gel-permeation chromatog-
raphy (10). Mass spectrometric analysis indicates that
MTG has a molecular weight of 37,869.2 � 8.8. Amino acid
(34) and cDNA (23) sequences reveal that MTG comprises
331 amino acid residues and has a single cysteine residue
as a potential active site (Fig. 5). Although two potential
glycosylation sites (-Thr-Xxx-Asn-) exist in the primary
structure, MTG is a monomeric and simple protein (not a
glycoprotein or lipoprotein, etc.). The cDNA structure re-
veals that MTG has a signal peptide of 18 amino acid res-
idues in its N-terminal in the precursor. In fact, MTG is
secreted into the cultural broth during the fermentation.
A high isoelectric point (pI 8.9) suggests that MTG is a
basic protein.

Enzymatic Properties

MTG has a wide optimum pH (from 5 to 8) for activity.
Even at pH 4 or 9, MTG still shows some enzymatic activ-
ity. MTG is also stable at wide pH ranges. An optimum
temperature for MTG activity was 45–55 �C, and MTG
fully sustained its enzymatic activity even after heating at
50 �C for 10 min, both in the presence and absence of re-
ducing agents (Fig. 6). On the other hand, MTG losses its
activity within a few minutes on heating to 70�C. MTG
expresses its activity even at 10 �C, and it exerts some
activity even at near freezing (0 �C).

Expression of enzymatic activity for MTG is totally in-
dependent of calcium ions, and in this aspect MTG is
unique as compared with other mammalian enzymes. Such
calcium independence is useful for the modification of the
functional properties of food proteins. Many food proteins,
(e.g., caseins, soybean globulins, and myofibrillar proteins)
are susceptible to calcium ions and, subsequently, are pre-
cipitated easily by calcium ions. The sensitivity toward
other cations has also been investigated, and copper, zinc,
and lead ions notably inhibited MTG. The results are rea-
sonable because these heavy metals bind to and block the
thiol group of the single cysteine residue; meanwhile, MTG
was inhibited by thiol-modifying agents (10). For substrate
specificity of MTG, to date, most food proteins, such as leg-
ume globulins, wheat glutens, egg yolk and white proteins,
ovalbumin, actins, myosins, fibrins, milk caseins, �-
lactalbumin, and b-lactoglobulin, as well as many other
albumins, are cross-linked (35–42).

ALTERATION OF FUNCTIONALITIES OF FOOD PROTEINS
BY TRANSGLUTAMINASE

In the formation and maintenance of tertiary and quater-
nary structures of protein molecules, hydrogen bonds, di-
sulfide bonds, and electrostatic and van der Waal’s hydro-
phobic interactions are essential. Especially in food, not
only these bonds, but also other bonds and interactions,
particularly those found in connective tissues, are very



TRANSGLUTAMINASE 2575

DSDDRVTPPAEPLDRMPDPYRPSYGRAETVVNNYIRKWQQVYSHRDGRKQ
1 50

QMTEEQREWLSYGCVGVTWVNSGQUPTNRLAFASFDEDRFKNELKNGRPR
51 100

SGETRAEFEGRVAKESFDEEKGGQRAREVASVMNRALENAHDESAYLDNL
101 150

KKELANGNDALRNEDARSPFYSALRNTPSFKERNGGNHDPSRMKAVIYSK
151 200

HFWSGQDRSSSADKRKYGDPDAFRPAPGTGLVDMSRDNIPRSPTSPGEG
201 250

FVNFDYGWFGAQTEADADKTVWTHGNHTHAPNGSLGAMHVYESKFRNWSE
251 300

GYSDFDRGAYVITFIPKSWNTAPDKVKQGWP
301 331

*

Figure 5. Amino acid sequence of microbial transglutaminase from Streptoverticillium mobar-
aense var. All amino acid residues are represented by one-letter. An asterisk indicates the active
center.
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Figure 6. Enzymatic properties of microbial trans-
glutaminase. (a) pH-activity profile; (b) tempera-
ture-activity profile; (c) pH stability profile; and
(d) thermal stability profile.
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important in the expression of textures or mouth-feel.
Among them, covalent �-(c-glutamyl)lysine cross-linking is
considered noteworthy. An example of such a cross-linking
formation is found in the setting phenomenon or “suwari”
of salted, ground fish protein pastes in Japanese kamaboko
manufacturing. Contribution of such endogenous transglu-
taminase activity of fish in the suwari process has been
well documented (43–45). As demonstrated in the these
cases, transglutaminase has been believed to modify func-
tional properties of protein substrates (9). In an attempt
to develop new foods with unique protein utilization and
processing methodology, we have been interested in the
modification of the functional properties of food proteins
through formation of �-(c-glutamyl)lysine bonds by trans-
glutaminase.

Feasibility Study on Protein Modification
by Transglutaminases

In the early 1980s, the possibility of modification of func-
tional properties in milk caseins, soybean globulins, whey
proteins, and beef, pork, chicken, and fish actomyosins was
demonstrated using transglutaminase derived from
guinea pig liver (46–59) or bovine plasma factor XIIIa
(60,61). When protein solutions are cast on a flat surface,
a transparent, water-resistant, and slowly digestible pro-
tein film can be prepared. A protein emulsion of the oil-in-
water type can also serve as the substrate, and it is gelled
by transglutaminase. In these studies, cross-linking be-
tween various proteins of different origins, gelation of vari-
ous proteins by the transglutaminase reaction, as well as
incorporation of amino acids or peptides to improve nutri-
tive deficiency was shown. These results indicate that
transglutaminase was potentially useful in creating pro-
teins with new, unique functional properties, as previously
postulated (9). However, limited supply and the unfamil-
iarity of guinea pig liver transglutaminase for food use hin-
dered its commercialization.

Protein Cross-Linking

Discovery of MTG drastically accelerated its applicative
studies on the alteration of food protein functionalities.
MTG gels concentrate solutions of such proteins as soy-
bean protein, milk proteins, gelatin, and beef, pork,
chicken, and fish myosins, as does the guinea pig liver en-
zyme. Subsequently, improvement in solubility, water-
holding capacity, and thermal stability was demonstrated.
The gelled soybean globulin further hardened by heating
at 100 �C, for 15 min, resulting in a protein with new gel
properties. Caseins, non-heat-setting proteins, are also
gelled by MTG without heating. Gelatin, a cold-setting pro-
tein, is also gelled, and in this case, the gelled gelatin no
longer melts on heating at 100 �C. In practical application,
soybean curd can be prepared by the ordinary process with
the aid of MTG. This MTG-treated soybean curd becomes
retort resistant in a way that the soybean curd retains its
shape and is nonporous even after the retort treatment(s).
More than two different proteins can be covalently conju-
gated by MTG to produce new proteins with novel func-
tionalities, as with guinea pig transglutaminase. For in-
stance, conjugation of caseins or soybean globulins with

ovomucin, one of the egg white glycoproteins, improved
emulsifying activity (44). Also conjugation of casein and
gelatin by transglutaminase yielded novel proteins that
were highly soluble in acidic pH regions (41). Practical ap-
plications of transglutaminases, including MTG, in food
processing and manufacturing are summarized in Fig. 7,
and detailed explanations of transglutaminase applica-
tions have been given in elsewhere (62–64).

Amino Acids and/or Peptides Incorporation into Proteins

Amino acids and/or peptides can be covalently introduced
into substrate proteins by MTG. This improves nutritive
values of caseins, soybean proteins, wheat gluten, and so
on, whose methionine and lysine, are limiting amino acids.
For practical application of amino acid incorporation, all
the amino acids, except lysine, must have their �-carboxyl
group amidated, esterified, or decarboxylated in order to
be substrates of the transglutaminases. On the other hand,
lysine with an �-amino group on the side chain is a good
substrate for transglutaminase. In the case of peptides,
most should contain at least one lysine residue to be a suit-
able substrate. For instance, lysylmethionine or methio-
nyllysine can be incorporated into caseins to improve the
methionine deficiency. Likewise, lysylarginine or arginyl-
lysine can be incorporated into caseins to improve the ar-
ginine deficiency in infant prawns. On the other hand, car-
nosine and b-alanylhistidine can serve as the substrate
(65). Carnosine and anserine, a 1-methylated histidine de-
rivative of carnosine, are thus used as inhibitors of protein
cross-linking, because both peptides competitively act as
the substrates in the transglutaminase cross-linking re-
action.

BIOAVAILABILITY OF CROSS-LINKED PROTEINS

Although the scope of application of MTG-catalyzed mod-
ification of food proteins is vast, here attention is focused
on the nutritional efficiency of the cross-linked proteins.
MTG-modified proteins differ from native proteins only in
the quantity of the �-(c-glutamyl)lysine cross-links, all else
is the same. However, the digestibility or bioavailability of
the �-(c-glutamyl)lysine moiety in the cross-linked proteins
has been intensively investigated.

Distribution of Naturally Occurring �-(c-Glutamyl)lysine

Distribution of naturally occurring �-(c-glutamyl)lysine
cross-links in raw materials such as animal organs and
tissues and in commonly consumed processed foods have
been determined by measuring the �-(c-glutamyl)lysine di-
peptide after exhaustive digestion by proteases and pep-
tidases (25,26). Raw food materials, e.g., meats, fish, shell-
fish, and most processed foods (e.g., kamaboko, ham,
stewed beef, fried chicken, grilled pork, and hamburger)
contained more or less certain amounts of �-(c-
glutamyl)lysine cross-links (Table 2). However, dairy prod-
ucts (e.g., cheese, milk, and yogurt) scarcely contained
these cross-links. The level of �-(c-glutamyl)lysine cross-
links was higher in processed, especially cooked, foods
than in raw materials. The �-(c-glutamyl)lysine cross-link
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Figure 7. Application of transglutaminase on alteration of food functionalities. Open small circles
represent substrate protein molecules. Closed small squares represent other substrate protein
molecules. Closed small circles represent oils and/or fats.

Table 2. Distribution of Naturally Occurring
�-(c-Glutamy)lysine Cross-Links

Items Amount of
�-(c-Glutamyl)lysinea

Raw materials Beef tongue 78.4
Crab 34.6
Beef liver 14.5
Prawn 3.77
Milk nd
Chicken egg nd
Tomato nd
Apple nd
Potato nd

Processed food Stewed beef 68.7
Hamberger 40.9
Ham 39.4
Peking duck 31.5
Bread 15.7
Cooked rice 11.1
Popcorn 6.80
Fried chicken 6.76
Cheese nd
Yogurt nd

aMicromoles of �-(c-Glutamyl)lysine in 100 g protein of each item.

occurs naturally in eggs of red salmon, lumpfish, herring,
sardine, and Alaska pollock (66), all of which have been
popularly consumed as caviar in both Western and Eastern
countries.

Mechanism of �-(c-Glutamyl)lysine Formation

It is highly likely that endogenous transglutaminases are
responsible in the formation of �-(c-glutamyl)lysine cross-

links in protein during the cooking process, because a va-
riety of living organisms contain intrinsic, endogenous
transglutaminase in their tissues and organs. During cook-
ing, the temperature elevation in food materials is in fact
very slow, such that the endogenous transglutaminases
have some time to exert their enzymatic activity before
heat inactivation takes place. Thus cooked or processed
foods may contain larger amounts of �-(c-glutamyl)lysine
cross-links than raw materials due to transglutaminase
activity. That dairy products contained no �-(c-
glutamyl)lysine cross-links may support an idea that milk
itself does not contain any endogenous transglutaminase
activities.

Besides the catalysis of the transglutaminases, heating
has been reported to induce the formation of �-(c-
glutamyl)lysine cross-links in chemical dehydration be-
tween the c-carboxyl group of glutamate and �-amino
group of lysine (67–69). In this respect, humans have been
ingesting the �-(c-glutamyl)lysine moiety since the discov-
ery of cooking. Consequently, the safety of the �-(c-
glutamyl)lysine moiety has been unintentionally and au-
tomatically demonstrated.

Degradation In Vitro of �-(c-Glutamyl)lysine

Ordinarily mammalian gastrointestinal digestive enzymes
cleave proteins into amino acids, but leave the �-(c-
glutamyl)lysine cross-link uncleaved after ingestion of
cross-linked proteins. The uncleaved �-(c-glutamyl)lysine
dipeptide may be absorbed through intestinal brush-
border membranes to the kidney. As a factor responsible
for the degradation of the �-(c-glutamyl)lysine cross-link, a
kidney enzyme, c-glutamylamine cyclotransferase, has
been reported to cleave the �-(c-glutamyl)lysine dipeptide
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form. This reaction yields a free lysine and 5-oxo-proline
(synonym: pyroglutamate) from the dipeptide (70). Be-
cause lysine is an essential amino acid for humans and
other mammals, the presence of such a pathway would
help satisfy nutritional requirements. On the other hand,
5-oxo-proline should be converted to glutamate by an ATP-
dependent enzyme, 5-oxo-prolinase. If a large amount of
the cross-linked protein was ingested, a large amount of
ATP would be consumed in the kidney. Such a large ATP
consumption might overload kidney function, however, re-
cently, c-glutamyltransferase (c-glutamyltranspeptidase;
EC 2.3.2.2, (71)), present mainly in the intestinal brush-
border membranes, kidney, and blood, has been found to
cleave the �-(c-glutamyl)lysine dipeptide into a lysine and
glutamate (72). This reaction uses no ATP to generate glu-
tamate. Thus, the �-(c-glutamyl)lysine moiety, could be ef-
fectively metabolized into lysine by the two enzymes.

Degradation In Vivo of �-(c-Glutamyl)lysine

Many researchers have demonstrated that the �-(c-
glutamyl)lysine dipeptide could be metabolized in rats,
and that lysine was integrated in rat tissues (73–76). On
the other hand, the bioavailability of the �-(c-gluta-
myl)lysine cross-linked moiety in the cross-linked proteins

has not yet been experimentally demonstrated. This is be-
cause it would be unrealistic and impractical to prepare
large-scale cross-linked proteins for animal feeding by us-
ing the guinea pig liver transglutaminase. With abun-
dantly available MTG, cross-linked caseins in kilogram
scale were fed to rats to evaluate the nutritive value of
lysine in the �-(c-glutamyl)lysine moiety. Lysine generated
in the rats has been proved to be nutritionally beneficial
in the rats using MTG-catalyzed cross-linked wheat glu-
tens (77). It is thus suggested that the �-(c-glutamyl)lysine
moiety in the cross-linked caseins is cleaved, and the lysine
in the moiety metabolically utilized in the body.

CONCLUSION

As stated earlier (9), transglutaminases have been found
to drastically alter protein functionalities through the for-
mation of �-(c-glutamyl)lysine cross-links in many food pro-
teins. Vast application of the transglutaminase modifica-
tion on food proteins can bring forth such promising results
as novel foods and innovative processing techniques. Fur-
ther, the discovery of transglutaminase from S. mobar-
aense var. (MTG) has accelerated applicative studies, and
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consequently, MTG can be used in surimi and sausage
manufacturing in Japan.

With respect to the bioavailability of the �-(c-
glutamyl)lysine moiety in the cross-linked proteins, many
studies have been done, and it has been demonstrated that
the �-(c-glutamyl)lysine dipeptide that usually can be pro-
duced from the cross-linked protein after exhaustive
digestion by gastrointestinal digestive proteases and pep-
tidases can be cleaved by both c-glutamylamine cyclotrans-
ferase and c-glutamyltransferase, yielding a free lysine.
The lysine in the cross-linked proteins has been shown to
be metabolizable in the body. The nutritive value of the
lysine of the cross-linked protein has been proven using
wheat gluten as a lysine-deficient model protein in rats
(Fig. 8). Finally, with the evidence that the safety of �-(c-
glutamyl)lysine moiety has been proved by long-
established, habitual intakes of cooked foods by humans,
the overall effectiveness and safety of protein modification
by transglutaminase have been shown.
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OVERVIEW

Historically, the search for new genes and new gene func-
tions has been the major driving force for the development
of several powerful transient expression systems such as
direct DNA transfection into mammalian cells, recombi-
nant virus infection, injection of Xenopus oocytes with
mRNA, or complete in vitro–coupled transcription–
translation. In particular, functional expression of large
cDNA libraries has allowed the cloning of many new genes.
The analysis of the gene products, however, has lagged be-
hind because of the lack of efficient, quick, and easy ways
of producing sufficient amounts of the gene product to be
studied. On another front, methods for stable expression
of genes in mammalian cells have been available for many
years and presently form the basis for the development of
biopharmaceutical production in cell culture. One of the
major drawbacks of stable expression lies in the time re-
quired for the construction of an optimal, stable recombi-
nant cell line. Transient expression of human or mamma-
lian genes has received considerable interest in recent
years for its use in producing recombinant proteins, mainly
for research but potentially also for clinical purposes. The
ability to rapidly and reproducibly express one or several
recombinant genes in a eucaryotic cell environment and to
produce large amounts of the gene product now comple-
ments the conventional set of biotechnological tools. This
article reviews the transient expression methods that can
be used on a large scale for the production of recombinant
proteins of pharmaceutical interest for in vitro biological,
biochemical, animal, and human studies. The various
methods presently available can be classified according to
the vector used: plasmid DNA, insect viruses, or mam-
malian viruses. Several of the vectors used in transient
expression are also used in gene therapy applications, but
we will restrict the scope of this review to the production
of recombinant proteins in cell cultures.

There are several key features of transient expression
systems:

• Simplicity, in particular in the construction of the ex-
pression vector

• Intrinsic genetic stability, because the gene is con-
stantly maintained in the expression host

• Speed, that is, the time required to obtain the first
quantities of the gene product

• Application to a wide range of host cells (except in
the case of the baculovirus system)

• Suitability to parallel processing, that is, the ability
to study several genes or mutants at the same time

All of the transient expression methods have histori-
cally been designed for small-scale operations (Petri dish
or tissue culture flasks). However, the emphasis of recent
developments has been on the scale-up and application of
these laboratory methods to large-scale production sys-
tems, and all methods can now be operated at pilot bio-
reactor scale.

DIRECT DNA TRANSFECTION

Introduction

Direct DNA transfection is a widely used system to effi-
ciently produce a desired gene product at levels of 1–3
mg/L within a few weeks. Both genomic DNA and cDNA
can be expressed using the classical COS host cell line.
This allows the generation of large amounts of protein ma-
terial with mammalian posttranslational modifications
(glycosylation, disulfide bridges, carboxylation, amida-
tion). The material produced can then be utilized for study-
ing the structure and function of the gene product. In par-
allel, COS cells are routinely used for studying gene
expression regulation and for expression cloning. The cells
are readily available from public collections (ATCC,
ECACC) and are efficiently transfected. Cultivation of
these adherent cells does not pose any major problem, even
for large-scale cultures. These properties have contributed
to the wide popularity of this expression system.

COS cells are derived from green monkey kidney cells
(CV-1) transformed with an origin-defective SV40 virus.
Historically, the cell line was developed by Yakov-Gluzman
(1) to allow the generation of SV40 virus mutants. He de-
veloped three cell lines: COS-1, COS-3, COS-7. The cells
express high levels of the wild-type SV40 large tumor (T)
antigen, an early gene product of 100 bp, which binds to
the vector DNA at the origin of replication and allows the
host-cell polymerase to run repetitive cycles of DNA rep-
lication. As a consequence, plasmids carrying the SV40 or-
igin are maintained in the cell at high copy number (104–
105 copies per cell), giving rise to abundant mRNA yielding
high-level recombinant gene expression. COS cells are
known to express for up to 1 week posttransfection, with
peak protein production between 48 and 72 h posttrans-
fection.

Lusky and Botchan in 1981 (2) were the first to use the
large T antigen expressing COS in combination with an
SV40 origin–containing plasmid for the identification of
DNA transcription sequences. In 1982, the COS cell ex-
pression system was used for the first time by Rose and
Bergmann to express cell surface and secreted proteins
such as vesicular stomatitis virus glycoprotein (3). Subse-
quent applications by numerous other investigators dem-
onstrated that the COS cell expression system generally
yields biologically active proteins. The main factors influ-
encing the expression level in this system are the expres-
sion plasmid construct and the transfection efficiency.

Today, many SV40 T antigen–dependent vectors (e.g.,
ATCC 37192, 37193, 53100) are available for gene expres-
sion with COS cells. Typical plasmids for COS transient
expression carry the following major components (Fig. 1):

1. The SV40 origin for plasmid replication

2. Appropriate promoter, enhancer, and polyadenyla-
tion sequences

3. A prokaryotic origin of replication

4. A prokaryotic selectable marker

5. Unique restriction sites for target gene subcloning
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SupF

M13 ori CMV/T7
promoter

Stuffer

Splice + An

Py ori

HindIII
XbaI
BstXI

BstXI
XbaI

SV40 ori

E. coli
ori CDM8

4800 bps

Figure 1. Typical COS expression vector. CDM8, a typical plas-
mid for transient expression in COS cells. The plasmid consists of
CMV/T7 RNA polymerase promoter for high-level gene expres-
sion; (SV40 ori) SV40 and (Py) polyoma origin of replication; M13
origin of replication; a stuffer with unique restriction sites for sub-
cloning; E. coli origin of replication; prokaryotic genetic marker
(SupF); and splice and An, eukaryotic transcription regulatory
elements. Source: Reprinted from Ref. 4, with permission of Na-
ture.

The Epstein–Barr virus (EBV) also gave rise to a pop-
ular expression system based on vectors carrying the rep-
lication origin region (OriP) from EBV. EBV–transformed
cell lines expressing the EBV nuclear antigen 1 (EBNA-1)
replicate transfected plasmids and express the subcloned
gene in a similar way to the COS cell–based system. Both
genomic and cDNA sequences can be expressed in this sys-
tem. EBV vectors replicate episomally in the nucleus and,
under certain conditions, can be maintained by the cells
upon prolonged passage, thus providing a way of obtaining
either transient or stable expression of the recombinant
protein. In addition, incorporation of the coding sequence
for EBNA-1 on the expression vector yields a self-replicat-
ing expression plasmid that is autonomously maintained
under selection pressure.

By maintaining transfected cells under selective pres-
sure with hygromycin, 293 cells expressing EBNA-1 can be
passaged for up to six months while still expressing recom-
binant proteins at a high level. For example, human pla-
cental alkaline phosphatase, tissue plasminogen activator,
vascular endothelial cell growth factor, hepatocyte growth
factor, prolactin, neurotrophins, and soluble tumor necro-
sis factor receptors were obtained at levels of 0.2–10 lg/
mL (5).

Basic Principles and Protocols

COS Cells and Transfection. COS cell lines are available
from the ATCC (COS-1:ATCC CRL 1650, and COS-7:
ATCC CRL 1651). They are normally grown adherent onto
tissue culture treated matrices in DMEM with 10% FCS
and are split by trypsinization before reaching confluence

to avoid aggregate formation. ATCC recommends handling
the cells in accordance with Biosafety Level 2. Various
transfection methods are available to introduce plasmids
into mammalian cells. Calcium phosphate precipitation,
DEAE dextran, lipofection, and electroporation are com-
monly used transfection procedures that are well estab-
lished in cell culture laboratories. In addition, other meth-
ods have been described, such as receptor-mediated
endocytosis, protoplast fusion, polylysine, and polybrene-
mediated transfection. Direct DNA injection into cells with
the gene gun (bombardment with DNA-coated gold parti-
cles) is used in special applications where cells are difficult
to transfect or for certain electrophysiology studies.

Calcium Phosphate. DNA uptake by mammalian cells
can be achieved by exposing cells to a calcium phosphate–
DNA coprecipitate. The precipitate is formed within 20–30
min by diluting a CaCl2/DNA mix into 2� HBS. It is then
added to the cells in culture, and some protocols describe
replacing the medium after about 10 min with fresh me-
dium. In all cases, the transfection mixture is removed
from the culture within 1 day after precipitate addition
and replaced by fresh culture medium, allowing 2–3 days
for gene expression.

Calcium phosphate transfection is also applicable to
cells grown in suspension. After a wash with PBS, the cells
are resuspended and incubated in a solution containing the
calcium phosphate–DNA coprecipitate. After fresh me-
dium top-up and a 1-day incubation, the cells are then pel-
leted and transferred into fresh medium. Several param-
eters for transfection with calcium phosphate are critical,
including the time allowed for formation of the calcium
phosphate–DNA coprecipitate and the pH at which this
operation is performed. Scaling-up this method requires
that the standard protocols be adapted to reduce or avoid
the incubation, washing, and separation steps, because
these steps are not compatible with large volumes.

Lipofection. DNA can be delivered to cells by liposome-
mediated transfection. Positively charged liposomes are
formed with various cationic lipids, such as for N-[1(2,3-
diolexyloxy)propyl]-N,N,N-trimethylammonium chloride
(DOTMA), and interact with DNA to produce DNA–
liposome complexes. These complexes are adsorbed to and
subsequently fuse with the lipid bilayer of cell membranes,
delivering DNA into the cytoplasm.

The experimental protocols are relatively simple: plas-
mid DNA is diluted into serum free medium and mixed
with preformed cationic liposomes. For the actual trans-
fection, cells are overlaid with this mixture for several
hours. Finally, fresh medium is added, and the culture is
continued for a few days during which expression of the
target gene is normally observed. No developments in
large-scale transfections have been reported to date, prob-
ably because of the high costs of the liposome starting ma-
terial required for lipofection. However, lipofection has
been successfully carried out in spinner systems (Blasey et
al., unpublished observation), which indicates the poten-
tial for scale-up.

DEAE-Dextran. One of the most widely utilized methods
for the transfection of COS cells is the DEAE-dextran
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transfection method. The method is based on the formation
of a complex between DNA and high molecular weight
DEAE-dextran, followed by the natural uptake of this com-
plex by the cells.

COS cells are first grown up to 50–70% confluence, and
medium is exchanged for the transfection medium, which
is based on DMEM medium supplemented with 10%
NuSerum (Collaborative Research, USA). Normal serum
is substituted by NuSerum because of the formation of
toxic precipitates. The transfection medium also contains
DNA at about 2 lg/mL, DEAE-dextran and chloroquine.
Chloroquine is believed to prevent DNA degradation in-
duced by the acidic pH of the endosomes during transport.
A DMSO shock is also normally applied to the cells to in-
crease the transfection efficiency. Cells are finally plated
out and 24 h after transfection are subjected to either a
medium exchange, or a split. The cells or the secreted prod-
uct are then harvested 24–96 h posttransfection. The ma-
jor drawback of this method with respect to scale-up con-
sists of the repeated medium changes and washing steps.
In addition, the exact timing for the DMSO shock needs to
be empirically determined for each transfection.

Electroporation. Transfecting cells by electroporation is
achieved by imposing a short, powerful electrical field, (i.e.,
a pulse) onto the cells. The pulse is generated by discharg-
ing a capacitor, and as a consequence, small pores are cre-
ated into the cell membrane, allowing DNA to enter the
cell by diffusion.

Practically, cells are grown to submaximal density, pel-
leted by centrifugation, and suspended into a conductive
medium (e.g., normal culture medium or PBS) together
with the plasmid DNA. The mixture is transferred to a
sterile electroporation cuvette built with two electrodes
embedded in two opposing vertical walls. The electrical
pulse is applied, and the cells are then diluted back into
fresh medium. Following are the parameters that deter-
mine the transfection efficiency:

• The field strength (V/cm), defined by the voltage ap-
plied and the distance between the cuvette electrodes

• The pulse shape, which can be square or with a log-
arithmic decay

• The time constant, which is directly related to the
type of the electroporation cuvette

• The type of conductive medium and the cell density
• The concentration of DNA
• The number of electrical pulses applied

The optimal settings of these parameters (Table 1) vary
between different cell types and other factors such as the
pre- and posttransfection incubation times with the DNA,
the temperature at which the electroporation is performed,
and the physiological state of the cells. Electroporation has
been used to transfect COS cells at the liter scale, however,
the process was carried out in batch mode (i.e., by electro-
porating a large number of cuvettes), and this operation
mode clearly limits further scale-up. Commercially avail-
able continuous electroporation systems are available, but
results using these systems have not been reported.

Results

Transient Expression Scale-Up with COS Cells. Large-
scale transient expression with plasmids carrying the
SV40 origin includes several steps, shown in Figure 2: pro-
duction of large DNA quantities, scale-up of cell growth,
transfection, and protein production.

Production of Large Quantities of DNA. After transfor-
mation of competent Escherichia coli cells, colony expan-
sion, and propagation in fermentors, the required gram
amounts of plasmid DNA can be obtained. Plasmid DNA
is first extracted by conventional alkaline lysis and then
purified by selective DNA adsorption onto commercial res-
ins (Qiagen, Germany). One of the main goals of plasmid
purification is to achieve a low final endotoxin level, which
is essential for a high transfection efficiency.

Culture Scale-Up. COS cells, can be grown up to large
quantities by any of several appropriate methods, such as
tissue culture flasks, roller bottles, microcarrier cultures,
or Cellcube, but clearly, only the last two provide an effi-
cient means of large-scale cell production.

Large-Scale Transfection. COS cells are collected, sus-
pended at high density (108 cells/mL) in 0.5 mL of electro-
poration buffer (see earlier) containing 80 lg plasmid
DNA/mL, transferred into electroporation cuvettes (inter-
plate distance of 4 mm), and electroporated (Biorad Gene
Pulser) with 2 pulses at 260 V, 960 lF, and infinite resis-
tance.

Protein Production. The transfected culture is allowed
to recover for 1 day in FCS-containing medium, which is
then exchanged for low-protein, serum-free medium for the
protein production phase. Daily medium exchanges allow
one to continue the culture for up to 10 days posttransfec-
tion. A typical run yields several milligrams of pure pro-
tein (6).

Alternatively, COS cells can be grown up in rollerbot-
tles, and the culture is overlaid with a DEAE transfection
mix. After applying a DMSO shock, medium is added, and
the production is carried out for several days. This method
was reported for producing, at 800-mL scale, 1–2 mg/L of
the scFv::IgC-kappa fusion protein (7).

Scale-Up of the Calcium Phosphate Transfection with HEK
Cells. HEK cells grown in stirred systems can be trans-
fected by the calcium phosphate method. HEK cells pre-
viously adapted to suspension growth are propagated in a
stirred bioreactor. Once the cell density reaches 3 � 105

cells/mL, the calcium concentration in the medium is ele-
vated to 10 mM. After 30 min transfection is initiated by
addition of 20 mL/L of the calcium phosphate/DNA precip-
itate (at 500 lg DNA/L); 4 h later, calcium phosphate is
diluted by simple addition of fresh culture medium, thus
avoiding a separation step. In a typical example, 0.5 mg/L
recombinant tPA was produced during a 5-day production
period (8).

BACULOVIRUS–INSECT CELL EXPRESSION SYSTEM

Introduction

Baculovirus: Overview. The baculovirus–insect cell ex-
pression system is based on the infection of insect cell lines
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Table 1. Typical Electroporation Conditions (used in our laboratory)

Cell line CHO Ta HEK293EBNA COS M6

Voltage (V) 230 230 260
Capacitance (lF) 960 960 960
Volume (mL) 0.25 0.25 0.5
Resistance (x) � � �
Cuvette: plate distance (mm) 4 4 4
Plasmid (lg/cuvette) 40 40 30
Electroporation buffer Basal medium with 10% FCS Basal medium with 10% FCS Hanks buffered salt solution
Number of pulses 2 1 1–2
Typical results (% positive) 35–40% 35–40% 40–70%

Figure 2. Large-scale COS expression. (1) The gene to be
expressed is inserted into the multiple cloning site of the
vector. COS cells are grown up in large amounts (2) and
then transfected with the plasmid (3) by electroporation.
After transfer into a spinner or bioreactor (4) the trans-
fected culture resumes growth and produces the recom-
binant protein (4). Medium changes (5) extend culture life
and allow long-term production (up to 10 days).
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Product

3
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with a eucaryotic DNA virus: Autographa californica nu-
clear polyhedrosis virus (AcNPV). A powerful expression
vector was originally derived from AcNPV by Summers (9)
and Miller (10). It is helper independent and leads to very
high expression of heterologous proteins. The expression
system exploits strong viral promoters of nonessential
genes such as the polyhedrin gene. It is also particularly
well suited for coexpression of multisubunit proteins or
complex, multicomponent assemblies such as viral capsids.
The system is extremely safe because the virus does not
replicate in mammalian cells and, in its nonoccluded form,
cannot survive in the environment.

Virus Structure and Natural Life Cycle. AcNPV, a member
of the Baculoviridae family is a large virus that infects
mostly insects. The capsids are 40–50 nm in diameter and
200–300 nm in length. This large size explains in part why
large insertions can be made into the viral DNA, a double-
stranded circle of approximately 130 kb. The natural life
cycle starts from polyhedra or occlusion bodies where vi-

rion particles are embedded into a crystalline protein ma-
trix of polyhedrin (29 kDa). These polyhedra are ingested
as part of their normal diet by insect larvae. The alkaline
pH of the larva’s mid-gut dissolves the polyhedrin matrix,
releasing up to 100 virion particles per occlusion body.
These particles fuse with the mid-gut epithelial cell
plasma membranes, migrate to the nucleus where they
replicate, and generate nonoccluded (NOV) or budded vi-
rus (BV). These budded virus particles are transported by
the larva hemolymph to other tissues where they initiate
secondary infection sites. In the secondary infection, virus
penetrates the cells by receptor-mediated adsorptive en-
docytosis, a process that is also used during in vitro infec-
tion of cells in culture. The virus then infects other suscep-
tible cells, is transported to the nucleus, and enters into a
second round of replication that produces NOV again but
also, later, occlusion bodies (OB), which close the cycle (Fig.
3). The polyhedrin present in the occlusion bodies can rep-
resent up to 50% of the total cellular protein at the peak
of production.
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Figure 3. Baculovirus life cycle. The natural life cycle begins with primary infection: the insect
larva ingests polyhedra or occlusion body (OB) particles as part of its normal diet. The alkaline pH
of the larva’s midgut dissolves the polyhedrin matrix. The released virion particles fuse with the
midgut epithelial cell plasma membranes, migrate to the nucleus where they start replicating, and
generate budded or nonoccluded (NOV) virus particles. NOVs are transported by the larva hemo-
lymph to other tissues where they initiate secondary infection sites. In the secondary infection,
virus penetrates the cells by endocytosis, uncoats, is transported to the nucleus, and enters into a
second round of replication, which again produces OBs and closes the cycle.

Basic Principles and Protocols

Cell Lines and Media. Several lepidopteran cell lines are
highly susceptible to AcNPV, but, two are most commonly
used. One is derived from the fall armyworm, Spodoptera
frugiperda (Sf9 clone), and is available from ATCC
(CRL1711), the other is isolated from the cabbage looper,
Trichoplusia ni, and commonly designated Tn5 (available
as High Five cells from Invitrogen Corp.) (11). There are
in fact, almost as many variants of these cell lines as lab-
oratories working with them, and extreme caution should
be taken when reporting or comparing results without a
detailed knowledge of the particular cell line employed. All
cell lines have very limited requirements for growth in tis-
sue culture flasks (27 �C, no CO2, adaptable to serum-free
media), and most of them can be readily adapted to sus-
pension culture.

Both cell lines can be used for the expression and pro-
duction of recombinant proteins, but Sf9 is better suited
for generating virus stocks and performing plaque assays
because of its natural ability to stick to plastic, its higher

susceptibility to the virus, and its ability to produce more
virus particles per cell (Fig. 4).

Several media have been developed extensively for ef-
ficient growth and expression with the two cell lines de-
scribed. Serum-containing media such as TNM-FH,
IPL-41, and TC-100 are presently used less and less at the
production stage, whereas serum-free and even protein-
free media are available from commercial sources (JRH
Biosciences, Gibco-BRL, Bio-Whittaker). Serum-free me-
dia offer clear advantages for large-scale manufacturing,
particularly in the case of secreted proteins. When using
serum-free media, cells should not be passaged for long
periods of time (not more than 40–50 passages) to avoid
gradual loss of susceptibility to the virus. Frozen stocks
should thus be established to allow rapid and frequent ex-
pansion.

Transfer Vectors and Recombinant Virus Construction. In
order to produce a recombinant baculovirus, and because
the baculovirus genome is too large to be manipulated di-
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Figure 4. Noninfected Sf9 cells (a) and Sf9 cells infected with
either WT (b) or with a recombinant virus (c). Noninfected cells
appear round with smooth membranes; WT virus–infected cells
contain many occlusion bodies in the nucleus, and recombinant
(polyhedrin negative) virus–infected cells display an irregular,
sometimes “sausage” shape with rough membranes.

Table 2. Insect Cell Growth Parameters

Cell line Medium Td (h�1)
Max density
(cells/mL) Ref

Sf9 IPL41 � FCS 0.02 5 106 8
Sf9 SF900II 0.035 1.5 107 19
Sf9 TNMFH � FCS 0.032 4.7 106 1
Sf9 Excell 400 0.034 2.9 106 2
Tn5 Excel 401 0.030 4 106 3
Tn5 Excel 405 0.038 6 106 20
Tn5 SF-1 0.035 5 106 5

rectly by restriction enzymes, the gene of interest needs to
be inserted into a transfer vector (Figs. 5 and 6). Two dif-
ferent types of transfer vector are routinely used, depend-
ing on the recombination mechanism chosen:

Transfer Vectors for Recombination in Cells. Once assem-
bled, the transfer vector generally contains one of the
strong viral promoters, such as polyhedrin or p10, followed
by the recombinant gene coding sequence and transcrip-

tion termination signals and is flanked on both sides by
AcNPV DNA sequences. These sequences allow homolo-
gous recombination with wild-type, linearized DNA. A
wide variety of transfer vectors of this type have been con-
structed over recent years (12,13) and offer the possibilities
of varying promoters, of multiple gene inserts, and of in-
sertion of tags, fusion, partners, secretion signals, and
other helpful features aimed at facilitating detection, ex-
pression, and purification.

The transfer vector and wild-type baculovirus DNA are
then cotransfected into cells, and the foreign gene coding
cassette is inserted into the viral DNA by homologous re-
combination. Because homologous recombination occurs at
a low frequency (1–5%), the virus preparation needs to be
purified by plaque assay in order to isolate a pure recom-
binant virus. It is possible to dramatically increase the pro-
portion of recombinant over wild-type viruses (up to 90%)
by using linearized and partially deleted viral DNA, as in
the BaculoGold� system (Pharmingen) (13), or in the Max-
Bac� kit (Invitrogen Corp.), but this approach still does
not eliminate the requirement for virus plaque purifica-
tion.

Transfer Vectors for Recombination in E. coli. A newly
developed system, BAC-TO-BAC, permits the rapid engi-
neering of the recombinant virus in E. coli (14). It is based
on site-specific transposition of the DNA cassette into the
full viral DNA maintained in E. coli as a baculovirus shut-
tle vector (bacmid). This bacmid contains replication and
kanamycin resistance functions and behaves like any com-
mon small plasmid in E. coli. In addition, a lacZ� region
with a target site for transposition (mini attTn7) was in-
serted into the bacmid, which allows transposition of the
recombinant cassette from the transfer vector. The trans-
position machinery is provided in trans by a helper plas-
mid (tet resistant). This strategy allows fast, easy, and re-
liable selection of recombinant bacmid colonies on
chromogenic substrate–containing plates. Most impor-
tantly, it eliminates the need for plaque purification of the
recombinant virus. The recombinant bacmid DNA is pre-
pared from the positive E. coli colonies and used to infect
insect cells in culture in order to regenerate a pure recom-
binant virus stock.

Amplification and Titration. Titration of the virus is com-
monly performed by a standard plaque assay technique
with Sf9 cell monolayers in presence of serum-containing
media. This technique is laborious but gives the most ac-
curate estimate of the number of infectious particles per
unit volume (or plaque forming units) in the virus stock.
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Figure 5. pVL1392 transfer vector. The pVL1392 baculovirus transfer vector was built from pUC8
with its origin of replication (ori) and ampicillin resistance gene (Ampr). It contains the complete
polyhedrin gene promoter sequence (PH promoter) but lacks part of the polyhedrin coding se-
quence. A multiple cloning site (MCS) region has been inserted 37 nucleotides downstream of the
ATH polyhedrin start codon, which has been changed into an ATT. In a variant of this vector,
pVL1393, the MCS contains the same restriction sites in the opposite orientation. Source: Re-
printed from Ref. 12, with permission of Pharmingen, San Diego.

Once obtained in a pure form, the virus isolate must be
expanded to larger volumes if required for manufacturing
on a large scale. This can be accomplished by infection of
a culture at a low multiplicity of infection (MOI � 0.01–
0.1) so as to reduce the risk of producing defective inter-
fering particles (DIPs) (15,16) and by harvesting the su-
pernatant of the culture at the end of the infection phase
(4 days). Titers between 107 and 108 PFU/mL are com-
monly obtained at this stage. Virus stocks can be stored at
4 �C, in the dark, for several months, although titers may
be significantly reduced upon prolonged storage. A small
aliquot can also be kept frozen at �70 �C for long-term
storage.

Growth and Infection. Small-scale growth of the host
insect cells and infection are easily obtained in stationary
tissue culture flask cultures at 27 �C (15,17). Large-scale
cultures can be performed with cells in suspension in spin-
ner flasks or in bioreactors equipped with appropriate con-
trols for temperature, dissolved oxygen, agitation, and a

pH around 6.2 (18). Growth and product yields are fairly
insensitive to bioreactor design but highly sensitive to re-
actor operation mode and other process parameters such
as dissolved oxygen, cell density, and viability at onset of
infection, MOI, and nutrient concentrations.

Insect cells have been known for a long time to be par-
ticularly sensitive to mechanical stress, in particular at the
gas–liquid interface formed during the bubble-bursting
process. This explains many of the initial failures in trying
to grow insect cells in airlift bioreactors. This problem can
be alleviated by supplementing the growth medium with
appropriate surfactants such as Pluronic F-68 at a concen-
tration of 0.02%, which prevents cells from being adsorbed
on air bubbles.

Normally growth occurs with a doubling time of less
than 24 h, and cell density reaches a plateau at 107 cells/
mL in conventional media (Table 2). Infection is started by
simple addition of a virus stock to the culture in full ex-
ponential growth (1–2 � 106 cells/mL) and at high viabil-
ity as determined by the Trypan blue exclusion method. A
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Figure 6. pFast-Bac1 transfer vector. The pFastBac1 vector contains the pUC origin of replication
(ori), the ampicillin resistance gene (Apr), and transposon sequences (Tn7L, Tn7R) to produce re-
combinant bacmid DNA in E. coli. For selection and expression in insect cells, a gentamicin resis-
tance gene (Gmr), the polyhedrin promoter, SV40 polyadenylation signal, and a multiple cloning
site are present. Source: reproduced from the GIBCO-BRL 1997–1998 product catalog, with per-
mission from Life Technologies, Inc.

high MOI (5–10) guarantees a fast and uniform infection
of all cells and maximizes the final product yield, but the
amount of virus should not exceed 10% of the culture vol-
ume to reduce the addition of cell debris and spent me-
dium. (Fig. 5).

The level of nutrients present in the medium at the time
of infection is probably one of the most important param-
eters of the process. The nutritional state of the cells con-
ditions the success of the infection and the final product
yield, and the lack of a proper control of this parameter
explains most observations relating the final expression
level to the cell density. It has been clearly demonstrated
by several groups that infection could actually be carried
out at high cell densities (above 107 cells/mL), provided
that the nutrient level was kept stable by either one or a
combination of strategies, such as medium replacement,
concentrated nutrient addition, and perfusion. (Fig. 6).

Another key element in large-scale insect cell processes
is oxygen transfer, due to the high natural specific con-
sumption rate (around 5 � 10�17 M/cell/s) by the insect
cells. In the early infection process oxygen transfer be-

comes even more problematic because the cell’s require-
ment can double in the first 24 h of infection. Thus, sparg-
ing pure oxygen, increasing agitation rates, and gas flow
rates are the most efficient means of maintaining a stable
dissolved oxygen concentration (set point between 20 and
50% of air saturation) throughout the whole process.

Results

Timing of Expression. The timing of expression is di-
rectly related to the promoter used in the construction of
the recombinant virus. The kinetics of accumulation of the
recombinant protein in the culture is a result of two in-
verse phenomena: translation of the recombinant gene
from the viral DNA inside the infected cells, and progres-
sive cell death due to viral induced cell lysis. Peak expres-
sion is usually observed between 48 and 72 h postinfection
when the target gene is under control of very late promot-
ers such as polyhedrin or p10. It may be advantageous,
however, to drive expression from earlier promoters, such
as the basic protein or pcor promoters, which leads to max-
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Figure 9. Expression of human dopamine D4 receptors in Sf9
cells. Sf9 cells were propagated in 15-L bioreactors at 27 �C, in
TC100 medium (Gibco-BRL) supplemented with 10% FCS and
0.1% Pluronic F68 (BASF, Germany). Dissolved oxygen was con-
trolled at 50% air saturation by pure oxygen sparging on demand.
Once the culture reached a cell density of 1.5 � 106/mL (•) with
a viability above 95% (�), fresh medium was added together with
an aliquot of the virus stock so as to obtain a cell density of 1.0 �

106/mL and an MOI of 10 (arrow). Every 24 h postinfection, a
sample was withdrawn for receptor binding activity measure-
ments (�) with [3H] spiperone, as previously described (24).

imal expression earlier when cell viability is still above
80%.

Expression Level. A high expression level of recombinant
proteins is commonly achieved with the baculovirus sys-
tem; however, it is heavily dependent upon the nature and
specific characteristics of each protein and each construct.
Clearly, the expression level is also affected by the type of
promoter used to drive expression of the foreign gene. The
highest levels reported are in the range of several hundred
micrograms of active protein per milliliter of culture, as in

the case of expression of b-galactosidase in monolayer cul-
tures (10). Some cytoplasmic or secreted proteins can also
be produced in the 100-mg/L range in large-scale cultures
(21,22) (Figs. 7 and 8), but more complex proteins such as
multisubunit complexes and single or multiple transmem-
brane proteins are usually produced at lower levels, typi-
cally 0.1–5 mg/L (Fig. 9) (24).

Posttranslational Events. One of the strong arguments
for the baculovirus is the ability of insect cells to process
nascent polypeptides in a way that is similar to that mam-
malian cells, and most mammalian proteins produced by
this system are virtually identical to their native equiva-
lent in terms of their biochemical or biological activity. It
is well established, however, that N-glycosylation per-
formed by the most commonly used cell lines, Sf9 or Tn5,
is significantly different from mammalian N-glycosylation,
with most proteins being processed to the high-mannose
structure steps. However, glycosylation by other special-
ized insect cell lines such as Estigmene acrea (25) appears
to be more closely related to that of mammalian cell lines.
This area is of course of considerable interest and is still
the subject of intensive research.

Due to the availability of several promoters, and be-
cause large sequences of DNA can be inserted in the viral
genome, the baculovirus is particularly well suited to the
production of multisubunit complexes. Mammalian viral
capsids or viruslike particles can also be reconstituted in-
side the cell, and this property is being exploited for the
development of novel cattle and human vaccines.

Conclusion and Perspectives

The baculovirus system has shown to be a very useful tool
for the production of numerous recombinant mammalian
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Figure 10. In vivo packaging of recombinant SFV RNA transcripts into infectious particles. After
cotransfection of RNA transcripts from the expression and the helper vector, the replicase, coded
on the recombinant vector, drives RNA replication and transcription for both plasmids. Structural
genes from the helper are translated into proteins. While the capsid protein stays cytosolic and
binds RNA to form the nucleocapsid, the membrane proteins undergo posttranslational modifica-
tions. E1 and p62 are dimerized in the endoplasmic reticulum and are transported to the plasma
membrane where virus budding occurs. Because the viral packaging signal is found only on the
recombinant RNA, selective packaging of the pSFVdhfr occurs and as a result yields nonreplicative
infectious SFV particles. Source: Reprinted from Ref. 26, with permission of Nature-Biotechnology,
N.Y.

proteins for research, animal vaccination, and clinical ap-
plications. Several biological products produced with this
system are being tested in therapies or preventive vacci-
nation, and it seems likely that at least some of them will
soon obtain approval for marketing. The major advantages
of the system are high-level expression, safety, speed, coex-
pression of several proteins, easy scale-up, and low cost,
which explain its widespread use in particular for the pro-
duction of research material. Future work is needed to im-
prove control over posttranslational events, which is the
only area of difference with more conventional mammalian
cell–based expression systems.

SEMLIKI FOREST VIRUS

Introduction: Alpha Virus–Based Expression Systems

Alphaviruses such as the Sindbis virus (SIN) or the Sem-
liki Forest virus (SFV) are very small enveloped viruses
containing single-stranded RNA of positive polarity. The
12-kb RNA is capped at the 5	 terminus and polyadenyl-
ated at the 3	 terminus. SIN and SFV are the most-studied
alphaviruses, and both have been used for the expression
of various heterologous genes. Upon infection, the 5	 two-
thirds of the RNA is translated into polypeptides, which
are processed into four nonstructural proteins (nsP1–

nsP4). The nonstructural proteins include transcriptase,
which produces a negative-strand copy of the RNA ge-
nome, serving as a template for the generation of positive-
strand RNA copies. The 3	 third of the genome codes for
the structural proteins (i.e., for the capsid C and two mem-
brane proteins, p62 and E1). After translation, the capsid
protein C binds to genomic RNA within the cytoplasm. The
membrane proteins are translocated into the endoplasmic
reticulum, where they form heterodimers and allow virus
budding from the cell surface. The released virus can then
be taken up by receptor-mediated endocytosis and infect a
wide range of mammalian cells.

Semliki Forest Virus Expression System

The broad host range of the SFV expression system has
made it a particularly attractive system for functional
studies and investigation of the biological role of proteins.
It was originally developed by Liljeström and Garoff (26),
who split the SFV genome into two plasmids: the cloning
vector, pSFV1, which carries the replicase genes; and the
pSFV-helper, which encodes the structural proteins of the
virus (Figs. 10 and 11). In order to increase the level of
biological safety, they later also introduced a mutation into
the spike protein–encoding gene, generating pSFV-helper
II (27). The mutation prevents the natural proteolytic pro-
cessing of the spike protein into an active protein, which
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Figure 11. pSFV Helper1 (a) and pSFV1-3 plasmids (b). Construction of the SFV expression plas-
mids was done by deleting most of the coding region for the structural proteins (C, p62, 6K, E1)
from the cDNA clone, which spans the complete SFV genome. The vectors retain the promoter
region of the 26S subgenomic RNA (at the end of the nsP4 region) and the last 49 amino acids of
the E1 protein as well as the complete noncoding 3	 end of the SFV genome. Downstream of the
26S promoter, a polylinker (BamIII, XmaI, SmaI) was introduced. The SP6 promoter, which is
followed by the replicase (nsP1-nsP4), allows in vitro generation of full-length SFV RNA tran-
scripts. The eukaryotic origin of replication (ori) and antibiotic resistance (Ap) allow for plasmid
production in E. coli. A unique SpeI restriction site was inserted for plasmid linearization. The
pSFV-helper1 represents the SFV genome cDNA being deleted of most of the nonstructural region
but carrying all the structural genes (C, p62, 6K, E1). The pSFV-helper2 codes for a cleavage-
deficient variant of the spike protein. Source: Reprinted from Ref. 26, with permission of Nature-
Biotechnology, N.Y.

mediates entry into the cell. However, the processing can
be obtained by chymotrypsin cleavage, thus restoring full
infectivity of the virus stock (27). High expression levels
are obtained due to the extremely efficient SFV 26S pro-
moter used and also to the high number of copies of RNA
(200,000) present in each infected cell. For example, levels
up to 25% of total cell protein have been reported for b-
galactosidase (26), and several million neurokinin 1 recep-
tors per cell (28). Because the virus can be used to infect
almost any mammalian cell, recombinant proteins can be
produced with posttranslational modifications based on
the specific processing capacities of the host cell selected
(Table 3).

Infection and protein expression properties. SFV can in-
fect a broad range of host cells; however, the level of ex-
pression differs between cell lines: BHK, CHO, and COS
cells yield higher levels of expression than other cells such
as NSO, RPMI 8226, and HeLa. This was clearly demon-
strated for different types of proteins: a multitransmem-
brane receptor (neurokinin 2 receptor), a secreted protein
(soluble placental alkaline phosphatase), and a cytosolic
protein (b-gal).

At least in BHK cells it is known that the optimal pH
is different for SFV infection (pH 6.9) and protein produc-
tion (pH 7.3). The MOI also clearly modulates the expres-
sion level (30): a higher MOI results in elevated expression
levels.

Transfecting cells with RNA generated in vitro from the
cloning vector also leads to RNA replication and subse-

quent expression of the subcloned gene, a method that
should be applicable to the expression of oncogenes and
other hazardous genes. However, infection with recombi-
nant packaged SFV particles is still a more efficient way
to deliver recombinant RNA inside the cells.

Basic Principles and Protocols

Virus Generation. After subcloning the gene of interest
into the multiple cloning site of pSFV, the plasmid is lin-
earized to prepare for in vitro transcription and RNA pro-
duction. BHK cells are then cotransfected with the recom-
binant and helper RNAs (Fig. 12), which initiates the in
vivo packaging process. It is important to note that the
packaging signal is present only on pSFV-1 and is absent
from the pSFV-helper vector. As a consequence, infectious
but nonreplicative recombinant virus particles are pro-
duced, and a high titer (approximately 109 virus particles/
mL) is harvested 24 h after transfection.

Protein Expression. As a first step, BHK cells are grown
to confluence in T-flasks. The virus is activated by incu-
bation with chymotrypsin, which is inactivated after 20
min by addition of aprotinin. Virus is transferred into the
culture to give a MOI of 30 for infection. Product can be
detected by pulse labeling after 4–6 h postinfection while
the host cell protein synthesis is dramatically reduced or
shut down and cell growth is arrested. Maximum product
concentration is usually reached 1 day postinfection but
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Table 3. SFV-Expressed Recombinant Proteins

Protein group Protein Ref

Enzymes b-Gal (up to 25% of cell protein) 26
Mouse dehydrofolate reductase 26
Chicken lysozyme 26
Terminal deoxynucleotide transferase 29
Human cyclooxygenase 2 30
Rat and human catechol O-methyltransferase 31
Wild-type and mutant thyroid peroxidase (TPO) 32

Receptors Dopamine receptor 3 (�1 � 106 receptors/cell) 33
Human neurokinin receptor 1 receptor (2 � 106 receptors/cell) 28
Human neurokinin receptor 2 receptor 29
Human transferin receptor 33
5HT-3 receptor 26
5HT-1D alpha receptor 34
Adenosin A3 receptor 35
Human prostaglandin receptor E4 35
Dopamin 3 receptor mutant 36
Human P2�1, rat P2�2 37
Human P2�1, rat P2�2, rat 2�3, rat 2�4 38
GABA subunits 39

40
Virus Human papilloma type 16 capsid protein 41

Hamster measles virus protein HNT-PI F and Ph26 H 42
Influenza virus nucleoprotein 43
HIV gp120, gp160 44
Moloney murine leukemia virus spike protein 45
Vesicular stomatitus virus glycoprotein G 46
GB virus-C E2 envelope protein 47
GP4 structural glycoprotein of Lelystad virus 48
Respiratory-cynytial virus glycoprotein-G 49
Murine leukemia virus envelopes 50

Others Rab 8 51
Rab 12, 22, 24 52
VIP-21caveolin 53
Yeast syntaxin Sso2p 54
Rabbit pIgR 55
Human APP 56
Plasminogen activator inhibitor type 2 57
Mitochondrial precurser protein 58
APOE isoforms 59
P35/p40 IL-12 heterodimer 60

may vary depending on the proteins expressed. The culture
is harvested by centrifuging the cells after detachment.

Semliki Forest Virus Scale-Up Results

BHK cells are grown in single cell suspension to 106 cells/
mL using a stirred-tank reactor equipped with a Vibromix
stirring system and oxygenation by silicone tube gassing
(Chemap/MBR, Switzerland). This agitation method
proves to be optimal for minimizing cell aggregate forma-
tion, and the oxygenation method is preferred over direct
gas sparging into the bulk of the liquid so as to eliminate
any aerosol formation.

Before infection, 90% of the medium is exchanged by
external cross-flow filtration. The virus is activated sepa-
rately and the culture infected by addition of the activated
virus stock. At 16 h postinfection the culture is harvested
by centrifugation and the recombinant protein purified.

Recent results of large-scale protein production with
SFV have recently been described:

• Cyclooxygenase-2: 16 mg microsomal protein per 109

cells, activity: 3,942 pg PGE2/lg microsomal protein
(30)

• 5HT3 receptor: 1–2 mg 5HT3 receptor protein per li-
ter culture, or 25–50 pmol binding sites per cell (19)

Commentary

The SFV expression system has quickly found wide accep-
tance due to the high level of expression achievable com-
bined with the short time scale for production. It is pref-
erentially used to express receptors and intracellular
products.

Virus generation for large-scale infection is still labori-
ous, in particular the RNA generation and transfection of
cells with the two RNAs. This constitutes the main differ-
ence with other viral-mediated expression systems.

Biological safety of the SFV expression system has been
given significant attention. The virus is nonreplicative and
only conditionally infective. However, because the culture
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Figure 12. SFV infection process. Large-scale recombinant pro-
tein production with the Semliki Forest virus system. The gene
to be expressed is subcloned (1) into the recombinant vector
pSFV1-3. In vitro transcribed RNA (2) from the recombinant plas-
mid pSFV1-3 and the pSFV-helper-2 are cotransfected (3) into
BHK cells; virus is harvested 24 h later. BHK cells are grown up
to 106 cell/mL as suspension culture in a mechanically stirred re-
actor (4). Virus is activated (5), the culture medium is exchanged
(6), and the culture infected (7). Cells are harvested (8) 1 day after
infection by centrifugation, and the protein is purified.

at the time of harvest potentially contains active virus, it
is recommended that this expression system and the han-
dling of products obtained by this technology be operated
under safety category two or higher.

OTHER VIRAL-MEDIATED EXPRESSION SYSTEMS

Adenovirus

Introduction. Isolated in the early 1950s, adenoviruses
have recently received a renewed interest for their use as
vectors for DNA delivery to cells in vivo in gene therapy

applications, as potential vaccine vectors, or as expression
vectors for heterologous genes in vitro. In this section, the
latter application of adenoviruses is reviewed.

Adenovirus Life Cycle. The adenovirus life cycle starts
with an early phase in which regions E1–E4 and L1 of the
linear double-stranded DNA (36 kb total length) are ac-
tively transcribed from the early (E) and major late pro-
moters (MLP), respectively (61). Viral replication begins 8
h after infection, and host transcription as well as protein
synthesis are gradually shut off as the cycle enters the late
phase of infection. In this phase, late transcripts from the
MLP, L2–L5 appear together with structural proteins. The
MLP promoter drives high levels of expression of these late
proteins, which can account for up to 50% cellular protein.
The cycle also leads to cell death and to the release of high
virus titers (108–109 PFU/mL).

Expression Vectors. The extensive knowledge accumu-
lated over the years on adenovirus transcription regulation
allowed the engineering of adenovirus vectors (Ad) modi-
fied for the expression of heterologous genes (61). The first
modification consists in deleting the early regions E1 and
E3. Whereas E3 is not essential to viral replication in cell
cultures, E1 deletion renders the virus replication incom-
petent, and this function must then be provided in trans
by the host cell, as is the case for 293 cells, which consti-
tutively express the E1 protein. The second modification
consists in introducing an expression cassette in place of
the deleted E1 region. In the cassette, the recombinant
gene is placed under control of an additional (or ectopic)
MLP and follows the tripartite leader and splicing signal
sequences, thus taking advantage of the strong natural
positive regulation of the promoter. Alternatively, the re-
combinant can be placed under control of an exogenous
promoter such as CMV (62) or the natural MLP, but in this
latter case, the recombinant virus must then be treated as
a helper-dependent virus. Very recently, a new series of
vectors, pAdBM5, was constructed (63) with significant im-
provements in the ectopic MLP region by insertion of en-
hancer sequences that stimulate the promoter’s transcrip-
tional activity. The fact that the virus can be propagated
in suspension cell cultures is also of considerable advan-
tage over other similar processes.

Results. Several heterologous proteins have been ex-
pressed from Ad vectors at high levels in 293 cells. Most
constructions have been done in the Ad5 serotype back-
ground, and with a few exceptions, such as DHFR, CAT,
factor IX or the vitamin D3 receptor, all were made for
expressing viral proteins. SV40 large T antigen was ex-
pressed at high levels and could be purified to homogeneity,
Herpes simplex virus type 2 ribonucleotide reductase sub-
unit R2 was expressed in 293 cells at 4–5% of cellular pro-
teins, and the polyomavirus middle T antigen and the hep-
atitis B surface antigen were also expressed at high levels
in the same cells. The pAdBM5 vector has been reported
to yield even higher levels of expression (10–20% of cellular



2594 TRANSIENT EXPRESSION SYSTEMS

DNA Core

Envelope

Early mRNA

Early enzymes
Growth factor

RNA polymerase
Transcription factor
Poly(A) polymerase
Capping enzyme
Methylating enzymes

Uncoating
2–12 h

DNA replication

Intermediate mRNA

Late transactivators

Late mRNA

Late enzymes
Early transcription factor

Structural proteins

Cleavage
Glycosylation
Acylation
Phosphorylation

Nucleus

? Nuclear factors

Morphogenesis 4–20 h

Golgi

C
on

ca
te

m
er

 r
es

ol
ut

io
n

D
N

A
 p

ac
ka

gi
ng

DNA 
po

lym
er
as

e

Inter
mediat

e t
ran

sac
tiva

tor

Figure 13. Replication cycle of vaccinia virus. After entry of vaccinia virus into cells, early genes
are expressed, leading to secretion of several proteins (including a growth factor), uncoating of
the virus core, and synthesis of DNA polymerase (and other replication proteins), RNA polymerase
subunits, and transcriptional transactivators of the intermediate class of genes. After DNA
replication, intermediate mRNAs are made, some of which encode late transcriptional transacti-
vators, leading to expression of late genes. The latter encode structural proteins, enzymes, and
early transcription factors, which are packaged in the assembling virus particles. Some of the
mature virions are wrapped in Golgi-derived membranes and are released from the cell. The bold
arrows indicate the products that exit the cell. Source: Reprinted from Ref. 66, with permission of
Raven Press, N.Y.

Table 4. Vaccinia Large-Scale Production

Product System Cells Company Ref.

HIV-1 rgp160 150-L microcarrier BHK Pasteur Merieux 67
HIV-1 gp160 1200-L microcarrier VERO Immuno AG 68
Human protrombin 1200-L microcarrier VERO Immuno AG 69

proteins), with a tyrosine phosphatase (PTP1C) used as a
model in bioreactor-scale cultures of 293 cells (64,65).

As is normally expected, posttranslational processing of
Ad-derived recombinant proteins has been shown to be
identical to the native protein.

Vaccinia Virus

Vaccinia Virus Characteristics. The vaccinia virus, an Or-
thopoxivirus, belongs to the family of Poxviridae. It has a

double-stranded DNA of nearly 200,000 bp and replicates
in the cytoplasm of the host cell (Fig. 13). The lipoprotein
envelope contains the core structure, including an RNA
polymerase, a transcription factor, capping and methylat-
ing enzymes, and a poly(A) polymerase.

Infection of cells with the vaccinia virus leads to the
suppression of host cell protein synthesis, and cytopathic
effects occur. Up to 5,000 virus particles are produced per
cell, which, depending on the virus strain, will stay cell
associated or can be found in the culture medium.
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Table 5. Transient Expression Systems

Time scale Advantages Disadvantages Applications Yields

DNA vectors

Large T–expressing
cell lines (e.g., COS)

3–4 weeks Established technology
Simple to execute
Scale up to liter scale

demonstrated

Large DNA and cell quantities
required for transfection

Large-scale transfection
Short expression time after

transfection (1–2 weeks),
overgrowth by non producers

Safety category 2–3

Functional and structural
studies

0.1–3 mg/L
Up to 10 mg protein

HEK293 EBNA 4–8 weeks Simple to execute
Culture scale-up under selective

pressure
Transfection requires only small

quantities of DNA and cells
Stable under selection
Potential selection of clones
Establishing seed: bank possible

Safety category 2 Functional and structural
studies, target validation,
preclinical studies

0.1–10 mg/L
100 mg protein

Viral vectors

Baculovirus 6–8 weeks Established technology
Easy scale-up
Safe viral system

Lytic system
Nonmammalian glycosylation

Functional and structural
studies, target validation,
preclinical studies

0.5–30 mg/L gram
quantities

Semliki Forest virus 2–6 weeks Exceptionally short time from gene
to product

High yields
Very broad host range

Safety category 2 for activated
virus

Limited virus scale-up
Lytic system

Functional and structural
studies, target validation

Up to 8 � 106

cell
Up to 100 mg

Vaccinia 2–8 weeks Easy scale-up to very large scale
Virus simple to scale-up
Broad viral host range

Pathogenic: safety category 2
Lytic system

Functional and structural
studies, target validation,
preclinical studies; vaccines

Around 0.1–5 mg
Gram quantities
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Vaccinia Virus for Heterologous Expression. For recom-
binant protein expression, the gene of interest is placed
under the control of a vaccinia promoter. Late promoters
are preferred for yielding high-level protein expression. In-
tegration of the foreign gene can be accomplished by one
of three methods: homologous recombination, direct clon-
ing, or construction of a hybrid of vaccinia with the bac-
teriophage T7 RNA polymerase.

Homologous recombination is performed by (1) subclon-
ing cDNA into a plasmid next to a vaccinia promoter,
flanked by nonessential vaccinia gene sequences; (2) re-
combining into the vaccinia genome (cell infection with
wild-type vaccinia virus and transfection of recombinant
plasmid); and (3) screening for recombinant virus.

Direct cloning is performed by inserting the cDNA into
a unique restriction site of the vaccinia virus genome,
which is packaged after transfecting helper cells (fowlpox
virus–infected cells). High-level expression can also be
achieved with the vaccinia virus–T7 RNA polymerase hy-
brid system. This system relies on the cytoplasmic expres-
sion of the bacteriophage T7 RNA polymerase (e.g., by a
stable transfected cell line). The recombinant gene is in-
serted into a vaccinia virus under the control of the T7
RNA polymerase promoter. To provide the T7 polymerase,
either constitutively expressing cells are infected or cells
are cotranfected with a polymerase expressing vaccinia vi-
rus.

Advantages of the vaccinia virus system are (1) the wide
host range of mammalian cells that can be infected, (2) the
mammalian posttranslational modification machinery,
(3) the high expression levels, and (4) easy production of
the virus. A disadvantage of the system is the safety level
required when working with vaccinia.

The vaccinia system has been successfully scaled up to
very large scale (Table 4).

CONCLUSION

Transient expression technologies have been available for
many years and have been applied to many different ob-
jectives. Recent novel applications cover the use of these
technologies for producing recombinant proteins in
amounts sufficient for biochemical and biological studies
(100–1,000 mg). Table 5 summarizes the essential features
of each technology. A first step common to all technologies
presented here is the large-scale preparation of the ex-
pression vector (plasmid DNA, mammalian or insect re-
combinant virus). Speed is the principal motivation (start-
ing from cDNA, the protein is produced within 10–15 days)
in contrast to more classical technologies such as stable
cell lines, which require selection and amplification of the
recombinant gene. In addition, novel routes to pharmaceu-
tical discovery such as human genome sequencing create
a serious need for high throughput, medium-scale (10–100
mg of protein) expression systems in order to quickly char-
acterize and evaluate the function of novel gene products.
The eukaryotic environment in which most of these tran-
sient expression systems operate ensures that elaborate
posttranslational modifications are properly carried out

and that the protein product obtained provides an authen-
tic representation of its native human counterpart.
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INTRODUCTION

This article covers transport processes in microorganism
of industrial importance. General aspects of transport and
uptake of solutes are considered, but as far as possible,
examples involving industrial organisms are presented.
Figure 1 presents a summary diagram reviewing the major
types of transport systems in bacterial cells. Recent re-
views from a less applied perspective are cited in the bib-
liography.

Cell Structure and Solute Movements

Solute transport across membranes plays major roles in
the physiology of industrial organisms and may determine
which solutes are transformed into products or if the or-
ganisms can function under the rigors of industrial process
environments. Gram-positive bacteria generally have a

single cytoplasmic or protoplast membrane surrounded by
a thick cell wall with an elastic peptidoglycan network con-
taining various other polymers and forming a heteroporous
molecular sieve that restricts entry of large molecules into
the cell. Fungal and plant cells also have thick, heteropo-
rous walls but do not contain the peptidoglycans that are
peculiar to eubacteria. The wall is a coarse sieve, whereas
the membrane is a finer sieve. In fact, generally only very
small solutes pass through the cytoplasmic membrane un-
less the membrane has specific transport proteins that cat-
alyze movements into or out of the cell. Walled cells gen-
erally have what is called osmotrophic nutrition and only
small nutrients, for which there are transport systems in
the cytoplasmic membrane, can be transformed through
the actions of cytoplasmic enzymes. However, bacteria and
fungi are noted for secreting hydrolytic enzymes that cat-
alyze breakdown of polymers in the environment. The re-
leased fragments then pass through the cell wall to be
transported across the cytoplasmic membrane into the cell.
Many of these exoenzymes are of major industrial impor-
tance, although their primary function for the producing
cell is to provide nutrients.

Gram-negative eubacteria generally have two mem-
branes, an inner or cytoplasmic membrane bounding the
protoplast, and an outer, cell wall membrane. Both mem-
branes are barriers to solute uptake. The outer membrane
is a less-restrictive barrier but does largely prevent move-
ment of larger molecules into the cell unless there are spe-
cific receptors for the molecules. Movement even of smaller
molecules commonly involves protein porins, which form
channels across the membranes. The inner membrane is
the equivalent of the cytoplasmic membrane of Gram-
positive bacteria and contains transport catalysts for
movement of solutes into and out of the cytoplasm. The
space between the two membranes contains a thin layer of
peptidoglycan, lipoprotein molecules that bridge the pep-
tidoglycan layer and the outer membrane and a variety of
enzymes and binding proteins, some of which are involved
in solute transport. Small hydrophilic solutes may pass
through porins in the outer membrane and be bound by
specific binding proteins in the periplasm between the
membranes. Binding protein–solute complexes may then
interact with specific transport proteins in the cytoplasmic
membrane to catalyze transport of the solute into the cell
and release of the binding proteins back into the peri-
plasm.

Archeae, which are becoming more and more prominent
in biotechnology, have cytoplasmic membranes with ether-
linked lipids rather than the ester-linked lipids of other
organisms and contain phytanols rather than the more
usual types of fatty acids of eubacterial and eukaryotic
cells. Various protective envelope structures external to
the membrane have been described, but none contains the
peptidoglycans characteristic of most eubacterial cells. The
membrane transport systems of the Archeae are generally
similar to systems in eubacterials cells but with differences
in the molecular details of the components. Since many
Archeae are adapted to function in what are considered to
be extreme environments, their transport systems are also
adapted to function at, for example, high temperatures,
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low pH values, very high salt concentrations or low
oxidation-reduction potentials.

Eukaryotic organisms used in industrial microbiology
include yeasts and other fungi, but also animal cells used,
say, for production of monoclonal antibodies, and increas-
ingly, plant cells. Most eukaryotes have multiple mem-
branes that regulate solute transport into and out of the
cells and also into and out of the various organelles within
in the cells. Indeed, these organisms nearly all have a mix
of prokaryotic and eukaryotic characteristics. For example,
their major energy-transferring organelles, mitochondria
and chloroplasts, are derived from prokaryotic endosym-
bionts and so have modified prokaryotic membranes and
transport systems.

Transport in Biofilms

Special problems of solute transport may be encountered
in biofilms, which are important in many biotechnological
applications ranging from food fermentations to sewage
treatment. Entry of solutes into and out of these consortia
of organisms associated with a surface is generally con-
trolled by diffusion across the surface of the biofilm. The
situation is often one in which there is flow of a fluid over

the biofilm and passage of solues from the fluid across the
surface of the film into the polysaccharide matrix and
thence into the cells. The passage of solute generally fol-
lows the Fick diffusion equation, dS/dt � PA(DC), where
dS/dt is the change in the amount of solute in the biofilm
per unit of time, P is the permeability coefficient (which
has units of distance divided by time), A is the surface area
for diffusion, and DC is the difference in solute concentra-
tion between the interior and exterior of the biofilm sur-
face. Theoretical aspects of antibiotic diffusion into bio-
films have been reviewed by Stewart (1), and his analyses
can be applied to other solutes.

The biofilm may be mainly exposed to air or other gases.
However, the film is still covered by a liquid, and passage,
say of O2, is from the gas phase into the liquid phase and
thence into the biofilm. O2 movement into the film is lim-
ited, and biofilms generally contain a diversity of aerobic,
facultative, and anaerobic organisms with stratification of
the anaerobes away from the surface. Many or most bio-
films are penetrated by aqueous channels that may help
to deliver solutes to lower parts of the consortium. Nutri-
ents may be leached from solid substrata by biofilms, but
again, the limitation on leaching is commonly surface-
limited diffusion.
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Biofilms have long played key roles in industrial pro-
cesses ranging from vinegar production to sewage treat-
ment. Our appreciation of them is growing, and they are
likely to play even more prominent roles in the future. As
mentioned, they allow for wide biodiversity in populations,
and this diversity is key in many types of biocatalysis in-
volving cometabolism. They also allow for coexistence of
genetically engineered organisms that otherwise would
not be competitive. They serve also to mute adverse envi-
ronmental influences so that members of the community
have time to undergo phenotypic or even genotypic adap-
tations in response to environmental stresses. Certainly, it
is well know that cells in biofilms are far more resistant to
biocides than are cells in open cultures. However, biofilms
do present special challenges in terms of supply of O2 and
other solutes and diffusion of products away from the con-
sortium.

PRIMARY TRANSPORT SYSTEMS

In cells, the primary mechanisms for energy transfer from
fuel to function include substrate-level phosphorylations,
such as those of glycolysis and other fermentative path-
ways, and so-called chemiosmotic processes first eluci-
dated by Peter Mitchell. The hypothesis of chemiosmotic
energy coupling was based on two fundamental insights.
The first involved realization that biological membranes
allow for charge separation across a hydrophobic barrier
and a conversion of chemical bond energy to electrical en-
ergy. During respiration or photosynthesis, protons are
moved out of the cell or organelle, such as a mitocondrion
or chloroplast, to create a gradient of pH and charge across
the membrane. The potential energy of the charge sepa-
ration was defined by Mitchell in terms of the proton-
motive force (Dp) expressed in volts or millivolts

Dp � Dw � zDpH

where Dw is the electrical potential across the membrane
(measured experimentally or calculated by use of the
Nernst equation), DpH is the pH difference across the
membrane, and z is equal to 2.3 RT/F with R being the gas
constant, T the Kelvin temperature, F the Faraday con-
stant, and the multiplier 2.3 is for conversion of natural
log to base 10 log.

The Dp potential energy can then be transferred to syn-
thesis of ATP, to solute movements across the membrane,
or to other endergonic processes such as motility. Mitchell’s
other major insight was that there was associated with the
membrane an ATPase that could catabolize synthesis of
ATP from ADP and inorganic phosphate in association
with proton movements back into the cell. Thus, the elec-
trical energy associated with charge separation across the
membrane could be converted back to chemical bond en-
ergy. These enzymes are generally called F-ATPases and
have the peculiarities that they can operate reversibly and
do not become phosphorylated during their catalytic cycles.
They are the major agents for chemiosmotic ATP synthesis
in respiring and photosynthetic organisms. For example,
in the average human, they catalyze synthesis of some 70

kg of ATP per day. The equivalent enzymes of Archeae are
generally called A-ATPases, and they are able to couple
charge separation across the cell membrane to ATP syn-
thesis.

F-ATPases serve major functions even in nonrespiring,
fermentative organisms. For example, fermentation com-
monly results in acid production, and the F-ATPases act to
move protons from dissociated acids out of the cytoplasm
to develop DpH across the cell membrane with the interior
alkaline relative to the exterior.

It is now apparent that chemiosmotic energy transfer
can involve sodium ions (DpNa) and sodium-transporting
ATP synthases (2). The ATPases responsible for this type
of transfer are distinct from the enzymes responsible for
proton-based energy transfer. Proton-based systems are
more common than Na�-based systems, but the latter are
widely distributed among prokaryotes.

SECONDARY TRANSPORT SYSTEMS

ATP-Dependent Transport

F-ATPases play a key role in acid-base physiology by trans-
porting protons out of the cytoplasm to reduce internal
acidification. This role is clearly important in many indus-
trial fermentations in which acid is produced (e.g., in vin-
egar production) or in which there is an acidification phase
before production of another metabolite (such as in the bu-
tanol fermentation by Clostridium acetobutylicum). For
the bacteria involved in a wide range of processes from
yogurt production to acid leaching of copper ores, F-
ATPases are needed for the organisms to operate under
acidic conditions. Brewing or wine making also are exam-
ples in which acidification precedes ethanol production.
Yeasts are eukaryotes, and their plasma membrane
ATPases, which are not of the reversible F-type, are im-
portant for moving protons out of the cell. Also, the vacu-
ole-ATPase (V-ATPase) of the organism appears to be im-
portant for acid tolerance. The V-ATPases are
multisubunit enzymes with hydrophilic and hydrophobic
membrane-embedded components involved in proton
pumping or other ion movements. The actions of V-ATP-
ases are not reversible, and so they do not serve for chem-
iosmotic ATP synthesis. The yeast must then depend on
glycolysis for ATP under anaerobic conditions of ethanol
production or on the F-ATPases of their mitochondria un-
der aerobic growth conditions.

In bacteria, ATPases other than F-ATPases also are in-
volved in ion movements across the cell membrane. These
ATPases are often what are called P-ATPases because they
become phosphorylated during their catalytic cycles.
Among the best known are heavy-metal-transporting
ATPases (3) that play major roles in the resistances of
many bacteria to heavy metals such as cadmium. Bacteria
also have multisubunit ATPases for the transport of min-
eral ions such as K�, Na�, and CA2�.

ATP can also serve as the energy source for transport
of macromolecules across cell membranes, either into the
cell or out of the cell, as reviewed by Palmen et al. (4). An
example in the dairy industry concerns metabolism of pro-
teins such as casein in manufacture of cheese and related
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products. As described by Poolman et al. (5) for Lactococcus
lactis, the proteolytic pathway involves initial cleavage of
proteins by proteinases outside of the cell membrane, in
this case mainly the so-called Prt-P proteinase. The cleav-
age may release free amino acids, which are then trans-
ported into the cell by standard amino acid transport sys-
tems, mainly energized by Dp or by antiport systems. The
products of Prt-P hydrolysis are a wide variety of peptides.
Di- and tripeptides can be transported into the cell by
means of specific transport systems with relatively broad
specificities energized by Dp (Dtp-P transport system) or
by ATP (Dtp-T system). The peptides are then broken
down in the cytoplasm to amino acids. Oligopeptides can
be transported into the cell by the oligopeptide transport
system, which is an example of ATP binding cassette (ABC)
system consisting of two membrane-spanning proteins,
two ATP-hydrolyzing subunits, and a binding subunit as-
sociated with the outer face of the cytoplasmic membrane.
Oligopeptides are then hydrolyzed in the cytoplasm to
amino acids by a variety of peptidases. Oligopeptides are
the major source of nitrogen for the organism when it is
growing in milk. ABC transporters commonly work in the
opposite direction to catalyze movement of polymers out of
the cell and so are important for many industrial processes
such as production of polysaccharides or enzymes and vari-
ous other proteins.

Phosphoenolpyruvate-Dependent Transport

The phosphotransferase system (PTS), or as it is now more
commonly called, the phosphoenolpyruvate:sugar phos-
photransferase system, plays major roles in sugar trans-
port in facultative bacteria. However, it appears that the
system may be more widespread among organisms and
may play major regulatory roles, especially in catabolite
repression (6). The biochemistry of catabolite repression
has been elucidated for Gram-positive bacteria such as Ba-
cillus subtilis. Repression involves an HPr(Ser)-kinase,
which can be activated by fructose-1,6-bisphosphate or glu-
conate 6-phosphate. The kinase can phosphorylate the
HPr protein of the PTS at serine-46. The HPr-P can then
combine with CcpA (the repressor-activator protein medi-
ating catabolite repression and glucose activation) and
fructose-1,6-bisphosphate to form a complex that binds to
the cis-acting DNA sequence called the catabolite repres-
sion element (CRE) to inhibit transcription. Thus, many
Gram-positive bacteria are able to regulate metabolism in
response to rises and falls in cytoplasmic levels of glycolytic
intermediates. In Gram-negative organisms, catabolite re-
pression involves cyclic AMP and cyclic-AMP-receptor pro-
tein, as described in standard textbooks. Catabolite re-
pression is important in many industrial microbiology
processes and allows for sequential utilization of mixed
substrates, often to allow mainly growth initially and prod-
uct formation subsequently, for example, in many antibi-
otic fermentations.

A major function of the PTS is uptake of sugars. The
system has common elements, specifically HPr protein and
enzyme I, which catalyze transfer of phosphate from phos-

phoenolpyruvate to a histidine moiety on HPr. The PTS
has elements designed for specific sugars, notably IIC pro-
teins or peptides, which are the actual permeases embed-
ded in the cytoplasmic membrane for catalysis of sugar
transport across the cell membrane and phosphoryl trans-
fer from enzyme IIB to the incoming sugar. For many of
the industrial lactic acid bacteria, the PTS is the major
agent for sugar uptake, although nearly all PTS-positive
bacteria also have alternative systems for sugar uptake,
especially if sugar fermentation plays a major role in their
physiology. Thus, for example, dairy lactic acid bacteria
may take up milk sugar lactose by a PTS or by transport
systems energized either by Dp or ATP.

Proton-Motive Force–Dependent Transport

Coupling of Dp to transport is a very direct means for en-
ergy transfer. This coupling is dependent on what is often
referred to as the energized membrane. The advantage to
the organism in direct coupling is obvious, and direct cou-
pling occurs not only for solute transport but also for func-
tions such as motility. However, there can also be disad-
vantages because the energized state of the membrane is
very sensitive to environmental changes. Energizers such
as ATP or PEP generally are not released from cells unless
there is major damage to membranes. However, Dp can be
discharged by a variety of mild insults including exposure
to weak acids, which can enter the cell in the protonated
state and dissociate within the cytoplasm to diminish the
DpH component of Dp. This sort of discharge can occur to
a degree when weak acids such as formate, acetate, or lac-
tate are produced metabolically. The discharge then puts
additional energy demands on the organism, requiring ad-
ditional catabolism for growth and maintenance of cell
functions. The uncoupling may actually be an advantage
in many fermentation processes, permitting high produc-
tion of metabolic products with less production of cells. The
discharge of DpH can also be of advantage in applications
such as the use of fluoride to inhibit acid production by the
plaque bacteria that cause dental caries. Fluoride acts in
the protonated form, HF, to bring extruded protons back
into the cell and thereby to reduce acid tolerance and the
capacities of cariogenic bacteria to produce acid at low pH
values (7).

Dp-dependent systems occur widely for uptake of small
solutes. For example, uptake of many sugars is coupled to
proton reentry. Thus entry of galactose, lactose, rhamnose,
fucose, and so forth can be coupled through symport pro-
teins to proton movements back into the cell. Many organ-
isms also have PTS systems for the same sugars. We have
found for oral streptococci that use of a system for galac-
tose uptake coupled to proton movements, rather than the
PTS, actually reduces acid tolerance of the organisms (8).

Dp-coupled uptake and excretion of a wide variety of
organic solutes is known to involve proton symport or an-
tiport. For example, lysine is taken up by L. lactis through
a proton symport mechanism. In the same organism, the
transport systems for Leu/Ile/Val, Ala/Gly and Ser/Thr are
also dependent on Dp (9). Citrate uptake is commonly cou-
pled to movements of protons back into the cell. Antibiotic
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resistance in many organisms may have its base in trans-
port systems that move antibiotics out of the cell. Perhaps
the best example is that of tetracycline efflux systems in a
number of organisms involving antiport of tetracycline out
and protons or K� in. Multidrug efflux pumps occur also
in a variety of organisms and have recently been reviewed
by Nikaido (10).

Now that the specifics of Na�-based energetics are well
established (2), it is clear that organisms such as Propion-
igenium modestum depend on DpNa, rather than DpH, for
coupling transport of various solutes to movements of Na�.
In any organism, there can be a mix of Dp and DpNa cou-
pling, but in general in the biological world, Dp coupling is
predominant.

In general, the biopolymers within cells have a net neg-
ative charge and a need for cations to neutralize the excess
charge. The potential across the cell membrane (Dw) re-
flects a nonequilibrium state in metabolizing cells. How-
ever, it is a component of Dp that can serve to energize
transport. Generally, it is considered that Dw can be con-
verted readily to DpH, and so it is often difficult to separate
Dw-driven processes from DpH-driven processes. It should
be appreciated that a large fraction of the cations within
cells, predominantly K�, are retained simply for charge
neutralization. If the cell membrane is damaged in a
walled organism, such as a eubacterial cell, there is an
efflux of solutes, but there is also a retention of cations as
counterion for polymers that cannot exit readily through
the porous wall. Of course, when the membrane is dam-
aged, the major agent for selectivity of solute entry is dam-
aged, and cation exchange can occur readily. Movements
of mineral ions across membranes by symport and antiport
play major roles in cell physiology. A good example is in
the capacities of many organisms, predominantly bacteria,
to function at alkaline pH values. The most common basis
for this ability is H�/Na� antiporters that move protons
into the cell to reduce the cytoplasmic pH value in associ-
ation with movement of Na� out.

Energy Recycling Systems

Microorganisms often are able to use transport systems for
energy conservation. One of the early proposals for this
sort of conservation involved glycolysis by dairy strepto-
cocci (11). Glucose is catabolized by these organisms to
yield lactate. At higher pH values, lactate excretion is elec-
trogenic because more than one proton is excreted per lac-
tate anion. This excretion then results in Dp across the cell
membrane, which can be converted chemiosmotically to
chemical energy in the form of ATP through the action of
F-ATPases.

Another example pertinent to industrial fermentations
is that of the malolactic fermentation carried out by Oen-
ococcus oenos and related organisms and important in pro-
duction of wine, cider, and a variety of fermented bever-
ages. Malate is transported into the cell where it is
decarboxylated by the malolactate enzyme to yield CO2

and lactate, which are then moved out across the mem-
brane in association with protons to create Dp (12). The
use of the conserved energy in the Dp can then allow for
some 25 to 50% increase in growth yields of the organisms.

Symporters and Antiporters Not Coupled to Dp or DpNa

As already reviewed, the energetic coupling of Dp or DpNa
to solute movements into and out of cells commonly in-
volves mechanisms of symport and antiport. Thus, the po-
tential energy of a gradient of protons or of sodium ions is
translated into kinetic energy of movement of other sol-
utes, or the electrical potential across the cell membrane
may be the basis for movement of counterions into the cell
to reduce the potential. Other types of symporters and an-
tiporters may not be so directly coupled to the energized
state of the membrane. A good example is the ornithine/
arginine antiport system of many organisms that use the
arginine deiminase system (ADS) for ATP synthesis or for
neutralization of cytoplasmic protons through production
of ammonia (13). The ADS involves three enzymes, argi-
nine deiminase, ornithine carbamyl transferase, and car-
bamate kinase, plus an antiporter. ATP is synthesized in
association with the carbamate kinase–catalyzed reaction.
Ornithine is produced in the reaction catalyzed by orni-
thine carbamyl transferase. It exchanges with arginine so
that substrate is brought into the cell, and product is ex-
creted without the need to make use of the ATP produced
by the system. This exchange allows for operation with a
net gain in ATP, and many organisms can grow with ar-
ginine as fuel without need for respiration. In fact, oxygen
often is repressive for the ADS. CO2 is produced by the
system, and it can diffuse out of the cell. The other main
product, NH3, reacts with protons within the cytoplasm
and serves to maintain acid-base balance in many organ-
isms.

TRANSPORT ASSAYS

Various methods used to assay transport of molecules into
cells have been reviewed recently (14), with distinction
made between assays primarily for determining perme-
ability of a cell or cell component to a particular compound,
and those for assessing the activities of transport systems
for active movement of solutes across the cell membrane.
Also, methods are reviewed for assessing Dp from its two
components, DpH and Dw, and for assessing osmotic re-
sponses of cells.

In practical situations, cell permeability often is key for
entry of solutes into cells. For example, gases are hydro-
phobic and generally pass readily through hydrophobic
membranes. In industrial fermentation in which O2 must
be supplied to aerobic or facultative organisms, the major
barrier to be overcome in supplying the gas is at the bound-
ary between the gas phase and the liquid phase. O2 is rela-
tively insoluble in aqueous solution, and so a high concen-
tration cannot be built up in the aqueous phase of a
culture. For a rapidly respiring microbial population, sup-
plying sufficient O2 can be nearly impossible. Efforts are
made then to increase the surface area for diffusion of O2

into the culture by sparging. Also, pure oxygen may be
used to increase supplies. Still, it is common for the cells
to be starved for O2, which passes readily from the medium
into the cell as it becomes available. Metabolically pro-
duced gases, such as CO2 and H2, also pass readily across
the cell membrane so that cells do not build up stores of
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the gases. In fact, gas bubbles generally do not form within
cells unless special structures are produced by the cell,
such as the gas vesicles used for flotation by certain
aquatic microorganisms (15).

Perhaps the most important solute that enters cells
without specific transport mechanisms is water. All cells
are highly permeable to water, even bacterial spores; and
when cells are mixed with water labeled with tritium or
deuterium, equilibration of the labeled water generally oc-
curs in seconds. Indeed, osmotic equilibration of water can
occur in milliseconds. Other small solutes may also pene-
trate rapidly. In fact, labeled urea or glycerol is commonly
used to assess the total water space of cells because of their
ready movement into the total water volume of cells. Re-
cently, the roles of ubiquitous major intrinsic proteins
(MIP) in movements of water and neutral solutes across
membranes have been studied (16). Hydrophobic solutes
may also readily enter biological membranes, especially if
they are of low molecular weight. Higher molecular weight
hydrophobic solutes also may enter the membrane readily
but may remain there and cause membrane dysfunction
(17). Mention was made earlier of the effects of organic
weak acids on membranes related to movements of the pro-
tonated forms into and through membranes (18).

For measurements of passive permeability of cells to
solutes, thick suspensions of cells can be used, and the dis-
appearance of solute from the suspending medium as-
sayed. The uptake process is generally not saturable at
high solute concentrations, although cells may passively
concentrate solutes, especially at low concentration, be-
cause of passive binding, for example, binding of cations to
negatively charged polymers in the cell wall, membrane,
or cytoplasm. For assays of active transport, much less
dense suspensions of cells are generally used. Cells and
suspending medium may then be separated by centrifu-
gation or by membrane filtration. In some cases, there is
no need to make the separation. For example, in assays of
proton movements into cells, the pH electrode detects pro-
tons outside the cell but not those within the insulating
membrane. Thus, as protons move into the cell, the pH
value measured by the electrode rises. From the level of
pH rise and knowledge of the volumes of cells and sus-
pending medium, the flow of protons across cell mem-
branes can be calculated. When transport depends on me-
tabolism, provision must be made for such metabolism,
which may supply ATP, serve to energize the membrane,
or produce solutes that may exchange with other solutes
in the medium, for example, in arginine/ornithine anti-
port. In many cases, it is difficult to allow for adequate
metabolism, and for example, measurements of move-
ments of protons or other solutes into cells may be affected
very much by the experimental conditions. Maintenance of
Dp is particularly sensitive to changes in experimental con-
ditions. The cell membrane is at least moderately perme-
able to protons, and cells must work to maintain DpH. If
the proton-extruding functions of the F-ATPase are upset,
or if proton permeability of the membrane is increased, say,
by weak acids, then DpH declines and the energized state
of the membrane declines. Similarly, Dw may also be af-

fected adversely, say, by agents such as gramicidin or lan-
tibiotics that enhance membrane permeability to ions.

REGULATION OF TRANSPORT

Transport systems may be regulated in association with
the catabolic systems they serve. The best-known example
is that of the lac operon. The operon contains the gene lacY
for lactose permease. The operon in Escherichia coli is
derepressible by b-galactosides and also controlled by
catabolite repression involving cyclic AMP and cyclic-
AMP-receptor protein. Thus, the permease system is syn-
thesized only when needed for transport of b-galactosides
into the cell and maintained at a very low level when b-
galactosides are not present. However, genes for transport
proteins need not be in the same operon, or even the same
regulon, as the genes for metabolism of the transported
substrates. An example pertinent to industrial microbiol-
ogy involves the inducible transport systems for citrate in
organisms such as Lactobacillus rhamnosus (19). This or-
ganism and related organisms are important for flavor de-
velopment in fermented products through production of di-
acetyl and acetoin. These products are produced in
association with increased consumption of citrate or py-
ruvate from the environment. The transport system for cit-
rate is repressed in the presence of glucose but becomes
derepressed when glucose is exhausted. Thus, flavor en-
hancement follows derepression of citrate transport after
the main phases of growth and acid production.

As might be expected, key enzymes such as the F-
ATPases, are mainly constitutive. There is adaptive regu-
lation of F-ATPase synthesis, but the excursion from min-
imum to maximum levels is small. Thus, for example, for
Streptococcus mutans and Enterococcus hirae, the range is
only three to four times the minimal level (20). These or-
ganisms depend on their F-ATPases for maintaining acid-
base balance, and so appear not to be able to tolerate re-
pression of synthesis of the enzymes to low values.
However, upregulation of synthesis of the enzymes does
result in increased acid tolerance, and this sort of adaptive
tolerance occurs widely among bacteria. It is of importance
in many industrial processes in allowing a variety of or-
ganisms to operate under adverse conditions.

One of the best examples pertinent to a wide variety of
industrial organisms involves the adapation to adverse os-
motic conditions of reduced water activity. Adaptation in-
volves pooling of compatible solutes such as K�, glycine
betaine, proline, or polyols and generally involves upreg-
ulation of transport systems and enhanced synthetic ca-
pacities (21).

INDUSTRIAL EXAMPLES AND APPLICATIONS

Current knowledge of the molecular details of many of the
transport systems of industrially important microorgan-
isms is sufficiently advanced to allow for genetic engineer-
ing of improved strains, although to date the major work
has been on engineering organisms so that they have sys-
tems for export of proteins coded by transferred genes. The
range of possibilities for advantageous manipulation of
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transport systems is wide. It is generally considered that
organisms that are adapted to oligotrophic environments
have transport systems geared for obtaining nutrients
from very dilute solutions. Part of their strategy for sur-
vival involves formation of biofilms to take advantage of
the associations of molecules with interfaces. However,
they also need to have transport systems with low Km

(Michaelis–Menten coefficient) values. Thus, they are a
source for genes for high-affinity transport systems. The
possibilities for developing improved strains include ex-
tending the range of substrates that can be used by any
one organism. For example, most strains of Saccharomyces
yeasts used for ethanol production are not very versatile
in the range of sugars they can utilize. Kluyveromyces fra-
gilis is able to metabolize the sugar lactose, and so there
is a possibility of developing hybrids that will allow Sac-
charomyces organisms to use milk sugar for alcohol pro-
duction. The need to extend the metabolic range of an or-
ganism is evident also in development of organisms to
transform various xenobiotics. Generally, the xenobiotic
must be transported before it can be metabolized. Fortu-
nately, many organisms have two separate transport sys-
tems for, say, an amino acid: one highly specific and one
with lower specificity. Often xenobiotics can be taken up
by the system with lower specificity. However, there are
still possibilities for engineering high-affinity systems to
the level that they favor the xenobiotic over a related nat-
ural compound.

Other examples include work on a variety of organisms
for antibiotic production. Generally, producing organisms
need to be resistant to the antibiotics they produce, and
for example, resistance to tetracyclines can depend on ef-
flux systems. Resistance to heavy metals also commonly
depends on efflux systems, often involving efflux ATPases.
Mention has already been made of bacterial adaptation to
acid conditions and the role of proton-transport systems in
the adaptation. However, adaptation to alkali environ-
ments in certain foods or in industrial processing also de-
pends very much on transport systems, often K�/proton
antiport or Na�/proton antiport (22).

Another area in which there has been a great deal of
activity concerns excretion of proteins by various geneti-
cally engineered organisms. Often simply transferring the
genes for synthesis of a particular protein from one organ-
ism to another does not result in a useful producing strain.
In fact, the transfer can be lethal if the protein cannot be
excreted.
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INTRODUCTION

Tyrosine phenol lyase (TPL) is a pyridoxal 5�-phosphate
(PLP)–dependent multifunctional enzyme catalyzing a
degradation reaction of L-tyrosine into phenol, pyruvate,
and ammonia. TPL is produced by enterobacteria grown
in the medium containing L-tyrosine as an inducer. A crys-
talline preparation of the enzyme was obtained from two
bacterial strains, Escherichia intermedia and Erwinia her-
bicola, and their properties were elucidated. The genes of
TPL (tpl) were cloned, and their nucleotide sequences were
determined. The molecule of TPL consists of four identical
subunits, each with a molecular mass about 50 kDa, and
binds four molecules of PLP per tetramer. The three-
dimensional structure of apoenzyme form of TPL (apo
TPL) has been refined at 2.3-Å resolution. TPL biosynthe-
sis is regulated transcriptionally, and the DNA binding
regulator proteins, TyrR and CRP, are working in this
regulation system.

The enzyme catalyzes the synthesis reaction of 3,4-
dihydroxyphenyl-L-alanine (L-DOPA) from pyruvate, am-
monia, and pyrocatechol in a one-step reaction. L-DOPA is
an effective agent in the treatment of Parkinson’s disease.

Kakihara and Ichihara (1) reported that phenol is pro-
duced from L-tyrosine by an intestinal bacteria, not
through stepwise degradation, but through primary fission
of the side chain. The tyrosine-inducible enzyme respon-
sible for this conversion was named b-tyrosinase and elu-
cidated to be PLP dependent. The recommended name of

this enzyme is tyrosine phenol lyase (deaminating) (EC
4.1.99.2).

Apparently homogeneous preparations of TPL were
prepared from cells of Escherichia intermedia and Erwinia
herbicola grown on media supplemented with L-tyrosine.
The crystalline preparations of the enzyme catalyze a se-
ries of �,b-elimination (equations 1 and 2), b-replacement
(equations 3–5), and racemization (equation 6) reactions.
The reverse of the �,b-elimination reaction to synthesize L-
tyrosine or L-DOPA (equations 7 and 8) was also found to
be catalyzed by the crystalline preparations of the en-
zyme (2).

L-Tyrosine � H O r pyruvic acid � NH � phenol (1)2 3

L-Serine r pyruvic acid � NH (2)3

L-Tyrosine � pyrocatechol r L-DOPA � phenol (3)

L-Serine � phenol r L-tyrosine � H O (4)2

L-Serine � pyrocatechol r L-DOPA � H O (5)2

L-Alanine r DL-alanine (6)

Pyruvic acid � NH � phenol r L-tyrosine � H O (7)3 2

Pyruvic acid � NH � pyrocatechol r L-DOPA � H O3 2

(8)

The bacterial cells containing this enzyme catalyze the
synthesis of L-DOPA from pyruvic acid, ammonia, and py-
rocatechol in significantly high yields, and this reaction is
used in industrial production of L-DOPA (3).

PROPERTIES OF TPL

TPLs have been purified and crystallized in the laboratory
(4,5,6) from cells of Escherichia intermedia and Erwinia
herbicola grown in a medium supplemented with L-tyro-
sine by a procedure including cell disruption by ultrasonic
oscillation, ammonium sulfate fractionation, protamine
sulfate treatment, DEAE-Sephadex column chromatogra-
phy, hydroxyapatite column chromatography, Sephadex G-
150 gel filtration, and crystallization. Photomicrographs of
the crystalline holoenzyme prepared from Erwinia herbi-
cola are shown in Figure 1.

Crude and partially purified preparations of the TPL
were preserved at 5 �C in 0.01 M potassium phosphate buf-
fer, pH 6.0, containing 5 mM mercaptoethanol. Variations
in pH in the range of pH 6.0 to 7.0 had little effect on en-
zyme stability. Outside this range, however, the rate of in-
activation increased rapidly. Solutions of highly purified
enzyme were less stable than those of partially purified
preparations. For example, a sample of the enzyme from
Escherichia intermedia, with a specific activity of 1.94, lost
to 6 to 10% of its initial activity after standing for 2 days
at 5 �C in 0.01 M potassium phosphate buffer, pH 6.0, con-
taining 5 mM mercaptoethanol.

The crystalline enzyme preparations could be stored at
0 to 5 �C as suspensions in 10 mM potassium phosphate
buffer, pH 6.0, containing 5 mM mercaptoethanol and 60%
saturated ammonium sulfate. The specific and total activ-
ity of the enzyme remained constant for periods of more
than 1 month. Preservation in this fashion constituted the
best storage procedure.
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Figure 1. A photomicrograph of the crystalline holo TPL prepared from Erwinia herbicola.

On heating, the crystalline enzyme was rather stable
up to 40 �C, but above 50 �C, it was rapidly inactivated.

Recrystallized enzyme preparations gave a single band
on acrylamide gel electrophoresis. The molecular weight of
the enzymes was estimated about 200,000, and that of the
subunit is about 50,000. The gene cloning and subsequent
nucleotide sequencing gave the molecular mass of the sub-
unit 51,439 Da for Escherichia intermedia TPL and 51,364
Da for Erwinia herbicola TPL (7,8). These data indicate
that TPL has homotetramer structure.

The enzyme has been shown to have cofactor require-
ments (5). Crystalline TPLs prepared by the above proce-
dure showed negligible activity when assayed in the ab-
sence of PLP; they are purified as the apoenzyme. Half the
maximum enzymic activity was obtained at the respective
PLP concentrations of 1.3 � 10�6 M and 1.5 � 10�6 M for
the enzymes from Escherichia intermedia and Erwinia
herbicola. On association with PLP, pronounced absorption
maxima appeared at 340 and 430 nm. Absorption in the
410 to 440 nm region is characteristic of many PLP en-
zymes and has been attributed to a hydrogen bound azo-
methine of PLP. The absorption maxima of holo TPLs were
not appreciably shifted by variations in pH between 6.0
and 9.0.

The crystalline enzymes from Escherichia intermedia
and Erwinia herbicola showed a similar requirement for
K� and for their maximum activities. However, Na��NH4

was inactive.
The amount of PLP bound by the apoenzyme was de-

termined by chemical and spectrophotometric titration

methods. The results obtained from these two procedures
indicated that there are two PLP binding sites per mole-
cule of enzyme. The crystallographic studies showed the
existence of sulfate residue at the binding site of phosphate
residue of PLP, suggesting the prevention of PLP binding
to the binding site. The proper number of PLP molecules
bound is estimated to be four per tetramer.

The catalytic properties of the enzyme have been deter-
mined with the crystalline TPL from Escherichia inter-
media. The enzyme catalyzed a series of �,b-elimination,
b-replacement, recemization, and reverse reaction of �,b-
elimination (equations 1 to 8).

�,b-Elimination Reaction

TPLs catalyze the conversion of L-tyrosine into phenol, py-
ruvate, and ammonia in the presence of PLP (3,4). Pyru-
vate formation was also observed with b-chloro-L-alanine,
S-methyl-L-cysteine, L- and D-serine, and L- and D-
cysteine.

L-Alanine competitively inhibits pyruvate formation
from L-tyrosine, S-methyl-L-cysteine, and L-serine. Phenol,
pyrocatechol, and resorcinol also inhibit pyruvate forma-
tion, but the inhibition was a mixed type. The �,b-
elimination reactions proceed optimally around pH 8.2.

b-Replacement Reaction

TPL catalyzed the synthesis of L-tyrosine from L- or D-
serine and phenol in the presence of PLP. b-Chloro-L-
alanine, S-methyl-L-cysteine, and L-cysteine replaced L- or
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Figure 3. Three-dimensional structure of TPL
from Erwinia herbicola estimated by computer
modeling. TPL has a homotetramer structure,
and only dimer structure is shown in this figure.
Lysine 257 residues where coenzyme PLP bind
are shown by arrows.

D-serine in the synthesis of L-tyrosine (3). When pyrocat-
echol, resorcinol, pyrogallol, and hydroxyhydroquinone
were added to the reaction mixture in place of phenol,
L-DOPA, 2,4-dihydroxyphenyl-L-alanine (2,4-L-DOPA),
2,3,4-trihydroxyphenyl-L-alanine (2,3,4-L-TOPA), and
2,4,5-trihydroxyphenyl-L-alanine (2,3,5-L-TOPA) were, re-
spectively, synthesized. These b-replacement reactions
proceed optimally at pH 8.0 to 8.5.

Racemization Reaction

The conversion of D- or L-alanine into the racemate is cat-
alyzed by TPL in the presence of PLP (3). The Km value for
L-alanine was 2.6 mM and the maximum velocity of the
racemization reaction was 0.05 lmol/min per milligram of
protein. The optimum pH for this racemization reaction is
between 7.2 and 7.5.

Synthetic Reaction

The synthesis of L-tyrosine from phenol, pyruvate, and am-
monia is catalyzed by TPL in the presence of PLP (2,3).
This synthesis proceeds as a function of the concentration
of phenol, pyruvate, and ammonia. K values were obtained
by using three substrate kinetics (3). The Km values for
phenol, pyruvate, and ammonia calculated were 1.1 mM,
12 mM, and 20 mM, respectively, and the maximum veloc-
ity was 3.3 lmol/min per mg of protein, which is about 1.5
times higher than that of L-tyrosine degradation by the
reaction of equation 1.

When pyrocatechol and resorcinol were, respectively,
added to the reaction mixture in place of phenol, L-DOPA
and 2,4-L-DOPA were synthesized. Cresols (m- and O-) and
chlorophenols (m- and O-) also replaced phenol to synthe-
size, respectively, methyl-L-tyrosine (2- and 3-) and chloro-
L-tyrosine (2- and 3-) (3).

REACTION MECHANISM

The crystalline preparations of TPL from Escherichia in-
termedia and Erwinia herbicola catalyze a variety of �,b-
elimination, b-replacement, racemization, and synthetic
reactions (3). These reactions are partially explained by
adopting the general mechanism for pyridoxal-dependent
reactions proposed by Braunstein and Shemyakin (9) and
by Metzler et al. (10). This mechanism is shown in Figure
2, with a modification in which PLP in the enzyme is shown
as an internal azomethine. The enzyme-bound �-aminoac-
rylate (EA) is the key intermediate in this proposed mech-
anism. The �,b-elimination reaction is considered to pro-
ceed via steps

� ��H �R �H O2

E � S r ES r EX r EA r E � pyruvate � NH3

The b-replacement reaction proceeds via steps

� � � ��H �R �R� �H

E � S r ES r EX r EA r EX� r ES� r E � S�

and the racemization reaction proceeds via steps

� ��H �H

E � L � S r E • L � S r EX r E
• DL � S r E � DL � S

The synthetic reaction of L-tyrosine seems to proceed
via the reversal steps of �,b-elimination. The stereochem-
istry and reaction mechanism of TPL were investigated
and reported (11).

GENE CLONING AND STRUCTURE ANALYSIS

TPL genes from Escherichia intermedia (12), Cirobacter
(Escherichia) freundii (7), and Erwinia herbicola (8,13)
were cloned and their nucleotide sequences were deter-
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mined. The amino acid sequences deduced from the nucle-
otide sequences showed the following homology: 100%
identical between Citrobacter freundii and Escherichia in-
termedia; 90.6% between Escherichia intermedia and Er-
winia herbicola. The PLP binding site of TPL is deter-
mined as Lys 257 (8). The three-dimensional structure of
apo TPL of Escherichia intermedia was analyzed by X-ray
crystallography at 2.3 Å resolution and reported after re-
finement with primary amino acid sequence of the tpl from
C. freundii. The three-dimensional structure of apo TPL
was estimated from that of Escherichia intermedia by com-
puter analysis (Fig. 3).

REGULATION OF TPL BIOSYNTHESIS

Induction and repression of TPL of Erwinia herbicola were
regulated on the transcriptional level; mRNA of TPL was
increased by the addition of tyrosine and decreased by the
addition of glucose in the medium. The 5� flanking region
of its gene, tpl, was analyzed and its transcriptional start
point was determined. TyrR box and operator-like region
were also found in this region (14). TyrR box is a typical
binding site of DNA where a regulator protein TyrR binds
and regulates transcription of structure genes of enzymes
or transporters responsible for aromatic amino acid bio-
synthesis or transportation.
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INTRODUCTION

Disease Applications for Vaccines

Vaccines are suspensions of live, killed, or attenuated mi-
croorganisms such as bacteria or viruses or components of
them. They are designed for human or veterinary use to
prime the immune system to produce antibodies or cellular
responses that ward off future challenge by pathogenic or-
ganisms or their toxins (1–4). Antibodies are a group of
related proteins that bind specifically to the molecules that
induce their formation, antigens, and in doing so help fa-
cilitate their destruction and clearance from the body.
Some molecules, such as carbohydrates, lipids, and small
molecules, are themselves poorly immunogenic and must
be coupled to proteins to more effectively stimulate an im-
mune response. Although numerous examples exist of vac-
cines against diseases of bacterial origin (Haemophilus

influenzae, Corynebacteria diphtheria, Streptococcus pneu-
moniae, etc.), they are particularly useful prophylactic
treatments for viral pathogens, against which antibiotics
are ineffective (measles, mumps, rubella, hepatitis B, hep-
atitis A, etc.). In addition, vaccines have been produced to
effectively counteract bacterial toxins such as diphtheria
(Corynebacterium diptheria) (3) and tetanus (Clostridium
tetanii) (3) by producing a benign form of the toxin, referred
to as a toxoid, by heat or chemical treatment (phenol, for-
maldehyde, etc.). Vaccines may also offer protection
against certain cancers. Hepatocellular carcinoma result-
ing from chronic hepatitis B infection can be effectively
eliminated by preventing the initial infection through vac-
cination (5–8). Likewise, evidence suggests that certain
stomach cancers may be preventable through vaccination
with Helicobacter pylori preparations (9), or some cervical
cancers by vaccination with human papillomavirus vac-
cines (10,11).

Overview of Preparation

The success of vaccines is most significantly influenced by
five factors: (1) the nature and dose of the immunogen,
(2) the adjuvant or excipients used in the formulation,
(3) the immunization schedule, (4) the route of administra-
tion, and (5) the immune status of the person being vac-
cinated, influenced by age and disease (2). The vaccine
preparations themselves may consist of killed whole bac-
terial cells or live attenuated or inactivated viral prepa-
rations. Alternatively, subunit vaccines are those that rely
on recognition of specific components of pathogens by the
immune system, instead of the whole microorganism, to
elicit a response. These components may include capsular
polysaccharides (e.g., vaccines against Haemophilus influ-
enzae type b or Streptococcus pneumoniae) (12–14), viral
coat proteins (15), or other structural components of the
organism that can be recognized and responded to by the
immune system. Also, recombinant DNA technology pro-
vides a means to express subunits of pathogenic bacteria
or viruses. For example, a highly effective vaccine against
hepatitis B infection has been made by expressing the hep-
atitis B viral coat protein surface antigen in yeast (15),
thereby eliminating the need to the handle infectious blood
from which the vaccine was originally isolated. Modern
techniques for cell culture, fermentation, isolation, and for-
mulation allow the manufacturer of vaccines of unparal-
leled purity, specificity, and safety. The high levels of purity
offer the advantage of low reactigenicity, with reduced
pain, swelling, redness at the site of injection, or systemic
effects such as fever. Higher purity presents new chal-
lenges, however, in that the highly pure components are
typically poorer immunogens than their whole cell coun-
terparts (16–19), driving active research into other agents
that can be coadministered (adjuvants) to boost their ef-
fectiveness.
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Routes of Administration

Vaccines are typically administered intramuscularly or
subcutaneously but may be designed, as appropriate, for
administration by other routes (e.g., oral polio vaccine). Ac-
tive research programs exist to study alternate methods
for vaccine administration, because most infections are ac-
quired naturally by mucosal routes, either orally, nasally,
or genitally, and parenteral vaccines are often poor induc-
ers of mucosal immunity (2). Mucosal vaccines, however,
must be designed to overcome the normal rapid clearance,
and oral vaccine candidates must be designed to survive
the enzymes and pH extremes associated with the gastro-
intestinal tract (2).

Immunization Strategies

Vaccination strategies include inoculation of individuals
who are, because of lifestyle or circumstance, susceptible
to a particular pathogen. Alternatively, widespread im-
munization of a demographic group may be desirable to
protect entire populations. This is accomplished in the
United States and many other countries through compul-
sory vaccination of schoolchildren, health care workers,
and those serving in the armed forces. This approach has
been particularly effective in eliminating the threat of en-
demic disease in children, such as polio and measles
(20,21).

Schedules for vaccine administration vary from product
to product and often from one country to the next (4,22).
For full and lasting immunity to be achieved, repeated ex-
posure to an antigen may be required (23–25). Therefore,
most vaccines are administered through regimens of two
to four doses. Even after serum antibody titers drop below
detectable levels, immune memory results in a rapid and
substantial anamnestic response, whereby antibody titers
rise rapidly upon revaccination or subsequent challenge
with the targeted disease entity (23,25). Table 1 lists a
number of currently available vaccines and their admin-
istration schedules (2).

It is now widely accepted that the prophylactic preven-
tion of disease through vaccination is an effective and cost-
effective means to disease management (4). Smallpox has
been eradicated through rigorous worldwide public vaccine
programs, and many other diseases have been brought un-
der control, fueling tremendous public optimism in our
ability to alleviate morbidity and mortality associated with
the many bacterial, viral, and parasitic infections that con-
tinue to plague us (20,21). Further applications toward the
prevention of reproductive fertility and cancer treatment
are also being explored. It is critical at this juncture that
continued research into vaccine development and produc-
tion provide the means to further reduce vaccine costs and
make compliance to vaccine schedules easier through the
advent of combination vaccines (to reduce required injec-
tions) or alternate delivery systems.

EARLY VACCINE HISTORY

Vaccine technology enjoys a rich history with brilliant con-
tributors (26). The first successful vaccine was demon-

strated by Jenner in the late 1700s. Jenner had observed
that milk maids, who often harbored lesions from benign
cowpox infections, were immune to smallpox. He found
that a person inoculated with the fluid from a cowpox le-
sion would be protected from disease if later challenged
with fluid from a person with smallpox. The word vaccine
is derived from the Latin word vaccinus, which means “of
or pertaining to cows.”

Koch was responsible for advancing the concept that
each infectious disease is caused by a single, unique patho-
genic species, and whose work with anthrax, cholera, and
tuberculosis shook the medical community of his time.
Likewise, Pasteur’s flamboyant style and flare for publicity
popularized the notion, through work with cholera, an-
thrax, and rabies, that many diseases of animals and
people could be prevented or cured. And so early successes
with smallpox, cholera, anthrax, and rabies fueled an en-
thusiastic search for cures and preventative measures for
such scourges as diphtheria, tetanus, and polio. Early vac-
cines for the first time offered hope that the infectious dis-
eases responsible for widespread morbidity and mortality
could be prevented.

METHODS FOR VACCINE MANUFACTURE

The earliest vaccine preparations were isolated from tissue
fluids obtained from infected people or animals, beginning
with Jenner’s cowpox vaccine against human smallpox.
Through the middle of the 20th century all viral vaccines
originated from live or killed whole virus, derived from in-
fected organs or tissues of animals or embryonated hens’
eggs (15). Modern methods required for the preparation of
vaccines are as varied as the vaccines themselves, tailored
to the unique chemical and physical properties of the an-
tigen being cultured or isolated (27–29). Because the
course of vaccine treatment is confined to just a few highly
potent doses, administered in low volumes (typically a mil-
liliter or less), manufacturing scales for vaccines are small
relative to many therapeutic products requiring higher
doses or longer courses of treatment.

Propagation of Live, Attenuated Viral Vaccines

The basis for live, attenuated viral vaccines is that by re-
peatedly subculturing the virus through appropriate host
cell lines (e.g., chicken embryo or monkey kidney cell), its
virulence can be sufficiently attenuated to avoid a fulmi-
nant infection upon inoculation, while still preserving the
antigens required to elicit protective immunity. Because
viruses are obligate intracellular parasites, they require
viable eukaryotic cells for propagation (30–32). The follow-
ing paragraphs will provide further details on cell culture
lines and cell culture techniques that are used in the prep-
aration of vaccines.

Primary Cell Lines. Vaccines have been manufactured by
culturing viruses in a variety of animal organs or tissues
in vivo or primary cells in vitro. These include embryo-
nated chicken or duck eggs and primary cells obtained
from a variety of different animals. Primary cells refer to
cells obtained directly from tissue sources and transferred
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Table 1. Pharmacokinetic Parameters of Vaccines

Vaccine

Recommended
age for first
vaccinationa

Interval for vaccination
schedule (mo) Route

Onset
(wk)

Duration
(y)

FDA-defined
risk factors

in pregnancyb

Short-acting vaccines (�2 y)

Cholera 5 y 0–0.5; every 6 mo SC or IM (PO) available 2 0.5 C
Influenza 6 mo Annually SC 2 1 C
Japanese

encephalitis
3 y 0–0.25–0.5; 4 y interval SC 8 0.5–1 C

Pertussis,
accellularc

6 wk 0–1–2 IM 4 �1.5 ND

Moderately short-acting vaccines (2–5 y)

Haemophillus
influenzae b

6 wk 0–2–4–10 IM 16d �4 C

Meningococcus 2–6 y Single dose SC 2 3 C
Polio, inactivated 6 wk 0–1–6 SC 6–24 5 C
Typhoid 3 y 4 doses over 1 wk PO, fasting 1 5 C

Moderately long-acting vaccines (5–10)

Diphtheria 6 wk 0–1–2–8; 6 y Deep SC or IM 8 �10 C
Hepatitis A 2 y 0–1–7 IM 3 5–10 ND
Hepatitis B 2 mo 0–1–6 IM 4–8 5–7 C
Pneumococcus 2 y Single dose SC or IM 2–3 5–8 C/X
Varicella 12 mo 0–1 SC 6 5–10 C (D in first

trimester)

Long-acting vaccines (�10 y)

Measles 9 mo Single dose; 6 y interval SC ND �21 X
Mumps 15 mo Single dose; 6 y interval SC 4 15 X
Polio, live 2 mo 0–2–16 PO 1 �12 C/X
Rubella 12 mo Single dose SC 2–4 Lifelong X
Smallpox 12 mo Single dose ID with bifurcated needle ND 30 X
Tetanus 6 wk 0–1–2–8; 6 y interval SC or IM 4 12 C
Yellow fever 9 mo 10 y interval SC 2 30–35 D

Duration not clear

Rabies 12 mo 0–0.25–1 ID or IM; postexposure IM 1–2 ND C
Tuberculosis (BCG) 3 mo Single dose ID 2–3 ND C

Source: Ref. 2.
Note: BCG � bacille Calmette-Guerin; FDA � U.S. Food and Drug Administration; ID � intradermal; IM � intramuscular; mo � month(s); ND � no data
available; PO � oral; SC � subcutaneous; wk � week(s); y � year(s).
aYounger children may receive some of the vaccines.
bC � animal studies have revealed adverse effects on the fetus (use only if potential benefit justifies the potential risk to the fetus); D � positive evidence of
human fetal risk; X � human beings have demonstrated fetal abnormalities or evidence of fetal risk, based on human experience.
cDuration is still under investigation.
dAlso dependent on age.

for the first time into an in vitro growth environment (32).
Examples include chick fibroblasts cultured from chicken
embryos for the production of measles and mumps vac-
cines. Cell lines for viral propagation grow either as
attachment-dependent or, occasionally, suspension cul-
tures (32).

To produce measles and mumps vaccines, those viruses
are grown and attenuated by passage through cultures of
chicken embryo cells. Chicken embryos are harvested from
eggs, obtained from special isolated flocks, and then
minced and treated with disaggregating enzymes such as
trypsin, collagenase, hyaluronidase, and pronase. The
chick fibroblast cells released by this process are attach-

ment dependent, requiring solid surfaces for growth. The
successful commercial manufacture of viral vaccines in
attachment-dependent cell systems rely on the establish-
ment and maintenance of healthy cell monolayers. Selec-
tion of the appropriate growth and maintenance media are
critical, as are careful attention to nutrient depletion,
waste accumulation, and changes in pH over time (33).

Diploid and Continuous Cell Lines. Serially passaged
diploid strains of cultured human cells were first described
in the 1960s by researchers at the Wistar Institute (34).
The concept of using human diploid cell lines for vaccine
preparation was hotly debated in the 1960s, for fear that
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cancer-causing DNA or human viral agents might be un-
knowingly coadministered with the vaccine. Extensive
karyological (i.e., chromosomal) characterization and thor-
ough searches for viral contaminants were necessary to
ensure that cultures were free of exogenous infectious
agents before the first diploid cell product, poliomyelitis
vaccine, was licensed in the United States (11). Human
diploid cell lines (WI-38 or MRC-5) have since been used
to produce a number of licensed vaccine products against
poliovirus, adenovirus types 4 and 7, rubella (German
measles) virus, rubeola (measles) virus, rabies, hepatitis
A, and varicella virus (chickenpox) (30–32). A distinguish-
ing feature of the human diploid cells such as WI-38 or
MRC-5 is that they have a finite life span, reaching senes-
cence after 40 to 60 population doublings (32). In contrast,
continuous cell lines exhibit no such constraints and divide
indefinitely. An example of a nonhuman continuous cell
line that has been used successfully for the manufacturing
of vaccines such as polio, rabies, and influenza is Vero
(32,35). Vero cells are a continuous monkey kidney cell line
(35).

Serially cultured or continuous cell lines are advanta-
geous in that each new production batch is derived from a
uniform master cell bank, characterized to be free of con-
taminating infectious agents, contaminating proteins, or
nucleic acids. Proper maintenance of a master cell bank is
critically important for the consistency of cell culture prod-
ucts. They are usually stored as small aliquots in liquid
nitrogen and tested at intervals for chromosomal (karyol-
ogy) and cell integrity to establish long-term stability (32).

Cell Culture Reactors. Cylindrically shaped roller bot-
tles have been used successfully to establish monolayers of
chick fibroblasts on their inner surfaces, which can be
monitored microscopically through the clear plastic. The
cell sheets are continuously bathed by a growth medium
contained within the bottle during slow axial rotation on
special roller racks. After the cell sheets are established,
they are infected by introduction of the specific virus. After
incubation, the cells and virus may be harvested (e.g., var-
icella). In the case of rubella, viral fluids may be harvested
at approximately 2- to 3-day intervals, through 10 to 12
harvest cycles. Although millions of doses have been suc-
cessfully manufactured using roller bottles, capacity is lim-
ited by the space that a large number of roller bottles
requires and by the time-consuming and often labor-
intensive manipulations for harvesting and pooling the vi-
ral fluids from them. Robotics may reduce the labor burden
associated with the latter and have been successfully used
by Merck for the manufacture of their chickenpox vaccine,
Varivax, in roller bottles (33).

Multidisk reactors offer an alternative to roller bottles
for attachment-dependent cell lines (36). They consist of
10-L stainless steel reaction vessels containing approxi-
mately 100 parallel titanium disks that slowly rotate
through growth media and provide solid surfaces for cell
attachment and monolayer formation. In addition to their
improved capacity, the stainless steel reactors are jacketed
for temperature control. Monolayers cannot be microscop-
ically monitored, however. Another alternative for culti-
vating attachment-dependent cells was described in 1979

(37) and consists of stacked polystyrene unit trays (NUNC
single-tray unit). Again, cell monolayers can be estab-
lished, infected, and harvested more efficiently than with
roller bottles (33). Other solid supports for attachment-
dependent cell lines include ceramic or membrane (hollow
fiber) solid supports, and microcarriers. Microcarriers may
be composed of a variety of materials such as gelatin, poly-
styrene, cellulose, polyacrylamide, dextran, or glass, but
usually are approximately 200 lm in diameter. They offer
advantages of improved process control and scaleability
because, like suspension cultures, they can be cultured in
large-scale bioreactors. They are, however, susceptible to
shear stress and physical deterioration and so must be sus-
pended with low-shear agitators (38). For further reading
on cell culture techniques for attachment-dependent cell
lines and suspension cultures, please refer to Large-Scale
Mammalian Cell Culture Technology (39,40).

Purified and Killed Whole Viral Vaccines

Examples of purified whole viral vaccines includes those
to protect against polio, influenza, and hepatitis A viruses.

For the large-scale preparation of a killed polio vaccine,
viral infected Vero cells have been grown on microcarriers
in fermenters (35). Purification of the whole virus vaccine
is as follows (36). The crude virus suspension is clarified
by filtration, then concentrated 250-fold by hollow-fiber ul-
trafiltration (100,000 Da MW cutoff), which retains �99%
of the virus. The virus is further purified by DEAE-
Sephadex chromatography and then sterile filtered
through a 0.22-lm filter before formaldehyde inactivation.

Traditionally, methods for influenza vaccine manufac-
ture have always involved growth of the virus in embryo-
nated chicken eggs. Recently, a manufacturing process for
a formaldehyde-inactivated whole virus vaccine against in-
fluenza virus was developed using Vero cells in a micro-
carrier-based fermentation system (35). Supernatants
from microcarrier cultures are clarified before benzonase
treatment to digest Vero cell DNA. After formaldehyde in-
activation, the product is concentrated by ultrafiltration
(200,000 Da MW cutoff) and further clarified by protamine
sulphate precipitation. Further purification is accom-
plished by continuous-flow zonal centrifugation of a 0 to
50% sucrose gradient, followed by ultrafiltration and ster-
ile filtration.

Development of the hepatitis A vaccine began with dem-
onstration that formaldehyde-inactivated virus extracted
from the livers of infected marmosets would induce pro-
tective antibodies in susceptible marmosets (41). During
the years that followed, various cell culture and purifica-
tion schemes were developed for hepatitis A vaccine prep-
arations (42,43). VAQTA� is one example (44,45), and is a
highly purified, formaldehyde-inactivated hepatitis A viral
vaccine. The virus is harvested from MRC-5 cells grown in
Costar Cubes (46,47) after lysis with Triton X-100, followed
by nuclease treatment of the lysate to digest nucleic acids.
Concentration of the product is accomplished by adsorp-
tion on an anion exchange column and then PEG precipi-
tation. Solvent extraction of the resuspended PEG pellet
contributed significantly to the purification, as did the an-
ion exchange and SEC steps that followed. The product is
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subsequently formaldehyde inactivated and adsorbed onto
aluminum hydroxide.

Purified Subunit Vaccines

The high levels of purity achieved by subunit vaccines have
the potential to increase the specificity and significantly
reduce the number or degree of adverse reactions associ-
ated with less-pure preparations. Their goal is to present
the patients’ immune systems with the specific feature, be
it capsular polysaccharide in the case of Haemophilus in-
fluenzae or Streptococcus pneumonia, or viral coat proteins
in the case of hepatitis B vaccines, conserved in all variants
of a given species such that specific antibodies produced
against it will neutralize the whole organism upon subse-
quent invasion. These components may be isolated from
the organism itself, or expressed by a suitable host through
recombinant DNA technology.

Manufacturing processes for subunit vaccines typically
have six steps in common (1,48,49), which include (1) cell
multiplication, either through fermentation or cell culture;
(2) phase separation to remove cells, if the product is ex-
tracellular, or to harvest and wash cells if the product is
intracellular; (3) product recovery; (4) purification; (5) pol-
ishing; and (6) adjuvanting and filling.

Cell Multiplication. The source culture for a subunit vac-
cine varies, depending on the nature of the product. Ex-
amples where components of the pathogens themselves are
purified to produce vaccines include Streptococcus pneu-
moniae, Haemophilus influenzae type b, Neisseria menin-
gitidis, Clostridium tetanii, Corynebacteria diptheria, or
Bordatella pertussis. These bacteria are usually grown in
batch culture on complex nutrients, such as yeast extract
and soy peptone, with addition of specific growth factor
supplements, such as hemin, that may be required for
growth (50). As a general rule, defined or minimally com-
plex media are sought to minimize purification demands.
The antigens of interest, from the above examples, may be
capsular polysaccharides (Streptococcus pneumonia, Hae-
mophilus influenzae), or protein toxins that are chemically
or thermally inactivated (tetanus, diphtheria, or pertus-
sis). Capsular polysaccharide vaccines are sometimes ad-
juvanted by chemically conjugating them with protein
components of other bacteria. Examples are Hib conjugate
vaccines in which the capsular polysaccharide of Haemo-
philus influenzae type b is chemically coupled to the outer
membrane protein complex of Neisseria meningitidis,
diptheria toxoid, or tetanus toxoid (12,14). And although
the current pneumococcal vaccine is formulated using 23
types of Streptococcus pneumoniae (1, 2, 3, 4, 5, 6B, 7F, 8,
9N, 9V, 10A, 11A, 12F, 14, 15B, 17F, 18C, 19F, 19A, 20,
22F, 23F, and 33F), new pneumococcal polysaccharide–
protein conjugate vaccines are being developed to improve
T-cell-dependent antibody responses, improve long-term
immunologic memory, and otherwise enhance immune re-
sponses in young children, the elderly, and other groups at
risk for pneumococcal infection (13).

Alternatively, proteins representing key antigenic de-
terminants from a target pathogenic microorganism can be
recombinantly expressed in bacterial, yeast, or mamma-

lian cell cultures. Important factors influencing the choice
of a host expression system are freedom from adventitious
agents (51,52), the scientific and organizational experience
with a given system, efficiency of product expression, the
need for specific glycosylation patterns for full efficacy, or
the desirable purification characteristics. Proteins ex-
pressed in Escherichia coli are not glycosylated and accu-
mulate intracellularly in inclusion bodies that require de-
naturation, then refolding to return the protein to its
native conformation. Proteins expressed in yeast may be
either excreted or accumulated intracellularly as viruslike
particles, depending on the construct. Mammalian host
systems express proteins extracellularly (17). Yeast and
mammalian cell host systems, because they are eukary-
otic, are often considered when consistent patterns of gly-
cosylation are important (53). Expression systems are also
chosen for their scaleability, so that conditions studied in
the laboratory can be more easily applied to full-scale
manufacturing. Growth media vary depending on the spe-
cific host system and on the recombinant expression sys-
tem. For example, stable maintenance of a plasmid-
encoded protein in yeast or bacteria may depend on a
culture medium deficient in a particular amino acid, where
the plasmid compensates or a specific host auxotrophy
(54,55). Alternatively, the coding region for a particular
protein product may be regulated by an inducible pro-
moter, such that product expression is triggered by addi-
tion of the appropriate chemical or nutritional component
(54,55).

Frozen master cell banks (�70 �C), consisting of clonal
isolates tested to ensure purity and stability of expression,
are subpassaged to generate a working cell bank. In this
way, batch-to-batch consistency and purity can be ensured.

Stirred tank reactors, in volumes of hundreds to thou-
sands of liters, are commonly used to cultivate bacterial or
recombinant cultures. The bioreactors are jacketed for con-
trol of temperature and sparged to provide appropriate lev-
els of oxygenation. Monitoring may be on-line or off-line,
by periodic sampling and analysis, for such parameters as
biomass, carbon-source (e.g., glucose) consumption, pH,
temperature, dissolved oxygen, etc. Valuable information
can also be attained on culture physiology by monitoring
head space gases for carbon dioxide evolution or oxygen
consumption or volatile organic by-products (e.g., ethanol,
in the case of yeast cultures). In addition to proper main-
tenance of master and working cell banks, equipment
maintenance and careful attention to fermentation raw
materials are essential to ensure reproducible fermenta-
tion results (50,56).

Phase Separation. After the final production phase of cell
culture, it is usually necessary to separate cells from the
remainder of the fermentation broth. This may be accom-
plished either by continuous centrifugation or microfiltra-
tion. If the product is intracellular, the removal of residual
culture media components or antifoaming agents from the
whole cells is a useful method to reduce the number of
contaminants that must be removed by subsequent down-
stream steps. Regardless of whether products are intra-
cellular or extracellular, care must be taken to avoid cell
disruption by excessive shear or osmotic stress to prevent
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Table 2. Downstream Operations for Large-Scale
Recovery and Purification of Vaccines

Operation Physicochemical Property

Cell breakage

Bead Milling Liquid/solid shear
Homogenization Pressure gradient

Cell separation and product recovery

Filtration Particle size
Microfiltration Particle size
Centrifugation Sedimentation velocity
Precipitation Solubility
Two-phase extraction Partition coefficient

Purification

Adsorption Hydrogen bonds, polarity, dipole
moments, etc.

Ion exchange Charge
Affinity chromatography Biological affinity
Hydrophobic interaction Hydrophobicity
Ultrafiltration Molecular size
Gel filtration Molecular size
Reverse-phase liquid

chromatography
Hydrophobic and hydrophilic

interactions

Cell expansion
Product synthesis

Solid

Solid
(inclusion body)

Viral inactivation
(Mammalian 
cell culture)

Inactivation
(Pathogenic 

bacteria)

Media

      Cell Bank
• Master cell bank
• Working cell bank

Cell Separation

Cell breakage

Separation

Extraction

Separation

Concentration

      Purification
• Selection absorption
• Size exclusion

Formulation

Fill and package

Liquid

Figure 1. Generic process flow: microbial fermentation or cell
culture products.

cells from spilling their contents. In the case of intracel-
lular product, this would result in yield losses, and for ex-
tracellular products, it would result in the cells’ intracel-
lular contents adding to the total number of impurities
that must be removed by subsequent downstream steps.

Product Recovery. Figure 1 depicts the typical flow of
downstream processing from recovery through purifica-
tion. Intracellular products are liberated by cell disruption,

which is typically accomplished using either bead mills or
continuous homogenizers. Bead mills rely on mechanical
shear, whereas continuous homogenizers create fluid shear
by forcing the cell slurry through a small opening at high
pressure (50). Bacterial inclusion bodies require solubili-
zation with chaotropes such as urea or guanidine HCl, fol-
lowed by renaturation in appropriate buffers (1,27). Virus-
like particles in yeast may be tightly associated with
intracellular membranes, such as endoplasmic reticulum,
requiring detergents for liberation (54). Removal of cell de-
bris is often accomplished by filtration or centrifugation.
Where concentration of the desired product is necessary,
membrane ultrafiltration is common.

Purification. Numerous choices exist to accomplish pu-
rification, and selection of the most appropriate technolo-
gies must be grounded in an understanding of the physical,
chemical, and biochemical properties of the starting ma-
terial and key impurities (1,48,49). Some of the options are
outlined in Table 2 (27–29,57). Because yield losses occur
at each purification step, the number of steps should be
kept to a minimum. This will improve overall recoveries
and reduce costs by keeping resource requirements, in-
cluding raw materials, testing costs, and labor, to a mini-
mum (27–29,48,49,58).

Manufacture of Hepatitis B (Subunit) Vaccines: The origi-
nal hepatitis B vaccine (HEPTAVAX B�), licensed in 1981,
was a subunit vaccine isolated from the blood of hepatitis
B infected donors (15). Although derived from infected
blood, the final product consisted of a highly purified prep-
aration of 22-nm particles containing HBV surface anti-
gen, subunits of the HBV virus. These particles are ex-
pressed in copious amounts by patients suffering from
acute infection or in hepatitis B carriers. Although these
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subunits themselves are noninfectious, they are effective
in stimulating a strong immune response and provide last-
ing protection against hepatitis B infection.

The isolation process consisted of (1) defibrination of the
plasma with calcium; (2) ammonium sulfate precipitation,
rate zonal centrifugation (sucrose gradient), and isopycnic
banding (sodium bromide); (3) pepsin digestion; (4) urea
denaturation/renaturation; (5) SEC; and (6) formaldehyde
treatment. The process not only resulted in greater than
99% purity, but also ensured safety from extraneous infec-
tious viruses through the sequence of viral inactivation
steps—pepsin digestion, urea denaturation, and formal-
dehyde treatment (15).

Problems associated with the manufacture of plasma-
derived hepatitis B vaccines included limitations in the
supply of source plasma and a manufacturing process that
was state-of-the-art at that time, but still laborious and
requiring a year or more to complete each batch. In addi-
tion, although HEPTAVAX B� had an excellent safety and
efficacy profile in millions of people around the world (59),
it was not quickly accepted because of growing concerns
over AIDS that might be present in the same infectious
plasma that served as the source for the vaccine (59). These
concerns led to strong public and government pressure to
develop a recombinant hepatitis B vaccine for human use,
of which RECOMBIVAX HB� was the first. This recombi-
nant hepatitis B vaccine is prepared for human use by ex-
pression of the hepatitis B surface antigen (HBsAg) in a
recombinant yeast strain that is batch cultured in stirred-
tank fermenters. Cells are separated from the fermenta-
tion broth, concentrated, and washed with buffer (to re-
move media components and antifoam) by microfiltration.
Cells are lysed to release the HBsAg, which is accumulated
intracellularly by the yeast cells, by passage through a
high-pressure homogenizer. Phenylmethylsulfonyl fluo-
ride, a protease inhibitor, is added immediately before lysis
to prevent proteolytic degradation. Triton X-100 detergent
is added to liberate the HBsAg from tightly associated
membrane components, and the product is recovered using
a microfiltration system. Cell debris and unbroken cells
are retained by the filter and eventually discarded, and the
HBsAg is recovered in the filtrate. The product stream is
ultrafiltered against a 100-kDa molecular weight hollow-
fiber filter cartridge to clear small molecular weight con-
taminants and concentrate the product. Residual deter-
gent is removed by recirculation through polystyrene
beads (XAD-4) followed by adsorption of the antigen on
colloidal silica (Aerosil). The HBsAg is eluted with warm
borate buffer, which interacts with the silica surface to fa-
cilitate its release. Final polishing is accomplished by hy-
drophobic interaction chromatography, using butyl aga-
rose, followed by treatment with thiocyanate to promote
disulfide cross-linking of the protein components of the
HBsAg particle. Afterward, the product is sterile filtered
through a 0.22-mm membrane. The product is adjuvanted
by coprecipitation with aluminum hydroxide (60).

Process Ruggedness. Once promising vaccine candidates
are identified through research, and their safety and effi-
cacy is proved through clinical studies, strong medical and
financial drivers motivate a rapid introduction of the prod-

uct into manufacturing. Once the manufacturing facility is
constructed and qualified, and the final process is estab-
lished, a consistency series of three to five lots serves to
confirm that product profiles are unchanged through the
final process and facility scale-up. Data from these full-
scale runs support product licensure. Therefore, at the
time of licensure, a considerable body of information will
have been amassed at laboratory and pilot scale, but full-
scale manufacturing data are limited. Because of the speed
through which final process scale-up and manufacturing
introduction are accomplished, abundant opportunities
generally exist to improve manufacturing efficiencies and
overall productivity after product introduction. Such
changes must be approved by regulatory agencies before
incorporation, supported by data confirming that the prod-
uct’s safety, purity, or potency are not diminished.

It is important to be aware of common pitfalls in new
process introductions that might later interfere with a con-
sistent product output. Process ruggedness is a key consid-
eration. For example, a single lot of a key reagent, such as
a fermentation raw material or chromatographic resin,
may suffice to prepare numerous test lots at laboratory
scale, and there may be a strong temptation to show pro-
cess consistency by using a single lot of a key reagent dur-
ing the manufacturing demonstration. It is absolutely cru-
cial, however, to identify those critical raw materials early
in process development and challenge the process with dif-
ferent vendor lots and from multiple vendors, if possible,
to better understand the impact that those changes will
have later on in manufacturing when much larger quan-
tities will be consumed and when lot-to-lot variations will
stress process consistency. Critical process parameters
must also be identified early and the process challenged
around them to better understand failure limits. In that
way, unplanned process deviations associated with equip-
ment failures or operator error can be more easily ad-
dressed, and rapid decisions can be made on the quality of
a particular lot. Also, the more thorough the understand-
ing of which steps are truly critical to achieving product
quality goals, the less likely that a deviation at a noncrit-
ical step will result in product discard (52,61,62).

ADJUVANTS

The term adjuvant is derived from the Latin word adju-
vare, which means to help. Adjuvants are used in conjunc-
tion with vaccines to aid in eliciting a rapid, high-level, and
long lasting humoral or cellular immune response to the
target antigen. Their significance is increasing because of
the development of more highly purified subunit and syn-
thetic vaccines that are more specific but inherently are
less immunogenic. In addition, such vaccines tend to be
very expensive to produce, so an effective adjuvant should
also allow for the use of less antigen to stimulate the de-
sired level of immunity. Ideally, an adjuvant should (1) en-
hance the ability of an antigen to stimulate a strong and
persistent immune response in all age groups targeted for
vaccination, whether newborns or older adults; (2) allow
lower or fewer doses of antigen to be used; (3) be biode-
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gradable; (4) not itself be immunogenic; (5) not interact
with the antigen to cause its deterioration; and (6) be non-
toxic and without side effects (63). An important issue for
the development of vaccines today for human use is strik-
ing a balance between stimulation of a strong immune re-
sponse and toxicity or other undesirable side effects. Those
side effects may be localized or systemic. Local reactions,
such as pain, swelling, and redness, can be a result of depot
formation (localization of an antigen), which is also a pri-
mary mechanism of action of some adjuvants, such as min-
eral compounds, oil–water emulsions, liposomes, or bio-
degradable polymeric microspheres. These geltype or
emulsion-based-adjuvants increase the half-life of the an-
tigens associated with them, which might otherwise be
cleared too rapidly from the body for an effective immune
response to be mounted. Alternatively, systemic reactions
may develop, depending on the type and amount of cyto-
kines that might be elicited after stimulation of the im-
mune system.

Adjuvant History

In 1916, LeMoignic and Pinoy first described the use of
mineral oil and lanolin as an adjuvant emulsion in a killed
Salmonella vaccine (64). In the 1920s, Ramon showed that
immune responses to tetanus and diphtheria toxoids were
enhanced when used in conjunction with other compounds
such as agar, tapioca, lecithin, starch oil, saponin, or even
breadcrumbs (65,66). Later, in 1926, Glenny described the
use of aluminum compounds as adjuvants (19,67). In the
early 1930s and 1940s, Freund developed his water-in-oil
emulsion containing killed mycobacteria that became
known as Freund’s complete adjuvant. The reactigenicity
was reduced significantly by elimination of the mycobac-
terial component. This modified formulation became
known as Freund’s incomplete adjuvant and was success-
fully used in several vaccine formulations (19). In 1956,
Johnson et al. reported that lipolysaccharide endotoxins
(LPS) from Gram-negative bacteria had adjuvant activity
(19,68). This work provided the foundation for further
studies into the use of detoxified LPS, or subcomponents
such as lipid A (19,69). In 1974, Lederer et al. identified
muramyl dipeptide (MDP) as the smallest adjuvant-active
component of mycobacteria (19,70). Since then, more than
300 compounds have been investigated in search of those
retaining the potent adjuvant activity but without un-
wanted side effects such as pain, redness, swelling, or fe-
ver.

Types of Adjuvants and Mechanisms of Action

Adjuvants are a chemically diverse group of substances
that can be categorized based on chemical properties and
physical or chemical properties (19). Adjuvants have also
been characterized by mechanism of action (19,63,71), in-
cluding (1) causing depot formation at the site of injection
(e.g., mineral compounds, oil-based adjuvants, liposomes
[72], oil adjuvants, biodegradable polymeric microspheres
of �10 mm, etc.); (2) delivery vehicles for antigens to target
specific immune-competent cells such as macrophages or
dendritic cells (e.g., liposomes, oil adjuvants, biodegrad-
able polymer microspheres �10 mm, nonionic block poly-

mer surfactants); or (3) acting as immunostimulators (e.g.,
Freund’s complete adjuvant, muramyl depeptide, lipopoly-
saccharide, lipid A, monophosphoryl lipid A, pertussis
toxin, etc.) to facilitate production of relevant lympho-
kines. Antigens can also be modified to enhance immuno-
genicity (adjuvant effect) through (1) polymerization of the
protein constituents using aldehydes (tetanus and diph-
theria toxoids); (2) cationization of proteins (diphtheria
toxoid); or (3) chemical conjugation of polysaccharide an-
tigens to carrier proteins (e.g., Haemophilus influenzae
vaccines), which may provide T-cell epitopes to the coupled
antigen or simply increase its effective molecular weight.

The only adjuvants used routinely in human vaccines
are aluminum salts (16,19), either aluminum hydroxide or
aluminum phosphate (19). These have a long history of
safety and efficacy, since it was discovered in the 1930s
that suspensions of alum-precipitated tetanus and diph-
theria toxoids had a much higher immunogenicity than
the soluble toxoids, and their use became common with
diphtheria-tetanus-pertussis (DTP) vaccines. Billions of
doses have been safely administered. Despite their repu-
tation for safety, alum adjuvants do have some drawbacks.
They have occasionally been associated with subcutaneous
nodules or allergic reactions. They cannot be frozen or ly-
ophilized without collapse of the gel structure. Aluminum-
based adjuvants are primarily effective in eliciting a hu-
moral as opposed to cell-mediated response (16). This is a
significant limitation when considering their use with vac-
cines targeting a T-cell response, such as against intracel-
lular viral or parasitic agents such as AIDS or malaria,
respectively (19,63,71).

Alum has several forms, including aluminum hydroxide
and oxyhydroxides, aluminum phosphate gels (73–76) and
precipitated alum [KAl(SO4)2. 12H2O]. Preparation of vac-
cines or toxoids with aluminum adjuvants is either by co-
precipitation of the antigen with the aluminum-based com-
pound (KAI(SO4)2. 12H2O added to the product (76) or
adsorption onto preformed aluminum compounds. Cur-
rently, most vaccines are manufactured by the adsorption
methods. Their mechanism of adjuvant activity includes
(1) depot formation at the site of injection, from which an-
tigen is slowly released; (2) stimulation of immune-
competent cells through complement activation and induc-
tion of eosinophils and macrophages; and (3) efficient
uptake of aluminum-adsorbed antigens due to their par-
ticulate nature and optimal size (�10 mm) (21).

Research continues to contribute to a better under-
standing of adjuvant molecular mechanisms, the biochem-
istry of the immune response to various diseases, and how
to selectively invoke classes of cytokines or immune-
competent cells to best suit an antigen’s specific purpose
(i.e., humoral or cellular response) (19,71). In addition,
controlled release of vaccines through the use of biode-
gradable microspheres may provide a mechanism for
single-dose vaccines by either slow or intermittent antigen
release. This is particularly important in some developing
countries where contact between health care workers and
the vaccine recipients for booster doses may be difficult to
achieve (77,78).
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REGULATORY CONSIDERATIONS FOR VACCINES

Published Federal Guidelines

Vaccine manufacture in the United States is regulated by
the arm of the Food and Drug Administration (FDA)
known as the Center for Biologics Evaluation and Re-
search (CBER). In addition, the FDA’s Code of Federal Reg-
ulations is a codification of the general and permanant
rules published in the Federal Register by the executive
departments and agencies of the federal government. Title
21, parts 600 to 699, was written with certain vaccines in
mind (pertussis, typhoid, anthrax, cholera, polio, measles,
mumps, and rubella), but it has evolved to include guid-
ance for the manufacture and testing of all vaccines and
many other biological products. Included are sections on
personnel responsibilities and training, facilities, equip-
ment, and animal care, record maintenance and retention,
labeling, packaging, and shipping.

Parts 210 and 211 of Title 21 provide manufacturers of
human drugs, veterinary drugs, and medical devices with
guidance regarding current good manufacturing practices
(cGMPs). The cGMPs are comprehensive and encompass
manufacturing methods, facilities, controls, packaging,
storage, and installations for drug operations. Currently,
licensure of a vaccine product entails licensure of both the
product and procedures by which it was made and tested,
packaged, labeled, and distributed (product license) as well
as the facility and equipment in which it was made (estab-
lishment license). The latter includes air handling sys-
tems; water and air supply and testing; personnel, product,
and equipment flows; materials of construction for equip-
ment; interior and exterior materials of construction; and
cleaning and decontamination procedures. Government in-
spections are held before product approval and at a mini-
mum of every 2 years thereafter to ensure compliance with
existing regulations. Minor adverse inspection observa-
tions are presented by the inspectors, at the conclusion of
an inspection, to the responsible head of the facility, on
form 483. Other mechanisms exist for the FDA to prevent
continued distribution or manufacture of products if more
severe compliance violations are observed. In any event,
the observations from FDA inspections are published and
provide manufacturers with information on emerging
trends within the FDA (79,80).

Process Validation

Regulations governing vaccine manufacture have evolved
and continue to do so. In recent years, that evolution has
led to an ever-increasing emphasis on validation, which is
a formal method to demonstrate that a given process can
accomplish its intended goals consistently and reproduci-
bility. The need for validation of sterilization and cleaning
procedures has gained widespread acceptance to ensure
that equipment in direct contact with manufactured prod-
ucts is free from extraneous chemical or microbial contam-
ination and from product-to-product or batch-to-batch
carryover. In addition, testing procedures used to assess
potency, and purity must also be validated.

Increasing emphasis is being placed by the FDA on pro-
cess validation (81). The goals of process validation are to

ensure the consistency of consecutive batches of vaccine
using a particular process (82). Each process consists of a
series of steps, referred to as unit operations, executed in
sequence by a prescribed “recipe.” Each of those operations
has a specific goal. In the case of fermentation or cell cul-
ture, the goal is to increase cell density and expression of
the particular antigen of interest. Downstream steps may
include release of intracellular antigens through cell dis-
ruption, filtration or centrifugation steps, salt or alcohol
precipitations, filtration steps to remove small molecular
weight contaminants or exchange buffers, or chromatog-
raphies to remove contaminants such as unwanted pro-
teins or nucleic acids. Additionally, chemical steps may be
required achieve an optimal conformation for enhanced
immunogenicity or adjuvant binding. Regardless of the
steps, each serves a particular purpose to improve the pu-
rity or maintain or enhance the potency of the particular
antigen of interest.

To accomplish process validation, a formal document or
protocol is prepared delineating those steps critical to
the overall success of the process, the intended goals of
each of those steps, and the analytical methods required
to monitor the consistency of the process to achieve its in-
tended goal. Expectations are established early through
laboratory- and pilot-scale runs, and then confirmed upon
scale-up to the final manufacturing scale. Those equip-
ment settings necessary to achieve a consistent outcome
are referred to as critical process parameters. Analytical
measurements of process performance are referred to as
critical quality attributes. Prerequisites to process vali-
dation include appropriate controls over raw materials;
qualification and maintenance of utilities and equipment;
calibration and preventative maintenance of scales,
gauges, and other mechanical and electronic monitoring
devices; comprehensive quality control programs for ana-
lytical testing and established procedures for batch review
and release; unambiguous manufacturing instructions ap-
proved by manufacturing and quality control personnel;
and programs for comprehensive training. In addition, val-
idation of equipment cleaning and sterilization are neces-
sary.

Filter validation is another emerging arm of process
validation. Goals include insurance that filter membranes,
housings, and support components do not leach objection-
able chemicals into the product stream during manufac-
turing and that the filters are sufficiently rugged to stand
up to process conditions without integrity failure. Critical
process filters are tested before and after use for integrity
to provide greater assurance that they performed properly
toward their intended goal.

Included among the overall benefits of process valida-
tion are the greater understanding of process variables,
allowing the manufacturer to more reliably supply custom-
ers with the highest quality product with fewer discarded
batches.

FUTURE DIRECTIONS FOR VACCINE TECHNOLOGY

Research into vaccine technology continues on many fronts
to provide safe, efficacious, and affordable vaccine prod-
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ucts. Many at-risk individuals living in Third World and
endemic areas do not have ready access to health care, so
compliance to the multidose regimens required to achieve
full protection may be difficult. Also, cold chains may not
exist for those vaccine preparations that must be kept re-
frigerated to maintain proper levels of potency. Improve-
ments in the thermal stability of vaccine preparations is
advantageous (83).

One approach to improve coverage that is being adopted
by many vaccine manufacturers is to combine antigens
into single preparation so that immunity to two or more
diseases can be achieved with a single injection (84). Time-
release polymeric preparations are also being explored
even for monovalent preparations to achieve repeated an-
tigenic stimulation of the immune system without the need
for multiple injections. Other research initiatives seek to
eliminate the need for needles for delivery of vaccines
through the use of oral vaccines (85,86), aerosolizers for
inhalation (87), or needleless devices that use compressed
gases at high pressure to deliver transdermal doses of vac-
cine preparations (88).

A fairly recent development in vaccine technology may
offer several advantages over more conventional prepara-
tions in terms of manufacturing ease, potency, and flexi-
bility in terms of delivery systems and disease targets. Ob-
servations in the early 1990s that plasmid DNA-encoding
antigenic proteins can elicit an immune response when in-
jected directly into animals has sparked intensive research
and tremendous excitement as well as concern over long-
term safety (89). With DNA vaccines, the coding region for
a specific antigenic protein is incorporated into plasmids
that are amplified in a host bacterial strain, such as Esch-
erichia coli, then purified. The bacterial hosts for the cod-
ing plasmids are easily scaleable, and generic purification
schemes may be possible because the product would al-
ways be plasmid DNA. After injection, the naked plasmid
DNA yields protein expression in its native conformation,
to which both humoral and cell-mediated antibody re-
sponses are mounted (90). The DNA constructs can be cus-
tomized to coexpress both the coding region for the antigen
as well as an immune modulator to enhance the immune
response or increase its specificity (91,92). The tremendous
amount of research in the past few years has led to pro-
gress in the development of vaccines against disease tar-
gets associated with bacterial, viral, and parasitic infec-
tions and provides hope for combating autoimmune and
inflammatory diseases (93) as well as cancer.
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INTRODUCTION

The monitoring of exhaust gas is an ideal universal method
for fermentation characterization because most biological
processes involve exchange or consumption of gases and
volatile compounds. Its noninvasive application does not
compromise the sterility of the fermentor, providing a clear
advantage over in situ probes, which contact the broth. The
monitoring of gas concentrations, such as carbon dioxide
and oxygen, in the entry inlet and outlet gas streams and
incorporated into liquid and gas balances makes it possible
to quantify rates of gas utilization on production and res-
piratory quotient. The use of these data in conjunction with
the fast response of the analyzers allows on-line real-time
monitoring of the physiological state of the fermentation,
including growth kinetics, and substrate consumption and
product formation information. This utilization has made
the technology invaluable in research and manufacturing
for applications such as fermentation optimization, batch-
to-batch reproducibility, on-line troubleshooting, process
decision making, and inoculation criteria (1,2). The aque-
ous concentration of organic volatile compounds, such as
ethanol, butanol, and methanol, can also be determined
from vent gas analysis and have been used to optimize pro-
ductivity in industrial processes (3,4).

METHODS OF VENT GAS ANALYSIS

A variety of methods are available for monitoring gases.
However, only the methods most applicable for monitoring
gases of interest to bioprocesses are described here.

Thermal Conductivity

The sensor for thermal conductivity is typically a resis-
tance temperature detector whereby gas is passed over a
heated filament and the magnitude of cooling is measured
by the change of resistance of the filament as measured by
a Wheatstone bridge (5). For a single flowthrough unit, the
gas flow rate must be kept constant. Units with a bypass
have two flows; one path houses the sensor with two
heated coils. The heated gas is transported from upstream
to downstream coils, changing their resistance. The bridge
circuit with constant current input gives an output voltage
in direct proportion to the difference in resistance, with
heat input and specific heat assumed constant. For detec-
tors used in gas chromatography, the heat transfer of the
sample gas is compared with the transfer of the carrier gas.
The rate of transfer depends on the thermal conductivity
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of the gas, which is proportional to the square root of mo-
lecular weight.

The Wheatstone bridge balances the current through
the sample element to restore its temperature to that of
the reference. Tungsten resistance wires are used for am-
bient and low temperature; metallic oxides are used for
high temperature (5). The reference and sample detectors
are housed in a single metal block with a high heat capac-
ity to minimize errors from transient heating and cooling
(6). Instruments are calibrated for the gas to be used and
can have a fast response time of 1 s, detection threshold of
30 ppm, and accuracy of 2%. Carbon dioxide is often mea-
sured with this technique as the thermal conductivity of
CO2 is about two-thirds that of oxygen and nitrogen. The
bypass units where the bulk of the flow bypasses the sensor
are less sensitive to gas flow rate fluctuations but have
larger response times, 20 s compared with 1 s. Although
this technology has been used for many years it does not
provide accuracy or long-term reproducibility. It is sensi-
tive to gas flow rate, temperature, and mechanical vibra-
tion. Contamination of the sample cell can lead to drift,
and frequent calibration is required of these inexpensive
devices. Sample pretreatment is often required to remove
contaminants by condensation and drying.

Flame Ionization

In this method the sample gas is burned in a hydrogen/
air-induced flame. An electrical voltage is applied across
two electrodes to remove the resulting ions from the flame.
The current created across the two electrodes is a measure
of the ion concentration (5). The detector has high linearity
and sensitivity (ppb) with a short response time. It is effi-
cient for a variety of organic components, but no response
occurs for O2, N2, H2, CO2, Ar, H2O, NH3, or simple organ-
ics such as formic acid and formaldehyde. This character-
istic makes the method universal for organic analysis by
gas chromatography, especially because contaminants, wa-
ter, air, and ammonia are not detected. However, its ap-
plication for vent gas analysis is thus limited to ethanol
and organic volatiles.

Gas Chromatography

Gas chromatography is the phase separation of gas com-
ponent by adsorption equilibrium differences between sta-
tionary and mobile phases (6). The stationary phase is
coated on small solid particles (typically silica or polysty-
rene) that are packed or coated onto the walls of highly
efficient fused silica columns (several meters in length).
The particles have an affinity for the chosen gas analysis
to achieve separation of gas components based on equilib-
rium differences. The system requires a carrier gas to
transport the gas sample through the stationary phase
(typically oxygen-free dry helium), a sample injection sys-
tem, column temperature controller, and a detector. Ther-
mal conductivity and flame ionization detectors are most
commonly used, as previously described. An analysis time
of about 5–30 min is typical for each sample, which is much
longer than other simpler, faster, and less expensive meth-
ods. However, gas chromatography has been used to de-
termine H2, CO2, O2, N2, and organic volatiles.

Electrochemical Sensors

Amperometric methods can measure oxygen concentration
in the vent gas using technology similar to the probes used
for dissolved oxygen tension. The Clark principle incorpo-
rates the separation of electrodes from the broth using a
semipermeable membrane (silicone or polytetrafluroethyl-
ene, PTFE) (7,8). A polarization voltage (600–800 mV) re-
duces oxygen at the cathode (Pt or Au) to peroxide and
hydroxyl ions. The resulting current between cathode and
anode (Ag/AgCl) is proportional to the oxygen partial pres-
sure. Cl ions are consumed and supplied by the electrolyte
(KCl). The probe relies on diffusion between gas, mem-
brane, and electrolyte, which results in a slow response
time delay, usually about 10–100 s to reach 63% of total
change in dissolved oxygen level. The oxygen diffusion
across the membrane results in a temperature-sensitive
process. Equally, electrolyte depletion and water loss into
the gas stream and membrane fouling make the system
prone to drift. Thus, the technology is rarely used for vent
gas monitoring.

Zirconia ceramic sensors have been developed for oxy-
gen detection. Thimble-shaped, nonporous, oxygen ion-
conducting electrolyte (yttrium-stabilized zirconia) sepa-
rates two platinum electrodes and the reference from the
measurement gas (9,10). The sample gas passes through
the center of the sensor tube, contacting the anode plati-
num electrode, while the reference gas passes between the
cathode electrode and the cylinder outer wall. The electro-
lyte, which separates the two gas phases, is a good con-
ductor of oxygen ions because the ceramic lattice has va-
cancies for oxygen from the substitution of tetravalent
zirconia ions by trivalent yttrium ions. When the oxygen
sensor is exposed to a gas mixture, oxygen molecules ab-
sorb onto the electrode surface. This changes the molecule
concentration on sensor electrode, which in turn changes
the charged oxygen vacancy concentrations inside the solid
zirconia electrolyte. An electrostatic field is generated from
the differences in charge density between the charged ox-
ygen vacancies inside the zirconia electrolyte and electrons
in the electrode. The electromotive force (emf) generated
across the electrochemical zirconia cell is proportional to
the concentration of the adsorbed oxygen. The electro-
chemical reaction is temperature sensitive and takes place
between 600 and 800 �C, requiring good temperature con-
trol. Temperature elevation can catalyze a reaction be-
tween platinum anode and combustible gases in the sam-
ple, resulting in measurement of net oxygen concentration
rather than total oxygen concentration (6). For cost-
effectiveness as opposed to accuracy, this sensor may be
applicable as it is inexpensive, robust, and simple to op-
erate, with accuracy about 1%, suitable for fermentation
monitoring (11).

Alternative sensors have been developed for volatile or-
ganic species based on solid-state technology. The technol-
ogy is mostly proprietary, but the sensors are often tin (IV)
oxide (SnO2) and have been demonstrated for ethanol
monitoring of fermentation vent gas (12). The gas of inter-
est is detected using two chemically inert electrical con-
ductors of the same composition interfacing with a solid
electrolyte. The gas diffuses into the electrolyte and alters
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Figure 1. Luft nondispersive infra-
red analyzer with microphone sensor.
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its impedance by a change in the charge density. These
inexpensive sensors offer good sensitivity but have slow
response times.

Infrared Absorption

The bonds of nonsymmetrical molecules vibrate and
stretch from bombardment with infrared radiation, result-
ing in energy absorption. The specific vibration or rotation
of a particular bond only takes place at a given frequency.
For infrared adsorption, the molecule must be exposed to
radiation of the precise frequency at which the molecular
motion occurs. Thus, the fundamental frequencies of vi-
bration and rotation for a particular compound can be used
to identify it from a mixture. For fermentation analysis,
carbon dioxide is the only gas of interest that can be de-
tected by infrared (IR) because oxygen and nitrogen con-
tain only one element. Most commonly used analyzers are
nondispersive, which excludes most wavelengths apart
from a few narrow bands of radiation. They are less selec-
tive than dispersive analyzers but more sensitive, simple,
and reliable (13). Sources of radiation include quartz iodide
lamps, tungsten filaments, and nichrome wires (6). A spe-
cific interference filter assembly, a monochromator, is cho-
sen to filter out all wavelengths except for a desired wave-
length band. The resulting radiation is a narrow band
based around the mean of the desired wavelength (4,200–
4,400 nm for CO2). Alternatively, a cell containing the gas
of interest is used to isolate the desired wavelength source.

In a typical optical arrangement, such as the Luft an-
alyzer, an optical beam splitter is used to split the single
radiation source to two beams, that pass into two separate
chambers (Fig. 1). One chamber houses the sample cell and
the other the reference cell. Both chambers contain a gas
that absorbs at the desired wavelength, and the detector
gas is usually the same as the desired gas for analysis. The
sample cell is a flowthrough device with inlet–outlet ports
designed to have zero dead legs. Its material depends on
the corrosivity of the sample, usually stainless steel or Tef-
lon, and the sample window is usually quartz or sapphire
(6). Differences of IR absorption occur between the two
chambers, reference and sample, generating pressure im-
balances. This imbalance distorts a diaphragm that sepa-

rates two chambers in the detector and forms part of a
condenser microphone. A chopper wheel, a perforated or
segmented disk, is used to block the radiation from one
chamber and to allow radiation to reach the detector
through the other chamber. The alternate blocking of the
reference and sample chambers allows each radiation to
be sampled at the appropriate side of the detector. The
alternating flow of radiation produces an oscillating effect
on the diaphragm. The amplitude of the oscillations is
measured by the capacitance of the condenser microphone,
which is correlated to the concentration of absorbed gas. A
variation of this analyzer is to use a microflow sensor to
replace the capacitance detector. Fluctuating radiation
flow, generated by the chopper, is detected by a flow cell.
The cell measures the temperature difference between two
heated elements in the flow path. The temperature differ-
ence produces a corresponding difference of electrical re-
sistance using a Wheatstone bridge that is correlated to
the sample gas concentration.

Other alternative detectors include a thermocouple de-
tector made of blackened gold foil to which two wire leads
made of dissimilar metals are attached (6). The metals are
selected to provide large thermoelectric emf. As the gold
foil absorbs radiation, an emf forms between the gold foil
and the metal. The strength of the emf is a function of the
radiant power absorbed. The entire device is enclosed to
minimize heat loss. Pyroelectric detectors absorb IR radi-
ation, which raises the temperature of the ferroelectric
crystal sensing element, typically Pd-LiTaO3 (14), or
Pb(Zr52Ti48)O3 (15,16). Spacing between the crystalline lat-
tice changes as heat is absorbed, which affects the electric
polarization of the element (14). Two electrodes are used,
one of which is transparent to radiation, and the crystal is
mounted between the electrodes. The sample gas concen-
tration is correlated from the voltage required to balance
the polarization charge of the crystal.

IR analyzers have been used to monitor CO2 and or-
ganic volatiles such as ethanol for vent gas analysis (17),
but they are sensitive to interference from other compo-
nents of the gas such as water. The accuracy of IR analyz-
ers is reasonable for fermentation processes, typically
about 1% of the range, but are prone to drift (as much as
1% full scale per day for both the zero and span). The cal-
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ibration curve is typically nonlinear, which gives added dif-
ficulty to frequent recalibration required to counteract
drift. However, the 0–90% response time of 0.5–5 s is rea-
sonably fast compared with other technologies already dis-
cussed.

Paramagnetism

Gases with unpaired electrons, such as oxygen, generally
have high magnetic susceptibility. The unpaired electrons
spin around the nuclei in a unbalanced manner. When a
magnetic field is applied, the atoms orientate themselves
in the orientation of the direction of the field, which has
enabled specific instruments to be made for oxygen anal-
ysis. The principal instrument, a thermomagnetic ana-
lyzer, uses the principle that the magnetic susceptibility is
proportional to the difference between sample tempera-
ture and the Curie point of 80 �C for oxygen (6). In a typical
analyzer, gas flows through a heated magnetic field so that
the oxygen becomes less magnetic. Cooler oxygen, which
is more magnetic, pushes the hot oxygen, creating a mag-
netic wind. The magnitude of the flow determines the tem-
perature of the coils, which changes the coil resistance as
measured by a Wheatstone bridge. These instruments are
sensitive to temperature variations and the thermal prop-
erties of the sample gas. Severe calibration shift and slow
response times have also been reported (18).

An alternative analyzer is the magnetodynamic ana-
lyzer, which measures the mechanical deflection of a rigid
test body (dumbbell) caused by the paramagnetic proper-
ties of oxygen. The dumbbell consists of two diamagnetic
fused quartz spheres (2 mm in diameter) filled with nitro-
gen and mounted on a rod that is suspended by stiff quartz
or platinum–iridium fiber in the cell chamber. A nonuni-
form magnetic field is applied to the gas sample in the
chamber. The oxygen of the sample is attracted toward the
most intense magnetic field, and the spheres are displaced
until the force is balanced by the torque on the suspended
fiber. The resulting torque is proportional to the difference
of magnetic susceptibility between test body and surround-
ing gas. A light ray reflected by a mirror, mounted on the
test body, transmits the angular deflection, which is di-
rectly proportional to the oxygen concentration in the
chamber. Some instruments employ a feedback winding on
the dumbbell with an electromagnet to maintain zero de-
flection, and the oxygen concentration is calculated from
the current required. Unlike the thermomagnetic unit, the
magnetic analyzer is not affected by temperature or ther-
mal conductivity of the sample. However, care must be
taken in orientation of the unit as it is sensitive to vibra-
tion. The unit is also sensitive to pressure as the amount
of O2 present in the sensing chamber, rather than the ox-
ygen concentration, determines the balance of magnetic
forces (6).

Another type of instrument is the Quincke-type ana-
lyzer, which measures the pressure difference when two
gases with different oxygen concentrations come together
in the magnetic field. The reference gas (N2, O2, air) flows
through two restrictions so the gas entering either side of
the sample chamber has equal flows (Fig. 2). One section
of the reference gas is subjected to a pulsating magnetic

field, and if oxygen is present then a pressure difference is
created between the two reference flows. The Luft capaci-
tance sensor has been used as a detector. Alternatively,
Siemens AG developed an analyzer with a microflow de-
tector in a connecting channel that detects the pulsing flow,
producing a current proportional to the oxygen concentra-
tion (Fig. 2). The separation of the sample from the detec-
tor reduces the possibilities of drift and instrument failure
from contamination or corrosion of parts.

These paramagnetic analyzers have found to be suscep-
tible to vibration, pressure, and sample conditions with re-
spect to moisture content and flow rate, resulting in fre-
quent calibration to compensate for drift (2). Nevertheless,
Quincke-type analyzers have been found to be more robust
and have been widely used, including at the Merck & Co.,
Inc., production facilities. The units are priced similarly to
IR analyzers but are more expensive than zirconia sensors.
However, they provide only single-component analysis,
with susceptibility to moisture and high sample flow re-
quirement, and have poor accuracy (1–2% of range), with
slow response times (5–100 s) (19). The units require cal-
ibration from drift, the frequency of which depends on care
on calibration, maintenance of the machine, and sample
treatment (20).

Mass Spectrometry

Mass spectrometry allows simultaneous measurement of
both air gases (Ar, O2, N2, and CO2) and volatile substances
(including ethanol, acetone, and acetic acid) (21,22) pres-
ent in the fermentor headspace. A mass spectrometer with
multipoint analysis and fast response times (seconds) al-
lows many fermentors and different processes to be moni-
tored on the same instrument. The analysis involves ad-
mitting a gas stream to an ion source and then ionizing
the molecules by electron bombardment under a high
vacuum. The ions produced are subsequently separated,
according to their mass-to-charge ratio, by either a mag-
netic sector or a quadrupole mass filter and detected se-
quentially. The systems are expensive but offer long-term
accuracy and precision, with flexible analysis type and
with sub-ppm detection limits and minimum operator in-
tervention.

Vacuum System

The analyzer chamber of a vacuum system is kept under
high vacuum (between 10�6 and 10�8 mmHg) to minimize
collisions between particles. At this pressure, the mean
free path of particles will be long enough, 50 m as opposed
to �0.01 m at atmospheric pressure, and the number of
collisions small enough for good analysis (6). Particle col-
lision reduces instrument resolution and sensitivity by in-
creasing kinetic energy distribution of the ions, inducing
fragmentation or preventing ions from reaching the detec-
tor (23). The vacuum is created in two stages: a roughing
pump, which reduces the vacuum to 10�3 mmHg, then a
diffusion or turbomolecular pump, to obtain pressure as
low as 10�9 mmHg. The roughing pump is usually a recip-
rocating mechanical pump lubricated with low vapor pres-
sure oil to prevent oil contamination of the mass spectrom-
eter (6). The diffusion pump uses an oil, often polyphenol
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Figure 2. Quincke-type oxygen analyzer with capacitance sensor developed by Siemens AG.

ether, to force molecules out of the vacuum chamber. Oil is
heated at the bottom of the pump, causing it to vaporize,
and water-cooled coils at the top of pump then allow the
oil to cool and condense. Large oil molecules force the
smaller molecules down into the pump via momentum ex-
change, and smaller gaseous molecules exit through the
mechanical pump at about 200 L/s. The disadvantage is
that diffusion pumps are selective because noble gases are
pumped at reduced rates (24). Turbomolecular pumping is
mechanical; molecules are forced into the fins of the tur-
bomolecular pump by momentum exchange. Fins revolve
at about 10,000 rpm and produce an effective pumping ca-
pacity of about 400 L/s. Turbomolecular pumps are often
preferred to diffusion types because they cause very low
contamination by hydrocarbons and high vacuum is ob-
tained very quickly on start-up. However, turbomolecular
pumps are noisy, although they can be muffled to some
degree, and highly mechanical, requiring regular servic-
ing.

Sample Inlet

The capillary inlet design is most often used for mass spec-
trometer sampling, although some systems use a mem-
brane inlet. The membrane material is typically silicone
rubber or Teflon, which protects the vacuum integrity of
the instrument and separates the analyzer from the at-
mosphere and contaminates such as foam or water. The
membrane inlet has mostly been used for on-line in situ
liquid analysis of organic volatiles in the fermentor (21,24–
26) and has limited use for vent analysis because the mem-
brane increases the response time to about 30 s. The most
popular design is the capillary inlet on which a small rep-
resentative sample flows from the main sample gas
stream, which is continually venting, and “leaked” into the
instrument, typically at 20 mL/min (18,27). The constant
flow of gas stream from sample line to vent and to the leak
of the analyzer means that line flushing can be ignored.
The capillary is heated at 80–120 �C to preserve the vapor
state of the sample. The rotary pump draws the sample by
creating a pressure drop through the capillary. At the out-
let, before the ionization chamber, the molecules cross a
fritted glass or metal filter to further reduce pressure (13).
The response times of such an inlet system can be about
0.5 s, achieved by low dead volumes and maintaining the
whole system at 80 �C (28). Volatile components in the gas
stream can contaminate the stainless steel capillary by ad-

sorption and desorption, causing larger response times and
memory effects from long transition times through the cap-
illary (19,29). These factors can be reduced by using a cap-
illary (diameter, 3 mm; length, 1–3 cm) lined with borosil-
icate glass that is heated resistively through a stainless
steel outer sheath to 150 �C.

Ionization

The most widely used technique is electron impact ioni-
zation, where gas passes into an electron beam, resulting
in electron ejection and a degree of fragmentation (2). Elec-
trons ejected from a heated tungsten filament are accel-
erated through an electric field at 70 V to form an electron
beam. The vacuum system draws molecules through the
sample leak into the ionization chamber. Neutral mole-
cules pass freely through the negatively charged ion re-
peller in front of the leak and are thermally desorbed into
the electron beam, transferring kinetic energy to the sam-
ple molecule. The ionization (electron ejection) results in
parent ions with the same mass to charge to MW with 6
eV of excess energy (Fig. 3). The excess energy in the mol-
ecule leads to some degree of fragmentation to molecular
ions, fragment ions, and neutral fragments. A negative ion-
ization step (electron capture) also occurs but is 100 times
less efficient than electron ejection. Electron bombardment
is most stable and reliable but is complicated by excessive
fragmentation. Other soft ionization techniques have been
developed: fast atom or ion bombardment, matrix-assisted
laser desorption–ionization, and electrospray ionization,
which produce only a few fragments. These methods give
greater sensitivity and mass range but have primarily
been developed for large molecules and solids analysis (23).

Ion Separation

Several methods are available to separate the ions after
bombardment: quadrupole filter, magnetic analyzer, time-
of-flight detectors, and Fourier transform detectors. The
aim is to separate the ions of mass m from the ions of m�,
which is most commonly done by quadrupole filter or mag-
netic analyzer because these are easy to operate and com-
pact (30).

The quadrupole filter is a set of four cylindrical rods,
typically 125–300 mm long and 6–16 mm in diameter, held
in a square array to which an RF and DC potential are
applied (24,31). Two rods are connected and two are kept
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180 degrees out of phase (Fig. 4). This forms crossed, os-
cillating electric fields perpendicular to the line of travel of
the ions between the source and the detector. If the oscil-
lating motion of the ion is out of resonance, the ions strike
the walls and are not detected. Applying a certain voltage
and RF can control the trajectory of a known mass-to-
charge ratio to selectively strike the detector (30). Scan-
ning RF and DC voltages from zero allows ions to be trans-
mitted through the quad filter sequentially in order of their
m/z values with constant resolution allowing multiple ion
analysis. Resolution attained is determined by the accu-
racy of control of the parameters U, V, f, and x radius
within the quad rods (30).

The magnetic analyzer uses a magnetic field to separate
the different ions. A moving charge passing through a mag-
netic field will experience a force and travel in a circular
motion with a radius of curvature depending on the m/z of
the ion. A magnetic analyzer separates ions according to
their radii of curvature, and therefore only ions of given
m/z will be able to reach a point detector at any given mag-
netic field (Fig. 5) (30). In a single detector system, an elec-
tromagnet is used to adjust the magnetic field to detect any
m/z peak of interest (2). Alternatively, a multicollector sys-
tem is set up whereby each ion fragment is measured by a
small number of Faraday bucket collector assemblies, lo-
cated along the focal plane according to which particular
signals are of interest. Single detector systems are more
common because they allow the combined use of the sec-
ondary electron multiplier that is too large to be used in
conjunction with multiple detector systems.

Quadrupole systems are known to be faster, less expen-
sive, and smaller than magnetic sector instruments. Yet
the resolution is lower, easily contaminated, and less sta-
ble over time, making the magnetic sector a superior choice
for industrial on-line monitoring (19,30). The response

times of both systems are comparable because the mag-
netic hysteresis associated with magnetic sectors has been
eliminated using laminated magnets. The precision from
magnetic sectors comes from the flat-topped peak profiles
of ion current versus magnetic field strength that they ex-
hibit (Fig. 5). Thus, peak center and peak height can be
precisely determined. Any minor drifting that may occur
from temperature fluctuations has no effect, which results
in high stability, accurate peak jumping, and long periods
between recalibration (up to several weeks for fermenta-
tion application). Absolute accuracy is less than 0.05% for
O2 and less than 0.1 for N2. Quadrupole filters exhibit a
Gaussian-type peak profile and are more susceptible to
drift (see Fig. 4) and temperature variation. Reduced ac-
curacy and precision result in more frequent calibration.
Insufficient resolution leads to an abundance sensitivity
problem whereby peak discrimination is difficult at low
concentrations with adjacent peaks. Experience with mass
spectrometers at Merck during the past two decades favors
the magnetic sector as opposed to quadrupoles. VG Gas
Analysis Systems manufacture both quadrupoles and
magnetic sectors and have shown improved accuracy and
drift by a factor of 2 for magnetic sectors over quadrupole
systems (27,29). Nevertheless, a considerable number of
useful applications for fermentation vent gas analysis have
been demonstrated using quadrupole systems (32,33).

Ion separation is still the limiting factor for mass spec-
trometry, however, because soft ionization produces larger
molecular weight ions. Quads with electron ionization
have been used since the 1950s but have found new utility
when coupled with electron spray systems for solution
analysis; however, this method has not been applied to
vent gas analysis (23).

Detectors

Faraday cup and secondary electron multiplier are the two
common detectors used for mass spectrometry. In the Far-
aday cup, ions pass the beam-defining slit of the cup and
strike a metal dynode plate of a secondary emitting ma-
terial, such as BeO, GaP, or CsSb, that induces several
secondary electrons to be ejected and temporarily dis-
placed. This temporary emission of electrons induces a cur-
rent in the cup and provides a small amplification of the
signal when an ion strikes the cup (23). The signal is mea-
sured by a electrometer and is directly proportional to the
ion concentration. For the single-collector system, with a
single amplifier and auto gain switching, high precision
can be maintained over the widest range. In this arrange-
ment any such drift is equal for all components and can
therefore be compensated for by using any internal stan-
dard (2). The secondary electron multiplier (SEM) is a se-
ries of dynodes (about 10) maintained at ever-increasing
potentials. Ions strike the dynode surface, resulting in
emission of secondary electrons that are attracted to the
next dynode where again secondary electrons are gener-
ated. A cascade of electrons is produced, transferring from
plate to plate in a cycloidal flow path between two glass
plates.

The signal amplification or current gain of an electron
multiplier is 106 with a lifetime of 1–2 years, limited by
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Figure 4. Quadrupole mass filter configuration and Gaussian-type profile curve for the signal, ion
current versus electric field strength (VG Gas Analysis Systems Ltd.).
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Figure 5. Magnetic sector mass spectrometer showing ion trajectory through magnetic field and
the flat-top type profile of the ion current versus magnetic field strength (VG Gas Analysis Systems
Ltd.).
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surface contamination from incident ions or poor vacuum
(19). The Faraday cup is considered rugged, reliable, and
typically capable of measurements to 1–10 ppm concentra-
tion levels (28). The SEM detector offers greater sensitivity
(sub-ppm) with a faster response but has poorer long term
stability and is generally less accurate (2). SEM can be
sensitive to repeated air exposure; background noise in-
creases when the gain decreases, and it is far less rugged
than the Faraday cup (13). In a single-collector arrange-
ment with either a magnetic sector or quadrupole system,
it is common to have remotely switchable Faraday cup–
SEM assemblies. The appropriate detector is selected by
the software, allowing all species to be monitored from
100% to parts per million (24). For example, a Faraday cup
is used for air components and a secondary system for vol-
atiles such as ethanol, acetone, or butandiol (22).

Spectral Analysis

To analyze a mixture of ion fragment intensities, with n
components, a system of linear equations must be solved
to calculate individual component concentrations c1, c2 . . .
cn. The ion current signals, S1, for each mass/charge is con-
sidered to be the sum of the contributions of all compo-
nents, which are proportional to the concentration of each
component:

s � c m � c m � . . . � c m1 1 11 2 12 q 1q

• • • •
• • • •
• • • •
s � c m � c m � . . . � c mp 1 p1 2 p2 q pq

or

r rs � M c

where s is the signal, M is the fragmentation pattern or
sensitivity factor matrix determined by calibration with
individual pure components, and c is the desired concen-
tration (28). Most species produce several peaks due to
fragmentation or double ionization. For instance, nitrogen
has peaks at nominal m/z values 28, 14, 29, and 15. Thus,
a set of linear equations is overdetermined and solved us-
ing an iterative route of multidimensional least squares
technique (34). The best fit is then made between the ob-
served spectrum and that which can be synthesized follow-
ing small adjustments of the species concentration. These
adjustments use the known fragmentation patterns of
various species. Therefore, all the mass spectral informa-
tion is made available by the single detector instrument,
which is most effectively used in achieving the concentra-
tion analysis.

Suitability of Mass Spectrometry

A typical magnetic sector mass spectrometer instrument
has excellent repeatability of �0.1% of range at calibra-
tion, zero and gain drift less than 1% of range per month,
and a response time of 1 s (1,19,28). The limiting step of
the response time becomes the passage through the sam-
pling system rather than the mass spectrometer itself. The

fast analysis times (seconds) mean that many fermentors
and indeed several different processes can be monitored
simultaneously. This method provides a cost-effective de-
vice for multifermentor sampling despite the high pur-
chase cost of an individual unit. Maintenance is usually
associated with contamination of the inlet device and fil-
ament and ion pump replacement. However, this is offset
by the rapid analysis for polar organic species, excellent
long-term accuracy and precision, plus flexibility of anal-
ysis. These features make mass spectrometry the most
flexible and versatile instrument for vent gas analysis.

INSTALLATION AND OPERATION

Careful consideration must be made in designing a sam-
pling system for a vent gas system, which usually involves
the multiplexing of one analyzer to a variety of fermentors.
A sample handling system incorporates gas transport from
the fermentor, followed by pretreatment before passing
through the multipoint sampling manifold into the ana-
lyzer. The design of such a system must minimize the re-
sponse time of sample analysis. The gas must take the
shortest route from the fermentor to the pretreatment
steps through to the analyzer. The amount of sample pre-
treatment required can be process specific. Most applica-
tions require removal of moisture and contaminating spe-
cies from the vent gas, which involves steps such as
filtering and heating before the analyzer. The materials of
construction for transport lines, line purging, sample flow
rate, and minimizing tubing lengths must all be consid-
ered.

Fermentor Sampling Location

The position of a gas sampling point from the fermentor
requires care and to some degree depends on the species
for analysis. If fermentor overpressure is to be used for gas
transport to the mass spectrometer, then it is pertinent to
have the sample port between the headplate and the con-
trol valve. The vent lines of fermentors often contain a con-
denser, double-piped steam heater, or vent filters that are
steam dried from a jacket. These techniques can remove
volatile compounds from the exhaust gas, so the sampling
point should be upstream of these devices if organic vola-
tile analysis is desired. The removal of water via the con-
denser may also affect carbon dioxide because the solubil-
ity of this species is high. Nevertheless, moisture must be
removed before the analyzer, so sampling after the con-
denser may be advantageous.

If fermentor operation requires the use of a vent filter
for containment, then sampling must be completed after
the filter unless a separate vent gas filter is installed.
Foaming and liquid entrainment can occur in the vent line.
Some prevention of entrainment into the sampling system
can be made by facing the sample port downstream of the
gas flow (34). Gas has to make a 180-degree turn to the
sample port, while tending to exclude liquid as its inertia
prevents it from turning. Foam detection systems can also
prevent sample line contamination. The foam sensor, using
capacitance or conductivity between two elements, usually
probe and tank wall or two elements in the probe, can be
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mounted on the fermentor headplate; this can be part of
an automatic defoamer addition system on foam detection.
A second probe can be mounted in the vent gas line to close
the off-gas sample valve on foam detection.

Sample Delivery and Pretreatment

Commonly, the fermentor headplate overpressure is used
to transport gas to the analyzer. However, for laboratory-
scale vessels a gas membrane or piston pump may be re-
quired. A 0.1-bar pressure is sufficient for a 100-m length
of standard 6-mm nylon tubing (or 1⁄4-in tubing) (28). The
tube can be stainless steel, nylon, or preferably PTFE for
volatile samples. The tubing is heated to between 60 and
160 �C to ensure compounds in the vapor phase, which
avoids removal via condensation; this can be done electri-
cally, by steam, or by jacketed hot water (29). For volatile
analysis, heating the tube to about 150 �C and the use of
Teflon are essential for fast responses times (35).
Adsorption–desorption effects of volatile components with
stainless steel tubing walls can hinder response times (�5
min) and cause memory effects.

The vent gas is often passed through a (0.2-lm) hydro-
phobic filter (PTFE) as a final particulate protector before
the analyzer. For unheated lines, moisture is removed by
condensation. Knockout pots are used in combination with
a coalescing filter whereby large drops form and settle by
gravity (34). A graded porosity hydrophilic matrix is used
with a drain layer to direct coalescing liquids into a sump
at the base of the housing. Automatic draining of the pot
is ideal via solenoid actuation periodically or on liquid de-
tection. If further moisture removal is required, various
technologies are available, including small concentric
tubes or coils in shell heat exchangers with refrigerated
coolant. Other systems include the Peltier effect cylindrical
gas cooler with a sealed tube containing a pure fluid. A
wick lines the inner walls, which ensures fluid return by
capillary action. One end of the tube is heated, liquid evap-
orates, and the gas flow displaces the steam toward the
end of the tube. The steam expands and condenses back to
the heated end (13). Desiccants such as anhydrous calcium
chloride, alumina, or silica gel can be used for further sam-
ple drying, but this is rarely necessary.

Sample-Handling Manifolds

Most industrial applications utilize one mass spectrometer
for vent gas analysis of an array of fermentors (�10).
This requires a fast manifold system free of cross-
contamination and leaks to automatically switch between
fermentor samples and calibration gases. A typical system
has the sampling streams from all tanks under permanent
flow to guarantee instant sampling availability and avoid
line purging (Fig. 6). Three-way valves can eliminate dead
legs, and use of two valves per sample stream allows gas
to flow to drain rather than contaminate other streams if
both valves fail. Solenoid valves are often used as they are
inexpensive and compact compared to air-actuated ball
valves. Rotameters can be used to verify flow at the vent
side of the three-way valve. The manifold is mounted in a
cabinet with heat control to a temperature above the pro-
cess temperature or to 110 �C required for organic vola-

tiles. Multistream rotary valves have been designed that
are actuated by an electric stepper motor for cross-contam-
ination sampling (27,28). The unit (designed by VG Gas
Analysis Systems Ltd.) can be configured for 16, 32, 48, or
64 sample streams, connected to the periphery of a circular
flat distribution plate, that vent into a cylindrical housing
with a common exhaust (Fig. 7). The electric stepper motor
drives the rotary arm to position at a sample stream, and
sample flows directly into the sample transfer tube. Cross-
contamination of other gases is inhibited by a spring-
loaded face sealing sleeve (2).

The response time of the manifold system can be re-
duced by minimizing tubing lengths. The time required to
flush the lines should be four times the gas residence time
(2). This is estimated using plug flow, but experimental
measurements are preferred because of backmixing
through valves and regulators.

Sample Flow Control

The signal from a gas analyzer is proportional to the vol-
umetric concentration of the component of interest so that
sample pressure will directly influence the results. This
can be remedied by measuring internal standards (typi-
cally N2, or Ar), or by measuring the concentrations of all
other components, and converting to mole fractions. Alter-
natively the pressure can be measured and the data cor-
rected using the ideal gas law or by controlling the pres-
sure at the fixed value (34). Pressure control can be
overcome by simply venting the instrument outlet to at-
mosphere. An upstream needle valve can be used to reduce
the pressure and to control sample flow rate through in-
strument. Locating the valve as far upstream as possible
reduces the lag time, as the gas velocity is increased after
the pressure reduction. However, this leaves a 2–3% vari-
ation from atmospheric pressure. If this is an unacceptable
error, then an absolute backpressure regulator must be
employed on the outlet (34). Temperature is controlled
within the analyzer but it is useful to control temperature
of the manifold cabinet by an electric heater. A tempera-
ture greater than 60 �C will prevent condensation, unless
moisture has been removed, and minimize adsorption of
compounds.

System Monitoring

Water can be detected in a manifold system by a U-shaped
liquid trap with a sensor to detect water in the sample
lines. The low electrical conductivity of water in the sample
means that the sensor must monitor either the dielectric
constant or refractive index of the stream or even thermal
dissipation from a self-heated thermistor or electric coil.
The sample flow rate (�1 mL/s) can be controlled by a sim-
ple needle valve and rotameter. A thermal sensor and auto
control valve will ensure sample flow rate is adequate and
stable. Leak testing by pressuring the system from instru-
ment air and closing the valves. Alternatively, the pressure
can be monitored while the sample system is evacuated if
this step is part of the sampling sequence. Diagnostic pack-
ages supplied with most analyzers will alarm for problems
associated with the capillary, filament, vacuum, and power
supply.
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Figure 6. Multistream sample switching system. Solid segments indicate valve-closed position.

Process Measurements Required for Variable Calculation.
Measurements of pressure, volume, air flow, and dissolved
oxygen are required. To calculate the vent gas variables
that are useful to fermentation (oxygen uptake rate [OUR],
carbon evolution rate [CER], and respiratory quotient
[RQ]). Broth volume can be determined by load cell or dif-
ferential pressure transducers, air flow rate by a mass flow
meter, and dissolved oxygen concentration by a polaro-
graphic probe whose response should be checked system-
atically by varying the headspace pressure or degassing
with N2. Strain gauge, piezoresistive, capacitance, or res-
onant wire transducer can be used for pressure measure-
ment.

Data Acquisition. For a number of fermentors connected
to a multistream manifold, such as a RMS, fast turnover
of samples is required although measurements must be
accurate. Therefore data acquisition must occur after a
suitable line purge time. Multiple measurements can sub-
sequently be made and filtered or smoothed to reduce noise
(2). A typical approach is to use an algorithm to produce a
stable reading (34). A linear exponential filter is used
where each successive measured value ct is used to update
a smoothed estimate as ĉt � jct � (1 � j)ĉt�1 where k is
a filtering parameter. The trend in the smoothed data
is estimated as Ŝt � k(ĉt � ĉt�1) � (1 � k)Ŝt�1, where k
is another parameter. A typical algorithm acquires at least
1/j values and continues until the absolute value of the
trend Ŝt is less than a target tolerance, d, indicating that
a stable result has been obtained. The values of j, k, and

d depend on the rate of data acquisition and on instrument
performance (34).

Vent gas analysis processes gases on a dry gas basis
whereas the actual gases from the fermenter are saturated
with water vapor. Standard handbooks can be used to cor-
rect these data (36). Most vent gas analysis is expressed
as a mole fraction basis. If this is not the case, then data
should be adjusted using the ideal gas law to standard con-
ditions of temperature and pressure to allow mass bal-
ances to be performed.

Good precision is achieved if signals are noise free with
no drift. However, the combination of vent gas data with
online data such as air flow rate and dissolved oxygen for
mass balancing introduces noise. These errors of measure-
ment can dramatically enlarge errors in the data. Low-
pass filters can be used to smooth the data, and many ac-
quisition systems have built-in analog filters for this
purpose.

PARAMETER CALCULATION

Vent gas analysis data are only useful when configured to
quantify consumption rates and metabolic factors, which
requires equation balances for the gas and liquid phases.
When completed, the vent gas variables enable character-
ization of the microbial physiology of the fermentation
broth.

Well-Mixed Liquid- and Gas-Phase State

The following balance equations for species i in the gas and
liquid phases are written assuming well-mixed phases in
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Figure 7. Magnetic sector mass spectrometer unit from VG Gas
Analysis Systems Ltd. fitted with the rotary motor sample device.

the fermentor; this assumes that concentrations are uni-
form throughout the liquid phase, and that mole fractions
are uniform throughout the gas phase. The assumption is
accepted for small-scale stirred reactors but is less valid at
large scale, �100 L. Axial volumetric concentration gra-
dients of species in the gas phase as a consequence of the
hydrostatic pressure gradient have been observed at large
scale, which leads to alternatives for large-scale vessels,
discussed in the next section. For low pressure and dilute
concentrations of interest, the ideal gas law and the sim-
plest form of Henry’s law (relating equilibrium gas and
liquid-phase concentrations through a simple proportion-
ality constant) can be used. The equations have been given
by Heinzle and Dunn (2) and modified by Salmon and
Buckland (34). It is assumed that the fermentor is isother-
mal and has a uniform cross-sectional area.

dV CG Ge,j � G C � G C � k aV (C* � C ) (1)o G e G L L L Lo,i e,i i e,i e,idt

dV CL Le,i � L C � L Co L e Lo,i e,idt
� k aV (C* � C ) � V Rr (2)L L L L L ii e,i e,i

where and are the gas- and liquid-C , C , C CG G L Lo,i e,i o,i e,i

phase concentrations, subscripts o and e refer to the influ-
ent and effluent, and subscripts G and L refer to the gas
and liquid phases, respectively, VG and VL are the gas- and
liquid-phase volumes, Go, Ge, Lo, and Le are the influent
and effluent gas and liquid flow rates, is a mass trans-k aLi

fer coefficient, is the liquid-phase concentration thatC*Le,i

would be in equilibrium with , and Rri is the total con-CGe,i

sumption rate of species i in the liquid phase. Standard
conditions of pressure and temperature (typically Pref � 1
atmosphere, Tref � 25 �C) have been used for gas-phase
concentrations, volumes, and flow rates.

An expression can be written for , liquid-phase con-C*Le,i

centration, using Henry’s law and integrating over the fer-
mentation broth volume (34):

C* � (RT /H P )(P � V q g/2A)C (3)ref i ref h L L GL e,ie,i

where Hi is the Henry coefficient, Ph is the headspace pres-
sure, qL is the liquid-phase density, and A is the cross-
sectional area of the fermentor. It is usual to assume that
the liquid-phase supply, removal, and accumulation terms
in equation 1 are negligible for gases such as oxygen that
have low aqueous solubility. The gas-phase accumulation
term in equation 1 is also ignored because gas holdup is
small and changes in oxygen utilization occur slowly. How-
ever, this simplification may not be valid for rapidly grow-
ing cultures (37) or when sudden metabolic changes occur
(38), in which case the calculated results will lag actual
events in the fermentor. Using the discussed assumptions,
equations 1 and 2 can be added and rearranged to obtain
an expression for OUR � , the net oxygen utilizationrO2

rate:

OUR � G (C � G /G C )/V (4)o G e o G Lo,O e,O2 2

An expression for the mass transfer coefficient, in a di-
mensionless form, can also be made from equation 1:

k aV C � G /G CL L G e o GO o,O e,O2 2 2� � � (5)O2 G b (1 � c/2)C � Co O G L2 e,O e,O2 2

where , and c � VLqL g/APh. Valuesb � R T P /H PO ref h O ref2 2

of the Henry coefficient, , can be obtained from the lit-HO2

erature (39). The aqueous oxygen concentration, ,CLe,O2

found in equation 5, can be measured on line using a po-
larographic probe calibrated to read (1 � c/2) be-b CO G2 o,O2

fore inoculation. The constant, 1, assumes that the differ-
ence of oxygen solubility in the fermentation medium
compared to water is negligible. This assumption is rea-
sonable as the constant can be estimated for most fermen-
tation broths (39,40) and a value of 0.945 is achieved for a
typical broth containing, salts, yeast extract, and glucose.

Inert gas species (such as Ar or N2) are monitored to
compensate for gas flow changes caused by the presence of
moisture and volatiles in the exhaust gas. The net utili-
zation for the inert gas is zero and consequently Ge/Go �

by using the simplifications for oxygen.C /CG Go,inert e,inert

For carbon dioxide the situation is more complex be-
cause its high solubility ( of 34 L bar/mol comparedHCO2

with of 856.9 L bar/mol) means the liquid-phase ac-HO2

cumulation cannot be ignored. Also, carbon dioxide reacts
with water to give biocarbonate at pH � 6.5.

k Kf a
� � � 2�CO � H O i H CO } H � HCO } 2H � CO2 2 2 3 3 3

kb

(6)
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The hydration of CO2 to H2CO3 is a slow rate constant;
however, its concentration is low (�0.3% of CO2 present)
(41) because it is almost instantaneously dissociated to

. At the pH range 4–8 for fermentation processes,�HCO3

the concentration of carbonate ions is negligible, complex-
ing of CO2 with amine groups can be ignored, and the re-
action of dissolved CO2 with OH� is negligible (42). Bicar-
bonate accumulation increases with pH, and at pH 6.3 the
concentration can be equal to the dissolved CO2. Thus, the
basic liquid-phase equation 2 must be modified to include
accumulation of bicarbonate:

dV CL Le,CO2 � L C � L Co L e Le,CO e,CO2 2dt
� k aV (C* � C ) (7)L L L LCO e,CO e,CO2 2 2

�� V (CER � r )L HCO3

dV C �L Le,HCO3
�� L C � L C � V r (8)� �o L e L L HCOo,HCO e,HCO 33 3dt

where CER � � is the net carbon dioxide evolutionrCO2

rate from the biomass and is the net rate of bicar-�r 3HCO

bonate formation given by

�r � k C � k /K C C (9)� �HCO f L b a L L3 e,CO e,H e,HCO2 3

Values for the constants kf, kb, and ka can be obtained from
the literature (43). Rearrangement of equation 1 gas-phase
balance, and neglecting accumulation terms as before can
produce the following balance:

k aV (C* � C ) � G C � G C (10)L L L L o G e GCO e,CO e,CO o,CO e,CO2 2 2 2 2

and solved for the liquid-phase CO2 concentration,

1 GeC � � b (1 � c/2) CL CO G� �e,CO 2 e,CO2 2� GCO o2

1
� C (11)Go,CO2�CO2

where � , and � .� k aV /G b RT P /H PCO L L 0 CO ref h CO ref2 CO 2 22

Henry coefficient estimates are found in the litera-HCO2

ture (39). Combining and rearranging equations 7, 8, and
10 gives

dV (C � C )�L L L1 e,CO e,HCO3 3CER � � L (C � C )�o L L� e,CO e,HCO2 3V dtL

� L (C � C ) � G (C � G /G C )�e L L o G e o G �e,CO e,HCO o,CO e,CO2 3 2 2

(12)

The evaluation of can be considered in three algo-C �Le,HCO3

rithms of complexity (34). Equations 8 and 12 can be solved
progressively as the fermentation proceeds using current
and past data. This practice enables monitoring of CO2

evolution under dynamic conditions, so long as the rate of
data acquisition by the analyzer is sufficiently rapid. This
may be a problem when acid is introduced intermittently
for pH control because the CO2 concentration in the vent

gas will increase for a short period after each addition (44).
A second approach can be applied if the time constant for
process changes is greater than 5 min. In this case, the
hydration reaction can be assumed to be at equilibrium,
yielding . Substituting this ex-C �(k k )K 10 C�L f/ a pH Lbe,HCO e,CO3 2

pression into equation 12 allows the value of CER to be
calculated directly if the rate of change of the dissolved
CO2 concentration is estimated using current and past
data (34). Finally, it is common practice to ignore the tran-
sient terms so long as changes of pH and CER are slow.
Heinzle et al. (45) demonstrated that including dynamic
changes of CO2 and in a simulation only produced�HCO3

relative errors �2% in the CER.

Large-Scale Mixing Models

The assumption of ideal mixed gas and liquid phases is
reasonable for tanks less than 100 L. However, upon scale
up to production scale (100– 100,00 L), axial gradients and
large mixing times are observed and so previous equations
for oxygen transfer rate, OTR, and OUR based on the well-
mixed system may not be valid. Hydrostatic pressure gra-
dients in tall fermentors will cause large differences in ox-
ygen solubility CL from liquid surface to tank bottom. The
dissolved oxygen concentration in a stirred tank can vary
linearly from 5.4 mg/L at the surface to 12.1 mg/L at a
depth of 10 m. At the bottom of the tank the oxygen solu-
bility for a given gas composition is twice as a consequence
of the doubled hydrostatic pressure, as shown by Henry’s
law. This change will double the maximum oxygen transfer
rate, and, hence, dissolved oxygen concentration, oxygen
solubility, gas holdup, and transfer parameters may vary
with depth in a tall reactor.

Limited experimental and theoretical data are avail-
able on concentration in homogeneities or gradients within
large fermentors, but radial and axial gradients of pH, con-
ductivity, and dissolved oxygen have been observed (46,47).
Residence time distribution data using liquid and gas
transfers have characterized the mixing to produce a va-
riety of models (48–51). Various models have been deter-
mined for large-scale mixing, where axial backmixing has
been described by dispersion theory or a tank in series with
recirculation based on the measurement of residence time
distribution. Other models include compartmentalization
of the reactor into zones, such as two well-mixed impeller
compartments and the remainder for the rest of the tank,
with transport between compartments based on the pump-
ing power of impellers (46).

The model behavior is described through simulations of
the coupled material balance equations for oxygen transfer
rate, mixing, and kinetics. The importance of backmixing
and hydrostatic pressure on scale-up was demonstrated by
using a three-phase multimixed compartment model (50).
The flow conditions of these models fall between extremes
of well-mixed and plug flow. Simplification for large-scale
reactors is to assume that the liquid phase is well mixed
but that the gas phase moves in plug flow (no backmixing)
from inlet to outlet (51). The gas-phase concentration of
species i was described by Salmon and Buckland (34) using
this equation:
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dCGi � � {b [1 � c(1 � x)]C � C } � 0 (13)i i G Li e,idx

where �i, bi, and c are defined in the previous section. For
the gas-phase concentration of species i, a closed-form so-
lution to this equation was used to calculate (1)C �CG Ge,i i

from the inlet condition of . Salmon andC (0) � CG Gi o,i

Buckland (34) used this solution to produce a comparison
between the estimates of equilibrium between liquid and
gas phases at two scales, 0.15 and 60 m3 (where differences
are solely due to hydrostatic pressure), and between the
two models of well-mixed phases and a gas phase with plug
flow. For a given mass transfer coefficient, the predicted
liquid-phase concentrations were closer to equilibrium
with the effluent gas for the plug flow model than with the
well-mixed system. This difference was accentuated with
the large-scale tank (where hydrostatic pressure is signifi-
cant). This conclusion seems reasonable because the mass
transfer coefficient required to achieve a desired liquid-
phase concentration is lower for a production vessel than
for a small laboratory fermentor. Thus, for a given mass
transfer coefficient the gas-phase and liquid-phase concen-
trations in a large vessel will be closer to equilibrium than
those in a small vessel. This agrees with the observation
that the dissolved carbon dioxide in a large tank can be
calculated by presuming equilibrium with the vent gas,
whereas this assumption is not appropriate for small fer-
mentors.

Aqueous Concentration Estimation for Volatile Organic
Compounds

The liquid-phase concentration for an organic species can
be calculated as for (equation 11) assuming that theCLe,CO2

system is well mixed with respect to the gas and liquid
phases and that the inlet gas-phase concentration is zero
(34):

1 GeC � b � (1 � c/2) C (14)L i G� �e,i e,i� b Gi i o

As �ibi r �, the liquid-phase concentration approaches bi(1
� c/2) , which is the concentration in equilibrium withCGe,i

the gas phase at the average fermentor pressure. Equilib-
rium constants can be attained for any volatile compound
under most conditions (22) because most compounds have
a high affinity for the liquid phase and hence a low Henry’s
coefficient (ethanol 10�2 bar/L/mol) compared to gas.
Camelbeeck et al. (29) have experimentally confirmed this
conclusion by demonstrating that changes in the rates of
agitation and aeration have no influence on the vent gas
measurements.

The ability to monitor a specific organic compound de-
pends on concentration and volatility and analyzer sensi-
tivity. Oeggerli and Heinzle (22) compared partial pres-
sures above an aqueous solution at a concentration of 0.1
g/L at 30 �C. Compounds were considered analyzable if the
partial pressure was greater than 1 lbar; hence, ethanol
at 22.24 lbar and acetone at 181 lbar could be monitored
(oxygen, �106 lbar). However 2,3-mesobutanediol was
considered undetectable as the partial pressure was

0.0174 lbar, and its limit of detection was found to be 5
g/L with a quadrupole mass spectrometer.

Calibration is usually achieved by adding a known
amount of compound to the fermentor before inoculation
and measuring concentrations from liquid samples off line
by HPLC or GC. Most volatiles require a SEM for accurate
detection as volatiles are in the ppm level in the headspace
(22,29).

Growth Kinetics

Growth rate kinetics including yield of biomass from
oxygen consumed, , from carbon dioxide evolution,Yx/O2

, and the specific growth rate (52,53) can be simplyYx/CO2

determined using vent gas analysis:

d(TOC)/dt
Y � (15)x/O2 dx/dt

X � Y (TOC) (16)x/O2

where TOC is the total oxygen consumed estimated from
the summation of the OUR versus time and X is the bio-
mass concentration from oxygen. Linear regression from a
curve of biomass concentration (determined off line) versus
TOC and total carbon dioxide evolved (TCE) can then lead
to the respective yields factors for biomass from oxygen
and carbon dioxide. The specific growth rate, l, can be de-
termined by

d(TOC)/dt OUR
l � � (17)

TOC TOC

where the is assumed to be constant. Good agreementYx/O2

can be made between specific growth rates as calculated
on line using TOC data and off-line data from experimental
dry cell weight (53). This calculation provides a useful on-
line tool for analyzing growth rate during process and de-
velopment. This analysis is especially important for sec-
ondary metabolites in which the understanding of growth
and production rates are critical to process optimization,
often involving substrate feeding. For example, the control
of specific growth is very important for the synthesis of
avermectin by Streptomyces avermitilis (53). The impact of
decrease of temperature by a few degrees at 12 h into the
fermentation clearly showed a dramatic decrease in spe-
cific growth rate compared to the control, as measured by
the on-line method (Fig. 8).

Mass Balancing and RQ

Vent gas analysis data can be used to describe the sub-
strate utilization and production kinetics of a fermentation
via mass balancing (2,34). A typical fermentation could
involve � � rCH N O aNH bO Y CH N Oh n o 3 2 X/S h n oS S S X X X

� � � , where biomassY CH N O cCO dH OP/S h n o 2 2P P P

and product are formed from sub-CH N O CH N Oh n o h n oX X X P P P

strate . The coefficients a, b, c, and d can beCH N Oh n oS S S

solved from elemental balances for carbon, hydrogen, ni-
trogen, and oxygen. Coefficients for oxygen and carbon di-
oxide are )/4 andb � (c� � Y c� � Y c� c � 1 �s X/S x P/S p

, where is the so-Y � Y c� � 4 � h � 3n � 2oX/S P/S i i i i

called generalized degree of reduction for compound
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Figure 9. Comparison of vent gas analysis to off-line substrate
data for a fungal fermentation at 1,600 L.
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. The value of l� for biomass is consistentlyCH N Oh n oi i i

about 4.2, and the values for some common substrates and
products can be found in the literature (8). An expression
can then be made for the respiratory quotient, RQ, the ra-
tio between the rates of CO2 evolution and oxygen utili-
zation, as ). Thus,RQ � 4(1 � Y � Y )/(c�s � Y c�X/S P/S X/S p

for a given fermentation the RQ, defined from vent gas
analysis, CER/OUR, can be used with off-line analysis of
biomass, carbon, nitrogen, and production concentrations
to define the yield coefficients for substrate and production
(32). Elemental balancing requires high-precision gas

analysis with 0.01% accuracy because a 1% error relative
offset calibration error for oxygen can result in an error for
product estimation �50% (2).

For industrial applications, the unusual mutant strains
have complex metabolism, of which little is understood. It
is thus difficult to define stoichiometric equations for a pro-
cess, limiting the use of elemental analysis. Nevertheless,
vent gas analysis is a valuable tool for studying process
kinetics and metabolism. For example, during a fungal fer-
mentation the RQ was found to switch from unity to 0.7,
indicating the change in metabolism from glucose to glyc-
erol (Fig. 9). The reduction of growth rate, as shown by the
OUR profile, and commencement of glycerol utilization in-
dicated the start of secondary metabolite production. In
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another fungal fermentation, the depletion of D-mannitol
and subsequent reduction in volumetric productivity cor-
responded with the RQ reduction from 1 to 0.8 (Fig. 10).
Shot additions of D-mannitol were made in response to the
change in RQ, which prolonged the fermentation and in-
creased production.

During the microbial hydroxylation of simvastatin (a
cholesterol-lowering drug) by a Nocardia species, high con-
centrations of the substrate inhibit production (54). Main-
taining a low concentration of the substrate using a con-
trolled continuous feed strategy as opposed to a shot
process enabled yield improvements of the biotransfor-
mation. The carbon dioxide profile was used to monitor
process performance (Fig. 11) where the continuous sub-
strate feed prolonged the decrease of carbon dioxide after
30 h compared to the rapid decrease observed with the shot
processes. Therefore, combining vent gas data, including
RQ, with off-line analysis of substrate utilization and pro-
ductivity rates, along with an understanding of biochemi-
cal pathways, can enable process monitoring and feedback
control.
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INTRODUCTION

Worldwide, acetic acid is called vinegar, if obtained by ox-
idative fermentation of ethanol-containing solutions by
acetic acid bacteria. Although vinegar does not entirely ex-
clude diluted chemically produced acetic acid in every
country of the world, this term is used here to define acetic
acid that is produced from ethanol by a primary microbial
metabolism, the so-called acetic acid fermentation or vin-
egar fermentation.

BASES OF ACETIC ACID FERMENTATION

Acetic acid fermentation (acetous fermentation) is an oxi-
dative fermentation by which solutions of ethanol are ox-
idized to acetic acid and water by acetic acid bacteria using
atmospheric oxygen. The oxidation proceeds according to
the basic equation

C H OH � O r CH COOH � H O2 5 2 3 2

�1G� � �455 kJ mol

The alcohol-containing solution is called mash. Its alcohol
concentration is given in percent by volume. Usually it also
contains some acetic acid expressed in grams of acetic acid
per 100 mL (% w/v). The sum of ethanol (vol%) and acetic
acid (g 100 mL�1) is called total concentration because the
sum of these rather incommensurable values gives the
maximal concentration of acetic acid that can be obtained
by complete fermentation (1). The quotient of the total vin-
egar concentration produced over the total mash concen-
tration indicates the concentration yield.

RAW MATERIALS FOR ACETIC ACID FERMENTATION

All mashes must contain ethanol and water and provide
the acetic acid bacteria with nutrients.

Alcohol

By far the largest percentage of vinegar is alcohol vinegar,
which is produced from diluted purified ethanol. Other
common names for the same product are white vinegar or
spirit vinegar. It is customary in almost all countries to
denature the ethanol serving as raw material for the vin-
egar industry. In the United States, this is mostly done
with ethyl acetate, and in most European Countries, with
alcohol vinegar.

Mashes obtained by alcoholic fermentation of natural-
sugar-containing liquids also serve as raw materials. The
designation of vinegar is according to the particular raw
material used: wine vinegar is produced by acetic acid fer-
mentation of grape wine; cider vinegar is produced from
fermented apple juice; malt vinegar is the undistilled prod-
uct of alcoholic and subsequent acetous fermentation of an
infusion of barley or other cereals, the starch of which was
converted by malting; rice vinegar is made from sacchari-
fied rice starch, followed by alcoholic and acetous fermen-
tation.
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Water for Processing

The water used for the preparation of mashes must be
clear, colorless, odorless, bacteriologically safe, and with-
out sediments or suspended particles. It must also be free
of chlorine, ozone, other chemical compounds, and dam-
aging bacteria.

Nutrients

Most natural raw materials do not require the addition of
extra nutrients. However, apple cider is usually low in ni-
trogenous compounds, but this can be corrected by the ad-
dition of ammonium phosphate. Some grape wines also re-
quire the addition of ammonium phosphate for an optimal
fermentation. In rare cases, all nutrients discussed next
must be added for the production of wine vinegar.

For the production of alcohol vinegar, a mixture of the
required nutrients was developed. When producing vine-
gar with up to 15% acetic acid, the acetic acid bacteria def-
initely require glucose and potassium, sodium, magne-
sium, calcium, ammonium as ammonium phosphate,
sulfate, and chloride. The following trace minerals are
needed: iron, manganese, cobalt, copper, molybdenum, va-
nadium, and zinc. These additions are sufficient for an op-
timal acetic acid fermentation.

Commercially available mixtures contain supplements
such as dried yeast extract in order to restart a fermen-
tation more quickly if stopped by a disturbance such as a
power failure. Principally, nutrients should be added spar-
ingly in order to exert a selection pressure directing to a
low requirement for nutrients.

PRODUCTION BY ACETIC ACID FERMENTATION

Microorganisms

Overview and Basic Problems of Classification. The mi-
croorganisms oxidizing ethanol to acetic acid are com-
monly called acetic acid bacteria. This special primary mi-
crobial metabolism at low pH of the surrounding medium
differentiates them from all other bacteria. Acetic acid bac-
teria are polymorphous. Cells are Gram-negative, ellip-
soidal to rod shaped, straight or slightly curved, 0.6 to 0.8
lm long, occurring singly, in pairs or in chains. There are
nonmotile and motile forms with polar or peritrichous fla-
gella. They are obligately aerobic. Some produce pigments,
some cellulose.

Numerous attempts to classify acetic acid bacteria were
carried out as summarized in the work by Ebner and Foll-
man (1). A major contribution to the exact taxonomy of
acetic acid bacteria were the DNA-rRNA hybridization
studies of Gillis and De Ley (2). A first conclusion from this
work was that the two groups Gluconobacter and Aceto-
bacter, as classified earlier, were closely related groups,
justifying their union in the family Acetobacteraceae. Al-
though in 1984 a set of 32 features was given to differen-
tiate the genera Gluconobacter, Acetobacter, and Frateuria
(3), not all of them are necessary for a satisfactory identi-
fication.

The feature of acetate overoxidation identifies the
strains used in high-acid fermentations as members of the

genus Acetobacter, and thus separates them from the gen-
era Gluconobacter and Frateuria.

Required Properties of Industrially Used Strains. Consid-
ering the interest of many microbiologists in acetic acid
bacteria, it is surprising that the available information
about these bacteria has had so little effect on vinegar pro-
duction. Working strains were isolated, but lost again,
demonstrating the difficulties to isolate and grow Aceto-
bacter strains from industrial vinegar fermentations on
solid media. Considerable progress was achieved by prop-
agating bacteria from fermenters in Japan on a special
double-layer agar. The bacteria isolated on this medium
have been described as Acetobacter polyoxogenes (4). How-
ever, A. polyoxogenes was not available from the Japan Col-
lection of Microorganisms because of problems of propa-
gation and preservation.

A new species in the genus Acetobacter, for which the
name Acetobacter europaeus was proposed (5), has been
isolated and characterized in pure culture from vinegar
fermentations at high acidity in Germany and Switzer-
land. All investigated strains isolated from submerged fer-
menters and trickle generators had very low (0 to 22%)
DNA–DNA similarities with the traditional strains of Ace-
tobacter and Gluconobacter. The phenotypical differentia-
tion on the species level of the genus Acetobacter is rather
difficult, because different strains of a single species do not
necessarily utilize the same carbon source. A useful and
significant criterion for the distinction of Acetobacter eu-
ropaeus from the other Acetobacter species is the strong
tolerance to acetic acid of 4 to 8% in AE-Agar and the ab-
solute requirement of acetic acid for growth.

Independent of all these problems and difficulties, the
first and foremost interest of the vinegar industry is to use
a strain of acetic acid bacteria that tolerates high concen-
trations of acetic acid and total concentration, requires
small amounts of nutrients, does not overoxidize the acetic
acid formed, and yields high production rates. At present,
it also seems to be necessary to make this strain phage
resistant (6).

Industrially Used Strains. The vinegar industry has al-
ways worked with acetic acid bacteria that, in most cases,
were not derived from pure cultures. The striking fact that
common microorganisms used on a large scale for indus-
trial vinegar production were not properly described and
characterized in taxonomic terms is caused by the diffi-
culty to cultivate them on semisolid media.

Industrial submerged vinegar fermentations are
started by inoculation with inoculation vinegar, microbio-
logically undefined remains from previous fermentations.
Acetic acid fermentation can be carried out for years with-
out interruption or decrease in efficiency or yield, if suit-
able conditions are chosen to allow a permanent selection
of strains tolerating high acidity at a minimum of nutrient
concentration. Such cultures are delivered to vinegar fac-
tories in all parts of the world by Heinrich Frings GmbH
& Co KG, Bonn, Germany.

Plasmid Profile Analysis for Characterization of Acetobac-
ter Strains. Plasmids are circular, extrachromosomal DNA
molecules that can be extracted from bacteria by a sophis-
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ticated technique. The plasmid profile of a strain is very
specific. Plasmids can determine certain properties of bac-
teria, such as phage resistance or citrate metabolism. The
potential of this technique for vinegar fermentations was
investigated (7–9). The majority of the acetic acid bacteria
contain 1 to 8 plasmids from 1 to more than 17 MDa. Plas-
mid profile analysis has been applied to characterize the
Acetobacter europaeus strains and the microflora of indus-
trial vinegar production plants (10). It was shown that the
microflora in submerged fermentations consists of one pre-
dominant strain, whereas in trickling generators the mi-
croflora is quite heterogenous, containing a mixture of sev-
eral Acetobacter europaeus strains with quite different
plasmid profiles. This is probably the reason for the sus-
ceptability of submerged fermentations to bacteriophage
attack. In conclusion, the determination of plasmid profiles
from submerged vinegar fermenters represents a new and
powerful technique to characterize the microflora of such
fermentations and to answer questions that could not have
been approached until now, such as the stability, origin,
and identity of the prevailing microflora.

Recent investigations have shown that the plasmid pro-
files of these strains are able to rest stable over a period of
at least 5 years and are not changing their phenotypic fea-
tures during this time. Complete sequencing of the 16S
rDNA genes have shown the phylogenetic position of Ace-
tobacter europaeus to be close to Acetobacter xylinum and
well separated from seven other Acetobacter species. Acetic
acid bacteria together with Acidiphilium species and Ro-
dopila globiformis represent a distinct acidophilic branch
in the �-subclass of Proteobacteria.

Electrophoretic protein patterns correlated with the
percentage of DNA similarity of DNA–DNA hybridization
proved to be very useful for the delineation of the strains
from industrial vinegar fermentations at the species/sub-
species level (11,12).

Genetic Improvement of Acetobacter strains. To improve
strains of Acetobacter and Gluconobacter genetically, re-
combinant DNA techniques are considered to be useful.
Host–vector systems and an efficient transformation
method have been developed. The preparation of sphero-
plasts and the development of a spheroplast fusion method
have been described (13). A strain growing at 37 �C and
4% acetic acid and a strain unable to grow at 35 �C and 5%
acetic acid were spheroplasted and fused. Fusion products
were received growing at 37 �C on agar plates containing
5% acetic acid, on which both parent strains were unable
to grow. Some more genetic transformation systems have
been described (14–16).

When summarizing the present technique, Fukaya (17)
states that recombinant DNA technology can contribute to
advances in the basic knowledge of acetic acid bacteria and
additionally provide new tools for improving them. But to
apply recombinant DNA technology to improving acetic
acid bacteria even more, basic research concerning gene
expression, protein engineering, and other fundamental
studies are required.

Bacteriophages. Acetobacter-specific bacteriophages
demonstrated by electron microscopy in submerged and

trickling fermenters are said to be responsible for fermen-
tation problems in industrial vinegar fermenters (18–21).
In trickling generators, fermentation is sometimes slowed
down, but hardly stops completely. In submerged fermen-
tations, complete loss of productivity has been observed.
Only three morphologically different Acetobacter phage
types were described until 1992, when a great variety in
phage types, regarding the dimensions of the phage heads
and tails was reported (20). All phages isolated from vin-
egar fermentations in Germany, Austria, and Denmark
showed long contractile tails and isometric heads belong-
ing to Bradley’s group A (22) and the family of Myoviridae
(23), respectively. Although not all phages described have
actually been shown to be infective for defined Acetobacter
strains because of a lack of a suitable technique, their oc-
currence in high numbers (106 to 109 mL�1) in disturbed
fermentations suggests that bacteriophages may actually
be the source of fermentation problems.

Biochemistry

During acetic acid fermentation, ethanol is almost quan-
titatively oxidized to acetic acid. Concentration yields be-
tween 95 and 98% are common, and the remainder is
mainly lost in the effluent gas. At the same time, a suitable
C6-carbon source (preferably glucose) is oxidized. End
products of this oxidation are CO2 and H2O.

Ethanol. Ethanol oxidation is performed by two sequen-
tial reactions catalyzed by alcohol dehydrogenase (ADH)
and aldehyde dehydrogenase (ALDH), located at the outer
surface of the cytoplasmic membrane. Their function is
linked to the respiratory chain of the organism (24,25).

Alcohol dehydrogenase has been purified from several
acetic acid bacteria and shown to contain pyrroloquinoline
quinone (PQQ) and heme C as prosthetic groups (26–28).
Extensive purification and characterization of the enzymes
involved in ethanol oxidation of Acetobacter aceti, A. ran-
cens, and G. suboxydans have been reported (26–32). It has
been shown that ADH of acetic acid bacteria donates elec-
trons directly to ubichinone in the cytoplasmic mem-
branes. Thus, the ethanol oxidase respiratory chain of ace-
tic acid bacteria is made of only three membranous
respiratory components, alcohol dehydrogenase, ubichi-
none, and terminal oxidase (33).

It has been confirmed that ADH and ALDH of acetic
acid bacteria had the same prosthetic group, PQQ, as their
glucose dehydrogenase (30). These quinoproteins, glucose,
ADH, and ALDH are involved in sugar oxidation that links
them to an electron transport system in the membrane of
oxidative bacteria. ADH and ALDH from A. polyoxogenes
sp. nov. have been purified (34,35). This strain originated
from a vinegar factory showing higher acid productivity
and higher tolerance to acetic acid than strains isolated
from natural sources. In contrast to the ADH and ALDH
obtained from A. aceti and G. suboxydans, the enzymes of
A. polyoxogenes were quite stable, and this high stability
seems at least to be partially involved in the ability of A.
polyoxogenes to produce high concentrations of acetic acid.

Sugar. For the breakdown of sugars, Acetobacter is
equipped with the hexose monophosphate (HMP) pathway
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and the TCA cycle (36), whereas glycolysis is either absent
or very weak. The enzymes of the Entner-Doudoroff path-
way are present in Gluconobacter and in Acetobacter xy-
linum. Gluconobacter and Acetobacter are known for their
direct oxidative capacity on sugars, alcohols, and steroids
(37). For further details see the work by Ebner and Foll-
man (1). The biochemistry of the ketogenic activities of ace-
tic acid bacteria have been reviewed (38).

Acetate. Strains of Acetobacter are able to oxidize ace-
tate as well as lactate either in the presence or in the ab-
sence of ethanol by using enzymes of the tricarboxylic cy-
cle.

Carbon Dioxide. Acetobacter needs CO2 for growth (39).
CO2 is incorporated into cell substances, where approxi-
mately 0.1% of the cell carbon is derived from CO2. A very
small but measurable portion of acetic acid too is derived
from CO2 (40).

Nitrogen. If an organic carbon source is present, a num-
ber of acetic acid bacteria can use ammonium as sole ni-
trogen source. Some strains need the presence of amino
acids; others need cofactors such as vitamins or purines
(41). No essential amino acids are known.

Growth Factors. Growth factor requirement depends on
the carbon source supplied (42). Some strains require p-
aminobenzoic acid, niacin, thiamin, or pantothenic acid as
growth factors (43). Some Acetobacter strains do not need
vitamins in the presence of glucose (44). But the combined
addition of glutathione with Na glutamate has a cumula-
tive effect on the growth of A. aceti (45).

PQQ, the novel prosthetic group in acetic acid bacteria,
also shows an interesting growth-stimulating effect for
various microorganisms (45–47). One of two PQQ effects
was the stimulation of both the growth rate and the total
cell yield with only a trace amount of PQQ as an essential
growth factor. The second effect of PQQ observed univer-
sally was a marked reduction of the lag phase in microbial
growth, but no increase of the growth rate in the subse-
quent exponential phase or in the total cell yield at the
stationary phase.

Physiology

Oxygen Demand and Total Concentration. During com-
mercial use of many aerobic microorganisms it is common
practice to permit the inoculum to remain in a fermenter
for some time up to several days without aeration before
inoculation into the main fermenter. However, application
of this procedure is impossible in the case of acetic acid
fermentation.

Extensive tests have been conducted (48,49) concerning
the damage to acetic acid bacteria caused by an interrup-
tion of aeration as a function of total concentration, acetic
acid concentration, rate of fermentation, and length of in-
terruption of aeration. The longer the interruption of aer-
ation and the higher the total concentration of the mash,
the more marked is the effect. At a total concentration of
5%, an interruption of aeration for 2 to 8 min leads to the

same damage as an interruption for 15 to 60 s at total
concentrations of 11 to 12%. At constant total concentra-
tions, damage increases with increasing concentration of
acetic acid and with increasing fermentation rate. The spe-
cific production of cell material is extremely low (1).

Experiments conducted later (50) confirmed these re-
sults. It was found that there was a sharp drop in the ox-
idation rate of ethanol as well as in the activity of enzymes
involved (ADH and ALDH) after an interruption of oxygen
supply, with an acetic acid concentration of 6%. ADH ac-
tivity in the membrane fraction was highly stable in the
culture broth containing 4% or less acetic acid. But the
purified enzyme was very unstable even in the culture
broth of 2% total concentration. It was suggested from this
fact that the ADH has a membrane component contribut-
ing to its own stability at acetic acid concentrations of less
than 4%, which becomes gradually liable to damage with
further increasing acidity. But, the relationship between
the ADH system and oxygen has not been elucidated at all.

Under conditions of industrial acetic acid production,
the microorganisms undergo considerable stress caused by
a high concentration of acetic acid and limited oxygen sup-
ply. A high utilization of oxygen up to 70% can be achieved
in industrial production. A sparing use of air is very im-
portant because of the volatility of ethanol and acetic acid.
However, the use of pure oxygen or highly oxygen-enriched
air may easily damage the bacteria (48).

In 1985, it was found that at a total concentration of
13%, the ATP pool and the growth rate show a reverse
behavior (51). The energy charge (average value of intra-
cellular ATP, ADP, and AMP) showed a rather high value
of 0.84 at the beginning of the fermentation. During fer-
mentation, although the acetic acid concentration in-
creased from 9 to 12%, the energy charge decreased to 0.7.
After interruption of aeration for 45 s, the energy charge
dropped to 0.58, and after several weeks of storage the
charge of the inoculum was only 0.50.

Lack of Ethanol. Acetic acid bacteria are also damaged
if a vinegar fermentation is carried out to the point where
all the ethanol has been oxidized and the addition of fresh
ethanol-containing mash is delayed. This is analogous to
the damage resulting from an interruption of oxygen sup-
ply and also depends primarily on the total concentration
and the duration of ethanol lack.

Specific Growth Rate. In 1953, the specific growth rate
of acetic acid bacteria was calculated for the first time (52).
In semicontinuous fermentations there was no decrease of
the specific growth rate at increasing acetic acid concen-
trations, but at increasing total concentrations the specific
growth rate decreased from 0.49 h�1 at 5% to 0.16 h�1 at
11%.

In continuous culture at a total concentration of 12%,
the specific growth rate decreased from 0.027 h�1 at 4.5%
ethanol to 0.006 h�1 at 1% ethanol. It should be mentioned
that the specific growth rate obtained in continuous fer-
mentations with constant concentrations of acetic acid and
ethanol are less favorable than those obtained under semi-
continuous conditions. Batch fermentations carried out
with Acetobacter suboxydans (53) showed at a total con-
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centration of 7.5% a specific growth rate of 0.30 h�1, a re-
sult that is in good agreement with other studies (51).

Specific Product Formation. In 1949, a specific product
formation was found of 21 g of acetic acid per gram of bac-
terial dry substance per hour in semicontinuous tests at a
total concentration of 10% (54). This very high value was
independent of the acetic acid concentration of 4.5 to 7.2%.
In 1972, a strong dependence between specific product for-
mation and acetic acid concentration in continuous fer-
mentations at a total concentration of 7% was found (55).
The maximum specific product formation was 15 g g�1 h�1.
The specific product formation follows a growth-associated
mechanism as long as the acetic acid concentration is be-
low 3%. At higher acetic acid concentrations up to 7%, an
additional nongrowth-associated term must be considered.
The highest value obtained with cell recycle in continuous
culture of A. suboxydans was 11.5 g g�1 h�1 (53).

Changes in Concentration and Temperature. Charging of
a fermentation must be done with mash at the same total
concentration and under rapid mixing because a locally
formed strong concentration gradient damages the bacte-
ria. The next cycle starts without any lag phase. At the
same time, temperature has to be kept constant because a
repeated change in temperature causes a similar result (1).

Overoxidation. Overoxidation is the undesirable oxi-
dation of acetic acid to CO2 and H2O that has to be pre-
vented by avoiding lack of ethanol and keeping the total
concentration at a high level. In trickle fermenters, this is
much more difficult than in submerged fermenters (1).

Industrial Processes

Submerged Vinegar Fermentation Semicontinuous and
Continuous Fermentations. For the production of vinegar
with more than 12% and up to 15% acetic acid (56), the
process has to be carried out in a semicontinuous manner;
each fermentation cycle taking about the same time as the
preceding and following cycles. The starting concentration
of each cycle is 7 to 10% acetic acid and about 5% ethanol.
When an alcohol concentration between 0.05 and 0.3% has
been achieved in the fermentation liquid, a quantity of vin-
egar is discharged from the fermenter. Refilling with new
mash of 0 to 2% acetic acid and 12 to 15% alcohol leads to
the starting concentrations for the new cycle mentioned
earlier. Discharging must be carried out quickly in order
to avoid complete alcohol depletion. Charging must be
done slowly under constant fermentation temperature and
rapid mixing.

Since the middle of 1994, it has been possible to produce
vinegar of up to 19% acetic acid in a modified single-stage
process. Starting with similar concentrations as men-
tioned earlier, alcohol is slowly added at a constant alcohol
level of 2 to 3% in the fermentation liquid, creating a cor-
responding increase of the total concentration. Addition of
alcohol is stopped when the desired total concentration has
been reached. When alcohol approaches zero, a part of the
fermentation liquid is discharged and replaced by mash
with lower total concentration to bring the acetic acid con-

centration and total concentration back to starting condi-
tions, thereby enabling the bacteria to multiply faster.
Later, total concentration is increased again by adding al-
cohol.

Continuous fermentation is only possible up to a max-
imum of 9 to 10% acetic acid because the specific growth
rate of the bacteria decreases with decreasing ethanol con-
centration. To obtain high yields, the fermentation must
be carried out at a low alcohol concentration.

Two-stage Processes. In the canning industry, vinegar
with a very high percentage of acetic acid is in demand.
The vinegar industry is interested in producing vinegar of
high acidity in order to save storage and transport costs.
Therefore, a two-stage process for the production of vine-
gar with more than 15% acetic acid was developed (57).
During a submerged fermentation with a total concentra-
tion below 15% in a first fermenter, alcohol is added slowly
to increase the total concentration up to about 18.5%. After
the acetic acid concentration has reached 15%, about 30%
of the fermenting liquid is transferred into a second fer-
menter. The first fermenter is resupplied with new mash
of lower total concentration. In the second fermenter, the
fermentation continues until the alcohol is almost de-
pleted. The whole quantity of the finished vinegar is dis-
charged. The fermentation liquid in the first fermenter is
supplied with alcohol at the appropriate time and later
divided again.

Since the end of 1993, vinegar of more than 20% acetic
acid has been produced using this process. An automatic
control for this process has been described (58).

In 1981, a similar two-stage process for the production
of vinegar with more than 20% acetic acid was described
(59,60). The second fermentation stage is carried out at a
reduced temperature of only 18 to 24 �C, whereas in the
first fermentation stage, the normal temperature range of
27 to 32 �C is used.

In 1984, another two-stage process was claimed (61)
with semicontinuous fermentation in at least two fermen-
ters, membrane filtration of the mash from the semicon-
tinuous stage, using lower temperatures at higher acetic
acid concentrations, and with the membrane-filtered vin-
egar to be used as a second end product.

The Frings Acetator�. Frings Acetator� is the most com-
mon equipment for the production of all kinds of vinegar.
At the end of 1996, 642 Acetators, continuously improved,
enlarged and automated, were in operation all over the
world with a total production of 1,524 � 106 L/year of vin-
egar with 10% acetic acid. Energy consumption is about
400 W L�1 of fermented ethanol with decreasing tendency;
yield is up to 98%.

Commercial sizes of Acetators are for the fermentation
of up to 3,600 L of pure ethanol in 24 h.

The different processes demand excellent performance
of the fermenter, especially of its aeration system. The
Frings aerator (62), as shown in Figure 1, is self-
aspirating; no compressed air is needed. The hollow rotor
is installed on the shaft of a motor mounted under the fer-
menter, connected to an air suction pipe and surrounded
by a stator. It pumps liquid that enters the rotor from
above outward through the channels of the stator that are
formed by the wedges, thereby sucking air through the
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Figure 1. The Frings Aerator. a � hollow rotor; b � stator; c �

air suction pipe; d � openings for air exit; e � wedges to form the
channels; f � channels to form the beams of air–liquid emulsion.

Figure 2. How the Frings Aeration System works. Acetator filled
for demonstration with a small amount of water immediately after
the start of the aeration. Air is aspirated through the suction pipe
from the top and the formed emulsion is spread out in beams at
the bottom of the fermenter, reaching the wall of the fermenter
somewhat outside of the cooling coil.

openings of the rotor and creating an air–liquid emulsion
that is ejected outward at a given speed. This speed must
be chosen adequately so that the turbulence of the stream
causes a uniform distribution of the air over the whole
cross-*section of the fermenter.

Figure 2 shows this situation in a fermenter containing
for demonstration a small amount of water immediately
after the start of the aeration. Air is aspirated through the
air suction pipe from the top, and the formed emulsion is
spread out in beams at the bottom of the fermenter where
they reach the wall of the fermenter somewhat outside of
the cooling coils. Seconds later, the uniform aeration of the
liquid takes place.

Because foam formation cannot always be avoided, the
Acetator is equipped with a mechanical defoamer. From
1966 to 1991, the following equipment (63) was used. The
rotor, turning in a spiral housing, separates liquid and gas
and returns the liquid into the lower part of the fermenter.
Only during discharging of the finished vinegar a part of
this returned liquid is pumped out of the fermenter. Be-
cause this liquid causes foam formation, the defoamer
must operate most of the time of a fermentation cycle. In
an improved version (64), the separated liquid portion is
not pumped back into the fermenter, but into a small col-
lection vessel to be mixed with the vinegar end product
later. Lysis of harmed vinegar bacteria releases foam-
causing surface-active substances. By means of the total
elimination of the separated liquid, further foam formation
is avoided. Minimized foam formation with a shorter op-
erating time of the defoamer and consequently a lower
power uptake and a negligibly small volume of the sepa-
rated liquid are the result.

The Frings Alkograph� (65), an automatic instrument
for measuring the amount of ethanol in the fermenting liq-
uid, has been in use since 1965. Small amounts of liquid
flow through the analyzer continuously, at first through a
heating vessel and then through three boiling vessels. The
boiling temperature of the incoming liquid is measured in
the first boiling vessel. While alcohol is distilled off contin-

uously from the second and the third boiling vessel, the
higher boiling point of the liquid from which ethanol has
been removed is measured in the third boiling vessel. The
difference in temperature corresponds to the ethanol con-
tent and is recorded automatically. Because the flow
through the vessels takes some time, there is a delay of
about 15 min between the beginning of the inflow of a sam-
ple and the appearance of the correct value on the recorder.
Because alcohol concentration is decreasing slowly during
fermentation, this delay has no disadvantage on fermen-
tation control.

To carry out the single-stage semicontinuous process at
a defined alcohol content, a contact in the Alkograph ac-
tivates the vinegar discharge pump. As soon as a preset
level has been reached, the mash pump starts adding fresh
mash. This pump is controlled by the fermentation tem-
perature in order to refill under constant temperature. The
pump is stopped when the desired level is reached and an
automatic cooling system is activated. A fermentation cy-
cle takes 24 to 48 h.
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The Frings Alkograph� has worked with high reliability
for about 30 years in 231 Acetators around the world. New
biosensors together with modern membranes permitted
the development of a device to measure alcohol without
any time delay; the Frings Alkosens�. A device for mea-
suring volatile constituents of the fermentation medium
was described (66). A membrane serves to filter these vol-
atile constituents from the fermentation liquid into a car-
rier medium, and they are recorded by an electronic sensor.
Because the measurement relies on diffusion, ambient
temperature has to be kept always at the same level. Thus,
the alcohol probe is situated in the fermentation broth. The
alcohol value displayed at the analyzer is influenced by the
concentration of acetic acid, and, therefore, new calibra-
tions are needed at different total concentration levels.
This disadvantage has been overcome recently by a new
system, which incorporates a multilayer membrane. New
sensor technologies and more sophisticated computer
equipment permit a fully automated process control of con-
tinuous, semicontinuous as well as single-stage or two-
stage high-strength fermentations—preparation of mash
included.

Further Trends in Submerged Processes. A computerized
experimental laboratory system was applied 1992 (67) to
submerged acetic acid fermentation with industrial Ace-
tobacter strains at about 10% of final acidity using auto-
mated semicontinuous cycles during a period of one year.
Based on these data, a mathematical model was developed
to predict the time course of a cycle, even in the case when
at the beginning of the cycle a lag phase occurred because
of a lack of substrate at the end of the foregoing cycle. The
parameters substrate, product, and biomass, however,
were not sufficient to characterize the physiological status
of the culture, since the behavior of the microorganisms
also depends on their past. RNA concentration per unit of
cell mass was found to be an internal key parameter that
showed a reasonable agreement of the experimental data
and the mathematical model.

In 1989, the possibilities of on-line measurement of al-
cohol concentration in vinegar production were summa-
rized (68). In addition to the Frings Alkograph� the Alco-
lyzer�, a Japanese instrument based on the same
principle, immobilized microbial sensors, and semiconduc-
tor alcohol sensors were described.

Experiments for the continuous production of acetic
acid by submerged fermentation with continuous removal
of acetic acid by electrodialysis, continuous supply of eth-
anol and concentrated nutrient solution, and control of eth-
anol and pH were reported (69–71). The reason for the con-
tinuous removal of acetic acid from the reaction mixture
was to alleviate the inhibitory effect of the produced acetic
acid. Ethanol concentration was kept constant at 1%, ace-
tic acid concentration at approximately 2%. Without dial-
ysis and pH control, acetic acid production already stopped
after 2 days at approximately 4%, whereas with dialysis it
lasted 30 days.

Other Submerged Fermentation Processes. Other pro-
cesses of little practical significance and abandoned pro-
cesses have been described (1).

Continuous Culture and Cell Recycle. Much work was
invested (53,72) to increase the productivity of the acetic
acid fermentation by continuous culture and cell recycle.

It must indeed be admitted that at first sight the pro-
ductivity in an Acetator does not seem to be very high. The
Acetator 3600� produces during 24 h 4,000 kg acetic acid
with a concentration of up to 15% in a fermenting volume
of 100 m3, that is, 1.6 g L�1 h�1 acetic acid in average or
about 2.4 g L�1 h�1 at the maximum fermentation rate.
The aeration rate is 0.1 vvm only; the nutrient consump-
tion is the same as described in Physiology.

Kinetic studies (72) clarified the dependence of the bac-
terial growth rate on ethanol concentration, on acetic acid
concentration, and on concentration of dissolved oxygen.
The optimum ethanol concentration is 23 g L�1, the opti-
mum acetic acid concentration is 36 g L�1, and the opti-
mum oxygen concentration is 2.5 � 3 mg L�1. The pro-
ductivity of acetic acid formation mainly depends on the
growth rate but also on the cell concentration. Therefore,
the maximum productivity of 6 to 6.6 g L�1 h�1 acetic acid
can be obtained at 32 g L�1 ethanol, and 60 to 66 g L�1

acetic acid.
The synergistic effects of acetic acid and ethanol on the

growth of Acetobacter sp. at low concentrations showed
similar results (73).

At first sight, the potential productivity is about 4 times
higher than presently achievable and could even be further
increased by recycling of the bacteria. However, this high
degree of productivity can only be achieved at a narrow
concentration range. A slight change of ethanol, acetic
acid, or oxygen concentration results in an immediate re-
turn to lower values.

For technical applications, a second fermenter in series
to the fermenter, operating at optimal fermentation con-
ditions, would be necessary to complete the fermentation.
To keep a high oxygen concentration in the fermenting liq-
uid at the higher fermentation rate, a high aeration rate
would be necessary with recovery of ethanol and acetic acid
from the exhaust gas to obtain high yields, and probably
addition of oxygen would be necessary. Higher nutrient
consumption as well as increasing foam formation would
result. The cell recycle system would need a continuous
microfiltration avoiding a lack of oxygen and require an
automatic control of cell concentration. But all the expen-
diture in process control only allows the production of the
same amount of vinegar, containing not more than 10%
acetic acid, in a smaller fermenter. Apparently, the de-
mand for high productivity does not necessarily indicate
the optimal developments for future production.

An attempt was made to enhance continuous acetic acid
production in a laboratory fermenter equipped with a hol-
low fiber filter module by increasing the concentration of
dissolved oxygen (74,75). The maximum acetic acid con-
centration achieved was 5%. The highest productivity ob-
tained with yeast extract as nutrient was 107 g L�1 h�1.
The concentration of dissolved oxygen was already lower
than the critical concentration of 1 ppm, although pure ox-
ygen was supplied at an aeration rate of 1 vvm. Further-
more, it was difficult to maintain a high concentration of
viable cells in the cell recycle culture, because the cells
were inactivated by the lethal conditions of acetic acid con-
centration, oxygen deficiency, and nutritional limitation.

The effect of dissolved oxygen and acetic acid concen-
tration on acetic acid production in continuous culture has
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extensively been investigated (75). The optimum concen-
tration of dissolved oxygen was found to be about 2 ppm
for acetic acid production at low acidity. The specific acetic
acid production rate, however, was diminished to complete
inhibition when the dissolved oxygen concentration was
higher than 2 ppm at an acetic acid concentration of more
than 4.5%. This is in good agreement with older findings
(48), stating that the use of pure oxygen during fermen-
tation can completely inhibit the acetic acid formation.

Because viability of the bacteria is important for high
productivity, the factors affecting viability have been in-
vestigated (76). To study the effect of cell bleeding (with-
drawing at constant flow rate), serial experiments were
performed in a bioreactor with cell recycle and were sup-
ported by mathematical analysis. Acetic acid concentra-
tions were up to 5.6%. The maximum value of productivity
was 123 g L�1 h�1. The bleed ratio and dilution rate at
which concentration of acetic acid and viable cells are rela-
tively high can be predicted now.

The authors expect these results to be useful for design-
ing a two-stage culture for acetic acid production using the
active cells in the bleed from the first stage in a second-
stage vessel beyond a lethal acetic acid concentration.

How far these certainly interesting results will influ-
ence the construction of industrial equipment in Japan re-
mains to be seen. The costs of such complicated fermenters
may slow down or even prevent a fast conversion to indus-
trial scale, although in Japan the demand for vinegar with
5% acetic acid is relatively high. However, these results
will certainly have no influence on the production of vine-
gar with more than 10% acetic acid. A review of the Jap-
anese development work (77) states that the problem of
scale-up remains for further investigation.

Semicontinuous Culture with Cell Recycle. During inves-
tigation of semicontinuous cultures with cell recycle, an
increase was found in the productivity compared to semi-
continuous culture without cell recycle at an acidity of up
to 6% (78). Although the concentration of total cells in-
creased in every cycle, the viable cells reached a much
lower quasi steady-state value, which was explained by
product inhibition. The productivity was 2.9 g L�1 h�1

without and 5.0 g L�1 h�1 with cell recycle at 6% final
acetic acid concentration, but 14 g L�1 h�1 at 3% final ace-
tic acid concentration.

In another study (79), semicontinuous fermentations
were reported in which the ethanol concentration was kept
for a certain time between 20 and 30 g L�1 by adding
ethanol-enriched medium. At the end of the cycle, ethanol-
poor medium was added. Cells were recycled by membrane
filtration. The goal was to obtain high concentrations of
acetic acid; the highest amount reached was 9%. It was
found that the Acetobacter cells lost their viability at about
6% acetic acid, but these nonviable cells were still effective
for ethanol oxidation. This interesting feature of Acetobac-
ter cells had already been reported much earlier (80).

Surface Fermentation. Old Surface Fermentation Pro-
cesses. Detailed descriptions of the history of vinegar fer-
mentation were published in 1976 (81). Today, the equip-
ment used in the famous Orleans process for the
production of wine vinegar can only be seen in museums.

New Experiments with Surface Fermentation. A new ap-
proach to surface fermentation has been tried (82). The
authors used a bioreactor with a shallow, horizontal flow
of the medium under a bacterial film with a surface of a
few hundred cm2. Liquid depth was up to 10 mm, and the
acetic acid concentration of the effluent was 5.76%. The
oxygen absorption rate through the microbial film was
found to be very high; a kinetic study of acetic acid pro-
duction was published (83).

A surface fermentation process in a system of serial
intercommunicating fermentation vessels, with flow-
regulating devices that enforce the flow to approach plug
flow, was described (84). The liquid depth under the layer
of acetic acid bacteria was about 50 mm. The inflowing
liquid had 2% acidity and contained 3.5% alcohol. The acid-
ity of the effluent stabilized at 5% acetic acid. The resi-
dence time was about 21 h.

Investigations on continuous surface fermentations in
a single vessel with a working volume of 16 L were re-
ported (84). Under optimum conditions with a liquid depth
of 100 mm, 2 to 3% acidity and 20 to 30 g L�1 h�1 alcohol
concentration of the inflowing liquid, vinegar with 4.5%
acetic acid was produced during 80 days. The flavor of this
vinegar was claimed to be better than that of vinegar pro-
duced by other processes.

As a consequence of the efforts to produce rice vinegar
at low acidity with better quality, surface fermentation is
developing in Japan into an automatic fermentation pro-
cess at lower costs.

Trickling Processes. The old semicontinuous generator
process used beech wood shavings, birch twigs, or corn cobs
as carrier material for the vinegar bacteria. Large wooden
tanks with up to 100 m3 shavings are still in use. For more
details refer to the work by Ebner and Follman (1). Despite
the disadvantages of the trickling process, the use of a sil-
icate carrier material with a large specific inner surface
and an open pore structure was proposed recently (86).

Experiments with Immobilized Acetic Acid Bacteria.
Many Japanese scientists investigated the fermentation of
rice or fruit vinegar with the usual concentration of about
5% acetic acid in continuous fermentation of high produc-
tivity with immobilized acetic acid bacteria.

A 460-day run in an airlift bioreactor with acetic acid
bacteria immobilized on j-carrageenan gel beads, where
living cells were newly released into the reactor, was re-
ported (68). These newly released bacteria showed ex-
tremely high growth rates and respiratory activity that
they retained for a few generations after leakage.

Polypropylene fibers as carrier material for Acetobacter
producing rice vinegar of 3% acetic acid were proposed
(87,88). With ceramic honeycomb-monolith as carrier in a
fixed-bed reactor a maximum of 4% acetic acid was
achieved (89). Calcium alginate beads in a fluidized bed
reactor were investigated and 3.5% acetic acid obtained
(90). The same author (91,92) used this reactor in combi-
nation with an ethanol fermenter to produce rice vinegar
of up to 6.5% acetic acid from a saccharified rice medium.

A two-column bioreactor of porous ceramics was tested
to produce vinegar of an orange wine with up to 8.4% acetic
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acid (93). If the cells were fixed on woven cotton fabric,
vinegar of kiwi fruit and persimmon of 4.5% acetic acid
could be produced (94). A new ceramic carrier called
Aphrocell with a continuous pore structure was tried (95),
but the oxygen supply to this structure was difficult. None
of the tested carriers proved to be ideal.

Experimental and theoretical studies on the continuous
acetic acid production by immobilized cells in a three-
phase fluidized-bed bioreactor at very low acetic acid con-
centrations were carried out (96). The influence of gel-
entrapped and suspended cells, gel size, kLa, and solid
hold-up on productivity was studied by theoretical calcu-
lations and experiments.

Mori et al (97–99) reported that immobilized acetic acid
bacteria are highly oxygen dependent. Therefore, it is ad-
vantageous to supply oxygen to a closed and pressurized
culture. Because acetic acid inhibits the bacteria, it is con-
sidered that multiple reactors in series would be the best
solution to obtain an increasing acidity, thereby keeping
the dilution rate higher and creating the prolonged resi-
dence time necessary. An output acidity of 5.5% was ob-
tained in two fluidized-bed type tabletop reactors in series.
In scaling up to a pilot reactor, however, the microbial layer
peeled off from the carrier too easily independent of its
material. More operational know-how is needed for the
practical application of this technology.

Environmental Protection. Today it is possible to produce
vinegar without any environmental pollution. The exhaust
gas contains alcohol, acetic acid, and ethyl acetate accord-
ing to their vapor tension at a fermentation temperature
of about 30 �C. To obtain high yields, the aeration rate is
chosen as low as possible. It is furthermore common prac-
tice today to cool the exhaust gas down with cooling water
as far as possible, and in order to absorb the rest of the
volatiles it can be scrubbed with water that is recycled and
used for mash preparation later.

The raw vinegar contains bacteria that have to be fil-
tered off. Today, most modern factories use cross-flow fil-
tration without adding any filter aid. The very small quan-
tity of remaining solids of about 100 g � 1,000 L�1 of
vinegar formed by acetic acid bacteria are degraded during
wastewater treatment.

Production Volumes

United States. The U.S. vinegar industry ceased years
ago to control and to publish vinegar production figures.
Therefore, older figures must be quoted here. Production
volumes in 1987 were 581 � 106 L of distilled vinegar, 54
� 106 L of cider vinegar and 126 � 106 L of other types of
vinegar, all of different strength.

European Union. In 1995, the European Union pro-
duced 349 � 106 L alcohol vinegar, 160 � 106 L wine vin-
egar and 57 � 106 L other kinds of vinegar (all of 10%
acetic acid), together 566 � 106 L.

Japan. In 1994, Japan produced 56 � 106 L of rice vin-
egar, 146 � 106 L of other grain vinegar, 22 � 106 L of
fruit vinegar, and 166 � 106 L of other brewed vinegar, all
together 390 � 106 L at a concentration of 4 to 5% acetic
acid.

Worldwide. The world production (excluding the USSR
and China) of vinegar of 10% acetic acid is assumed to be
around 2,000 � 106 L per year, or 200, 000 tons of pure
acetic acid.
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INTRODUCTION

Waste air or waste gases of industrial processes may con-
tain volatile organic or inorganic odorous or toxic com-
pounds. These gases are not to be released to the environ-
ment, according to national or European legislation, which
defines the allowances of the individual compound to be
released. Environmental biotechnology including waste

gas treatment was first developed in countries using the
German language and in The Netherlands. In these coun-
tries, waste gas treatment was applied by the industry for
elimination of odor emitted from wastewater treatment
plants, slaughterhouses, and such facilities. For more than
two decades, plants have been operated with increasing
efficiency, and their application has been extended to the
chemical, pharmaceutical, and food industries. Initially,
most information has evolved from these European coun-
tries; experience has been compiled and merged into guide-
lines for design and application of industrial biofilters,
trickle-bed reactors, and bioscrubbers. The principles of
these plants are shown in Figure 1. These guidelines have
been published by the Verein Deutscher Ingenieure (VDI,
Association of German Engineers) in German and in En-
glish (1,2). The developing technology was subsequently
recognized on other continents. Previous articles on bio-
logical waste gas cleaning have covered different pro-
cesses, mass transfer, biological, chemical, and olfactory
aspects, and costs, and the reader is referred to compre-
hensive reviews (3–5) with detailed references therein.

High concentrations of organic or inorganic pollutants
are currently eliminated from waste gases by sorptive
processes or thermal of catalytic oxidation. Low pollutant
concentrations and odorous compounds are also being tra-
ditionally eliminated by biological processes. Plant invest-
ment and operating costs of biological waste gas cleaning
processes are significantly less than alternative physico-
chemical processes (6). This fact is the major driving force
for academic and industrial research to develop biological
processes and to extend these for elimination of high con-
centrations of pollutants from waste gases.

Presently, the three types of plants mentioned (Fig. 1)
are currently used for biological treatment of different
qualities of waste gases, which later are treated in detail.
Biofilters require a substantial area and are filled to a low
height with organic matter such as compost or chopped
wood, which serves in part as a source for minerals for the
attached microorganisms. Biofilters are suited for cleaning
low concentrations of pollutants. Trickle-bed reactors re-
quire less area, are operated as towers, and are filled with
incompressible porous minerals as air–liquid contactor
and as support for microbial growth. Bioscrubbers are gen-
erally composed of two units—one for scrubbing the pol-
lutants from the gas phase and the other as fermentor for
microbial degradation of the pollutants comparable to ac-
tivated sludge.

Microorganisms, bacteria or fungi, use the organic or
inorganic compounds for energy transformation and for
biomass formation. Biological waste gas cleaning is an aer-
obic process and is brought about by aerobic microorgan-
isms either suspended in water or attached to some sup-
port material as a biofilm. Process development is required
to establish and to maintain optimum conditions for these
microorganisms to achieve an optimal elimination of pol-
lutants from air. Microorganisms require different ele-
ments to build up biomass, which is composed of proteins,
sugar polymers, fatty acids, nucleic acids, and so forth. The
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Figure 1. Schematic representation of different types of plants currently used for waste gas
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Figure 2. Interrelationships of different parameters crucial for
costs and efficiency of waste gas treatment plants.

energy to build up the respective monomers and to poly-
merize these is derived from the biochemical oxidation of
volatile organic matter to carbon dioxide or from gaseous
inorganic reduced compounds. Because the microorgan-
isms are present in the aqueous phase, the organic or in-
organic substrates must be transported from the gas to the
liquid phase. Because biological waste gas cleaning is also
an aerobic process, oxygen has to be transported to the
liquid film and products have to be transported either to
the gas or to the liquid phase.

The degree of elimination of a pollutant and the selec-
tion of the process is determined by different factors (Fig.
2): (1) the quality of the waste gas determined by the chem-
ical nature of the pollutant, composition of different pol-
lutants, pollutant concentrations, pollutant metabolic ac-

cessibility, and the volume of the gas emitted per unit of
time; (2) the biomass and its physiological state deter-
mined by the rate of conversion of the substrates; (3) the
availability of the substrates determined by the mass
transfer of the pollutants and of oxygen from the gas phase
to the biofilm and the export of degradation products there-
from (mass transfer depends on the process selected [e.g.,
biofilter, trickle-bed reactor, or bioscrubber] and on the
physicochemical nature of the pollutants to be eliminated);
and (4) costs of investment and of operation for waste gas
cleaning determine the selection of each of these factors by
the impact on overall productivity, reliability, andthusprof-
itability.

MICROORGANISMS AND THE BIOFILM

Industrial waste gas cleaning systems are currently oper-
ated under nonaxenic conditions and, as a result, contain
different populations of bacteria, fungi, and protozoa. Such
populations may establish randomly by means of the con-
tent of bacteria and bacterial and fungal spores in the sur-
rounding air. To rapidly establish a microbial population
in the reactors, these are often inoculated with suspen-
sions of wastewater treatment plants. Because the com-
position of the waste gas determines the development of
microorganisms best fitted to respective conditions, initial
efficiency of a plant may be suboptimal. Also, because mi-
croorganisms are the crucial phase in biological treatment,
they are emitted by the stream of the clean gas that is the
subject of hygienic concern.

Establishment of the Microbial Population

Initial colonization of the microbes is the result of adsorp-
tion onto the surface of the support material, which occurs
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Table 1. Respiration and Mineralization of Differently
Reduced and Substituted One-Carbon Compounds,
Nitrification, and Sulfur Oxidation

Respiration

4[H]a � O2 r H2O

Mineralization

CH4 � O2 r CO2 � 4[H]
CH3-OH � H2O r CO2 � 6[H]

CH3-NH2 � 2H2O r CO2 � NH3 � 6[H]
CH3-SH � 2H2O r CO2 � H2S � 6[H]
CH2-Cl2 � 2H2O r CO2 � 2HCl � 4[H]

CH2O � H2O r CO2 � 4[H]

Nitrification

NH3 � 2H2O r HNO2 � 6[H]
HNO2 � H2O r HNO3 � 2[H]

Sulfur oxidation

H2S � 4H2O r H2SO4 � 8[H]

a[H] is equivalent to (H� � e�) and represents the reductant hydrogen
carrying one electron.

almost instantly. Secondary colonization is characterized
by the formation of filaments and of extracellular polysac-
charides, which together form the biofilm. The kinetics of
biofilm formation, its composition, changes, properties,
and impact on biocorrosion have been reviewed previously
(7). The composition of the species changes with duration
of operation. Moreover, under steady-state conditions of
the plant, the biofilm represents an ecosystem with graz-
ing protozoa digesting free-living bacteria. Protozoan pre-
dation has resulted in a low and constant level of of bac-
teria, which, however, may not be detrimental to the
efficiency of a plant but increase stability of trickle-bed re-
actors, for example. Enhancement of carbon mineraliza-
tion up to 22 to 80% and decrease in pressure drop by pre-
venting the extent of clogging have been reported from
laboratory waste gas treatment systems. Moreover, most
protozoa are not attached to surfaces and could be purged
out by flushing the different systems (summarized in
Ref. 8).

The use of pure bacterial cultures with defined catabolic
properties with the ability to degrade xenobiotic or toxic
compounds at known rates has been suggested to be ad-
vantageous with respect to waste gas cleaning. Several
bacterial species specialized to degrade different solvents
have been adsorbed on activated carbon. With suitable bac-
terial strains, 90% of the solvents could be eliminated from
the gas phase, and mass transfer to the biofilm appeared
to be limiting the efficiency of the laboratory trickle-bed
reactor (9). No reports are presently available for indus-
trial application of monocultures.

Health Considerations

Health hazards for personnel or the surrounding popula-
tion emerging from waste gas treatment plants have not
been reported. However, different bacterial species so far
identified from various waste gas treatment plants have
been mainly related to the degradative capability of the
respective facility. Among these, species of the genus Pseu-
domonas have been identified that are highly versatile in
utilizing aromatics and other volatiles. One concern is the
release of potentially pathogenic microbes to the environ-
ment with the exit gas stream. Some studies have been
devoted to this fact. The transport of microbial germs,
mainly bacteria and to a smaller extent spores of molds, in
the outlet gas of the different full-scale biofilters varied
between 103 and 104 cells/m3, which is of the same order
of magnitude as indoor air (10). Search for fungal spores,
the potential causative agent of mycogenic allergies, re-
vealed a minor reduction of spores emitted from clean gas
as compared to raw gas from moist biofilters, whereas
emission from a dry biofilter temporarily exceeded that de-
termined from raw gas by more than three orders of mag-
nitude (11).

Identification of microorganisms is laborious, time con-
suming, and costly, and most reports consider the absorp-
tion of pollutants rather than the emission of microbes.
The technology to detect and to identify specific bacteria
within multispecies biofilms, however, is presently avail-
able and is used to describe microbial ecosystems. Nucleic
acid hybridization techniques and comparative sequence

analyses are increasingly being applied to environmental
microbiology. More recently, fluorescent dye-labeled oligo-
nucleotide probes have been used for identification of sin-
gle cells (12).

MICROBIAL GROWTH AND DEGRADATIVE ACTIVITY

Organic or inorganic pollutants of waste gases are sub-
strates for microorganisms. Organic carbon sources have
a dual function as substrate for the living cell. Dissimila-
tion of the carbon source characterizes its quality as an
energy source to donate electrons for aerobic respiration,
which yields the energy required for growth and mainte-
nance of the cell. Carbon is also assimilated by the cell for
growth to build up cell constituents. Carbon dioxide and
water are the products of the dissimilatory aerobic respi-
ration, and biomass is the product of the resulting assim-
ilation. The quality of a given carbon source as an energy
source depends on its degree of reduction and on the type
of metabolism, as is shown for dissimilation of one-carbon
compounds such as methane, methanol, and formaldehyde
(Table 1).

These compounds are oxidized to carbon dioxide, water,
and the reductant. Moreover, substitutions of hydrogen by
halogens such as methylenechloride cause the release of
hydrochloric acid. Degradation of methylmercaptane re-
sults in the release of hydrogen sulfide and that of meth-
ylamine results in the release of ammonia. The by-product
hydrogen sulfide is subsequently oxidized by thiobacteria
to sulfuric acid, and ammonia is oxidized by nitrifying bac-
teria to nitric acid, both resulting in acidification of the
environment (Table 1). Therefore, the nature of the pollut-
ant to be mineralized by the microorganisms has a signifi-
cant impact on the pH of the microenvironment within the
plant and on pH-dependent microbial degradative activity.
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Table 2. Compilation of Some Industries Applying
Biological Waste Gas Cleaning

Biofilter
Trickle-bed

reactor Bioscrubber

Animal rendering
Bone processing
Chemical industry
Coal mine exit gas
Dump gas
Feces drying
Fish smoking
Fish processing
Foundries
Fragrance

production
Food production
Pig farms
Slaughterhouse
Tobacco processing
Varnish production

Chemical industry
Concrete slap

production
Fibrous skin

production
Grease melting

plant
Plastic production
Rayon production
Sewage treatment

plants

Aluminum foundry
Animal rendering
Blood processing
Chipboard

production
Egg farms
Grease melting

plant
Grinding wheel

production
Printing plant
Tobacco industry
Polyester

production

Acidification as a result of the elemental composition of the
pollutants as well as the composition and distribution of
the different microbial species may require mixing, wash-
ing, and pH control of the biofilm attached to the support
material or being suspended in the aqueous phase. The
different principles of waste gas treatment processes such
as biofilter, trickle-bed reactor, or bioscrubber differ in ef-
ficiency in mass transfer, capacity to harbor biomass, and
costs. Thus, knowledge of the quality of the waste gas with
respect to its composition or load is essential for selection
of the process.

One crucial criterion in microbial transformations is the
overall rate of degradation. The mean residence time of a
gas passing certain industrial waste gas treatment plants
is occasionally less than a second (2). In this period of time,
mass transfer and degradation of the pollutant must
occur—and it does.

CELLULAR YIELDS AND MAINTENANCE REQUIREMENTS

The composition of the waste gas usually contains few
elements—carbon, hydrogen, or oxygen as in the case of
acetone—and other elements (N, P, S, Mg, K, Fe, etc.) are
also required to build up biomass. Formation of biomass
with constant elemental composition is a function of the
organic substrate when each element required for growth
is supplied by the environment and expressed as the cel-
lular yield (YX/S) (gram dry cell weight per gram of sub-
strate). In biofilters, some minerals may originate from the
support material such as wood, heather, or compost,
whereas in other waste gas cleaning plants minerals may
be supplied from the added water. Mostly, there will be a
severe imbalance in supply with elements required for mi-
crobial growth, whether the major pollutant was a hydro-
carbon, solvent, hydrogen sulfide, ammonia, or methy-
lenchloride. Imbalance in nutrient supply may originate
from the surplus of the carbon source or from the limited
supply of minerals, both resulting in two different conse-
quences. First, imbalance of the elemental composition of
the biomass may result from storage of different com-
pounds. Excess phosphate supply to certain bacteria re-
sults in accumulation of intracellular polyphosphate; ex-
cess carbon and energy source may result in either
intracellular accumulation of polyhydroxy fatty acids or
the formation of extracellular polysaccharides and bio-
films. Second, the growth rate may be affected and the re-
quirements for maintenance energy may increase signifi-
cantly. Maintenance energy is defined as the amount of
substrate required by the cell to maintain vital cell func-
tions without growth (equation 1). The concept of mainte-
nance requirements was first described by Pirt (13) and
was later extended by Neijssel and Tempest with the def-
inition of overflow metabolism (14).

1/Y � m/l � 1/Y (1)max

where Y is the cellular yield, Ymax the maximum cellular
yield, l the specific growth rate (1/h), and m the mainte-
nance coefficient (g substrate/g dry cell weight h�1).

Overflow metabolism may result in two different phe-
nomena: (1) the uncoupling of energy transformation of

respiration leading to a low cellular yield and higher rate
of oxidation of the substrate to carbon dioxide and (2) the
formation of polymeric or monomeric by-products. The ap-
plicability of these academic findings to waste gas cleaning
systems has been subsequently proven successful in labo-
ratory plants (15). However, defined conditions of specific
nutrient limitations are susceptible to changing concentra-
tions of volatile organic carbon in the raw gas, which
changes the balance in nutrient supply, and thus condi-
tions for optimal mineralization to carbon dioxide and wa-
ter are difficult to maintain.

ORIGIN, COMPOSITION, AND SENSING OF WASTE GAS
COMPONENTS

Waste gas originates from very different industries, from
air exchange of buildings, and from various processes.
More than 500 biofilters and more than 200 bioscrubbers
are currently operated in Germany and in The Nether-
lands, although outside Europe this technology is less of-
ten used. Different industries that apply biological waste
gas cleaning as an air pollution control technology are
listed in Table 2. The efficiencies of some of these to remove
volatile organic carbon or odor are compiled in Table 3. A
more comprehensive compilation is given elsewhere (1,2).
Most of these facilities emit gases at high flow rates of
1,000 to 120,000 m3/h but with low concentrations of vol-
atile organic and inorganic compounds. Odor removal is
quantified by olfactometry, which is costly and requires re-
liable calibration as evident from an interlaboratory com-
parison of odor measurements of n-butanol (25). Recent
developments aim at on-line sensors for the quantification
of odors. Odor threshold concentrations to be recognized by
humans depend on the respective compound and compo-
sition of the volatiles. Some threshold concentrations for
sensing the odor of chemicals such as dimethylethylamine,
phenol, or volatiles of defined composition have been cor-
related to total organic carbon determined by flame
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Table 3. Compilation of Selected Efficiencies of Different Industrial Waste Gas Cleaning Facilities

Waste gas
cleaning plant

Type of
reactor

Eliminated
pollutant

Total gas
flow rate

Raw gas
concentration

Clean gas
concentration Refs.

Rendering plant Tree bark
biofilter

Odor/VOC 160 m3 m�3 h�1 256 mg organic C/m3 38 mg organic C/m3

1,700 OU 160 OU 1
Domestic refuse

compost
Compost

biofilter
Odor/VOC 60 m3 m�3 h�1 230 mg organic C/m3 8–9 mg organic C/m3 1

Piggery Peat/twigs
biofilter

Odor 141 m3 m�3 h�1 50–200 OU Not detectable 1

Leather processing
facility

Compost/chaff
biofilter

Solvents 128 m3 m�3 h�1 61 g m�3 h�1 41 g m�3 h�1 16

Canning industry Compost
biofilter

Solvents 40 m3 m�3 h�1 470 mg organic C/m3 55 mg organic C/m3 23

Lacquerworks Pilot biofilter Solvents 30–71 m3 m�3 h�1 642–1,415 mg/m3 60–79 mg/m3 17
Cacao roast house Biofilter VOC 75,000 m3/h 7–615 mg organic C/m3 1–6 mg organic C/m3 18

Odor 49,927–446,000 OU 35–773 OU 18
Printer’s color

production
Trickle-bed

reactor
Toluene/

ethanol
214 m3 m�3 h�1 450 mg organic C/m3 �70 mg organic C/m3 19

Resin-laden waste
gas

Pilot trickle-bed
reactor

Formaldehyde 760 m3 m�2 h�1 10–30 mg/m3 0.9–2.7 mg/m3 20

Phenol 10–30 mg/m3 0.1–0.3 mg/m3 20
Ammonia 20–90 mg m3 1.6–7.2 mg/m3 20

Plastic production Trickle-bed
reactor

Styrene 51,000 m3/h 0.6 g/m3 Data not given 21

Lacquer production Bioscrubber/
biofilter

Solvents 16,000 m3/h �800 mg/m3 50 mg/m3 21

Car tunnel exit gas Pilot trickle-bed
reactor

Carbon
monoxide

8–23 m3/h 10–30 ppm 0.8–2.4 ppm 22

NOx 0.5 ppm 0.1 ppm 22
CxHy 2 ppm 0.8 ppm 22

Wastewater
treatment

Bioscrubber Hydrogen
sulfide

6.000 m3/h 20 ppm 0.2 ppm 23

Rendering plant Bioscrubber Odor 40.000 m3/h 10,000–70,000 OU �100 OU 2
Plastic production

facility
Bioscrubber Hydrophobic

VOC
10.000 m3/h �200 mg organic C/m3 10–40 mg organic C/m3 24

Note: VOC, volatile organic compounds; OU, olfactometric units (cannot be compared from different references).

ionization detection, which is a reliable and available tech-
nology for continuous exit gas analysis. Threshold concen-
trations for odor sensing vary from 0.1 to 4.9 mg organic
carbon/m3 for defined chemicals and from 0.1 to 0.5 mg
organic carbon/m3 for waste gas from food processing and
other industries. Usually, the degree of reduction of odor
intensity is more effective than the elimination of volatile
organic carbon.

Flame ionization detection of volatiles allows quantifi-
cation of organic carbon but does not differentiate between
different components of the waste gas. Thus, the degree of
elimination of individual compounds cannot be differenti-
ated. To follow the elimination of different components,
identification by gas chromatography is required. This
analysis has been used to follow degradation of different
solvents in waste gases.

Corrosion of the detecting devices may be observed on
on-line quantification of haloorganic compounds such as
chloromethanes, chlorobenzenes, chloroethanes, or fluori-
nated or bromated compounds by flame ionization detec-
tion because of formation of the respective hydrohalic
acids. Therefore, sampling, gas chromatography, and dif-
ferent detection systems may be advisable.

MASS TRANSFER IN WASTE GAS TREATMENT PLANTS

The principles of mass transfer were first elaborated to
understand and to design chemical reaction processes and
have been described elsewhere (26,27). However, these
principles can be transduced also to biochemical and bio-
logical reactions where substrates must be delivered to the
microbial cell and metabolic products have to be removed
therefrom (3,28,29). This is especially important when a
substrate is supplied from the gas phase to the aqueous
phase, which is the environment for microbial life and ac-
tivity.

The principles of mass transfer are applicable to the
different processes treated here. However, the differences
in design of these plants are based on different principles
of gas–liquid contactors for transfer of volatile chemicals
of different properties such as hydrophilic or hydrophobic
and soluble or insoluble compounds. Therefore, the prin-
ciples of the transfer of substrates of different physico-
chemical properties from the gas phase to the biofilm are
discussed first, and subsequently mass transfer in biofil-
ters, trickle-bed reactors, and bioscrubbers.
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Figure 3. Substrate concentration profiles within the gas phase,
the liquid phase, and the biofilm. (a) Decrease in concentration
caused by biofilm degradative activity and substrate transport by
diffusion and convection; (b) limitation by mass transfer from the
gas phase to the liquid film; (c) limitation by degradative activity
of the biofilm. pG, pGF, pollutant partial pressure in the gas phase
and at the phase-interface gas–fluid; cFG, cF, cFB, pollutant con-
centration at the phase-interface fluid–gas, fluid, and phase-
interface fluid–biofilm, respectively; cBF, cB, pollutant concentra-
tion at the phase-interface biofilm–fluid and in the biofilm; dG, dF,
dB, boundary layer thickness of the gas phase, fluid, and biofilm,
respectively.

Mass Transfer from the Gas Phase to the Biofilm

Total mass transfer rate (J) from the gas to the liquid
phase is driven by the difference in concentration of a given
component in equilibrium with the gas phase (cG) and the
actual concentration in liquid phase or the biofilm (cB), the
specific interfacial area (a), and a correlation factor desig-
nated mass transfer coefficient (b) as described by equa-
tion 2:

J � ba(c � c ) (2)G B

The specific interfacial area is generally defined as the quo-
tient of the total area for mass transfer and the total re-
actor volume.

The mass transfer coefficient is influenced by the dif-
ferent steps for mass transfer from the gas phase to the
liquid phase and to the biofilm. These steps are the super-
positions of convection and diffusion in both fluid phases
and the absorptive transition of the component to the liq-
uid phase and to the biomass, as shown schematically in
Figure 3a. The equilibrium in absorption at the transition
phase is expressed by Henry’s law, equation 3:

c � Hc (3)G F

where cG is the partial pressure of the component in the
gas and cF of that in the fluid. A similar correlation holds
for the phase-interface liquid or biofilm.

During steady-state operation of a plant, mass transfer
rate (J) is in equilibrium with the substrate consumption
rate (JR) of the biomass as expressed in equation 4:

rJ � J � K ac (4)R R B

where KR is the reaction rate of the biomass, a the specific
area, cB the concentration of the component in the biofilm,
and r the order of the reaction. Mostly, biological reactions
are of zero order when these are independent of the sub-
strate concentration and of first order when the substrate
concentration determines the reaction rate. The overall re-
action rate is determined by the different steps just men-
tioned. However, in special cases one step may dominate
the process, for example, when the rate of absorption of a
pollutant is low as given for chemicals with Henry coeffi-
cients �1 MPa or low biological degradation rates. Param-
eters affecting the capacity of waste gas cleaning facilities
are discussed next.

Limitations of Reaction Rates

Several examples have been described that demonstrate
the significance of single steps on the overall process
(27,28,30). The degradative activity of a given biofilm may
be limited by suboptimal physiological conditions, which
are discussed here, and the mass transfer rates. These con-
ditions apply to the organic or inorganic electron donor for
energy transformation, in our case the volatile pollutants,
mass transfer rate of the electron acceptor oxygen, the low
rate of pollutant degradation by the biofilm, or a combi-
nation of these caused by local differences within the re-
actor.



WASTE GAS CLEANING, BIOLOGICAL 2655

E
ff

ic
ie

nc
y 

of
 e

lim
in

at
io

n 
η 

(%
)

Henry coefficient, H
10–4 10–3 10–2 10–1 10 101
0

20

40

60

80

100
Experiments with
microorganismsNitro-

benzene

Acetone

MBIKMethanol

1,2- Di-Cl-Ethane

1,2- Di-Cl-Benzene

Di-Cl-Methane
Cl-Benzene

Toluene

Figure 4. Dependency of the efficiency of elimination of various
components on their Henry coefficients. The data are based on a
single plate bioscrubber. The upper line represents theoretical ef-
ficiency; the lower line gives data of a single-plate bioscrubber.
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Source: Redrawn from Ref. 33, with permission.

• Limitation by mass transfer of oxygen from the gas
to the liquid phase may be given for a pollutant
highly soluble in water, easily transferred from the
gas into the biofilm, and rapidly degraded therein
(Fig. 3a). Although the oxygen partial pressure of air
is 21 kPa, it is barely soluble in water (7.5 mg of ox-
ygen/L at 30 �C), and thus its mass transfer rate com-
petes with that of low concentrations of the pollut-
ants.

• Limitation by mass transfer of the pollutant from the
gas to the liquid phase may result from rapid deg-
radation of a pollutant by the biomass. In this case,
mass transfer can be enhanced by increase in super-
ficial gas velocity or by reduction of the irrigation
rate. Both operations decrease the thickness of the
boundary layers dG and dF (Fig. 3b).

• Limitation by microbial degradation may result ei-
ther from low degradative activity or from low bio-
mass. Both affect the efficiency of waste gas cleaning
similarly. Low degradative activity is given for toxic
or xenobiotic pollutants and other persistent chemi-
cals not accessible to the common microbial metabo-
lism (Fig. 3c). Low biomass may result from insuffi-
cient supply of mineral nutrients, nonphysiological
pH, and support material inadequate to allow suffi-
cient biomass attachment.

• Different limitations, as have been described, may be
present in one system at different locations. In a sys-
tem with a high load of a pollutant, insufficient deg-
radation may take place at the entrance of the reactor
where the mass transfer rate is higher than the deg-
radation rate. As the pollutant is removed from the
gas stream while passing through the reactor, the
concentration in the gas phase decreases. Finally, a
limiting mass transfer rate may result as compared
to the potential microbial degradation rate.

The efficiency of elimination of a pollutant is clearly de-
pendent on its solubility and mass transfer characteristics.
Consequently elimination of a pollutant from the gas
phase is linked to the Henry coefficient of the respective
compound whether it is eliminated by physicochemical
processes or microbial degradation. Such a link is evident
for the theoretical and actual efficiency of elimination of
different pollutants shown in Figure 4.

The differences in the processes of waste gas cleaning
beneficial or deterious to the aspects as stated are dis-
cussed in the respective sections.

PARAMETERS FOR PLANT DESIGN

For a given waste gas to be treated, the appropriate type
of plant has to be selected, and its size has to be estimated.
Therefore, basic characteristics are crucial for plant de-
sign. Available area and costs are criteria for choosing be-
tween biofilter and trickle-bed reactor, while the hydro-
pathic nature of a pollutant is crucial to decide for or
against a bioscrubber. For elimination of pollutants with
Henry coefficients �1 MPa, bioscrubbers are usually not
chosen.

In general, the mean residence time of the gas and the
fluid is crucial for the three types of plants. The residence
time is a measure to define the time given for contact of
the gas, the liquid, and the biomass to allow mass transfer.
The mean residence time (tm) of a gas or fluid in a reactor
with a given volume (VR) at a given flow rate (V*) is ex-
pressed in equation 5:

t � V /V* (5)m R

The inverse relation of this mean residence time of the gas
defines the volumetric flow rate (sV), as expressed in equa-
tion 6:

s � V*/V (6)V R

The relation of the flow rate of a gas or fluid to the area of
the cross section of the plant (AR) is defined as area load
(sA) as expressed in equation 7:

s � V*/A � u (7)A R 0

where u0 is the superficial velocity of a gas or fluid, which
is the velocity with which they pass the free cross section
of the reactor.

In waste gas cleaning, two criteria are important with
respect to a pollutant: its concentration and its amount.
The amount of a pollutant fed to a plant of a defined vol-
ume per unit of time is given by its concentration per vol-
ume of gas (cin) and by the gas flow rate, and is expressed
as volumetric load (VL) as shown in equation 8:
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V � (V*/V )c (8)L R in

The pollutant is metabolized in the plant by the biomass
and eliminated from the gas phase. Generally, the elimi-
nation is equivalent to the degradation of the pollutant,
and this term is subsequently used. The overall degrada-
tion is defined as volumetric degradation rate (VD), as ex-
pressed in equation 9:

V � (V*/V )(c � c ) (9)D R in ex

The difference in concentration of a pollutant in the feed
and the exit gas (cex) related to the feed concentration char-
acterizes the efficiency of a plant, as expressed in equa-
tion 10:

g � (c � c )/c (10)in ex in

The efficiency of a plant is determined by various pa-
rameters such as the chemical nature of the pollutant, bio-
mass degradative activity, and gas or fluid flow rate. The
latter is determined by the resistances within biofilters or
trickle-bed reactors given by the type of filling, its density,
porosity, and height of the package resulting in pressure
loss (26), and may be a significant cost factor for operation.
The power (P) required to achieve a certain gas flow rate
(V*) will compensate for the overall pressure loss (Dp)
across the reaction zone of a plant, as expressed in equa-
tion 11:

P � DpV* (11)

Other pressure losses resulting from such components as
pipings, nozzles, and orifices are not specific to waste gas
cleaning facilities and are not treated here.

The porosity (e) is a crucial parameter of pressure loss
for biofilters or trickle-bed reactors, and is defined by the
interstitial volume of a rector. This factor is given by the
difference in volume of the empty reactor (VR) and the vol-
ume of the particles (VP) related to the total reactor vol-
ume, as expressed in equation 12:

e � (V � V )/V (12)R P R

TYPES OF WASTE GAS TREATMENT PLANTS

As mentioned, three types of plants are currently used for
treatment of industrial waste gases of different origin and
composition: biofilter, trickle-bed reactor, and bioscrubber
(Fig. 1). Their principles, industrial sizes, capacities, and
advantages or disadvantages are outlined next. Certain
characteristics increase with the plant used. The applied
volumetric flow rate (see equation 6) increases roughly 10-
fold as the order of biofilters, trickle-bed reactors, and bio-
scrubbers. This order reflects not only an inverse relation-
ship of efficiency and size of the plants but also their
increasing complexities.

Biofilters

Different designs are currently applied for the construction
of biofilters: single bed, multiple bed, and closed bed, either

requiring land or installed on top of a roof. Biofilters re-
quire an area of 10 to more than 1,000 m2 filled to a height
of 0.5–1.6 m with different materials as support for mi-
crobes and for fine distribution of the gas. The filters are
operated at rates of 100–120,000 m3/h. The gas flow rate
related to the filter volume (see equation 6) varies from 10
to 580 m3 m�3 h�1. The superficial gas velocity of biofilters
varies from 0.1 to 8 cm/s. The mean residence time within
a filter bed of 1-m height is rather long and amounts to
about 10 to 700 s (1). The filling material may be compost,
peat, heather, chopped wood, bark, or disrupted root wood
to which microorganisms are attached. Biofilters are
suited to eliminate odors and volatile organic or inorganic
compounds at rather low concentration, as detailed next.
The area of the biofilter contains a wall of wood or concrete
and a system for distribution of the main stream of the
gas. It is practical for the biofilter to be vented from the
bottom, that the orifices or slits allow constant gas flow
rates over the filter area, and—for larger plants—to allow
machines to enter the filter for exchange of the filling.

A waste gas may contain dust particles that are re-
moved by a deduster before feeding into the biofilter. The
gas passed through the biofilter should either be humidi-
fied to about 95% or the filter should be irrigated to ensure
a moist environment as required for microbial activity. The
concentration or the composition of the pollutants may
vary with the operation of the emitting source, resulting
in changes of load. Moderately higher concentrations can
be temporarily reduced and a portion of the compounds
stored in the filling material according to its adsorptive
properties. The compounds are subsequently released
therefrom for mineralization by the biomass. Thus, the ef-
ficiency of the biofilter can be maintained.

The filling material supplies the attached microorgan-
isms with the minerals necessary for growth. The degra-
dative capacity of the biofilters is limited by the low supply
of minerals, which in turn causes a low amount of active
biomass present on the support material, its limited buf-
fering capacity for protons or volatiles, and the lack of con-
trol of the microbial environment with respect to pH. The
filling material is of natural organic matter and subject to
microbial degradation at different rates according to the
structure, surface, and density. Moreover, environmental
conditions may add to the rate of decomposition and loss
of mechanical properties of the filling material. Such con-
ditions may be acidification by organic or mineral acids as
detailed in Table 1. Decomposition of the filling material
results in settling, reduction in pore size, and increase in
pressure loss and consequently in increased energy re-
quirements for air compression. Moreover, settling of the
filling may result in channeling wherein the gas stream
circumvents but does not penetrate portions of lower po-
rosity within the filter bed. This in turn causes reduction
of the residence time of the gas and reduction in efficiency
of pollutant elimination. Reduction in efficiency of the
plant requires exchange of the decomposed filling material,
which usually occurs after 1–3 years of continuous opera-
tion depending on filling texture, mechanical properties,
and degradability and the load of the waste gas to be
treated.
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Trickle-Bed Reactor

Pollutants with low solubility in water may be eliminated
from waste gases by trickle-bed reactors. The advantage of
operation of a trickle-bed reactor over biofilters is not only
in the increased mass transfer but also in the ease of con-
trolling physiological conditions such as pH and the addi-
tion of minerals in the trickling fluid in the bottom of the
column. Moreover, trickle-bed reactors require less land
than biofilters and are operated in single or multiple
stages. They are built as columns filled with incompress-
ible and mostly inert support material for gas–liquid con-
tact and attachment of biomass. The bed heights vary from
1 to 3 m, the reactor volumes from 2 to 160 m3, and the
flow rates from about 3,000 to 85,000 m3/h. The mean res-
idence time of the gas within the columns is generally less
than 4 s, which is considerably shorter than reported for
biofilters (see Table 3), and the superficial gas velocities
vary from 0.1 to 1.6 m/s. The volumetric gas flow rates are
rather divergent and vary from 250 to 4,700 m3 m�3

h�1 (2).
The inert support material may be slag, natural porous

stones, coke, charcoal, granular clay, ceramics, sintered
glass, or plastics and other material proven to be suitable
in absorption technology. The filling is trickled from top,
and the surface area of the filling provides a major basis
for mass transfer from the gas to the fluid phase. Sufficient
empirical data are available for choosing geometry, size,
and filling for various industrial applications. Moreover,
based on the geometry of the fillings, the total surface area
of the trickle bed can be calculated. The thickness of the
fluid film is proportional to the irrigation rate and in-
versely related to the total surface area. This in turn allows
calculating the mass transfer rate for a given pollutant
(27). Also, total biomass can be deduced from the mean
thickness of the biofilm. Trickle-bed reactors may be
seeded with microorganisms by spraying activated sludge
from wastewater treatment plants. The microbes will be
selected and the population of the biofilm will be estab-
lished according to the given pollutants.

A major resistance for mass transfer from the gas phase
to the biofilm is the thickness of the fluid film, determined
by the rate of irrigation and rate and direction of the gas
flow. Therefore, the irrigation rate should be reduced to
generate thin films. Depending on the waste gas to be
treated, the rates vary from 0.04 to 50 m3 m�2 h�1 as re-
ported from laboratory and industrial reactors. However,
industrial plants are preferentially operated at �0.5 m3

m�2 h�1 (2). To enhance mass transfer and to reduce dif-
fusional resistance by the liquid film, intermittent irriga-
tion has been applied for elimination of pollutants by a
laboratory trickle-bed reactor, which still ensured suffi-
cient moisture for the biofilm (31–33).

Mass transfer may also be increased by increasing the
surface area as given with support material of high specific
surface. Application of such material results in lower in-
terstitial volume, lower bed volume, and a smaller plant
size. However, the thickness of the biofilm will increase
with time of operation of the trickle-bed reactor, decreasing
or abolishing the small interstitial volumes, which results
in increase in pressure loss, clogging, and channel forma-

tion. The mean residence time is reduced and the efficiency
of the plant declines in eliminating pollutants from the gas
stream. The otherwise favorable characteristics of trickle-
bed reactors with respect to mass transfer and control of
circulation have led to the concept of removing excess bio-
mass by various means: increased irrigation rate to wash
off the biofilm (2), periodic pulses of air pressure after
flooding, and movement of the trickle bed itself to shear off
the biofilm (32). In laboratory systems this procedure of
biomass removal has led to continuous operation for more
than 2 years with constant degrees of elimination of pol-
lutants. Research data now suggest that the degradative
capacities of trickle-bed reactors can be better described
mathematically than biofilters and allow conclusions for
growth of biomass and of operation of trickle-bed reactors
in industrial scale (31,32). Reduction of biomass as a result
of a biological equilibrium of biomass formation and bio-
mass degradation has been reported from a pilot trickle-
bed reactor after long operation. In this system, elimina-
tion of the acidogenic pollutant dichloromethane was
reported, involving conversion into biomass, whereas clog-
ging as a result of biomass degradation was not observed
(34). Dichloromethane is a substrate with low yield in en-
ergy transformation (Table 1) and maintenance require-
ments (see earlier discussion).

Bioscrubbers

The decision to select bioscrubbers for waste gas cleaning
is based on the physicochemical properties of the pollut-
ants and the availability of space for placing the plant.
Bioscrubbers are usually smaller than biofilters and con-
sist mostly, but not exclusively, of two units, one for ab-
sorption of the pollutant from the gas phase and the other
as a fermentor for their mineralization and growth of mi-
croorganisms. Bioscrubbers are usually inoculated with
activated sludge, and the microbial population will develop
according to the volatiles supplied with the gas stream.
Waste gas is passed through a spray tower, bubble column,
absorber column, or other gas–liquid contactors for ab-
sorption of the pollutants. Industrial bioscrubbers pres-
ently treat 9,000 to 150,000 m3 waste gas per hour. Scrub-
ber units are built in heights of 2–4 m and volumes of
10–100 m3 and exhibit volumetric gas flow rates of 1,000–
3,600 m3 m�3 h�1. Bioscrubbers are usually operated with
superficial gas velocities of 0.8–2.0 m/s and with mean res-
idence times of �3 s. The specific flow rate of the liquid
phase to be circulated per area of the absorber unit ranges
from 12 to 40 m3 m�2 h�1. Some data of industrial plants
are compiled in Table 3, and more have been given else-
where (2). Elimination of hydrophobic pollutants from the
gas phase in single-unit bioscrubbers is usually not advis-
able because of the high volumes of water to be moved.
However, single-unit bioscrubbers have been successfully
applied to clean industrial volatile pollutants with Henry
coefficients of more than 1 MPa (24). Moreover, new de-
velopments in part operating in an industrial scale have
been reported for application of bioscrubbers that combine
both units in one apparatus. These systems consist of spe-
cial devices for gas or liquid dispersion, special orifices at
the bottom of bubble columns that contain the dispersed
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Table 5. Relative Costs of Investment and of Operation
for Different Waste Gas Treatment Plants

Type of process
Investment

costs (%)
Annual costs of
operation (%)

Biofilters 100 100
Bioscrubbers 158 196
Catalytic oxidation 182 288
Adsorption 236 365

Source: Altered from Ref. 6, with permission.
The data compare calculated costs of plants for treatment of waste gas with
a flow rate of 30,000 m3 and 6,000 h of operating time.

Table 4. Processes and Ranges of Concentrations
Commonly Used to Eliminate Hydrocarbons from Waste
Gases

Process
Concentration

(g organic carbon/m3 waste gas)

Condensation �250
Membrane separation �20
Thermal oxidation 6–20
Catalytic oxidation 1–10
Absorption 1–50
Adsorption 1–25
Biological waste gas

treatment �1
Biological treatment with

biomass removala 1–10

Source: Data compiled according to Ref. 36, extended. Pilot and laboratory
scale.

microorganisms (33), or gassed closed-loop air-lift reactors
(35), which, however, await industrial application.

The physiological conditions for the microorganisms
such as pH, salinity, and oxygen partial pressure can be
well controlled in bioscrubbers, as similarly described for
trickle-bed reactors. Also, mineral salts nutrients can be
added to the medium to allow microbial biomass to grow.
The advantage of bioscrubbers over trickle-bed reactors is
in the ease of controlling the environment for microorgan-
isms and mechanically improving mass transfer rates by
movement of the liquid according to the need to absorb
pollutants from the gas phase. On the other hand, elimi-
nation of hydrophobic compounds with low solubilities in
water requires movement and dispersion of large volumes
of liquids. Bioscrubbers are an interesting alternative to
other technologies that have been outlined with respect to
the ease of operation, environmental control, and adjust-
ment to changing conditions in the quality of the feed
waste gas. Thus, bioscrubbers can be applied for elimina-
tion of hydrophobic pollutants (24). A variation of the pro-
cess uses silicon oil for absorption of hydrophobic volatiles.
Problems, however, may arise from disposal of silicon oil–
containing sludge (2).

COSTS

Application of biological treatment has been proven useful
to economically clean waste gases of different sources.
Presently, waste gases with concentrations of less than 1
g of organic carbon/m3 or of inorganic compounds are
treated by biological processes. At these concentrations,
biological processes are economically advantageous over
alternative processes such as condensation, thermal or cat-
alytic oxidation, or adsorptive and desorptive technologies.
These processes are economically feasible at higher con-
centrations, as detailed in Table 4. Separation of organics
from the gas phase by membrane technologies listed in Ta-
ble 4 is just in its infancy (6,37). Performance of membrane
bioreactors for waste gas treatment is presently being ex-
amined at a laboratory scale. Reactor performance, how-
ever, is hampered by unstable biofilms or by clogging of the

liquid channels from excess biomass formation. On solu-
tion of these problems, membrane bioreactors are expected
to be useful tools for treatment of poorly water-soluble pol-
lutants such as highly chlorinated hydrocarbons (reviewed
in Ref. 21).

In a comparative study, costs for investment and for
operation were related to treatment by biofilters. Costs of
investment include those for the plant and for measuring
and controlling devices. Costs of operation include consum-
ables, energy requirements, and costs for personnel (6) (Ta-
ble 5). From this study it is evident that bioscrubbing is
more costly with respect to investment and operation. At
present, data on the economy of trickle-bed reactors are
not available. However, biofiltration and bioscrubbing are
significantly less costly than catalytic oxidation or adsorp-
tion (Table 5).

Adsorptive processes aim at the recovery of solvents, for
example, whereas thermal or catalytic oxidation aims at
the elimination of the pollutants. To make use of the low
costs of biological processes for elimination of a pollutant,
it is anticipated to extend this technology to waste gases
with organic loads significantly larger than 1 g organic
carbon/m3. Two alternatives are presently considered.
First, classical engineering processes as specified are ap-
plied to eliminate high concentrations or peak concentra-
tions toxic to microorganisms and to combine these with
conventional biological processes. This concept was suc-
cessfully applied recently for elimination of solvents from
waste gas of the lacquer industry (38). Second, the inex-
pensive biological processes are to be extended to treat
waste gases with high organic load. The conversion of this
concept requires addition of mineral nutrients, which re-
sults in formation of high amounts of biomass. Removal of
the excess biomass is required to prevent undesired con-
sequences such as clogging in trickle-bed reactors or in-
crease in salt concentration in bioscrubbers or both. How-
ever, at laboratory scale high concentrations of biomass
allowed the complete (100%) elimination of as much as 4.2
g toluene/m3 or 8.7 g n-butanol/m3 from the gas stream
(39).

GENERAL CONSIDERATIONS

Biological waste gas treatment is less costly and requires
less maintenance than conventional physicochemical,
thermal, or catalytic processes. However, problems may
arise from the chemical nature of the compounds to be
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Clean gas: Incomplete elimination of odor and toxic pollutant
      Rest toxicity, emission of germs and spores

Liquid distribution:
Microbial and chemical corrosion
Clogging

Raw gas:
Gas flow rate
Substrate composition
Load, toxicity
Odor intensity
Humidity, dust
Temperature

Reactor and pipes:
corrosion, fouling

Drainage:
Wastewater,
sludge removal

Gas distribution:
Microbial and chemical corrosion
Clogging

Channeling, clogging, corrosion

Biofilter: Microbial degradation of biomaterial, pH control

Trickle bed: Mineral supply, setting, drying, life cycle

Bioscrubber:

Figure 5. Summary of general problems of biological waste gas treatment plants.

eliminated from waste gases and from the material of
which parts of the plant are constructed, such as the walls
of the reactor and such parts as piping, orifices, and nozzles
(Fig. 5). The waste gases to be treated may contain com-
pounds that are hardly or very slowly biodegradable, such
as benzene and xenobiotics, and other compounds toxic to
different cell functions, such as solvents, cyanic acid, and
hydrogen sulfide. However, successful operation of labo-
ratory-scale waste gas treatment plants to eliminate such
compounds point to the applicability of biological treat-
ment to this category of pollutant also.

Different compounds may be converted to organic acids
by incomplete oxidation when the mass transfer of oxygen
is insufficient. Inorganic acids may be released on micro-
bial degradation of acidogenic compounds, as detailed in
Table 1. Acidification, however, not only results in decrease
of pH and an unfavorable change of the physiological con-
ditions for the microorganisms but also in corrosion of the
material of the plant. The waste gas of rendering plants
contains volatile organic sulfur compounds converted to
sulfuric acid; this causes severe corrosion of concrete sup-
ports of the gas distribution devices of the filter bed. There-
fore, such devices have to be exchanged for such compo-
nents as wooden beams. The same applies for other
acidogenic compounds of waste gases. Therefore, the ap-
propriate material for piping and such should be selected
according to the expected composition of the waste gas for
the three types of plants.

Trickle-bed reactors may especially suffer from clogging
and channeling by excess formation of biomass or slime
with high loads of the waste gas or extended operation, as
was outlined. Therefore, altered processes are presently
being examined to extend the application of biological
treatment of waste gases loaded with compounds that are
slowly degraded or that contain high loads of organic and
inorganic pollutants. This application in turn will require

devices for the control of the environment for the micro-
organisms and the removal of excess biomass, and recent
developments have been devoted to this need.
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TREATMENT PLANT PROCESSES

The treatment of municipal and some industrial waste-
water generally uses a combination of primary, secondary,
and tertiary treatment. Primary treatment simply screens
and settles large particulates and skims off floating
greases and oils. Secondary treatment biologically removes
organic carbon, and in newer plants, soluble nitrogen or
phosphates. Tertiary treatment attempts to limit the mi-
croorganisms and other pathogens in the treated water by
membrane filtration or deep-bed filters and some form of
disinfection using chlorine, ozone, or ultraviolet light.

The secondary or biological treatment of wastewater
uses a number of key processes, unit operations in the pro-
cess engineering terminology. These include primarily pro-
cesses for biological reactions and processes for settling
and clarification. Chemical precipitation to remove phos-
phorous is sometimes used just before the settling and
clarification. There are many flowsheet configurations, of-
ten of a proprietary nature, that attempt to obtain the op-
timal combination of anaerobic, anoxic, and aerobic con-
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S SC

(a) Conventional activated sludge;

S S SC

(b) Chemical phosphorous removal;

CPCP

S S SC, N

(c) Postdenitrification process;

DN S SPR DN C, N, PU

(d) Typical BNR process.

C carbon removal, N nitrification, D denitrification, CP chemical precipitation,
PR phosphorous release, PU phosphorous uptake, S setting and clarification

Figure 1. Typical wastewater treatment process flowsheets. (a) Conventional activated sludge;
(b) Chemical phosphorous removal; (c) Postdenitrification process; (d) Typical BNR process. C �

carbon removal; N � nitrification; D � denitrification; CP � chemical precipitation; PR � phos-
phorous release; PU � phosphorous uptake; S � settling and clarification.

ditions for the microorganisms. Commonly used flowsheets
are shown in Figure 1. A detailed account of instrumen-
tation, control and automation in wastewater treatment
plants has been made in the textbook by Olsson and New-
ell (1).

GOALS AND INCENTIVES FOR CONTROL

The goal of the operation of a wastewater treatment plant
is to satisfy the effluent requirements at all times at min-
imum cost. The effluent quality and a good performance
has to be guaranteed consistently, which will have a great
impact on instrumentation, control, and automation. Efflu-
ent requirements are usually formulated in terms of daily,
weekly, or annual averages of suspended solids, biological
oxygen demand (BOD), total nitrogen, and total phospho-
rus. To comply with the limits of the effluent concentra-
tions, certain safety margins are required. The goal of au-
tomatic control is to keep the effluent quality consistently
good, despite disturbances. This allows the margins to be
smaller, thus saving costs.

Criteria

The capital costs are usually the dominant part of the total
cost. Traditionally, many plants have been designed with
large tank volumes to meet the varying loads to the sys-
tem. The total cost can be decreased, if the balance be-
tween design and operational costs is systematically con-
sidered. There are many components of the operational
costs, such as consumption of electric energy (for pumping,
aeration, etc.), chemicals for phosphorus removal, or poly-
mers for sludge. Obviously, labor costs are important. The
balancing of costs is, of course, an important reason for
control. Considering the increasing demand of consistent
operation and effluent water quality around the clock,
however, will probably be the main driving force for plant
control and automation.

Driving forces for instrumentation, control, and auto-
mation (ICA) in a large number of countries were discussed
at an IAWQ symposium in 1993 (2). The major incentives
were categorized as

• Effluent quality standards

• Economy

• Increasing plant complexity

• Available tools (sensors, computers, models)

In some countries, there is a water shortage, which in
itself is a driving force for improved wastewater treatment,
such as for recycling.

In many industrial countries there is today an elaborate
requirement for nutrient removal. This has led to the need
for quality control based on advanced on-line instrumen-
tation. With more complex processes, the needs for energy
conservation and consistent operation are apparent. Am-
monium and nitrate on-line instrumentation in the acti-
vated sludge was developed and documented in the late
1970s. At that period, the on-line measurements were still
limiting the applicability. Very large efforts have been
spent on the development of N and P analysers, and there
has been a lot of progress in the instrumentation technol-
ogy. In 1990s, the control is extended to include biological
P removal in many plants. Today, commercial applications
of nutrient removal control based on advanced instrumen-
tation are common (3). A typical representative layout of
nutrient removal plants is the University of Cape Town
(UCT) activated sludge plant (Fig. 2).

Disturbances

The essence of the control problem in wastewater treat-
ment is related to disturbances. They are critical to the
approach to control and have some specific features:
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Figure 2. The UCT process, designed to
remove organic material, ammonium ni-
trogen, and phosphorus.
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Figure 3. Typical influent disturbances from a large plant in
Sweden (a) and a small plant in Australia (b). The flow rate as
well as influent concentrations of chemical oxygen demand (COD)
(related to organic content) and total nitrogen have significant
variations.

• The daily volume of wastewater treated can be huge.

• The disturbances in the influent are enormous com-
pared to most industries.

• The influent must be accepted and treated; no re-
turning it to the supplier.

Because the disturbances to a wastewater treatment
system are significant, the plant is for all practical reasons
never in steady state. The disturbances are related to flow
rate changes as well as concentration and composition var-
iations. Figure 3 illustrates a typical influent situation in
two municipal treatment plants.

The disturbances are not only related to the influent
flow characteristics, but may be generated internally in the
plant because of operational procedures. For example, poor
pumping operations contribute to hydraulic disturbances
(4). Clarifier upsets are often caused by inadequate pump
control. A sudden flow increase caused by a pump start will
influence the flow propagation along the plant within a
fraction of an hour. A proper settler operation requires that
the influent pumping has to be smooth. Variable speed
pumping is a proved technology today and is a crucial com-
ponent to create a smooth hydraulic operation of the plant.
If primary pumps or other recycle pumps are operated on/
off in too-large steps, the resulting solids–liquid separation
will suffer, as will the effluent water quality.

Concentration disturbances are also generated within
the plant itself. For example, sludge thickener overflow is
usually returned to the plant inlet. This overflow is usually
operated with on/off pumping without considering the in-
fluent load. Because the recirculated flow may have a large
concentration, it will make a significant contribution to the
overall load, both in terms of hydraulics and substrate
loading.

It is usually impossible to remove the source of the dis-
turbance, even if this is an important option, especially for
industrial effluents, where production control in the in-
dustry may be improved. Sometimes the magnitude of the
disturbance can be reduced before it reaches the plant. An
integrated sewer-treatment plant control can attenuate
hydraulic disturbances, and some waters can be pretreated
in order to avoid harmful effects on the plant, such as neu-
tralization of wastes with high or low pH. The control can
also compensate for effects within the process. A common
example is dissolved oxygen control.

All these disturbances will more or less influence the
effluent water quality. An ultimate operational goal is to
minimize the influence of disturbances and to maintain
consistently a high effluent quality.

CONTROL AND OPERATIONAL GOALS

It is far from straightforward to implement control in an
activated sludge system; some of the reasons are listed
here:

• The process has significant nonlinearities limiting
the usefulness of simple controllers.

• There is a very wide range of response times, both a
problem and a blessing.

• There are many interactions within the process with
major recycles.
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• There are many external couplings from the sewer to
the receiving waters.

• Designers often leave too few manipulated variables
and too little control authority.

• The concentrations of nutrients (pollutants) are very
small, even challenging sensors.

• Sensors do not exist for many states and are expen-
sive for others.

• The value of the product in the marketplace is re-
markably low.

Other attributes why control is far from straightfor-
ward include:

• The microorganisms change their behavior and their
population distributions.

• The separation of the effluent from the biomass is
challenging and easily disturbed.

• Future effluent standards will be tight and based on
spot checks.

Disturbance rejection is a major goal of activated sludge
control. Large disturbances must be attenuated, and we
must do it as early in the process as we can. This will ease
the task of controllers later in the process.

The formulation of the goal of a wastewater treatment
operation is much more demanding than to define the ef-
fluent standards. When a goal or a performance criterion
is defined, then the necessary control actions can be ana-
lyzed. There are several goals of wastewater treatment,
and one has to recognize the different levels and interest
groups. The specific goals are set so that they contribute
to meeting the more general corporate and community
goals. They include at least

• To meet effluent discharge requirements.
• To achieve good disturbance rejection.
• To optimize operation to minimize the operating cost.

The first goal of course includes keeping the plant run-
ning. This is the major task for many operations, at least
in terms of manpower. It is not a trivial task to maintain
advanced instrumentation and equipment, to make sure it
runs smoothly, and to detect any faults in its operation.
Much of this is traditional automation and process control
and is not specific to running wastewater treatment sys-
tems (5,6). The environment may be very specific and
harsh for much equipment, but that is also the case in
other industries as well, so from a strict control point of
view the problems are traditional.

However, keeping the plant running and simply record-
ing effluent quality is too often taken as the only goal. This
has been and is still largely because of the lack of process
knowledge on the part of plant operators. Too many oper-
ators of plants rely on the consultant for expertise in both
design and operation. To satisfy the effluent quality re-
quirements, it is crucial to ask: is this task solved primarily
by design or do instrumentation, control, and automation
play significant roles in this part? The traditional answer
among designers used to be no. When only carbonaceous

removal was considered, the plant was considered self-
regulating and could take care of load disturbances and
still produce a satisfactory effluent. The traditional
method was large volumes, excess aeration, and chemical
dosage. Consequently, a lot of plants have been oversized.
No incentive was given for improved operation, because
operational costs were not compared with investment
costs. Often they were met from different financial sources.

Because of the significant load variations and distur-
bances typical for wastewater treatment systems, the
plant is hardly ever in steady state. Despite the wide
swings of load, the plant still has to consistently produce a
satisfactory effluent. If the volumes of the tanks are not
oversized, this means that some control system has to min-
imize the influence of disturbances and ensure that the
operation is satisfactory. Pressures to fully utilize volumes
and the complexities of nutrient removal are making pro-
cess control essential. This of course includes disturbance
attenuation.

Minimizing the operating cost and maximizing the use
of available capacity is becoming necessary. Here, control
and optimization are the key tools. Costs to be minimized
include electrical energy to produce air, chemicals, pump-
ing, and carbon addition.

MANIPULATED VARIABLES

There are quite a few variables to manipulate in an acti-
vated sludge process. Still, the possibilities to control the
plant in a flexible way are quite limited. In many plants,
however, there may be a potential to make a better use of
the manipulated variables that are available. We catego-
rize them in the following groups:

• Hydraulic, including sludge inventory variables and
recirculations.

• Additions of chemicals or carbon sources.
• Air or oxygen supply.
• Pretreatment of influent wastewater.

There are several other manipulated variables in a
plant that are related to the equipment and to basic control
loops in the process, such as local flow controllers, level
controllers, and so on. They are not included in this dis-
cussion. Further details are found in the work by Olsson
and Jeppsson (7).

A majority of the manipulated variables are meant to
change the hydraulic pattern in the plant. The different
flow rates will influence the retention times in the different
units. Moreover, the clarification and thickening processes
are particularly sensitive to the rate of change. The hy-
draulic flows also determine the interaction between dif-
ferent unit processes. We classify the hydraulic manipu-
lated variables into four major groups:

• Variables controlling the influent flow rate.
• Variables controlling the sludge inventory and its dis-

tribution, including return sludge flow rate, waste
sludge flow rate and step feed control.

• Internal recirculations within the activated sludge
system.
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• External recycle streams, influencing the interac-
tions between sludge and liquid processes.

Sequential batch reactors (SBR) offer other control pos-
sibilities because of the flexibility associated with working
in time rather than in space. Some of the features of SBRs
are described in some detail in the work by Irvine-
Ketchum (8). The Danish Bio-Denitro and Bio-Denipho
processes are not the traditional fill-and-draw process but
are alternating processes with continuous discharge (9,10).

Some of the control variables are sometimes called se-
lection mechanisms for the viable bacteria in the system
(11). They are classified in the groups:

• Electron acceptors (e.g. oxygen or nitrate).
• Substrate.
• Thickening or clarification properties.
• Temperature.
• Growth rate.
• Free swimming organisms.

Not all of these can be manipulated. Only the electron
acceptors (mostly oxygen) and (to some extent) the thick-
ening and clarification properties can be controlled (by
chemical precipitation). Moreover, substrate can be added
(e.g. carbon sources).

IMPORTANT CONTROL LOOPS

Out of the many manipulated variables, we will consider
a few. Probably the most important is the control of dis-
solved oxygen (DO) by using the air supply. Other impor-
tant measures are the sludge inventory, controlled by the
return sludge flow rate, and the waste sludge flow rate.

DO Control

The DO supply is a key control variable for the aerator
system, both for carbonaceous and nitrogenous organisms.
It influences the operating costs significantly, so there is
an incentive to minimize the air consumption. From a mi-
crobiology point of view the choice of a proper DO set point
is crucial, and too little DO will limit the growth of organ-
isms.

From a process control point of view, DO control is
known and proved technology. As long as the air supply is
variable, the control of DO is quite straightforward. The
tuning of the controller has to be different at different loads
because of the inherent nonlinearities, and this can be
compensated for by self-tuning regulators, prove in full
scale for a long time (12). Another way is demonstrated in
pilot scale, where a nonlinear controller can be used to op-
erated over a wide range of loads (13).

The oxygen transfer rate determines how fast gaseous
oxygen is transferred into DO. This in turn decides that
the DO concentration can be manipulated by air flow
changes within fractions of an hour. Changes in the oxygen
demand, however, may influence the DO concentration
within minutes. Not only the total amount of oxygen but
its distribution in space and time are essential for the
operation. Some of the considerations are:

• Total air supply. The total demand of air is basically
determined by the total mass of viable organisms in
the system multiplied with the biodegradable sub-
strate concentration. The air supply control has an
essential impact on the energy cost for the plant.

• DO set points. It is important to be able to select the
DO set point. However, little is known about the
proper choice of it. Generally, under closed loop DO
control, it is made constant. There is, however, some
evidence that a time variable set point may be ad-
vantageous (12).

• DO spatial distribution (profile). It is a great advan-
tage to be able to individually change the air flow
rates along the aerator. This makes it possible to ob-
tain an accurate air flow spatial distribution.

• Pure oxygen addition. Some aeration systems are
supplied with pure oxygen instead of air. Pure oxygen
is now and then used in conventional air systems to
add extra DO to the system under extreme load sit-
uations.

• Anoxic/aerobic zones. Because loading conditions
may change significantly on a weekly or longer basis,
it is of interest to vary the size of the anoxic reactor
volume and change the relative retention times be-
tween nitrification and denitrification. Such a control
is, of course, easy to realize in SBR systems.

Given an adequate controller, it is straightforward to
change the DO set point. However, to know which set point
is the best from a microbiological point of view is a much
more intricate question, and much remains to be studied
before the ideal DO control system has been found. Con-
sider an example of a compromise between competing
goals within the same plant. The anoxic unit in the acti-
vated sludge system, Figure 2, is used to denitrify the ni-
trate, that is, to reduce the nitrate to free nitrogen by the
oxidation of organic carbon. The dominating organisms in
the process are the heterotrophs, a proportion of which re-
duce nitrate in an (ideally) oxygen-free environment.
Therefore, the DO level has to be kept at a minimum. If
not, the organisms will use oxygen instead of nitrate as the
electron acceptor, and the zone will work at least partly
like an aerobic reactor.

There are several disturbances that may violate the an-
oxic condition. The nitrate recycle stream may have a high
DO concentration that will rapidly influence the DO con-
centration of the anoxic zone, thus the denitrification (DN)
rate. It is apparent that from a DN point of view that the
DO concentration at the outlet of the aerator has to be kept
as low as possible, so that no more oxygen than necessary
is recirculated. However, for the nitrification taking place
in the aerator, a high DO concentration is required. Con-
sequently, the DO concentration at the aerator outlet has
to be a compromise between the needs of nitrification and
denitrification.

Sludge Inventory Control

The sludge inventory can be controlled primarily by three
manipulated variables: the waste-sludge flow rate, the
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return-sludge flow rate, and the step-feed flow rates. Ma-
nipulation of the waste-sludge flow rate is used to control
the total inventory of sludge in the process. Because the
total inventory is a function of the total growth rate of or-
ganisms, it is used to control the sludge retention time, or
the sludge age. It will influence the system in a time scale
of several days or weeks.

Manipulation of the return-sludge flow rate is used to
distribute the sludge between the aeration basins and the
settler units or between the acidogenic and methanogenic
reactors in two-stage anaerobic systems. Recycle from the
settling stage is an important variable for obtaining the
right operating point in the reactors, but seldom useful for
the control on an hour-to-hour basis (14). Some systems
are supplied with several feeding points for the return
sludge. This has a potential for sludge redistribution for
certain loads, such as toxic loading.

A combination of different recycle may be important. In
systems with chemical precipitation, sludge from the sec-
ondary settler may be combined with chemical sludge from
a postprecipitation settler unit. In that way, the flocculant
properties may be influenced, and the chemicals better
utilized for phosphorus removal.

By controlling the step feed in an activated sludge plant,
the sludge within the aeration basin can be redistributed,
given the proper amount of time (15). As a special case of
step-feed control, one will obtain a contact stabilization
structure.

MEASUREMENT AND DIAGNOSIS

Measurement technology is crucial for adequate operation.
In particular, on-line analysis is of key interest to control
the effluent water quality. It is of great importance to ex-
tract maximum information from available instrumenta-
tion. Therefore, detection and diagnosis, based on combi-
nation of measurements, are models that make up a basis
for successful plant operation.

Sensor Technology

Sensor technology is crucial for the success of control and
operation, and great progress has been made over the last
few years (3). Measurement for control is not necessarily
the same as measurements for quality check or for regu-
latory agencies. The sampling rates have to be consistent
with the plant dynamics, and the location of some of the
sensors has to be chosen with care, for example, DO probes.
Important types of measurements include:

• Flow rates in different plant units.
• Air flow rates and air pressure.
• Sludge flow rates.
• Temperature in water basins and in digesters.
• Gas (e.g., methane) flow rates and temperatures.
• Alkalinity.
• pH.
• DO in different locations.
• Sludge levels.
• Suspended solids in different places.

• BOD, COD, TOC.
• Phosphorus fractions.
• Nitrogen fractions.
• Respiration rate.

There are many instruments that satisfactorily mea-
sure flows, levels, pressures, dissolved oxygen in liquids
and suspended solids, and dry solids concentrations in
sludge. Even if an instrument is deemed to be reliable,
proper maintenance is still required. Maintenance require-
ments will vary greatly between different applications.
The development of respirometry has been significant.
Within IAWO, task group prepared a scientific and tech-
nical report during 1997 (16). Also, advanced N and P an-
alyzers are becoming common in the advanced operation
and control of nutrient removal plants (3).

Diagnosis and Estimation

It is clear that more information than the primary sensor
signals is required in order to get good operation. The idea
of estimation is to mix sensor information with mathe-
matical models. In this way, variables that are not mea-
surable may be reconstructed by combining a mathemati-
cal model with sensor information about some other
variable. Consider the respiration rate (or the oxygen up-
take rate) in an aerator. It can be measured by using res-
pirometers. Alternatively, it can be obtained from measur-
ing the DO concentration and calculation of the DO mass
balance. Consider the DO mass balance in a complete mix
aerator:

dc s� d • c � d • c � k a • (c � c) � R (1)i i Ldt

where c is the DO concentration; ci the influent and cs the
saturation DO concentrations, respectively; kLa the oxygen
transfer rate, and R the oxygen uptake rate. The param-
eters d and di are dilution terms. If the oxygen transfer
rate kLa is known, then R can be easily calculated from the
DO measurements and the mass balance (equation 1).
Usually, however, kLa must be determined, because it var-
ies slowly with time. Therefore, both the oxygen transfer
rate and the respiration rate R to be determined simulta-
neously from measurements of the DO, preferably under
closed loop DO control. This is not trivial, because there is
an identifiability problem. A positive change in R can be
explained by a similar positive change in kLa and no
unique solution is found (17). However, certain measures
can be taken in order to find the parameters uniquely, so
that the respiration is found under DO control (13,18,19).

INTEGRATED OPERATION

Because of the combined development of instrumentation,
computer technology, operating technology, and the under-
standing of plant dynamics, the goal is today a plant-wide
control. Recognizing the interaction between various unit
processes, the overall control of a plant tries to make max-
imum use of volumes, energy, and other resources.
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Because biological nutrient removal (BNR) will become
more common, plant complexity will grow. This may be a
major driving force for more instrumentation, control, and
automation. In a BNR process, there is a delicate balance
between carbon, nitrogen, and phosphorus removal. Some
important couplings (see Fig. 2) are:

• The phosphorus release has to take place in an an-
aerobic environment—no oxygen or nitrate can be
present. If oxygen-rich water is recirculated, it may
impede the P release. If nitrate is allowed to enter
the anaerobic zone, the bio-P process is also inhib-
ited.

• Denitrification takes place in an anoxic environment.
The various couplings to other unit processes were
discussed earlier.

• Both the phosphorus release and the denitrification
require a certain carbon concentration. At low loads
this may not be sufficient, and an extra carbon source
has to be added.

It will become more and more important to understand
the impact of load variations. Furthermore, the increased
quantities of sludge makes it necessary to develop better
control methods for sludge treatment and disposal pro-
cesses. The drive for a sustainable environment is an in-
centive to make better use of automation in order to reach
such goals.

An efficient operation of a plant has to consider not only
the couplings between various unit processes within the
plant, but couplings to external processes. Realizing that
sewer operation must be coordinated with plant control,
there has been a strong development of combined sewer
and plant control (20). Disturbances can be detected and
controlled as early as possible.
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Table 1. Advantages and Disadvantages of Immobilized Living Cell Systems

Advantages Disadvantages

1. Self-proliferation or self-regeneration of immobilized cell
systems.

2. Higher productivities because of higher biomass density.
3. Tailoring to the most efficient reactor is possible.
4. During continuous fermentations, washout can be avoided at

high dilution rates.
5. Better protection from surroundings.

1. The mechanical and chemical stability of some supports
materials limits its use (shear, dissolution, and attack by
product).

2. Cell growth can destroy the matrix.
3. Diffusion limitations may limit the biodegradation rates.
4. Biocompatibility of immobilization matrices is not sufficient

for cells.
5. Immobilization techniques and materials can be too

expensive be used in large-scale processing.

INTRODUCTION

Activated sludge for biological wastewater treatment has
been broadly available for a long time. But, water pollution
and eutrophication in rivers lakes, and inland seas have
resulted from insufficiently treated water. To protect and
control these occurrences, it is critical to consider biological
oxygen demand (BOD) and nitrogen-phosphorus (N-P) re-
moval in the development of anaerobic–aerobic wastewa-
ter treatment systems.

Increasing volumes of wastewater, combined with lim-
ited space availability and progressively tightening stan-
dards and quality control, require the development of new
intensive biotechnologies for wastewater treatment. Re-
cently, there has been a significant increase in the use of
immobilization processes for municipal and industrial
wastewater treatment. Immobilization processes offer sev-
eral advantages because of higher volumetric load, in-
creased process stability, compactness, and so on, as shown
in Table 1.

The successful application of an immobilized system as
biocatalyst relies on the proper choice of the immobilizing
materials and reactor type. The most important require-
ments for wastewater treatment are as follows:

1. High cell mass loading capacity.
2. Simple nontoxic immobilization procedure.
3. High surface-area-to-volume ratio.
4. Mechanical stability.
5. Chemical stability.
6. Reusability.
7. Suitable for conventional reactor systems.
8. Economic feasibility.

An ideal system that possesses all these optimal prop-
erties does not exist, and a suitable compromise has to be
found.

For wastewater treatment, bioreactors with immobi-
lized microbes have been examined as a combination of
activated sludge process for BOD and nitrogen removal
and as an anaerobic process for methane production. But,
the attempted immobilization to an anaerobic process is
scarcely used in a practical scale because the handling of
microbes is difficult at the immobilization and the effects
of immobilization are not clear (1). The immobilized mi-

crobe treatment process clearly is an effective method of
aerobic wastewater treatment.

On a laboratory scale, the immobilization of microor-
ganisms has also been applied to the removal of specific
compounds such as phenol and its derivatives (2–5), col-
oring matter (6), and other inorganic compounds such as
cadmium (7,8), uranium (9), and hydrogen sulfide (10).
Consequently, they can maintain higher biomass concen-
trations, and a high degree of organic carbon or nitrogen
removal, or both, is achieved by these compact systems.
Moreover, minimized production of excess sludge is ex-
pected by maintaining a low food-to-microorganism ratio.

CLASSIFICATION OF IMMOBILIZATION TECHNIQUES

Whole-cell immobilization is always used in wastewater
treatment and may be defined as the physical confinement
or localization of intact cells to a certain defined region of
space with the preservation of some decomposition activity
(11–13). Accordingly, the immobilization technique using
biocatalysts is developed to reuse the catalytic activity and
for continuous operation in a bioreactor.

The immobilization of microbes for wastewater treat-
ment is broadly classified into four major categories: ad-
sorption of attachment to a surface, entrapment within a
porous matrix, containment behind a barrier (semi-
permeable membrane and microcapsule), and self-
aggregation. These techniques can be applied to all waste-
water treatments that use a viable cell system.

Cells Attached to a Surface

Attaching cells to a surface is a very popular immobiliza-
tion technique because it is simple and fast. A suitable ad-
sorbent for attachment should display a high affinity to-
ward microbial cells and yet cause minimal denaturation.
A surface-attached process is the immobilization method
in which cells are bound to a surface, regardless of the type
of binding. Microbial cell walls carry a charge that depends
on the pH of wastewater and other environmental condi-
tions. Biofilms resulting from the growth of cells on the
surfaces of inorganics such sand or rock are present in con-
ventional industrial processes (14–21), and the self-
immobilization of cells (22,23) is a widespread process. But
in recent years, intensive treating processes have indi-
cated a need for the development of immobilization for a
given process.
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The strength with which the cells are bonded to the sup-
port varies, with cell type, support type (24,25), and the
variation of operation condition. The industrial use of
surface-attached cell systems (biofilm) has been exten-
sively examined in the field of wastewater treatment (26).
For strengthening the attachment, porous supports such
as porous glass are used (27).

However, in the fluidized-bed type bioreactors for
wastewater treatment, inorganic materials are generally
not used because of the difficulty in controlling their spe-
cific gravity, brittleness, and shortcoming of abrasion-
resistance.

Cells Entrapped in a Porous Matrix

The second immobilization technique is entrapment
within a porous matrix that is synthesized in situ around
the cells. This method is rapidly coming into widespread
use (28). The cells are entrapped in a matrix that protects
them from the shear field outside the particles. A high de-
gree of cell viability is retained in most entrapment meth-
ods. These systems are therefore useful for a variety of
growth-related processes. An advantage of the preformed
support particles is that they are more resistant to the
compression and disintegration in fluidized-bed bioreac-
tors. Cell growth is controlled by the continuous flow of
wastewater past the particles (29).

A variety of compounds can be used for cell entrapment,
with minimal loss of viability (30). Natural polymers used
for immobilization include polysaccharides, such as algi-
nate (31), carrageenan (32), cellulose, and agar, and poly-
peptides, such as gelatin and collagen. These natural poly-
mers are compatible with microorganisms, but they are not
suitable for wastewater treatment because of their assim-
ilation by microorganisms in activated sludge.

Accordingly, only synthetic polymers, such as polyacryl-
amide (33), poly(vinyl alcohol) (34,35), poly(ethylene gly-
col), and polypropylene, and hydrophilic photo-cross-
linkable resin can be applied to the immobilization of
biomass in terms of mechanical strength and durability
that are required for industrial usage. For successful im-
mobilization, the hydrogel must be effective in cell viability
and function (biocompatible) (36). The method of entrap-
ment can reduce the culture viability. The entrapment in
a polyacrylamide gel destroys viability in 50 to 90% of the
cells by the toxic acrylamide monomers (37).

Several reviews (28,38,39) offer a thorough treatment
of methods and application in immobilized cells. Examples
of the various types of polymers are shown in Table 2.

Cells Contained Behind a Barrier

The third major category of cell immobilization is contain-
ment behind a barrier. When cell separation from the ef-
fluent is required, these systems are highly useful (56).

The barrier that immobilizes cells can be as simple as
the liquid–liquid phase interface between two miscible flu-
ids. Mohan and Li (57) immobilized the denitrifying bac-
teria, Micrococcus denitrificans, by emulsifying the cell
suspension with surfactant into a hydrocarbon solvent.
Cells in the surfactant-enclosed aqueous droplets did not
leak from aqueous phase through the organic phase to the

cell-free aqueous phase surrounding the droplets. Because
the cells are retained behind a semipermeable wall or
membrane, this type of system is very similar to microcap-
sulation in an engineering sense. Nutrients (mainly BOD
components) are supplied to, and products are removed
from, the cell mass by diffusion. In wastewater treatment,
the barrier loses its separation activity during long opera-
tions.

Self-Aggregating Cells

Cells naturally aggregate or flocculate and produce extra-
cellular polysaccharides. The large size of the aggregates
makes their use possible in reactors designed for immobi-
lized cells, such as packed-bed or fluidized-bed reactors.
Artificial flocculating agents or cross-linking agents may
be added to enhance the process of aggregation for cells
that do not naturally flocculate. Similar mechanisms gov-
ern both artificially and naturally induced flocculation
(58). The durability of the aggregate will depend on its hy-
drodynamic interactions with the environment. Many cells
produce extracellular polysaccharides, some of which can
act to promote the cohesion of a biofilm. These substances
might be important determinants of the diffusive resis-
tance in these films.

INDUSTRIAL APPLICATIONS OF IMMOBILIZED CELLS

Much research has focused on industrial applications us-
ing immobilized cell technology for wastewater treatment.
In an industry setting, entrapment and adsorption are the
predominant techniques used for wastewater treatment.
The nitrifying process is described in this section, exam-
ples include entrapment using PBG gels and adsorption
using photo-cross-linked resins.

Gel Entrapment of Microbial Cells

The entrapment of microbes is the most popular immobi-
lization technique for living cells in wastewater treatment.
The BOD sensor was developed to abbreviate the long
measurement time by entrapping the activated sludge
(59,60). In wastewater treatment, immobilization pro-
cesses should be mild to minimize the damage to the living
cells. Entrapping materials must also have proper per-
meability to allow sufficient diffusion and transport of ox-
ygen and essential nutrients, metabolic waste, and secre-
tory products across the hydrogel network at supplemental
culture.

Considering the use of synthetic polymers serving as
the synthetic extracellular matrixes for cells, it is impor-
tant to understand the transport properties through these
gels to predict whether nutrients can diffuse into the ma-
trix. Supplemented culture media provide the cells with
essential nutrients for growth and development as well as
a means of oxygen and metabolic product transport while
in vitro (61,62). Traditionally, mass transfer behavior in
the gel matrix has often been recognized as a rate-limiting
factor in an entrapping cell system. Some of the immobi-
lizing matrixes are highly hydrated, allowing almost un-
hindered diffusion for products and substrates with molec-
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Table 2. Environmental Application of Gel-Entrapped Microorganisms

Substrate Microorganism Entrapment method Reference

Ammonia Nitrosomonas europaea Ca-alginate 40
j-carrageenan 41

Nitrosomonas europaea Polyelectrolyte 42
Paracoccus denitrificans Complex-stabilized Ca-alginate
Thiosphaera pantotropha Agarose 43
Scenedesmus quadricauda j-Carrageenan 44

Dairy effluents Candida pseudotropicalis Alginate 45
Nitrate Anasistis nidulans Collagen 46

Denitrifying sludge PVA 34
Pseudomonas denitrificans Ca-alginate 47,48
Thiobacilus denitrificans Agar/agarose 49

Nitrite Nitrobacter agilis Ca-alginate 50
Carrageenan 51

Nitrobacter sp. PVA 35
Nitrogen Anabaena CH3 Ca-alginate 52

Nitrifiers Polyethyleneglycol resin 53
Phenol Candida tropicalis Alginate 54

Pseudomonas sp. Ca-alginate, polyacrylamide hydrazide PVA-boric acid-Ca-alginate 55,36

ular weights less than 10,000 Da (36). The effective
diffusivity of oxygen, glucose, and various ions in gel has
been studied by several groups (63–65).

For industrial applications, microbes must be cultivated
for entrapment and storage to keep the activity of immo-
bilized microbes after immobilization.

Entrapping Materials. Mass transport through gels is
governed by the size and shape of the pores and solute
molecules as well as by the nature of the interaction be-
tween solute molecule and gel material. The value of the
equilibrium coefficient reflects the relative affinity of the
solute for the gel relative to its affinity for the surrounding
medium. The species concentration in the gel at equilib-
rium is obtained by mass balance using the known values
for the reservoir and gel volumes. The value of K, the par-
tition coefficient, is calculated by the following equation:

gel bathK � C /C (1)

The average pore diameters of gels were estimated from
the diffusion of solutes and the hydrodynamic diameter of
solute (60).

Biomass decay is an important parameter in the dy-
namics of the immobilized microbe system. Nitrosomonas
europaea cells entrapped in a gel can lose their viability
during cultivation; they die first in the center of a gel bead
but also will die in the outer layers at low substrate load-
ings. If the substrate concentration is raised, the number
of viable microbes near the surface of the gel increases
again. The fluorescein diacetate and lissamine-green
staining techniques were useful in distinguishing between
viable and dead cells in gel beads (66).

Successive nitrification and denitrification are effective
biological processes for the removal of nitrogen in the form
of ammonia, nitrite, and nitrate from aqueous waste. In
this biological nitrogen-removal system, nitrification is
generally the rate-limiting step because of the extremely
low growth rate of obligate autotrophic nitrifying bacteria.

The use of immobilized cells in nitrification overcomes this
disadvantage and shortens greatly the hydraulic retention
time (HRT) in continuous nitrification.

In a synthetic resin gel such as polyacrylamide, the gel
strength decreased about 50 to 60% in the presence of
microbes. But the density of microbes in the gel did not
influence its strength (67). The immobilization of nitrifying
bacteria by using urethane prepolymers of the hydrophilic
type exhibited a drastic improvement in the activity yield
(68). These immobilized cells were prepared by entrap-
ment using alginate (69–71), polyelectrolite complex (72),
polyethyleneimine (73), photo-cross-linkable resin (74),
poly(vinyl alcohol) (75), polyethylene (76), and
poly(ethylene glycol) (PEG) (77).

Characteristics of Microbes Entrapped in Polyethylenegly-
col. The PEG gel was prepared by radical reaction under
existing microbes to exhibit about 3 kg/cm2 of gel strength
(78). These gels are nontoxic for microbial cells and show
viability. Furthermore, this method is easy industrialized
for a large-scale production.

Microorganisms such as nitrifying bacteria grow near
the surface of gels (about 60-lm depth). After about a
month’s cultivation, they have constant activity. The rate
of oxygen consumption the parameter of activity, is 60 mg
O2/L gel/h at initially and 800 mg O2/L gel/h at the end of
precultivation. At the steady state, the concentration of
microbes in the gel carrier is increased to contain about
1010 cells per milliliter of carrier. On the other hand, the
concentration of nitrifying microbes in the activated sludge
is usually 103 to 105 cells/mL. Figure 1 depicts nitrifying
pellets (about 3 mm3) and a cross-section of pellets and
bacteria in colony.

Nitrification and denitrification of entrapped microbes
were scarcely influenced by the operation temperature,
and the activity of nitrification was about three times
higher than that of the activated sludge, as shown in Fig-
ure 2. In Figure 2, the reaction rates are exhibited on the
basis of suspended solid for comparing the activity of im-
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Figure 1. Photographs of nitrifying pellets. Cross-section of pellets and bacteria in colony.
(a) Nitrifying pellets of 3-mm cubic gel; (b) Cross-section of pellet by electron scanning micrograph;
(c) Bacteria in colony under electron scanning micrograph.
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mobilization with that of activated sludge. The nitrifica-
tion rate of precultured immobilized gels was about 100
mg N/L gel/h at 13 �C. Accordingly, the system using en-
trapped microbes showed a high denitrification rate owing
to high BOD loading resulting from short retention time
in the nitrification tank (Fig. 3).

Continuous Wastewater Treatment by Entrapped Microbes
(79). Figure 4 shows a schematic diagram of a pilot plant
using PEG-entrapped gels. It is composed of an initial and
final sedimentation tank, a denitrification tank, and a ni-
trification tank. The volume ratio of denitrification to ni-
trification is 1.5/1.0, and the gel separator (the net of

1.5-mm mesh) in the nitrification tank is installed for pre-
venting gel bead washout. The mesh size of the gel sepa-
rator should be half the gel diameter for sufficient sepa-
ration. Wastewater treatment was recycled between the
denitrification tank and the nitrification tank. Retention
times are 4.8 and 3.2 h for denitrification and nitrification,
respectively. The average total nitrogen removal is repre-
sented as

Total N removal (%) � R/(R � 1) � 100 (2)

with R as the recycling ratio (�). The total N removal is
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Figure 4. Schematic diagram of wastewater treatment plant with a capacity of 2,250 m3/day (max,
3,000 m3/day). DO � dissolved oxygen electrode; ORP � oxidation–reduction potential; pH � pH
electrode; LC � level control; P � pump; M � mixer.

increased according to the enlargement of the recycling ra-
tio, but the dissolved oxygen in the denitrification tank is
also increased. Consequently, recycling is generally oper-
ated at a 1:2 recycling ratio to maintain the anaerobic con-
dition of denitrification and compensate for the increased
power cost in nitrification. Gel beads are fluidized by the
air blowing at the bottom of nitrification tank.

The packing ratio of entrapped gels in the reactor is
usually 5:15 volumetric percent depending on the treat-
ment. In the entrapment method, gels are added at 7.5
volumetric percent to the nitrification tank. The floating
carriers are distributed homogeneously. In the entrapment
method, specialized equipment and sufficient time are
needed to prepare an adequate number of gels for large-
scale wastewater treatment.

The result of continuous wastewater treatment in the
PEG entrapping method is shown in Figure 5, and the
operation conditions of the plant are shown in Table 3.
Even in winter nitrification was thoroughly carried out,
and BOD as well as suspended solids in the effluent were
lower than 10 mg/L. This method needs about 8 h of re-
tention time to eliminate 70% of nitrogen in wastewater.
After continuous operation for 2 y, it was concluded that
gel beads must have above 1.5 kg/cm2 compressive
strength; therefore, the initial compressive strength of gel
absent from microbial cells needs to be over 2.7 kg/cm2.

For the nitrification, photo-cross-linkable resin was
used to obtain an activity of 1.5 kg of N/m3 gel/day for
continuous wastewater treatment (80). On the other hand,
the drop in denitrifying activity at the immobilization was
restored in the medium containing nitrite or nitrate with
sodium acetate as a hydrogen donor.

Industrial Application of Adsorption Method

Systems in which cells are immobilized by adsorption are
popular because of the ease of this type of immobilization.
The strength with which the cells are bonded to the sup-
port varies with cell type and support type (81,82).

The adsorption method differs from the entrapment
method, advantages include easy gel formation (no consid-
eration of microbes at cross-linking reaction), mass trans-
fer of gel barrier, good storage stability before usage, and
low transportation cost of gels at the industrial scale. A
disadvantage is the long induction period for steady waste-
water treatment.

The growth rate of nitrifying bacteria is about 10 times
less than that of general microbes. The attachment of bio-
mass on the gel surface occurs during the start-up phase.
After this phase, the reactor is operated continuously at
different hydraulic and surface loading rates. Accordingly,
the gels must have high strength and good cell attachment
on their surfaces.

A positively charged macroporous cellulose carrier is
used for immobilization of nitrifying bacteria by the ad-
sorption method (83). This carrier promotes stable adhe-
sion of bacteria onto the carrier walls and allows transfer
of nutrients into the carrier. A porous cellulose carrier was
produced from cellulose with a polyethyleneimine coating
to form a stable cross-linked structure. Similarly, poly-
urethane foam (84) and other carriers (85,86) have been
used for wastewater treatment.

Advantages of Adsorption Using Photo-Cross-Linked Gels.
To use immobilized microbes in wastewater treatment, the
preparative method, especially the support material used
for the preparation, must be selected from the standpoint
of its economy and feasibility on a large-scale operation.
For these reasons, photo-cross-linkable resins are prom-
ising support materials for the immobilization of microbes.

Although this immobilization process may have various
conceivable features, its features are summarized as fol-
lows (87):

1. The immobilization procedure (gel formation) is sim-
ple because of ultraviolet irradiation.
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Figure 5. Continuous wastewater treatment using entrapped
microbes. (a) Influent (mg/L): � � BOD; effluent (mg/L) � �
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2. The gel materials have great mechanical strength.
3. The surface of gel beads can be regulated by the

properties of photo-cross-linkable resin.
4. The manufacture of photo-cross-linkable resins and

the process of gel formation can be easily industri-
alized.

The photo-cross-linkable resins usually have a main
chain of PEG, a mixture of PEG and poly(propylene glycol)
(PPG), or poly(vinyl alcohol) (PVA) with photo-cross-
linkable ethylenic double bonds. By irradiation of ethylenic
double bonds with UV eight, polymerization is induced,
forming three-dimensionally-cross-linked gels.

Surface Structure of Gels for Good Cell Adsorption. The
sludge used is taken from the recycle line of an activated

sludge treatment plant treating wastewater, because or-
ganic nitrogen and ammonia nitrogen are present in
wastewater. Acclimatization of the sludge is carried out in
a batch reactor. The carrier elements are made of hydro-
philic photo-cross-linkable resin with a 4-mm bead diam-
eter.

Because the nitrifying bacteria do not flocculate differ-
ently from the activated sludge, it is difficult to attach the
nitrifying bacteria on the surface of the carrier. The ad-
sorption rate of nitrifying bacteria is maximum at pH 4.8,
and nonbiological factors are important at the initial stage
of attachment (88). Fluorescence studies of the adsorbing
surface clarified that the affinity to water and f potentials
of the surfaces are important factors for adsorption (89).
Among the synthetic polymers, photo-cross-linkable resin
has largely resolved the problems with inorganic carriers
described in the Introduction. Its surface structure may be
suitable for attachment of microbes, controlling the prop-
erties of photo-cross-linkable resins.

Several factors affect cell affinity and behavior on hy-
drogel: the general chemistry of the monomers and the
cross-links, hydrophilic and hydrophobic properties, and
surface properties involving charged functional chemical
groups. Physical properties of the hydrogel also govern the
adhesion affinity; therefore, altering pore size and network
structure can convert cell adhesion as well as morphology
and function.

The attachment of biomass on the charged gel surface
occurs during the start-up phase. Designing gel carriers
using photo-cross-linkable resin has resulted in good cell
growth on their surface with good mechanical strength
(90). The surface of PEG-PPG-type hydrophilic resin is
most hydrophobic and has an excellent affinity to microbes.
This phenomenon is practically confirmed in continuous
denitrification, as shown in Table 4.

When observing the surface of PEG-PPG-type photo-
cross-linked resin and the results of contact angle, the
phase separation of the gel in which hydrophobic domains
of about 1-lm diameter separated on the hydrophilic phase
of PEG was seen on SEM of the surface (Fig. 6) and with
the optical microscope. From these results, the surface of
hydrophobic domains formed on hydrophilic phase, the so-
called macrophase separation of hydrophilic gel, may be
best for the attachment and growth of nitrifying microbes.

The structure of the gel bead is controlled with a com-
bination of PEG and PPG, PVA type, and PEG type. Beads
with a diameter of about 4 mm and compressive strength
of more than 20 kg/cm2 can be produced by immobilization
(91).

Continuous Wastewater Treatment. Continuous waste-
water treatment can be carried out by a process using gel
for microbial adsorption, as shown in Table 5 (92–94). Re-
moval performance of the pilot plant with a retention time
of 8 to 9 h in the bioreactor is obtained as follows. The
average total N of the influent is 31.8 mg/L, and that of
the effluent total N is 8.3 mg/L. The average P of the in-
fluent is 2.57 mg/L, and that of the effluent total P is 0.60
mg/L.

The nitrification rate of immobilized gels is of zero-order
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Table 3. Operation Condition of Plant

Item Run 1 Run 2 Run 3

Operation period 18 11 18
Infuluent (m3/day) 2,720 2,280 1,350–3,150
Retention time (h) 6.6 7.9 5.7–13.3
Aeration (Nm3/h) 610 670 800
Recycling ratio (�) 2.8 2.7 2.0–7.0
MLSS (mg/L) 2,800 1,840 1,880
BOD-SS loading (kg/kg day) 0.070 0.149 0.0965–0.302
BOD loading (kg/m3 day) 0.196 0.275 0.182–0.570
Total N and SS loading (kg/kg day) 0.0285 0.0535 0.0226–0.0772
Total N loading (kg/m3 day) 0.0793 0.0980 0.0426–0.146
Recycling ratio of sludge (%) 64 64 47–109
Temp. of water (�C) 23.5 14.0 14.2
Total SRT (day) 14.6 9.0 8.8
Aerobic SRT (day) 5.8 3.6 3.5

Notes: Run 3 � Variation test of loading. MLSS � Mixed liquor suspended solid; BOD � Biological oxygen demand; SS � suspended solid; SRT � sludge
retention time.

Figure 6. Scanning electron micrograph of photo-cross-linked
resin gel. A � Gel surface. Convex is formed by phase separation
of hydrophilic and hydrophobic structure. B � Cross-section of
gel.

Table 4. Comparison of PEG-PPG/PVA Type Gels and PVA
Type Gels

Species of gels PEG-PPG/PVA type PVA type

DO (mg/L) 2.8 6.0
NH3-N value added

(kg/m3 day) 0.29 0.21
Nitrification velocity

(kg/m3 day) 0.21 0.15
Cells attached (mg/L) 6,920 1,620

reaction in which the produced NOz-N increases directly
with the reaction time, and the nitrification rate is about
2.5 kg NOk/m2 gel/day, as calculated in Figure 7. In the
relationship between the dissolved oxygen (DO) and the
nitrification rate coefficient (KM) of gels, KM largely de-
pended on the DO. It is considered that the oxygen diffu-
sion through the biofilm on the surface is the rate-
determining step for nitrification. The phosphorus uptake
increased in proportion to the denitrified nitrogen, and the
weight ratio of phosphorus to nitrogen is about 0.75. From
these facts, nitrifying microbes are suggested to be
phosphorus-accumulating microorganisms (95,96).

Water qualities and flow diagram for metal-finishing
wastewater are shown in Table 5 and Figure 8, respec-
tively. Since 1997, a denitrification plant using these gels
(nitrifying tank volume, 10,000 m2) has been operating in
Tokyo (Fig. 9).

EVALUATION OF IMMOBILIZATION

The development of processes using immobilized microor-
ganisms has made it possible to eliminate BOD and nitro-
gen in half the time (6 to 8 h), compared with conventional
activated sludge. In addition, these processes maintained
constantly high activity during winter. The treatment cost
containing the depreciation is 80 to 90% of the activated
sludge.

To gain the advantages of immobilization, reductions
are needed in the immobilized gel costs, particularly for
large-scale operations, which include raw materials costs,
immobilization facility, transportation cost, storage cost,
and so on.

Wastewater treatment processes using immobilized
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Table 5. Operation Conditions of the Pilot Plant

Item Step 1 Step 2 Step 3

Influent flow rate (m3/d) 25.0 25.0 28.6
HRT (h) 8.7 9.0 8.0
Anaerobic tank (m3) 1.0 1.5 1.5
SRT (day) 16 11–14 8–11
Aerobic SRT (day) 5.7 3.7–4.7 2.7–3.7
Gel diameter (mm) 5.0 5.0 4.2
Charge ratio (%) 20 20 16 -n
DO (mg/L) 1.8–5.0 2.0–5.8 2.8–7.8
Influent BOD (mg/L) 49–151 45–110 48–118
Total N (mg/L) 14–34 13–47 16–45
Total P (mg/L) 1.2–2.9 2.0–5.8 2.8–7.8

HRT � Hydraulic retention time; SRT � sludge retention time; DO �

dissolved oxygen.
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cells are still under development and will be further im-
proved in the future. Particularly, it is expected that car-
rier gels will regulate their structure and form a particular
reaction site in gels or on the surface of gels independent
of the surroundings.
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SO2 addition

SO2 addition

Grapes

Cloudy must

Pressing by
cylindrical press

Must cleared

Settling

Racking

Wine cleared 

Refrigeration

Filtration

Bottling

Inoculation with
yeast starters and

fermentation at 18–20 °C

Filtration

Figure 1. Scheme of a process for white wine preparation (fer-
mentation with skins off). Terms are defined as follows. Pressing
by cylindrical press: The operation of applying pressure to grapes
to extract the liquid, which allows the juice to separate from the
solids (skins, seeds, and stems). Settling: The operation of clari-
fying must at T � 5 to 10 �C (must can also be clarified by cen-
trifugation or filtration). Refrigeration: The operation of cooling to
0 �C or below, used to hasten the precipitation of potassium bitar-
trate and to improve the stability of the wine.
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INTRODUCTION

During the past 20 years there have been considerable de-
velopments in winemaking techniques, with the introduc-
tion of processes and machinery borrowed from other sec-
tors of the food industry. These developments have affected
all phases of wine production, wine being the end product
of a technological chain that includes the preparation and
treatment of the must, fermentation, aging, and bottling.
Thus, technological progress has improved the quality of
the wine produced. Wine quality is measured by finesse,
intensity, and originality in taste and smell and by micro-
biological and physicochemical stability (1–4).

The main phases of production of white and red wines
are illustrated schematically in Figures 1 and 2. Figure 3
shows those technological innovations that may be of prac-
tical use. Among these, during the past few years partic-

ular attention has been paid to enzyme treatments and to
the use of selected fermentation starters (both free and
immobilized). Some of these processes have already been
applied to production, and others are still in the experi-
mental stage.

ENZYME TREATMENTS

Winemaking is a biotechnological process in which en-
zymes play a fundamental role and in which the use of
exogenous enzyme preparations makes it possible to over-
come the problem of insufficient activity of endogenous en-
zymes in the grapes. The enzymic treatments have a mul-
tiple purpose in that the changes made to the grapes, the
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Fermentation

Carbon maceration
Cold maceration
Heat maceration
Graduated pressing 

Enzymatic treatments
Cross-flow membrane filtration
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Reverse osmosis
Flotation

Temperature control
Dried selected yeast starters
Immobilized microorganism

Automatic control systems
Insertion of robotics and
informatics

Must
treatments

Process
improvement

Grape
treatments

Figure 3. Technological improvement in the enological indus-
try (5).

Grapes

 Destemming, 
crushing

Must with
pomaces

SO2 addition

Storage in
tanks

Pomaces, pressing,
first pressings

Malolactic
fermentation

Free-run
wine

Drawing off

Competition of
alcoholic fermentation

Racking

Stabilization by fining
and refrigeration

Filtration

Aging in
wood

Racking and/or
filtration

Bottling

Bottling

Maceration and
fermentation on skins

Figure 2. Scheme of a process for red wine preparation (fermen-
tation with skins on). Terms are defined as follows. Destemming-
crushing: The operation that mechanically removes the stems
from the grapes and liberates the juice. Maceration: Contact of
the must with the solid parts (skins and seeds) of the berries to
enrich the juice with skin constituents. The maceration conditions
(temperature, duration, pumping oversystem) change in relation
to the grape variety and to the organoleptic characteristics of the
wine produced. Alcoholic fermentation: With natural or selected
yeasts. Malolactic fermentation: The biological decomposition of
malic acid can be carried out soon after alcoholic fermentation or
during storage (aging).

must, and the wine have an influence on the processes of
clarification and filtration, the processes of extraction of
color and aroma, and the stability of the wine (6–10). It
must, however, be remembered that the use of enzymes in
the wine industry, apart from pectolytic enzymes, remains
extremely limited for a series of reasons that can be sum-
marized as follows:

• The traditionalism of the wine industry, which is still
anchored to classical methods

• Limitations of enzymic activity connected with the
composition of the must and the wine (low pH, eth-
anol concentration, presence of tannins, and a fairly
low working temperature compared to the optimum
for enzyme preparations)

• Legal restrictions

However, during the past few years, research has sug-
gested the use of enzymes that catalyze the transformation
of glucan (glucanase), proteins (peptidase), and polyphen-
ols (laccase, peroxidase, phenolase, and tannase), all of
which are compounds that condition the stability and or-
ganoleptic characteristics of wines. Particular attention
has been paid to glycosidases that are able to free odorous
compounds by hydrolyzing terpene glycosides.

Pectolytic Enzymes

Pectolytic enzymes have been widely used for many years,
because they act on the pectins. Pectins are complexes of
acids (homogalacturonan and rhamnogalacturonan) and
neutral polysaccharides (arabinan, galactan, and arabi-
nogalactan) that are found in the must in colloid form.
They act as protective colloids, causing problems in the
clarification and stabilization (11–13).
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Enzymes that can act on the pectic substances are usu-
ally classified into two groups, as shown in Figure 4
(14,15): de-esterifiers (pectinmethylesterase) and depoly-
merases that catalyze both hydrolysis (polygalacturonase)
and b-elimination reactions (pectin lyase and pectate ly-
ase). Purified enzymic preparations from cultures of mi-
croorganisms normally contain polygalacturonase and ly-
ases associated with hemicellulase and cellulase. However,
the presence of pectin methylesterase must not be too
great in order to limit the liberation of methanol, which is
found esterified with the carboxylic groups of the galac-
turonic acid in the pectic molecule (16). Pectolytic enzymes
are used at vintage time in the preparation of both white
and red wines. Italian law permits the use of pectolytic
enzymes in the processing of pressed grapes, the must to
be used for producing white wine, musts and wines ob-
tained using the thermovinification system, and wines af-
ter they have been separated from the pomaces (Ministe-
rial Decree of 8 September 1976, G.U.I.). In the context of
numerous experiments that have been carried out during
the past few years as well as the development of new com-
mercial products, various authors have evaluated the in-
fluence of the use of these enzymes on the extraction of
juice, color, and aroma and on the clarification and filtra-
tion processes. Ough and Crowell (17) investigated the ef-
fect of the use of some exogenous pectolytic enzymes at
pressing on the must yields, turbidity, and solids, using
different varieties of grapes. The enzyme-treated samples
gave better juice yields than the untreated samples. The
amount of sediment after overnight settling was less for
the controls. After racking and centrifuging, the enzyme-
treated juice samples were clearer and contained fewer in-
soluble solids.

The addition of pectolytic enzymes has a favorable in-
fluence on the clarification of musts and, consequently, also
has a positive effect on such parameters as viscosity and
filterability (18,19). The treatment of crushed grapes with
pectolytic enzymes in the production of red wine leads to
a more rapid and complete breakdown of the cell wall of
the skin. This leads to greater extraction of anthocyanins
and, thus, to an increase in color, although the results may
vary according the cultivar of grapes used (20).

Rational use of pectolytic enzymes, especially in the
case of grapes particularly rich in pectic substances (e.g.,
muscat) makes it possible to improve the economics of the
process (e.g., through reduction in time required, better
use of equipment, and reduction in loss of must and wine)
without negatively altering or modifying the quality char-
acteristics of the final product (21,22).

b-Glucanase

Glucan is a polysaccharide with a high molecular weight
(Mr 105 � 106), consisting entirely of glucose subunits. It
is a (1–3:1–6)-b-D-glucan. It is found in must and wines
from grapes infected by Botrytis cinerea (23). In these
wines, the glucan is of great technological importance be-
cause it tends to clog the filters if a quantity is present by
forming a glutinous layer on them. This causes consider-
able problems in clarification and filtration. In order to
solve this problem of clogging, an enzyme treatment was

set up in the 1980s, based on b-glucanase, which hydro-
lyzes the glucan excreted by the Botrytis cinerea (25).

Experiments carried out by Villettaz (9,26,27) and
Wucherpfenning and Dietrich (28) to evaluate the efficacy
of b-glucanase have demonstrated the technological and
economic importance of this enzyme in improving the fil-
terability of wines produced from grapes affected by Botry-
tis.

b-glucanase has been included in the practices and
treatments permitted by the EEC, although the conditions
for use have yet to be defined (29,30).

Proteolytic enzymes

In winemaking, treatments are carried out to lower the
protein content, because in must and wine, proteins are
found in colloidal dispersion, which can become insoluble,
forming haze and precipitates (31,32). When this occurs
during processing it causes delays, but if it occurs when
the wine is already on sale it causes economic loss. This
phenomenon occurs predominantly in white wines and
only very rarely in red wines. Red wines contain tannins,
which are believed to react with the proteins to form in-
soluble tannoprotein compounds. During fermentation and
aging, this leads to a drastic reduction in the protein levels
(33). Although the proteins responsible for the instability
have not yet been well characterized, it seems that the pro-
tein fractions of lower MW (12,600 and 20,000 to 30,000)
and lower Pi (4.1 to 5.8) and glycoproteins are the major
and most important fractions contributing to protein in-
stability in wines (34). Treatments with proteolytic en-
zymes have been tried as an alternative to using tradi-
tional finings such as bentonite. These enzymes cause
hydrolysis of the proteins into amino acids or short-chain
peptides that are completely soluble in the wine (35–37);
however, intervention with exogenous enzymes is not free
from problems. Many of the traditional proteases (papain,
pepsin, and trypsin) are not suitable for use in wine; they
require high temperatures that are deleterious to wine
quality, and they do not have their optimal pH in the range
of 3 to 4, which is ideal for wines. For these reasons, studies
have mostly been directed toward the use of acid proteases
of fungal origin in free and immobilized forms; however, so
far the results have not always been positive. Modra and
coworkers (38) assessed the action of commercial pepti-
dases on proteins isolated from muscat grapes. This treat-
ment modified the HPLC elution profile of a high relative
molecular weight fraction containing protein. The most
generally discernible change was a decrease in the Mr

23.000 peak, with a concomitant increase in the 10.000 Mr

peak, and a loss of resolution in both. The change in protein
profile varied among the peptidases, but none of the en-
zymes gave complete proteolysis after 7 days. The tests
carried out on muscat must confirmed that the peptidases
modified the proteins; however, their efficacy was not suf-
ficient to make the wine stable, and treatment with ben-
tonite was required.

Woiwodow et al. (37) tested the action of an acid pro-
tease from Aspergillus niger immobilized on Sylochrom
C-80 on the proteins of white table wines. Experiments
were carried out with different quantities of enzyme (2 to
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10 g/L) and with different times of contact (2 to 48 h) at a
temperature of 23 to 25�C. Complete stability of the wine
was reached after prolonged treatment (48 h) with very
high quantities of immobilized enzyme (10 g/L). In other
tests, electrophoresis of the proteins isolated from the wine
before and after treatment showed a diminution in both
number and intensity of protein fractions, but the wine
was not completely stable. Bakalinsky and Boulton (35)
studied the use of food-grade acid protease (from A. niger)
covalently linked to agarose spheres of 100 lm. Four types
of wine were treated at temperatures of 30 and 37 �C in a
recirculating flow packed-bed reactor containing 226 mg of
dry weight conjugate. At the end of the treatment, the
wines were subjected to heat-stability testing. The results
showed that the enzyme, although active in all of the wines
tested, achieved protein stability only in Riesling wine.
The Riesling was the only wine whose pH was adjusted to
3.0 for treatment, whereas the other wines were treated at
their natural pH levels (Sauvignon blanc, 3.65; chardon-
nay, 3.57; Gewürztraminer 3.59). The pH adjustment may
have been the cause of the successful stabilization.

That immobilized protease was active in the wine but
failed to have any significant effect on the protein stability
may indicate that the proteases do not hydrolyze the pro-
tein fractions responsible for the instability or that the hy-
drolysis occurs along with the formation of products that
are still unstable. If the potentially unstable wine proteins
were complexed with polyphenolic compounds, one would
expect them to be more resistant to enzymic hydrolysis.
Currently, the use of free or immobilized proteases to sta-
bilize wine requires more information on the nature of the
proteins, their interactions with the other components of
wine, and the conditions that cause them to become insol-
uble. Furthermore, sensory evaluation of the treated wine
is recommended to assess possible detrimental alterations
in flavor caused by the probable increase in peptide con-
tent. Small hydrophobic peptides, in particular, are rec-
ognized as having a bitter flavor (39).

Enzymes with Specific Action for Polyphenols

Phenols in wine predominantly arise from the grapes and
are primarily flavonoid. They are crucial components in
wines because of their basic importance to the color and
flavor. Flavonoids (catechins, proanthocyanidins) are also
responsible for discoloration, turbidity, and flavor changes
in wines. Review of the importance of phenolic compounds
in grapes and wine has recently been published (40,41).
Chemical and enzymic oxidation of phenolic compounds
leads to the formation of highly reactive intermediates
(quinones) that interact with amino acids to reduce sugars
and alcohol and give rise to chromophores and volatile sub-
stances (40,42,43). This results in a loss of freshness, any-
where from yellowing to browning of the wine, and turbid-
ity (42,44). A summary of these reactions can be found in
Figure 5.

The removal of polyphenols is a common practice in
winemaking processes to prevent discoloration and to ob-
tain stabilization against oxidation, especially in white
and rose wines (45). Wine technology tends toward the
adoption of systems for extraction of the must that limit

the solubilization of oxidizable substances (46) and toward
the use of finings (gelatin and casein), adsorbants (active
carbon), and polyvinylpolypyrrolidone (PVPP) (47,48). The
use of these additives in wine production is aimed at re-
duction of the level of polyphenols and compounds that cat-
alyze their transformation, particularly enzymes and
heavy metals. To limit the amount of treatment with
chemical-physical agents, it has been suggested that en-
zymes active against polyphenols (oxydases, hydrolases,
and transferases) be used in the prefermentative phase.
The aim of this is to set off a process of enzymic oxidation
of polyphenols in the must under controlled conditions, so
as to destabilize them and accelerate the process of poly-
merization and flocculation. Enzymes and reactions are
shown in Table 1. The possibility of eliminating or achiev-
ing reactivity loss of the polyphenols responsible for wine
instability has been tested on the bench and on a pilot scale
using enzymic preparations containing, respectively, tan-
nase (from Aspergillus sp.), phenolase (prepared as an ex-
tract or acetoin powder from Agaricus campestris), and lac-
case (from Polyporus versicolor in a liquid culture, partially
purified) (47,49).

These different enzyme treatments were compared with
each other, and some were then compared with conven-
tional systems of stabilization. The polyphenol concentra-
tion in wines prepared from the same, but differently pro-
cessed, pinot grapes showed that laccase was more
effective than the other enzymes tested and produced a
wine with a more stable color (Table 2). The possibility of
using laccase was checked on a pilot scale with the must
from Trebbiano grapes. Laccase treatment was compared
with clarification carried out with casein, active carbon,
and bentonite, with or without sulphur dioxide. The use of
the enzyme was shown to be highly effective, preferable or
practically identical to the results from traditional pro-
cessing. The wines treated with laccase had different and
better organoleptic maderization-resistant features (47).
In the case of muscat and Riesling, the action of laccase
(8,300 units/L) was compared with that of fining agents
(gelatin/SiO2) (50). The results obtained with muscat must
without SO2 and Riesling must with SO2 (150 ppm) (Table
3) shows that the enzymic treatment is highly effective,
preferable, or practically identical to traditional process-
ing, especially when using must without sulphur dioxide
(Table 3).

These interesting results allow us to conclude that lac-
case prefermentative treatments make it possible to elim-
inate instability in white wines caused by oxidizable poly-
phenols. Obviously, the process of winemaking must
include physical (e.g., ultrafiltration) or chemical (e.g., ad-
dition of sulphur dioxide, deproteinization) systems that
make it possible to eliminate the enzyme. The enzymic
treatment coupled with a filtration system (filtration by
diatomaceous earth, PVPP, or silica of ultrafiltration) is
probably a technique that gives sufficient stability for
white wines.

Glycosidases Acting on Precursors of the Aroma

The aroma of grapes includes volatile free odorous sub-
stances, especially terpenes (linalool, geraniol, nerol, citro-
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Figure 5. Possible reactions of
maderization.
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Quinones
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(phenolic acids, flavans)
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alcohols

Oxygen, catalysts
(iron, copper,

polyphenoloxidases)

Products (e.g., volatile
aldehydes) that alter

the flavor

Color browning,
cloudiness, precipitation

Table 1. Phenolic Enzymes

Oxidases

Peroxidase (EC 1.11.1.7)
Donor (catecol) � H2O2, oxidized donor (quinone) � 2H2O

o-Diphenoloxidase (catecholoxidase, polyphenoloxidase,
phenolase, tyrosinase, cresolasea) (EC 1.10.3.1)
2 o-Diphenol � O2; 2 o-quinone � 2H2O

p-Diphenoloxidase (laccase) (EC 1.10.3.2)
2 p-Diphenol � O2; 2 p-quinone � 2 H2O

Hydrolases

Tannin acylhydrolase (tannase) (EC 3.1.1.20)
Galloylglucose, gallic acid � glucose

Anthocyanase (EC 3.1.1)
Anthocyanidin 3-monoglycoside, anthocianidin � hexose

aMonophenol � O2 � 2e�, o-diphenol � O2�.

Table 2. Polyphenol Content and Color Increases Found
in Maderization Test of Pinot Wines Obtained by Various
Enzyme Treatments

No
enzyme Laccase Phenolase Tannase

Polyphenol (mg/L)

Total 339 310 319 333
Nontannic 267 261 284 284

Color

E420mm (�1,000) 92 82 78 64
Increase due to

maderization test 121 95 160 156

Source: From Ref. 47.

Table 3. Comparison of Untreated and Use of Fining
or Laccase Enzyme on Total Phenolics and Catechins
of Muscat and Riesling Must

Untreated Fining Laccase

Muscat (raw)

Total phenolics 232 184 90
Catechins 43 56 30
Color E420mm (�1,000) 226 99 89

Riesling (150 ppm SO2 added)

Total phenolics 303 282 286
Catechins 29 28 29
Color E420mm (�1,000) 83 53 60

Note: Total phenolics expressed as mg/L gallic acid, and catechins expressed
as mg/L d-catechin.
Source: From Ref. 48.

nellol, �-terpineol, linalool oxide) that play a fundamental
role in giving character to certain cultivars, for example,
muscat (51–53). In addition, grapes also include com-
pounds called aroma precursors, which are glycosides
mainly of linalool, nerol, and geraniol (for example 6-O-�-
L-arabinofuranosyl-b-D-glucopyranosides, 6-O-�-L-rham-
nopyranosyl-b-D-glucopyranosides and b-D-apiofuranosyl-

b-D-glucopyranosides (54–57). The ratio between bound
and free monoterpenols ranges from 1 to 5 in juice grape
cultivars of muscat and Riesling and can be as high as 15
in the Gewürtztraminer variety (58,59). From a technolog-
ical point of view, the existence of such bound forms is in-
teresting because these glycosides, nonvolatile precursors,
can give flavoring aglycones when hydrolytic reactions
take place. High-temperature acid hydrolysis can be used,
but it may lead to extensive rearrangements of the terpen-
ols. A study of the transformations of the terpenic com-
pounds has in fact shown that, as the pH of the aqueous
medium diminishes, the hydration and cyclization of lin-
alool increase (60).

Enzymic methods are attractive for increasing the con-
centration of free flavorants with minimal changes in the
natural monoterpene composition. Recent studies have
shown that enzymic hydrolysis occurs in two stages, fol-
lowing a sequential mechanism illustrated in Figure 6. In
the first stage, the intersugar linkage is cleaved by arabi-
nofuranosidase, rhamnopyranosidase, or apiofuranosidase
(depending on the structure of aglycon moiety), and the
corresponding monoterpenyl-b-D-glucosides are released.
In the second stage, the liberation of monoterpenols takes
place after action of a b-glucosidase on the previous mono-
terpenyl b-D-glucosides (62,63).
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Figure 6. Sequential mechanism of terpene glycosides enzymic hydrolysis (61).

In the search for an enzymatic compound suitable for
the hydrolysis of these precursors, different commercial
products (pectinase, cellulase, hemicellulase, lypase, and
protease) have been tested. Some of the preparations
tested have contemporaneously good �-arabinofuranosi-
dase, �-rhamnopyranosidase, and b-glucosidase action,
but their efficacy in the must and wine is a function of
numerous factors (64). The efficiency of hydrolysis of mono-
terpenyl b-D-glucosides by b-glucosidases was found to be
dependent on the structure of the aglycon and the origin
of the enzyme. Moreover, the efficiency of b-glucosidase is
influenced by the concentration of glucose and gluconolac-
tone, and in sweet wines, the hydrolysis is interrupted at
the stage of the monoglucoside without freeing the odorous
monomers. In the case of dry wines, on the other hand,
there is a considerable increase of most of the free terpenes
(65). Considering that the glycosidases used so far have not
given the results hoped for, and that this is principally be-
cause of the properties of b-glucosidase, the hydrolytic ac-
tivities of various plant and fungal b ;-glucosidases toward
terpene glycosides are being studied. The goal of these
studies is to find an enzyme with large aglycon specificity
and good stability to low pH as well as tolerance to glucose
and ethanol.

USE OF SELECTED CULTURES AND INNOVATION
IN THE FERMENTATION PROCESS

Of the two fermentation processes, alcoholic fermentation
causes the transformation of sugars into ethyl alcohol and
CO2, whereas malolactic fermentation causes the transfor-

mation of malic acid into lactic acid and CO2. However,
both processes produce compounds (organic acid, alcohols,
ester, and carbonilic compounds) that influence or deter-
mine the organoleptic characteristics of wines and so play
a fundamental role in fixing wine quality (3,66–68). For
this reason, the microorganisms responsible for these
transformations, yeast and bacteria, have for some time
been the object of great interest. The work of Pasteur
(1886) was followed by numerous studies of the microflora
of grapes and of the factors that regulate the equilibria
between the various species and their metabolism. In fact,
a great variety of microorganisms are present in grapes
and musts, and the yeasts responsible for alcoholic fer-
mentation are but a small part of them (69–71). The fer-
mentative yeasts (particularly Saccharomyces cerevisiae
and related species) generally predominate because the
chemical composition of the must is more favorable for
their development than for that of other eumycetes and
schizomycetes (72,73). However, it is difficult to control al-
coholic fermentation that develops naturally, because cer-
tain parameters (such as temperature, degree of oxygen-
ation, degree of clarity of the must, and phenomena of
microbial antagonism) can modify the natural selection
and therefore condition the development and completion
of the process. This alters the ratio between the principal
(ethanol and CO2) and secondary (acetic acid, succinic acid,
acetoin, 2,3-butanediol, acetaldehyde, glycerol) products.

Because it is impossible to cover in this review even all
the main aspects of microbial biochemistry involved in
winemaking and the influence of certain environmental
conditions on grape must fermentation, textbooks or re-
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Table 4. Some Characteristics of Sacchromyces cerevisiae
Affecting the Winemaking Process

Desirable

Rapid initiation of fermentation
Efficient conversion of grape sugar to alcohol
Ability to conduct even fermentation
Ethanol tolerance
Ability to settle rapidly at the end of fermentation to aid

clarification
Fermentation at low temperatures such as 10–14�C
Retention of viability during storage
Sulfur dioxide resistance (sulfur dioxide is normally used in

winemaking)
Production of desirable fermentation bouquet and reproducible

production of the correct levels of flavor and aroma
compounds

Killer factor or resistance to killer toxins
Film-forming capacity

Undesirable

Production of sulfite, hydrogen sulfide, or mercaptan
High production of acetaldehyde, acetic acid (volatile acidity),

ethyl acetate, and higher alcohols
foaming capacity
Production of urea, which can result in the formation of ethyl

carbamate

views should be consulted for more detailed information
on these topics (66,72,74–80).

Selected Saccharomyces cerevisiae

To overcome the problems mentioned earlier, for many
years it has been standard practice, especially in the pro-
duction of white wine, to use dry pure cultures of enologi-
cally suitable species (in particular Saccharomyces cerevi-
siae and all its physiological variants) with known
properties. This ensures a quicker start to alcoholic fer-
mentation (thanks to the massive addition of yeast), pre-
vents the development of atypical microflora, and therefore
eliminates the uncertainty and variation that occur in
spontaneous alcoholic fermentation (50,66,76). Selected
culture has therefore been the subject of many investiga-
tions that have considered the desirable characteristics of
wine yeasts and their influence on the composition of wine
and its organoleptic characteristics. Numerous properties
of yeasts have been studied: some are always desirable,
and others are always undesirable (Table 4) (81).

During the past few years, the wine industry has looked
with interest at yeast genetics and strain development pro-
grams in order to obtain modified yeasts suitable for wine-
making technologies that do not impair the flavor and bou-
quet of the final product. Yeast geneticists have carried out
programs of genetic improvement to obtain new yeast
strains that possess a high fermentation rate and high eth-
anol production as well as other relevant winemaking
characteristics (82,83). This program has used both clas-
sical genetics (e.g., hybridization through conjugation be-
tween spores or aploid cells) and more recent biotechno-
logical methods, such as somatic hybridization through

fusion of protoplasts induced chemically or physically and
transformation through the introduction of fragment of ex-
traneous DNA using molecular vectors. Some reviews on
this topic have recently been published by Falcone and
Frontali (84) and by Pretorius and van der Westhuizen
(85).

Thus far, it has been possible to eliminate foaming ca-
pacity of strains thought to be highly suitable for inducing
alcoholic fermentation (86,87). Certain wine yeast strains
produce proteins that are responsible for the foaming as-
sociated with fermentation. Excessive foaming during
wine fermentation is an undesirable characteristic of wine
yeast strains. The formation of a froth head can result in
the loss of grape juice or reduce the capacity of plant equip-
ment, because part of the fermentation vessel may have to
be reserved to prevent the froth from spilling over. Foam-
iness also detracts from the visual appeal of the product
(88).

Furthermore, it has been possible to effect genetic
marking (89) to differentiate the selected strains from
those of the indigenous microflora (always present in
musts) and to give the killer phenotype to a strain (90–92)
to increase its competitiveness with indigenous flora. The
killer phenomenon is related to the ability of some yeasts
to secrete toxic proteins that are lethal for so-called sen-
sitive strains (93).

Particular attention is being given to the following pos-
sibilities: (1) introduction of the flocculent characteristic
into yeast strains to facilitate the separation of cells from
wine at the end of fermentation (94–97); (2) introducing
malolactic enzymic activity into yeasts with the object of
effecting alcoholic fermentation and malolactic fermenta-
tion with a single microorganism (yeast), a modification
that would yield obvious technological advantages (98);
(3) obtaining modified strains for the production of the
aroma components (esters, fatty acids, and alcohols) (99);
and (4) obtaining strains that do not produce H2S, a com-
ponent responsible for organoleptic alterations in the wine
(100).

Achievements are still modest in the field of genetic im-
provement of enogical strains because of various factors:
(1) the complex genetic background of industrial strains
(ploidy, homothallism, poor sporulation, etc.) (101–104);
(2) the impossibility of describing the genetic basis of most
enological characteristics and, thus, of elaborating simple
screening tests for them (85,105); and (3) the presence of
indigenous microflora in the must that, unlike other sub-
strata, cannot be subjected to sterilization without altering
the wine characteristics.

Process Innovation in Alcoholic Fermentation

Another line of research that has developed in the field of
enology is the search for and optimization of new processes
that are able to meet the technological and organizational
needs of the industry (greater productivity, reduction in
the time needed for the process, reduction in capital and
running costs). In this field, we can mention the use of
yeasts immobilized in natural nontoxic polymers or con-
tained in a microporous membrane and of the cell-recycle
batch fermentation process (CRBF) for the preparation of
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Base wine

Bottling

+ Free yeasts
+ Saccharose

           + Immobilized yeasts
+ Saccharose

Secondary fermentation
at 12–18 °C (30–60 days)

Contact with the yeast
(2–3 years)

Shaking and turning
(remuage) (15–90 days)

Freezing of wine in the
neck of the bottle

Disgorging (degorgement)

Corking, labeling, and casingSparkling
wine Figure 7. Scheme of the process for bottled spar-

kling wine preparation with traditional methods and
with immobilized yeast.

white wines and sparkling wines. The advantages that are
sought are summarized in this section.

Bottle-Fermented Sparkling Wines (Champenois Method).
It would be desirable to eliminate the phase of remuage,
with a considerable savings in labor and time, thanks to
instant sedimentation of the immobilized yeasts by grav-
ity. Sparkling wine produced by the champenois method is
characterized by fermentation of wine in the bottle, to
which sugars, yeasts and other fermenting agents have
been added (Fig. 7). The bottles thus prepared are stacked
horizontally in thermoregulated environment (12 to 18 �C)
where the secondary fermentation is carried out. Once fer-
mentation has terminated and the wine has been in con-

tact with the yeast for at least a year, the bottles are turned
frequently and inclined (an operation referred to as re-
muage), so that the yeast sediment slides toward the bottle
neck and settles on the stopper. The sediment is then elim-
inated by degorgement. Remuage is both long and arduous
in that it requires a large amount of labor over a long pe-
riod of time (1 to 4 months) and the occupation of large
wine cellars. By using immobilized yeasts, it is possible to
move directly from the stacks to degorgement with a sav-
ing in production costs of about 80% when compared with
the traditional method (106).

Production of Sparkling Wine in Tanks (Charmat Process).
The possibility of using a high cellular concentration and
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Figure 8. Scheme of a process for spar-
kling wine preparation by the close tank or
Charmat methods. A, closed tank for sec-
ondary fermentation; B, tank for refriger-
ation; C, fieter; D, tank for ready to be bot-
tled; E, isobarometric bottling.
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Filtration
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thus of obtaining a very high rate of reaction so as to
achieve a continuous process (107) is another desiderable
innovation. This would allow a reduction in the dimension
and number of pressure tanks, with a diminution in the
costs of running and equipment. In the bulk process for
sparkling wine production, the Charmat method (Fig. 8),
sugars, other nutrients, and yeasts are added to the base
wine, and the second fermentation occurs in large stainless
steel sealed tanks. The sparkling wine is then filtered,
fined, and bottled. This process is the cheapest for produc-
ing sparkling wines, but it still requires a considerable
number of expensive tanks.

Use of Yeast Entrapped in Wine Production. The possi-
bility of improving the rate and efficiency of transforma-
tion by increasing the concentration of yeast would be an
advantage in general wine production. In this way, a linear
development of the fermentative process is achieved, ex-
cluding the yeast induction phase and exponential growth.
This reduces the time required by the fermentative process
and the final level of the secondary products of fermenta-
tion (acetaldehyde, acetic acid, products of catabolism of
the amino acids, etc.) that accumulate in the first phase of
fermentation when the biomass is formed (50).

The use of yeasts entrapped in calcium alginate and in
other materials has been investigated by Cantarelli (50);

Duteurtre et al. (108); Lemonnier and Duteurtre (109);
Loureiro (110); Zamorani et al. (111); and researchers at
our Institute (106,112–115). This research has made it pos-
sible to observe the following:

• Of the various compounds used for entrapment—
agar, agarose, calcium alginate, barium alginate, j-
carrageenan, gelatin, pumice stone, porous porcelain,
controlled porous glass, and dyalysis membranes—
agar and calcium alginate gel are the most suitable
for fermentation (110).

• The retention power of the immobilizing matrix is in-
versely linked to the fermentative capacity of the
yeast and to the alginate/yeast ratio (112).

• The presence of structural constituents of alginate
(uronic acids) in the wine may be ignored up to bead
content equal to 14 g/bottle (106).

• The phosphate and tartaric, malic, and citric acids
present in wine do not have a disintegrating effect on
the structure of the alginate (106).

• The enrichment of cells that proliferate in nucleic ac-
ids, reserve polysaccharides (trehalose and glycogen),
and structural polysaccharides (mannan and glucan)
is not reflected in a variation in the content of the
wine (106).
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Table 6. Free Amino Acids and Aroma Components of
Sparkling Wines Produced by Free and Immobilized
Yeast in 3% Alginate

Free
yeast

Immobilized
yeast

Amino Acids

Histidine (mg/L) 38.60 36.80
Asparagine (mg/L) 167.76 253.62
Arginine (mg/L) 542.11 612.24
Serine (mg/L) 67.83 65.88
Aspartic � glutamic acid (mg/L) 152.39 147.50
Glycine � threonine (mg/L) 88.17 84.16
Alanine (mg/L) 362.0 359.5
c-Aminobutyric acid (mg/L) 151.2 145.8
Proline (mg/L) 227.03 220.97
Valine (mg/L) 22.75 23.08
Methionine (mg/L) trace trace
Tryptophan (mg/L) trace trace
Phenylalanine (mg/L) 17.70 18.38
Isoleucine (mg/L) 31.52 31.67
Ornithine (mg/L) 18.58 19.54
Lysine (mg/L) 12.53 14.26
Tyrosine (mg/L) trace trace
Total nitrogen (mg/L) 534 528

Esters

Ethyl butyrate (mg/L) 0.38 0.27
Ethyl caproate (mg/L) 0.53 0.52
Ethyl pyruvate (mg/L) 0.56 0.43
Ethyl lactate (mg/L) 143 113
Diethyl succinate (mg/L) 0.63 0.60
Isobutyl acetate (mg/L) 0.13 0.08
Isoamyl acetate (mg/L) 1.15 0.82

Alcohols

Methyl alcohol (mL/100 mL of EtOH) 0.03 0.03
1-Propanol (mg/L) 29 31
1-Butanol (mg/L) 1.62 1.23
2-Methyl-1-propanol (mg/L) 55 52
2-Methyl-1-butanol (mg/L) 24 19
3-Methyl-1-butanol (mg/L) 100 94
Hexanol (mg/L) 1.46 1.33
Benzyl alcohol (mg/L) trace trace
b-Phenylethanol (mg/L) 17.1 16.7

Acids

3-Methylbutanois acid (mg/L) 0.55 0.57
Caproic acid (mg/L) 3.70 0.57
Caprylic acid (mg/L) 5.63 4.98

Note: Test with immobilized yeast: yeast dry weight, 20 mg/L gel; 4 g of
beads/bottle. Chemicals were analyzed at the end of the fermentation.
Source: From Ref. 114.

Table 5. Analytical Characteristics of Sparkling Wine
Produced by Free Yeast Cells and Yeast Cells Immobilized
in 3% Alginate

Free
yeast

Immobilized
yeast

Ethanol (% vol) 12.29 12.29
Sugar (g/L) 2.3 1.7
Ashes (g/L) 1.48 1.48
Ashes alkaline (mequiv/L) 11.0 11.0
pH 3.25 3.21
Titratable acidity (g/L) 6.79 6.93
Volatile acidity (g/L) 0.36 0.34
Tartaric acid (g/L) 1.73 1.82
Malic acid (g/L) 1.47 1.47
Lactic acid (g/L) 2.10 2.06
Citric acid (g/L) 0.20 0.24
Succinic acid (g/L) 0.40 0.44
Pyruvic acid (mg/L) 47.5 49.7
�-Ketoglutaric acid (mg/L) 58 63
Acetaldehyde (mg/L) 71 68
Glycerol (g/L) 5.90 5.60
Color (410 nm) 0.073 0.072
Gauge pressure CO2 at 20�C (atm) 8.0 8.3
Calcium (mg/L) 66.5 65.5

Source: From Ref. 114.

• When the concentrations of alginate and cells in
beads are equal, then the smaller the inoculum at
draught, the greater the cellular release; however,
this release can be avoided by using nonproliferating
yeasts (106).

As for the evaluation of the influence of the alginate
immobilization technique on the fermentative process,
the composition, and the organoleptic characteristics of the
bottled sparkling wine, Fumi et al. (114) observed that
the use of immobilized cells does not cause any significant
change in the second fermentation process. The main com-
ponents (ethanol, organic acids, total nitrogen, and higher
alcohols) are not appreciably different in sparkling wines
obtained by immobilized yeast when compared with tra-
ditional sparkling wines (Table 5), but some differences are
found as regards certain amino acids and some aroma com-
ponents (Table 6). As shown by tasting, however, these
differences do not affect the organoleptic characteristics.
Sensory evaluation of sparkling wines obtained with im-
mobilized yeasts versus a control was performed using a
duo-trio test and black glasses.

Divies (116) and Duteurtre (108) conducted compara-
tive tests with free and calcium alginate immobilized
yeasts for bottled sparkling wine production, and they also
noted that there are no variations in the principal chemical
or physical characteristics.

Experiments to avoid cell release were performed by
coating alginate/yeast beads with a protective cell-free
alginate gel layer. These studies were carried out by Du-
teurtre (108), Fumi et al., (106), and Loureiro (110) for bot-
tled sparkling wine production. A complete bottle fermen-
tation was achieved without cell release, independent of
the different conditions adopted—concentration of the al-

ginate, time of gelification, and CaCl2 concentration. How-
ever, Ors et al. (117) noted that the double layer must have
a minimum critical thickness, equal to 0.2 mm, in order to
avoid cellular release.

In an assay where agar cylinders covered with a pro-
tective layer of agar without cells were used, equally sat-
isfactory results were not achieved (110).

Although the problem of cell release from the immobi-
lization matrix during fermentation may be solved, there
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Table 7. Chemical Composition of Sparkling Wines
Obtained with Charmat Methods by Free and
Immobilized Yeasts

Free yeast Immobilized yeast

Ethanol (v/v %) 10.60 10.62
Sugar (g/L) 4.5 4.7
pH 3.07 3.07
Total acidity (g/L) 5.70 5.78
Volatile acidity (g/L) 0.25 0.28
Tartaric acid (g/L) 2.37 2.28
Malic acid (g/L) 0.58 0.53
Lactic acid (g/L) 1.81 1.85
Succinic acid (g/L) 0.41 0.47
Glycerol (g/L) 4.79 5.08
Acetaldehyde (mg/L) 49 53
Total nitrogen (mg/L) 205 199
Calcium (mg/L) 81 87
n-Propanol (mg/L) 30 30
Isobutyl alcohol (mg/L) 55 62
Amyl alcohols (mg/L) 125 125
Higher alcohols (mg/L) 210 217
OD660nm �1 0.003

Source: From Ref. 115.
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Figure 9. Scheme of the system used in the production of spar-
kling wine in tanks with immobilized yeast (117); A, bioreactor
with immobilized yeast; B, sealed tank; C, syrup tank; D, sampling
taps; M, manometers; T, thermometers.

are other difficulties to overcome for the industrial appli-
cation of calcium alginate immobilization. The possibility
of supplying wineries with ready-to-use immobilized cells
would be a significant step for the implementation of this
technique. For this, Loureiro (110) has performed freeze-
drying experiments of cells immobilized by gel occlusion.
These tests with different polysaccharide gels showed that
it was possible to freeze-dry without changing bead shape
using either j-carrageenan or j-carrageenan plus calcium
alginate. However, cell release always occurred, and fur-
ther studies will be necessary to optimize the thickness
and rigidity of the protective bead layer for controlling cell
release.

Lemmonier and Duteurtre (109) developed a device con-
sisting of a small cartridge containing two microporous
membranes, one hydrophilic and the other hydrophobic,
which is filled with yeast and placed in the neck of the
bottle. The two membranes hold the yeasts captive, en-
abling a free and total exchange between the yeasts and
the wine. When the cap is opened, the cartridge is auto-
matically ejected. The first results showed that production
of sparkling wine with immobilized yeasts occurs in a man-
ner similar to that using traditional methods with free
cells. Some differences have been noted regarding protein
and polysaccharides (118).

The use of a continuous fermentative system with a cal-
cium alginate immobilized yeast bioreactor was tested by
Fumi et al. (115) for the production of sparkling wines in
tanks. The experimental system is shown in Figure 9. The

general idea was to run the second fermentation outside
the principal stainless steel tank using equipment that
could easily be moved from one tank to another. The tests
were carried out by placing 2 L of 1.5% alginate and 8%
yeast beads (yeast inoculum was 250 g dry weight) or 3 L
of 1.5% alginate and 10% yeast (yeast inoculum was 500 g
dry weight) distributed or not on five distanced supports
of pierced stainless steel, in a 10-L bioreactor. The base
wine (9.95% v/v ethanol, 5.61 g/L titratable acidity, pH
3.04) was continuously supplied at a rate of 5 L/h and su-
crose syrup at 0.14 L/h. The results showed that a high
concentration of immobilized yeasts and a distribution of
immobilized yeast mass in the bioreactor greatly affect the
fermentation rate, making the process faster than the tra-
ditional one (78 h, as compared to 10 to 15 days needed for
the traditional process). The sparkling wines have a com-
position (Table 7) comparable to that of traditional spar-
kling wines, and sensory evaluation (expert panel of eight
tasters) of immobilized test versus control did not show
significant differences at a level of p � 0.05.

The influence of cell-recycle batch fermentation process
on sparkling wines produced in pressure tanks was studied
by Ciani et al. (119). They noted a reduction in the time of
fermentation as well as an improvement in ethanol pro-
ductivity and yield. This was linked to the increased in-
oculum and also to the disappearance of the lag phase,
which lasted approximately 150 h in batch. The increase
in ethanol yield is probably correlated with a resting cell
state highlighted by a lower percentage of new cells pro-
duced in steady-state conditions (120). The analytical char-
acteristics of the sparkling wine obtained were not signifi-
cantly different from those of sparkling wine produced by
traditional batch fermentation.

As far as the fermentative process of must is concerned,
Cantarelli (50) conducted comparative tests with free and
calcium alginate immobilized yeasts. A fluidized or
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packed-bed reactor consisting of a 200-L tubular fermenter
with immobilized yeast beads at various concentrations
(maximum 8 g/L) was used for wine production. The re-
sults showed that immobilized yeast, compared with free
yeast, had almost linear fermentation kinetics without a
lag or exponential phase. In addition, organoleptic and
chemiometric evaluation of analytical data both showed
that there were no significant differences in by-products.
Therefore, the final by-product content of wine produced
by a fluid-bed fermenter was lower than by a packed one.

Batch fermentation tests on Riesling grape juice were
carried out by Fumi et al. (113) using two 50-L working
volume fermenters with calcium alginate immobilized
biocatalysts (beads with alginate/yeast ratio of 1.5 wt/dry
wt, reintroduced into 1% alginate and supported by stain-
less steel pierced plates vertically disposed) with surface
area to volume ratios 1.33 and 0.66, respectively. The
immobilized-system kinetic parameters had similar val-
ues, and they were not influenced by the different surface
area to volume ratios of the biocatalysts. Analytical data
showed no detectable differences between the wines ob-
tained by the immobilized system and wines produced tra-
ditionally. During the first phases of fermentation with im-
mobilized cells, the must was kept perfectly clean in both
bioreactors. Nevertheless, at the end of the fermentation
process, a free-cell deposit, caused by yeast leakage from
the beads, was found in the bioreactors.

Selected Lactic Acid Bacteria and Innovation in Malolactic
Fermentation

Malolactic fermentation is an important factor for many
red wines or at least for those high acid wines produced
from grapes grown in cool climate (121,122).

This process is effected by a strain of lactic bacteria of
the genera Leuconostoc, Lactobacillus, and Pediococcus
(67,122,123) and essentially consists of the degradation of
malic acid into lactic acid and carbon dioxide, the conse-
quence of which is a reduction in total acidity (deacidifi-
cation). In addition, the transformation of malic acid is al-
ways accompanied by the fermentation of sugars, which
although on a modest scale has the result of increasing
aroma components such as acetaldehyde, acetic acid, ace-
toin, diacetyl, 2,3-butandiol, ethyl lactate, and high alco-
hols (67,68,122). As a whole, the wine gains in mellowness,
roundness, and fullness and becomes more pleasing to the
palate (68,123).

The difficulties that hinder growth of lactic bacteria in
wine have causes known only in part (pH, ethanol concen-
tration, SO2 concentration, fermentation temperature,
competition between lactic bacteria and other microorgan-
isms, lack of nutrients). Thus, spontaneous biological de-
acidification of wines is not always possible. To help in the
deacidification of wines, it is a common practice to make
use of an inoculum of active indigenous bacteria effected
through the addition of wines where malolactic fermenta-
tion is in process or has just finished. However, this system
does not always give good results and is unsuitable for
those wines that must maintain their peculiar character-
istics unaltered (122).

For quite some time, attempts have been made to in-
duce malolactic fermentation by inoculating the wine with

selected lactic acid bacteria (121). For this purpose, lactic
bacteria have been isolated from musts and wines and
have been selected for their tolerance of ethanol (13 to 14
vol.%) and sulphur dioxide, their capacity to develop in the
pH of wine, their capacity to produce small quantities of
acetic acid, and their capacity to not alter organoleptic
characteristics (121,124,125). Dried or frozen cultures of
selected bacteria suitable for malolactic fermentation have
been on the market for some years. Research carried out
thus far on the efficacy of these preparations has shown
that malic acid is broken down completely if the strain is
previously reactivated in suitable substrata (67,126–130).
Lonvaud-Funel (128) observed that complete breakdown
of malic acid is achieved by using an inoculum containing
up to 107 cells/mL that has been allowed to develop pre-
viously for 24 h in either a synthetic substrate (40 g/L glu-
cose, 3 g/L malic acid, 5 g/L of neopeptone, 50 mg/L of
Mg2�, 20 mg/L of Mn2�, 50 g/L of yeast extract, pH 4.5)
or in a grape juice base substrate.

Some investigators (131–136) have suggested the use of
immobilized lactic bacteria or enzymes to convert malic
acid into lactic acid.

Spettoli et al. (136) immobilized Leuconostoc oenos
ML34 in 1.67% calcium alginate gels and tested their abil-
ity to convert L-malic acid into L-lactic in a red wine having
10.20% v/v alcohol; 7.90 g/L of titratable acidity; pH 3.15;
21 mg/L of total SO2, and 1.50 g/L of L-malic acid. The cells,
in batch reaction, maintained 56% conversion of L-malic
acid after 16 h.

Cuenat and Villettaz (132) immobilized a strain of Leu-
conostoc oenos on alginate (1 vol of 15% dry weight cells in
5 to 12 vol of alginate, 5% (w/v)). A complete degradation
of malic acid (from 6.1 to 0.07 g/L) was obtained in a con-
tinuous system where 25 L of wines (pH 3.3; 11.3% (v/v)
ethanol, 139 mg/L total SO2) was passed through the col-
umns in 5.5 h.

Naouri et al. (134) compared the malic-acid-degrading
ability of a strain of Leuconostoc oenos with that of a strain
of Lactobacillus sp. immobilized in alginate in a high com-
pacting multiphase reactor (HCMR) containing 170 g of
alginate beads and 1.41 L of red wines. After bioconversion
in the reactor, malic acid was almost completely (82%) de-
graded by the immobilized Leuconostoc strain, whereas in-
complete (45%) degradation was obtained with the Lacto-
bacillus strain.

Crapisi et al. (131) reported on the efficiency of a
continuous-flow bioreactor filled with Lactobacillus brevis
immobilized on four types of alginate and j-carrageenan
for the control of malolactic fermentation in wine. Bioreac-
tor efficiency seems to be dependent on gel properties rang-
ing from 34 to 45%, depending on the immobilization ma-
trix used.

Attempts to deacidify wine using malolactic enzyme im-
mobilized on gels have not been successful (137) probably
because of the inactivity of the enzyme at wine pH and
because the required cofactor, NAD, is particularly unsta-
ble in wine.

CONCLUSION

Factors limiting the application of standardized biotech-
nological processes to wine production include the follow-
ing:
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• The seasonality and high variability in grape com-
position

• The limited annual season of vintage
• The length of the winemaking process for some

wines, which delays experimental results
• The variations in the amount of wine production

(ranging from a few hundred hectolitres to more than
200.000)

In fact, under the generic term wine there is a diversity
and hierarchy of quality that is quite unique among the
products of the soil and that is connected to the cultivar,
the area of cultivation, and the transformation technolo-
gies applied to the grapes. The latter includes the trans-
formation of the must by yeast fermentation, which is cer-
tainly the oldest of biotechnologies. The principles of
winemaking have been established empirically over the
course of several centuries of rigorous and methodical ob-
servation. The production of quality wines came before all
scientific knowledge.

However, although its origins were empirical, the pro-
duction of quality wine has, in the last quarter of a century,
benefited most from research developments. In this area,
biotechnological knowledge may well become more and
more important, not only as regards the microorganisms
involved in the fermentation process but also because of
the use of enzymes in pressing grapes, prefermentation
treatments, and refinement of the wines.

Since the development of the use of pectolytic enzymes,
the tendency has been to search for enzymic preparations
that have precise effects and that allow us to reduce the
use of chemical additives. In this field, studies have made
it possible to show that there are numerous limitations to
the use of enzymes in the field of enology. For example,
experiments with enzymes to improve the stabilization of
white wines and to increase the aroma of some wines have
demonstrated that the composition of the medium and the
working conditions are not very favorable to the action of
enzymes such as proteases and glycosidases. At present,
the use of extracellular yeast enzymes, such as proteases,
able to act on the constituents of the must are being stud-
ied (138,139). This is obviously of technological interest,
because it would make it possible to take advantage of the
enzyme activity of the yeast, not only for fermentation but
also for stabilization of wines. In addition, the energy lib-
erated during the fermentation process would give tem-
peratures better suited to the activity of the enzymes.

These days a selected yeast is required not only to en-
sure that undesirable characteristics do not arise but also
in order to have a positive effect on the characteristics of
the wine. Methods of genetic improvement offer a means
of programming and constructing new strains of yeasts.
However, certain problems remain when one attempts ge-
netic improvement of the strains, not the last among which
is the lack of objective methods of evaluation of the quality
of the yeast. The contribution of yeast to the quality of wine
is complex because it is the result of interactions between
grapes, yeast strains, and technology. In spite of this, the
application of recombinant DNA technologies to the im-
provement of wine strains has undergone rapid develop-

ment, and although practical applications have not yet
been achieved, the basis for future advances has been es-
tablished.

In the field of bottled sparkling wine production, studies
have led to the creation of technologies that permit the use
of alginate-immobilized yeasts at a semi-industrial level
(108). However, the technology of entrapped yeast for must
fermentation requires further optimization of immobilized
systems, in the areas of mass transfer, reactor design, and
yeast physiology. The most logical strategy for providing
the means of increasing productivity without changing the
flavor characteristics of fermented products must be found.

Reactors with immobilized lactic acid bacteria have also
been shown to be potentially very interesting, but putting
them into operation on an industrial scale still requires
critical evaluation, not only of the efficiency of the break-
down of malic acid but also of the results on the organo-
leptic characteristics of the wines.

Every biotechnological advance that is to be accepted in
winemaking must allow one to maintain the quality of the
product, must take into account the hygienic and legal as-
pects as well, and must not impair the flavor and bouquet
of the final product.
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Table 1. Annual Average Growth Rates of the Main
Commercial Polysaccharides: Market Analysis and
Forecast for the United States

Annual average growth rate (%)

Polysaccharide Food Petroleum
Cosmetics and

toiletries

Starches 2.5 1.5 –
Natural gums

Guar 2.1 – –
Algins 2.7 – 3.7
Arabic 2.6 – 3.7
Carrageenan 4.5 – 3.7
Locust bean 1.9 – 3.1

Cellulosics
CMC 3.5 0.5 3.0
HPG – 1.5 –
HEC – 0.5 –
MC 3.5 – 3.7

Xanthan 8.3 2.0 5.9
Pectin 5.2 – –

Source: Business Communications Co.
Note: CMC, carboxymethylcellulose; HPG, hydroxypropyl guar; HEC, hy-
droxyethylcellulose; MC, methylcellulose.
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INTRODUCTION

A variety of polysaccharides are generated by microorgan-
isms. Examples include alginate, curdlane, dextran, gel-
lan, glucan, pullulan, and xanthan. Also cellulose can be
produced by microbes. Among the microbial polysaccha-
rides, xanthan plays a dominant role due to the relative
easiness to produce it and as a result of its outstanding
properties. Indeed, it has found widespread applications

ranging from food and cosmetics additives to enhanced oil
recovery. This polymer represents the fastest growing seg-
ment of the polysaccharide industry (Table 1). The largest
growth is expected to be in food applications (8.3%/year),
where demand for natural gums is decreasing. Xanthan
gum is an exoheteropolysaccharide produced by the bac-
terium Xanthomonas campestris.

Structure and Properties

The xanthan polymer consists of repeated units of five sug-
ars, namely, two D-glucose, two D-mannose, and one D-
glucoronate, and varying amounts of acetate and pyruvate.
Its primary structure is shown in Figure 1, based on the
results of Jannson et al. (5) and Melton et al. (6), revised
according to Hassler and Doherty (7), and confirmed by
McIntyre et al. (8).

The polysaccharide backbone, made up of b-[1–4]-linked
D-glucose units, is identical to that of cellulose. To alter-
nate D-glucose units at the O-3 position, a trisaccharide
side chain containing a D-glucoronosyl unit between two
D-mannosyl units is attached. The terminal b-D-mannosyl
unit is glycosidically linked to the O-4 position of the b-D-
glucoronosyl unit, which in turn is glycosidically linked to
the O-2 position of an �-D-mannosyl unit. The terminal D-
mannosyl unit of the side chain contains a pyruvic acid
moiety as a 4,6-cyclic acetal in variable degree. Finally, the
nonterminal D-mannosyl unit is stoichiometrically substi-
tuted at O-6 with an acetyl group. Xanthan gum also con-
tains monovalent cations, which can be Na, K, or 1⁄2 Ca.

The secondary structure is known to undergo an order–
disorder conformational transition at particular salinity
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Figure 1. Chemical structure of the xanthan re-
peating unit.

OO

OH

OH

CH2OH

OH

OH

COO�M�

OH OH

OCH2�M�OOC
O

OH

CH2OH

n

OH
OH

CH2OCCH3

O
O

O

O

O O

O

O

O

C

H3C M� � Na, K, 1/2Ca

and temperature levels, depending on the extent of pyru-
vate substitution (9,10). Most authors explain the stabili-
zation of the ordered form by a noncovalent packing of the
side chains along the backbone by H-bonding. X-ray fiber
studies have indicated that the polymer adopts a right-
handed helical conformation with fivefold symmetry and a
helix pitch of 4.7 nm3 (11). However, the question of
whether this polymer dissolves in water as a single (11,12)
or a double strand (13,14) has been a matter of controver-
sial discussion. It now seems to be anticipated that xan-
than may effectively be a single or a double strand, de-
pending on the fermentation process, the acyl content, the
thermal history, and the downstream process (12,15,16).

The most important property of xanthan is its ability to
form solutions of high viscosity at rest or at low shear
forces, which are highly pseudoplastic, and may display
also a viscosity yield value. The viscosity of xanthan solu-
tions is stable over a wide range of salt concentrations (up
to 150 g/L NaCl), temperature (up to 90 �C) and pH (2–11).
These solution characteristics of xanthan give rise to the
functional properties such as thickening and stabilizing
ability, which are used in a diverse range of applications.
In addition, xanthan shows a synergistic interaction with
various galactomannans (17,18), chitosan (19), and b-
lactoglobulin (20), which results in enhanced solution vis-
cosity or formation of gels, depending upon the type of mix-
ture.

The rheological behavior of xanthan solution is most
conveniently described by the two-parameter model of Ost-
wald and de Waele (power law)

ns � kċ (1)

where s is the shear stress and the shear rate. Fromċ
equation 1, the effective viscosity, leff, follows as

n�1l � kċ (2)eff

The fluid consistency factor, k, and the flow behavior index,
n (�1 in case of the pseudoplastic xanthan solutions), are
dependent on xanthan concentration and quality. Xanthan
quality is predominantly determined by its molecular
mass, but the pyruvate content has also a significant effect,
though the influence of the pyruvate content on the viscos-
ity yield is not yet clearly recognized. Flores-Candia (21)
observed a sharp increase in viscosity (about a hundred-
fold) when the pyruvate content increased above ca. 3% wt.
This is in accordance with Cadmus et al. (22) who stated
that many industrial applications require a xanthan with
a pyruvate content above 3.3% wt. The effect of xanthan
molecular mass (pyruvate content �3.5 wt) on viscosity
was studied by Herbst et al. (23) and Peters et al. (24).
Figure 2 demonstrates the strong dependency of the vis-
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cosity on the molecular mass of xanthan products of dif-
ferent origin.

Peters et al. (24) developed the following correlations
for predicting the rheological parameters of equation 1
from the molar mass, M, (kg kmol�1) and polymer concen-
tration, cp (kg m�3)

3.69M�3 �6 2.72k � 10 � 2.58 • 10 c (3)p� 6�10
2.081 � n M �3 0.47� 0.0227 (k � 10 ) (4)� 6�n � 0.071 10

The thickening ability is related to the viscosity of a
gum solution and can be defined as the resistance to flow
of a liquid. Because of its high solution viscosity at low
concentration and shear thinning behavior, xanthan is a
particularly useful thickener. Xanthan is also used for the
stabilization of suspensions, emulsions, and foams. This
functional property is enhanced by a high solution viscos-
ity and the existence of a viscosity yield value. Thus, if the
suspended particles exert a force less than the yield value,
they will be dispersed effectively (25). Again, the shear
thinning behavior of xanthan is important because some
stabilized products require a low viscosity during their ap-
plication. Although xanthan does not possess the func-
tional property of gelation, it will form thermoreversible
gels with certain galactomannans. Gelation arises from in-
termolecular associations to form a three-dimensional con-
tinuous network that traps and immobilizes the water
within it to form a rigid structure that shows resistance to
flow under pressure.

BIOSYNTHESIS

Xanthan is produced by the bacterium Xanthomonas cam-
pestris, isolated originally from cabbage in which it causes

black rot disease (26). Xanthomonas species are Gram-
negative bacteria taxonomically placed in the Pseudomon-
adaceae family (27). According to the genetic basis of the
classification, the average genome size of Xanthomonas is
2.5 � 109 Da. The percent G � C (guanine � cytosine)
content of the DNA ranges from 63 to 71% (28). The cells
have a rodlike form, slightly curved with rounded ends,
measuring 0.2–0.6 by 0.8–2.9 lm. They occur mostly alone
or in pairs, but chains and filaments are also observed. X.
campestris forms smooth yellow mucoid colonies on solid
media, and cells are surrounded by xanthan gum (extra-
cellular polysaccharide). The chemical structure of the yel-
low pigment was determined to be mono- or dibromoaryl
polyene and is probably bound to the cellular membrane.
Genetic instabilities that affect quality and yield of xan-
than have been observed in Xanthomonas cultivation (29).
Genetic mutations are associated with the formation of L
(large) and S (small) colony types. Whereas L-type colonies
produce high xanthan yields with the desired rheological
characteristics, the S-type colonies give low product yields
with poor quality.

The natural function of xanthan is not fully recognized,
but there is strong evidence indicating that the polysac-
charide layer, surrounding the microbial cell, protects the
microorganisms from various environmental factors. The
water-retaining capacity of xanthan, for example, provides
the microorganism with a protective layer under dry en-
vironmental conditions, thus providing some degree of des-
iccation resistance (30). Furthermore, recent reports of
xanthan yield improvements in the presence of detergents
(31) and bacterial-toxic acids (32) reveal that xanthan bio-
synthesis is induced under stress conditions.

In X. campestris, the Entner–Doudoroff pathway in con-
junction with the tricarboxylic acid cycle pathway is the
predominant mechanism for glucose catabolism (28,33,34).
A small portion of glucose is routed via the pentose phos-
phate pathway (28,35). For glucose uptake, two discrete
systems seem to exist (35). The biosynthesis of xanthan,
as in most polysaccharide-producing bacteria, utilizes vari-
ous activated carbohydrate donors to form the polymer on
an acceptor molecule. The oligosaccharide repeated units
of xanthan are constructed by the sequential addition of
monosaccharides from sugar nucleotide diphosphates to
an isoprenoid lipid acceptor molecule.

At the same time, acyl substitutes are added from ap-
propriate activated donors. As shown in Figure 3, the xan-
than backbone is formed by the successive addition of D-
glucose-1-phosphate and D-glucose from two moles of
UDP-D-glucose. Thereafter, D-mannose and D-glucoronic
acid are added from GDP-mannose and UDP-glucoronic
acid, respectively. O-Acetyl groups are transferred from
acetyl-CoA to the internal mannose residue, and pyruvate
from phosphoenolpyruvate is added to the terminal man-
nose. This pattern of reactions was elegantly demon-
strated by Ielpi and his colleagues (36,37) using permea-
bilized cells and radioactively labeled precursors. Further,
it was also shown that each of these steps, as just de-
scribed, requires specific substrates and a specific enzyme
for completion. If either the substrate or the enzyme is ab-
sent, the step is blocked (39–41).
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Figure 3. Biosynthesis of xanthan gum from activated precursors of carbohydrates and acyl
groups. Source: From Refs. 36–38.

It has been suggested that the construction of the exo-
polysaccharide follows a “tail-to-head” polymerization (36–
38,41). After the pentasaccharide repeated unit is formed,
oligomers are formed by transfer to other lipid intermedi-
ates, gradually increasing the size of the carbohydrate
chain. As noticed by Sutherland (38), oligomer construc-
tion normally involves the addition of the longer oligosac-
charide sequence to the nonreducing terminus of a single
repeat unit attached to the isoprenoid lipid diphosphate.
The inactive lipid carrier is dephosphorylated to yield iso-
prenyl phosphate, which can then reenter the biosynthetic
sequence.

Although the structure of the repeating units is deter-
mined by the sequential transfer of the different monosac-
charides and acyl groups from their respective donors by
highly specific sugar transferases, the polymerase enzyme
responsible for polymerization of the pentasaccharides into
a macromolecule of M � 106 has been shown to be less
specific (38). The final stages of exopolysaccharide secre-
tion from the cytoplasmic membrane, passing across the
periplasm and outer membrane and finally excreted into
the extracellular environment, are much less well specified
than the previous biosynthetic events. This mechanism
must exist in all polysaccharide-producing bacteria for re-

leasing polymer from the isoprenoid lipid prior to transport
to its final destination. The process obviously requires an
energy source and may be analogous to the export of lipo-
polysaccharide to the outer membrane (42), in which ATP
is the energy supplier.

Significant advances have been made in genetic re-
search on X. campestris. Using transposon mutagenesis,
Harding et al. (43) found a cluster of linked genes that
encode enzymes for the assembly of the pentasaccharide.
This same cluster was also isolated and analyzed by
Thorne et al. (44). Vanderslice et al. (45) sequenced the
DNA in this region and showed that it contains 12 genes
(Fig. 4), which included seven gene products needed for
monosaccharide transfer and for acylated repeating units.
The genes responsible for xanthan acylation were further
corroborated by Marzocca et al. (46). In addition, a recent
analysis of the transcriptional organization of the gene
cluster indicated that the gum region was mainly ex-
pressed as an operon from a promoter located upstream of
the first gene, gumB (47). Another important contribution
to the genetics of Xanthomonas is the identification of xanA
and xanB genes (48). These genes were reported to be in-
volved in UDP-glucose and GDP-mannose biosynthesis.
Recently, it was also demonstrated that the gene encoding
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Figure 4. Genetic map of the genome segment of X. campestris involved in xanthan production.
The BamHI restriction map (bottom) indicates the order and the approximate size in kilobases (kb)
of the fragments that comprise the xanthan gene cluster. This cluster has a total DNA length of
16 kb. The genetic map (center) indicates the 12 separate xanthan genes, designated gumB to
gumM. The biochemical functions (top) indicate the enzymatic activity identified for each gene;
(?) refers to possible involvement with polymerization or export as indicated; Glc, glucose, GlcA,
glucoronic acid. Source: Adapted from Vanderslice et al. (45) and Sutherland (38).

UDP-glucose pyrophosphorylase is essential for xanthan
synthesis (49). In fact, over 20 relevant genes seem to be
identified by genetic analysis and DNA sequencing (50).

BIOPROCESS TECHNOLOGY

Raw Materials

The most efficient xanthan gum producer is X. campestris,
however other species such as Xanthomonas phaseolis,
Xanthomonas malvacearum, Xanthomonas carotae, Xan-
thomonas manihotis, and Xanthomonas jugandlis are
known to be able to produce the exopolysaccharide as well.
The nutritional versatility of X. campestris allows the use
of industrial, complex, and synthetic media formulations.
In industrial processes, commercial-grade glucose or hy-
drolized starch is used as the carbon substrate. Sucrose
and acid whey are also used. Glucose concentrations up to
5% have been found to give the best product yield; at
higher glucose concentrations, xanthan yields decrease. In
fact, the maximum level of glucose is limited by the rhe-
ology of the fermentation broth. Nitrogen sources, such as
corn steep liquor, casein hydrolysates, distiller’s dried sol-
ubles, yeast, and soybean extracts, can be used, but be-
cause of their relatively undefined and variable composi-
tion they have been replaced by ammonium salts. Xanthan
can indeed be produced in good yield when X. campestris
is grown in a simple synthetic medium composed of am-
monium chloride, glucose, and salts (51). The benefits of
using synthetic media are twofold: control of genetic insta-
bilities and improvement of product quality (52). Although
the structure of xanthan synthesis is essentially indepen-
dent of media formulation, there are some differences in
acyl substituents and the rheological properties of the poly-
saccharide, as well as in the product yields (21).

Basic Structure of the Production Process

The design of a xanthan production process depends on the
economic requirements to achieve optimum performance
with regard to productivity, product concentration, and
yield and, at the same time, to fulfill the desired product
quality and application specifications. However, this is not
a straightforward task because, during the production pro-
cess, viscosity increases drastically. Therefore, product
concentration are usually low and product quality also var-
ies. A compromise between the commercial targets and the
limitations inherent to the process must be reached at the
industrial level by establishing the relationships between
the bacteria’s performance, environmental conditions, and
equipment design and operation.

Xanthan is produced commercially in a conventional
batch process using mechanically agitated vessels (Fig. 5)
and a culture of X. campestris in a suitable fermentation
medium. It is an aerobic process that runs for about 100 h
under the following operating conditions: 28–30 �C, pH �
7, aeration rate higher than 0.3 vvm, and specific power
input for agitation higher than 1 kW/m3. A product yield
approaching 50% is typical in the standard process. The
inoculum preparation includes several stages requiring
different set of reactors ranging from 10 L for the initial
seed culture up to 100 m3 for production purposes, the need
volume being usually enlarged by a factor of 10.

Typical profiles of batch culture of X. campestris using
synthetic media similar to that used by Davison (53) and
the operating conditions mentioned above are shown in
Figure 6. The data are plotted as the time courses for cell
dried mass (CDM), xanthan, glucose, the rheological pa-
rameters k (consistency factor) and n (flow index), the ox-
ygen transfer rate (OTR), and the oxygen partial pressure
(pO2). As the fermentation evolves, cells grow exponen-
tially, resulting in a rapid consumption of the nitrogen
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Figure 5. Flowsheet for production of
xanthan.
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source (not shown). Under N-limitation, cells enter the sta-
tionary phase. Xanthan is synthetized in both the growth
and the stationary phases, reaching a final concentration
of about 20 g L�1. Xanthan biosynthesis ceases as glucose
is completely consumed. The consistency factor (k) as a pa-
rameter of the rheological properties of xanthan increases
from �15 mPa sn to 30,000 mPa sn. The pO2 dropped over
the initial periods to a minimum value corresponding in
time to peak oxygen uptakes rates during the growth
phase. Thereafter, both OTR and pO2 decrease continu-
ously toward the end of the fermentation, reflecting the
effect of increasing broth viscosity on the oxygen transfer
rate.

After the fermentation stage, xanthan is recovered
through a multistep downstream process (Fig. 5). The
characteristics of this process are defined by the end prod-
uct application and the difficulty of removing bacterial
cells from viscous culture broths. As pointed out by Smith
and Pace (54), the objectives of the recovering process are
(1) concentration of the fermentation broth to a solid form,
which has to be microbiologically stable and easy to han-
dle, transport, and store; (2) purification to reduce the de-
gree of nonpolymer solids, such as cells and/or salts, in
order to improve the functional performance (odor, color,
and taste) of the product; (3) deactivation of undesirable
contaminating enzymes, such as pectinases and cellulases;
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Figure 6. Time profiles of xanthan fermentation in reac-
tors of 72 L, 0.3, and 1.5 m3 applying the same power input
(3.3 kW/m3) and gas flow rate (7.2 mm s�1). Source:
Adapted from Herbst et al. (23).

and (4) modification of the chemical properties of the prod-
uct to alter either the application performance or the dis-
persion and solution rate characteristics of the polymer.

When industrial grade Xanthan is required, the post-
fermentation process starts with the pasteurization of the
fermentation broth to kill the bacterial cells (Fig. 5). Be-
cause Xanthomonas are sensitive to temperature and are
nonspore formers, complete pasteurization can be readily
accomplished. However, caution has to be taken with the
temperature of the transition midpoint (Tm) for xanthan
in order to avoid thermal degradation of the polymer. The
Tm for xanthan is about 100 �C but varies with the total
ionic strength and the ratio of the contents of pyruvate and
acetate groups (55–57). For xanthan applications where
maximum cell removal is required (such as in the food,
pharmaceutical, and cosmetics industries), cell separation
by centrifugation is facilitated by dilution of the fermen-
tation broth to reduce viscosity. Alternatively, the bacterial
cells can also be subjected to chemical or enzymatic diges-
tion (58,59); however, the resultant product may contain
cell fragments, and solutions are optically not clear. Such
a product may be restricted to applications in the petro-
leum industry.

After the prerecovery treatment just mentioned, the iso-
lation of xanthan is accomplished by lowering its solubility
in order to obtain either a precipitate or a polymer-
concentrated phase by either the addition of lower alco-
hols, or salt or acid, respectively. The more favored method
is the addition of ethanol or isopropanol. The added alcohol
is subsequently recovered from the spent liquor by distil-
lation (Fig. 5). The addition of salts improves the precipi-
tation by creating a charge reversal effect in which all the
available anionic groups are bound with cations of the
added salt. The addition of KCl to assist precipitation re-
duces, for example, the amount of isopropanol required by
about 30% (60). Consequently, increasing both the product
concentration and the ionic strength prior to precipitation
will decrease the amount of alcohol required per mass of
product. This has a positive inpact on the economics of the
process because the cost of alcohol recovery and the inev-
itable losses of alcohol during xanthan precipitation rep-
resent an important portion of the production cost.

Once the polymer is obtained in a wet solid form, its
final purity (quality) and the economics of the next opera-
tion units can be determined by dewatering and washing.
The xanthan precipitate may be centrifuged or pressed in
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order to remove free liquid, thereby improving the purity
of the product and reducing drying costs. At this stage, the
additional washing (Fig. 5) may be carried out to improve
the quality of the product by removing as much as possible
the particulate matter (cell debris, microgels, organics res-
idues, and pigments). To this end the concentrated form of
xanthan is redissolved, washed with water/KCl, precipi-
tated, and dewatered again.

The precipitated cake is then dried in batch or contin-
uous driers under vacuum or with forced air, or with inert
gas if the solids contain inflammable solvents. To avoid
undesirable effects, such as polymer deterioration, discol-
oration, and impairment of solubility, the drying tempera-
ture must be carefully controlled.

The dried xanthan is then milled to the desired mesh
size to control dispersability and dissolution rate as well
as to make solids handling easier. The mesh size can range
from 40 to 200; the most common mesh sizes are 80 (177
lm) and 200 (74 lm). A range of products with these par-
ticle sizes is marketed.

Because an important part of the production costs rep-
resents the recovery and purification of xanthan, prepa-
rations that have been concentrated directly from the fer-
mentation broth are also commercially available at lower
prices. These xanthan concentrates, prepared by tangen-
tial flow filtration, contain between 8 and 12% dry poly-
saccharide to which antibacterial agents are added to pre-
vent deterioration. This form of xanthan, which is specially
useful in drilling operations in the oil industry, is available
in different industrial grades and can be readily diluted to
the required concentrations.

Reactor Designs and Operation Modes

During xanthan fermentation the hydrodynamic behavior
of the broth changes substantially as the polymer is pro-
duced. The rheology exhibited by the xanthan fermenta-
tion culture is complex and includes pseudoplastic flow be-
havior, yield stress, and viscoelasticity. The effective
viscosity increases by about three powers of 10. Under such
conditions adequate aeration and mixing have to be pro-
vided if high specific xanthan productivity is to be main-
tained and stagnant zones and hence oxygen limitation
avoided. Fermenter and impeller design, therefore, plays
a critical role in ensuring good mass transfer and homo-
geneity and, hence, good product quality. Because the tur-
bulence and shear rate in stirred tank-reactors (STRs) is
higher near the impeller than in bulk mixing, optimal de-
sign requires the provision of high turbulence to give good
gas dispersion and bulk mixing. The conventional Rushton
turbine (the most widely used impeller in the fermentation
industry) has shown to be disadvantageous because of its
high unaerated power number (61) and compartimentali-
zation effects (62). At high xanthan concentration the sorp-
tion efficiency (mass of oxygen absorbed at maximum driv-
ing force per energy supplied) of an STR with a Rushton
turbine drops significantly below that of other reactors
(Fig. 7). Consequently, alternative impeller types such as
the Intermig, Prochem Maxflo T, and Scaba 6SRGT have
been tested (23,64). Among these, the Intermig has shown
a four times higher sorption efficiency at high xanthan con-
centrations, compared with Rushton turbines (23).

Reactor design has also been targeted as a means of
improving xanthan production and quality. The plunging
jet reactor (65), airlift reactor (66), centrifugal fibrous-bed
bioreactor (67), STR with draft tube (68), and bubble col-
umn (66), have all been tested for that purpose. In spite of
the lower energy requirements and higher oxygen sorption
efficiency, the poor mixing in the wall region of the plung-
ing jet reactor is a problem that needs to be solved. The
limitation of oxygen supply in the downcomer of airlift re-
actors has negative effects on the xanthan production rate
and product yield (66). Although the design is novel, the
recently proposed centrifugal fibrous-bed bioreactor (67)
does not show obvious advantages. An STR with a draft
tube shows good performance as evaluated by its sorption
efficiency (Fig. 7) (68). At low xanthan concentration the
bubble column has significantly higher efficiency than the
other reactors (Fig. 7). Even at high xanthan concentra-
tions the bubble column exhibited excellent mixing perfor-
mance; slug flow prevails and inhomogeneities (stagnant
zones) are avoided (34,66).

The possibility of running a xanthan bioprocess contin-
uously has been also examined at laboratory scale (69–71).
The main features of this mode of operation are (1) higher
specific productivity, (2) no definite limit (in theory) to the
length of run because bacterial degeneration could be
avoided using synthetic media with reduced levels of sul-
fur, (3) avoidance of time losses in restarting batch runs,
and (4) near maximum process productivity and a constant
product quality, owing to steady-state conditions. One of
the most interesting applications of continuous mode
operation may be found in the oil industry, where in situ
production plants may provide xanthan in different indus-
trial grades that can readily be diluted to the required so-
lution concentration. However, a serious weakness of the
process is the low product accumulation, which is around
5–7 g/L at the conditions where maximum productivity
and high product quality are favored (dilution rate �0.075
h�1). This constraint and limitations in avoiding culture
contamination are important reasons why industry has
not yet adopted this cultivation method.

Unfortunately, fed-batch strategies with glucose feeding
(70,72–77) have not brought significant improvement to
the process; some resulted in a performance that was even
worse than that of batch culture. A common characteristic
of these processes is that an important portion of the glu-
cose supplied (up to 60%) remains in the reactor without
being utilized. These limitations in fed-batch culture make
this process strategy not economically attractive.

Recently, a new fed-batch operation mode was proposed,
based on the observation that the N-source inhibits growth
of X. campestris (21). Therefore, the novel feature of this
process is the use of ammonia feeding to control growth.
This allows major product accumulation with higher mo-
lecular weight during the growth phase (21). The benefits
to be expected are as follows: (1) larger product yield,
(2) higher volumetric productivity, (3) improvement of
product quality and uniformity, (4) reduction in capital in-
vestment and unit production costs, and (5) increase in
plant production capacity as compared with the standard
batch process (Table 2). The application of this process at
the production level may require combined strategies in-
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gen transfer during xanthan production in various bioreac-
tors and different impeller design. Source: From Herbst
(63).

Table 2. Comparison of Performance and Costs of
Xanthan Cultivation in Batch and Fed-Batch Operation
Mode

Parameter
Standard

batch Fed-batch

XO (g L�1) 0.2 0.5
Xf (g L�1) 4 5.2
Product(harvest) (g L�1) 25.38 30.8
Run time (h) 84 49
Productivity (g L�1 h�1) 0.3 0.63
YP/S 0.507 0.65
Capital investment cost ($ � 103)a 5,493 2,930
Production cost per kg ($)a 7.28 5.38

Cost analysis has been made taking a production plant capacity of 1,500
tons/year (21).
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cluding the use of the Intermig impeller in STRs with a
multiple feeding device, or the use of a bubble-column re-
actor.

Oxygen Transfer and Scale-Up

Transport processes are dependent on scale because the
time constants for transport processes increase with scale.
Scale-up problems are pronounced in xanthan fermenta-
tion because of the highly viscous pseudoplastic flow be-
havior of the culture broth, which deteriorates the mass
transfer, mixing, and heat transfer capabilities of the fer-
menter. The actual oxygen concentration and the kinetic
behavior of the bacteria are dependent on scale owing to
the fact that oxygen and other nutrients involved in the
bacterial metabolic activity are consumed and have to be
supplied by transport processes. Sufficient oxygen supply
to the obligately aerobic bacterium is of particular impor-
tance. If dissolved oxygen becomes depleted in the culture
medium, the specific xanthan productivity of the cells de-
creases linearly with the specific oxygen uptake rate (78)
(Fig. 8). Furthermore, and as shown in Figure 9, a lower
molar mass product is formed under oxygen limitation
(79). The information in Figures 8 and 9 shows that, among
other scale-up criteria, scale-up at constant specific oxygen
transfer rate is the most appropriate choice to achieve con-
stant productivity and high product quality. Maintaining
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Table 3. Selection of Relationships for the Effective Shear Rate in Stirred Tanks

Reference Approach Correlation Eq.

Wichterle et al. (81) Semiempirical � N(1 � 5.3n)1/n(N2�nd2qL/k)1/(1�n)ċ (6)

Obernosterer and Henzler (82) Semiempirical
3 1/(1�n)P 1 D d

ċ � 0.038� � � �V k d bL
(7)

Calderbank and Moo-Young (83) Semiempirical
1/(1�n)4n

ċ � ANeff � �3n � 1
(8)

Henzler and Kauling (84) Dimensional analysis
0.5P/V

ċ �eff � �leff
(9)

a constant volumetric mass transfer coefficient (kLa) in
process scale-up is approximately the appropriate condi-
tion to guarantee the same oxygen supply rate to satisfy
the oxygen demand of the cell population.

Aiming at high product concentration for economic
downstream processing, oxygen transfer limitation is
likely to occur at the final stage of the fermentation. This
applies particularly to industrial fermentations where the
specific power input is bound to be low. Any error at the
design stage when estimating the oxygen transfer capacity
of the fermenter results in a proportional error in the max-
imum xanthan production rate. Consequently, the volu-
metric mass transfer coefficient, kLa, must be accurately
estimated.

Various approaches toward the estimation of kLa in
stirred-tank reactors with viscous pseudoplastic liquid
have been proposed in the literature. The flow behavior is
commonly described according to the Ostwald-de Waele re-
lationship (equation 1). Because the shear rate in the STR
is locally nonuniform, the effective mean shear rate, eff,ċ
caused by the impeller is described, for example, in terms
used by Metzner & Otto (80):

ċ � AN (5)eff

where A is a constant characteristic of the impeller and N
is the sirrer speed. Various expressions for eff in the STR,ċ
employed to calculate the effective viscosity, geff, from
equation 2, are listed in Table 3. Equation 6 of Table 3
allows one to predict shear rates at turbine impeller
blades, whereas equation 7 applies in the “stirrer zone.”
Equation 8, is a modification of the Metzner–Otto relation-
ship including a function of the flow behavior index (n) and
differs only marginally from the original one (23). Herbst
et al. (23) showed that the predicted eff, using Calderbankċ
and Moo-young’s relationship, is almost two orders of mag-
nitude lower than the shear rate at the stirrer tip proposed
by Henzler & Kauling (84). The last predicts a different
trend because increasing viscosity is assumed to lower the
shear rate. It is obvious that any correlation of the volu-
metric mass transfer coefficient will be affected by the
choice of relationship for the effective shear rate eff.ċ

A number of mass transfer correlations exist in the lit-
erature, some of them are given in Table 4. The relation-
ships in Table 4 may be divided into those that reflect the
effect of the stirring speed directly (equations 10, 11, and
13) and those that take into account the resultant power

input (equation 12). The predictive capability of these
equations, however, differs significantly (Fig. 10). Based on
the results shown in Figure 10, it can be concluded that,
the dimensional relationship of Kawase and Moo-Young
(87), equation 12, gives the best representation of the ex-
perimental data. Herbst et al. (23), working with reactor
volumes ranging from 0.015 to 1.5 m3, demonstrated fur-
ther that the power input required to achieve a desired
mass transfer rate calculated from equation 12 was re-
duced considerably when Intermig impellers are applied.
Figure 11 shows that the experimental data are well de-
scribed by the relationship of Kawase and Moo-Young
(equation 12) when the power input (P/V) was modified by
a factor of three (23).

The scale-up criteria of a constant specific oxygen trans-
fer rate was experimentally confirmed to be valid in xan-
than bioprocesses by Herbst et al. (23). In order to keep
the volume-specific oxygen transfer rate constant, equal
power input (�3.3 kW/m3) and superficial gas velocity (7.2
mm s�1) in reactors ranging from 0.072 to 1.5 m3 were
employed. Under these operating conditions all the main
fermentation performance parameters show an excellent
reproducibility independent of the scale. This can be rec-
ognized in the results in Figure 6 where all concentrations,
the rheological properties (K, n), and the oxygen transfer
rate and the dissolved oxygen concentration are reproduc-
ible. Moreover, the product quality as evaluated by its mo-
lecular weight, the polydispersity index, and the pyruvat
content were constant irrespective of the fermenter scale.
These results highlight that constant specific oxygen
transfer rate is the suitable scale-up criterion for constant
xanthan productivity and product quality.

Effects of the Process Design on Product Quality

The high viscosity yield of xanthan at low shear rates and
its shear thinning behavior are particularly important dur-
ing and after processing of many industrial products. Thus,
a highly pseudoplastic xanthan is required. This means
that, according to the rheology (equation 2) for a deter-
mined shear rate, , high values of the rheological param-ċ
eters k and n are desired to achieve a maximum effective
viscosity (geff). However, in real terms, there is no way to
vary k and n independently because both appear to be in-
terdependent (see equation 4). The solution of equation 4
is given by equation 14, which exhibits an inverse func-
tional relationship between the flow index, n, and both the
xanthan molar mass, M, and the consistency factor, k.
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Table 4. Selection of Correlations for the Volumetric Mass Transfer Coefficient (KLa) in Stirrer Tanks with Viscous
(Non-Newtonian) Media

Stirrer
Flow

behavior
Shear
rate Correlation Eq.

Rushton turbine
d/D � 0.4

k � 13.2 Pa sn

n � 0.42
(Eq. 5)

�
1.5 0.5 0.6 0.19 0.322 2 2k ad d Nq l l u dN NdL L eff eff G0.06� � � � � � � � � �D l q D r g uL eff L L G

• [1 � 2(kN)0.5]�0.67

(10)

Rushton turbine
d/D � 0.27–0.47

k � 0.005 Pa s
n � 1

104 s�1

� 2.5 �
1.8 0.5 1.392 2k ad d Nq l lL L eff eff�410 � � � � � �D l q D lL eff L L w

• [1 � 100(kN)]�0.67

(11)

Semitheoretical
approach

(Eq. 8)
kLa �

0.5 �0.253/5 (9�4n) /(10�n)q (P/q V) u lL L G eff0.50.675DL � � � �3/5(1�n) /2r u lb w(k/q )L

with ub � 0.265 m/s

(12)

6-Blade paddle
d/D � 0.5

k � 33.2 Pa sn

n � 0.68
(Eq. 5)

�
0.41 0.13 0.692 2 3k a d Nq q N d NdL L L0.0786� � � � � �N l r ueff G

(13)
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Figure 10. Comparison of experimental data with estimated val-
ues of the volumetric mass transfer coefficients using equations
10–13 of Table 4.
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Young (82) (equation 12), with experimental data from Herbst et
al. (23). Power input in equation 12 was modified by a factor of 3
for Intermig impeller.

1 � 0.071 • B
n � , with

1 � B
2.08M �3 0.47B � 0.0227 (k � 10 ) (14)� 6�10

As observed in the results in Figure 6, k rises by three
orders of magnitude toward the end of the fermentation,
while n declines by less than one order of magnitude. This
indicates that the consistency factor, k, is a predominant
factor in determining the rheological properties of xan-

than. The functional dependence of the parameter k on
xanthan molar mass and product concentration is well es-
tablished (see equation 3). Therefore, to achieve high val-
ues of k for a given product concentration, conditions of
high xanthan molar mass have to be achieved. To this end
the empirical correlation of Peters et al. (24) may be con-
sidered (equation 15):

6 6 7*M � 4.9 • 10 � 3.8 • 10 • OTR/Q � 2.6 • 10 l (15)O2

Equation 15 implies that conditions of no oxygen limitation
and high growth rates have to be ensured when xanthan
of high viscosity yield to be produced. This rationale was
proven to be right by the scale-up results of Herbst et al.
(23) mentioned earlier. Furthermore, the media formula-
tion has shown to affect indirectly the mean molar mass of
xanthan (21,66). On one hand, when complex media are
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Table 5. Main Practical Uses of Xanthan for the Food
Industry

Function Application

Adhesive Icings and glazes
Binding agent Pet foods
Coating Confectionery
Emulsifying agent Salad dressing
Encapsulation Powdered flavors
Film formation Protective coatings, sausage casings
Foam stabilizer Beer
Gluten substitution and

dough processing
Baked goods, pasta

Stabilizer Ice cream, salad dressings, juice
drinks, margarine

Swelling agent Processed meat products
Syneresis inhibitor,

freeze–thaw stability
Cheese, frozen foods

Thickening agent Jams, sauces, syrups, and pie
fillings

Pumping and filling
improvement

Processing of canned products

Source: From Refs. 87–92.

Vi
sc

os
it

y,
 η

 (
m

P
a 

s)

Shear rate γ (s–1)
10 100 1,000

1

10

100

1,000

δη

0.5 g/L Xanthan (pyruvate 6 wt%)
0.5 g/L Xanthan (pyruvate 1.5 wt%)

Figure 12. Comparative viscosity curves of 0.5 g/L xanthan in
0.12 M KCl with varying degree of pyruvate substitution. Filled
symbols correspond to xanthan with about 6 wt% pyruvate con-
tent and Mw of 7 � 106 g/mol; open symbols relate to xanthan
with about 1.5 wt% pyruvilation degree and Mw of 6.5 � 106 g/
mol (run F7). Source: Results from Flores-Candia (21).

used, oxygen limitation is encountered at an early stage of
the fermentation run, and hence, the mean molar mass of
xanthan is impaired (66). On the other hand, high levels
of the N-source in synthetic media formulations inhibit the
bacterial growth, with the consequent result of low molar
mass xanthan synthesis (21). It was further found that the
N-source level also affects the pyruvate content of xanthan
(21). The same author demonstrated further that the rheo-
logical properties of xanthan improve as the degree of py-
ruvate substitution increases (Fig. 12). This is in accor-
dance with the initial observations of Sandford (86) and
Cadmus et al. (52). Thus, the pyruvate content of the poly-
mer should be regarded as an important parameter in or-
der to design, predict, and control the rheological behavior
of the fermentation broth, and as regards the product ap-
plication.

COMMERCIAL APPLICATIONS

5.1 Food uses

Several applications that illustrate xanthan use in the food
industry are given in Table 5. First of all xanthan gum is
incorporated into foods to control the rheology of the final
product. In performing this functional task, the polymer
has a major effect on various sensory properties such as
texture, flavor release, and appearance, which contribute
to the acceptability of the product for consumer use. Be-
cause of its solution properties, xanthan can be used to
provide a desired functionality at a lower concentration
than most gums and, therefore, may be more cost-effective.
Additionally, because of its pseudoplastic properties in so-
lution, xanthan has a less “gummy” mouth-feel than gums
that exhibit Newtonian behavior. An additional advantage
in food formulations is the antioxidative action of xanthan
as compared with other polysaccharides and additives (93).

Xanthan is also being used in the formulation of reduced-
calorie products, representing the second and third gen-
eration of fat replacers and stabilizers (87).

Cosmetics and Pharmaceutical Uses

Xanthan gum is used in cosmetics and toiletries as a
bodying agent and emulsifier. Personal care products such
as shampoos, creams, lotions, make-up, hair care products,
and toothpastes can be formulated with xanthan
(88,94,95). Additionally, xanthan provides creams and lo-
tions with a good “skin-feel” during and subsequent to ap-
plication (88). Recently, a new xanthan formulation (Ti-
caxan) was introduced into the market for that purpose
(96).

In the pharmaceutical industry, xanthan is used to sus-
pend pharmaceuticals such as antibiotics and to provide
formulations of uniform dosage (88). It can also be used to
stabilize emulsified cream formulations containing phar-
maceuticals. Presently, xanthan is being evaluated in
controlled-release applications, such as in gastrointestinal
pharmaceutical applications, as rate limiting membranes
for sustained delivery of oral formulations (97,98) and as
dissolution and binding agents in tablets and rectal prep-
arations (99,100).

Agricultural and Other Industrial Applications

Xanthan is used in a diverse range of industrial applica-
tions, particularly as a suspending or thickening agent.
The polymer improves the flowability of fungicides, her-
bicides, and insecticides by uniformly suspending the solid
components of the formulation in an aqueous system or by
stabilizing emulsions and multiphase liquid systems (88).
The unique rheological properties of xanthan solutions
also improve sprayability, reduce drift, and increase pes-
ticide cling and permanence (89,101,102). Recently, vari-
ous “tolerance exemptions” were issued by the U.S. Envi-
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Table 6. Market Analysis and Forecast: Xanthan
Consumption in The United States

End use
1993
($ M)

1995
($ M)

1998
($ M)

AAGR (%)
1993–1998

Food 74.4 89.5 111.0 8.3
Petroleum 16.5 17.1 18.2 2.0
Cosmetics and toiletries 9.0 10.2 12.0 5.9
Textiles 1.4 1.4 1.4 0
Other 1.1 1.1 1.7 8.5
Total 102.4 119.1 144.3 7.1

Source: Business Communications Company (1–4,94).
Note: Major xanthan demand according to end use is listed in millions of
dollars (M); AAGR, annual average growth rate.

ronmental Protection Agency for the use of xanthan as a
surfactant in pesticide formulations (103). Because of its
ability to disperse and hydrate rapidly, xanthan is used in
jet injection printing. It is nonpolluting and gives a good
color yield. It is also used in several mining processes for
removing dissolved metals in a highly efficient process
(104). Lately, in the formulation of a new generation of
thermoset coatings, xanthan was introduced by Monsanto
with the aim of addressing customers’ environmental chal-
lenges (105).

Petroleum Industry

In the petroleum industry, xanthan gum finds a wide range
of applications. Among these are oil drilling, fracturing,
pipeline cleaning, workover, and completion. Xanthan’s
unique solution rheology, its excellent compatibility with
salts, and its resistance to thermal degradation have made
it useful as an additive to drilling fluids (88,106). The pseu-
doplasticity of its solutions provides low viscosity at the
drill bit, where shear is high, and high viscosity in the an-
nulus, where shear is low. Therefore, xanthan serves a
dual purpose in allowing faster penetration at the bit be-
cause of the low solution viscosity in that area and, at the
same time, suspending cuttings in the annulus because of
the high solution viscosity in that area. Hydraulic fractur-
ing is used to effect deep-penetrating reservoir fractures
that improve productivity of the well. Xanthan’s high so-
lution viscosity at low shear is important for proppant sus-
pension in this operation (107). The pseudoplastic rheol-
ogy, shear stability, and friction reduction impaired by
xanthan provide for maximum delivery of pressure to the
formation and minimal friction loss in the tubing and res-
ervoir. A workover and completion fluid is essential for
achieving and maintaining maximum well productivity.
Xanthan contributes to excellent hole cleaning, suspen-
sion, friction reduction, and stability to shear and high
temperatures. An important speciality application em-
ploys a xanthan gel to remove rust, welding rods, wet slag,
and other debris from gas pipelines. This pipeline cleaning
method is considered safe, environmentally acceptable for
open sea disposal, and cost-effective (88).

Enhanced Oil Recovery

For every barrel of oil actually produced, about another
two remain in the ground (108). Therefore, enhanced oil
recovery (EOR) may become important in the next decades
to meet the increasing energy demand of the future. Xan-
than gum can be used in two types of enhanced recovery
systems. The principal use is for an improved form of water
flooding in secondary oil recovery, a phase in which poly-
mers are used to increase the efficiency of water contact
and to displace reservoir oil. The second application is in
micellar-polymer flooding as a tertiary oil recovery opera-
tion. Polymer-thickened brine is used to drive a slug of sur-
factant through the porous reservoir rock to mobilize re-
sidual oil; the polymer prevents fingering of the drive
water through the surfactant ban and ensures good area
sweep. In both applications, the function of the polymer is
to reduce the mobility of injected water by increasing its
viscosity. Evaluation of hundreds of biopolymers has found

xanthan to be one of the best candidates for use in EOR
operations. The reasons for this are its (1) non-Newtonian
behavior, (2) high viscosity yield even at low concentrations
(600–2,000 ppm), (3) low sensitivity of viscosity to salinity
changes (unlike the polyacrylamides), (4) resistance to me-
chanical degradation, (5) stability with respect to higher
temperature (up to almost 90 �C).

One of the major limiting factors in the application of
xanthan in EOR is that, by the nature of its production
method, it is expensive, and the current general market
price is in excess of $11/kg (109). In addition, some draw-
backs during field operation are associated with poor in-
jectability behavior, adsorption into the rock strata, and
plugging problems (110,111). These problems have been
attributed to the quality and composition of the polymer
(110,112), to water quality (111), and to well configuration
(113,114).

MARKET SIZE AND FUTURE DEVELOPMENT

Xanthan gum currently dominates the microbial gum mar-
ket, which is growing at between 6 and 7% per year (115).
It has been suggested that global production exceeds
50,000 tons per year (116). The worldwide xanthan market
is valued between $600 and $800 million per year
(109,116,117). The European Union market accounted for
about $158 million in 1994, and the U.S. market was re-
ported to be about $120 million in 1995. Table 6 shows the
U.S. market size and forecast of xanthan consumption by
major end uses. Food accounts for about 70% of total con-
sumption; the remainder is spread among petroleum pro-
duction, cosmetics, and other uses. Overall growth is fore-
casted at about 7.0% yearly, with food applications
providing most of the impetus at 8.3% annually (1). Con-
sumption of xanthan in petroleum is forecasted at a very
modest rate (2%), which is due mainly to recovery opera-
tions rather than oil well drilling (2). Because of its unique
properties, the application of xanthan in cosmetics has
been growing successfully at 5.9% per year (82). It should
be noted that use in textile production is very nominal be-
cause the textile industry in the United States is conser-
vative and only growing with the national economy (3).

An analysis of Table 6 shows that xanthan is positioned
well in U.S. markets. Further analysis reveals that xan-
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Table 7. Approximate Value of Oil Not Economically
Recoverable by Present Technology

Source region
Estimated value of oil unrecoverable

by present technologies ($ � 1012)

Asia-Pacific 0.6
Western Europe 0.8
Middle East 12.4
Africa 1.9
Western Hemisphere 4.1
Former East-Block states 2.9
Total for the whole world 22.7

Source: From Ref. 25.
Note: The estimate was based on the following assumptions: (1) a crude oil
price of $18.00 per barrel, (2) that proven reserves (i.e., reserves regarded
as presently recoverable) represent 35% of the original oil-in-place.

than gum represents the fastest growing segment of the
polysaccharide industry (1–4). Most growth is in foods,
where demand for natural gums is falling as a result of
market share erosion by xanthan (118).

The high growth rate of the xanthan market may ex-
plain not only why the major producers have all expanded
in recent years (119) but also why Archer Daniels Midland
Co. has decided to enter the xanthan market with an es-
timated 10,000 tons of annual capacity (119,120). Between
1992 and 1994, the global xanthan production capacity
doubled in size (119,121). Recently, Nutrasweet Kelco Co.,
the world’s leading producer of xanthan, has announced
further expansion (122). In fact, an overcapacity has been
created in the xanthan market, which may have two im-
portant consequences: (1) an accelerated penetration of
xanthan into new markets, and (2) stiff competition for
new polysaccharides. Success may be limited only to those
polymers that have a clear advantage in performance or
customer perception. Less-expensive polymers that do not
perform better may be disadvantaged due to the high costs
of incorporating new gum into the end product. An esti-
mate from 1982 suggests that the testing required by the
U.S. Food and Drug Administration to gain food clearance
approval for a new additive can cost about $2 million and
may take up to 8 years (123).

According to a market forecast, the two main factors
shaping the xanthan market in the next century are grow-
ing xanthan demand in developing countries and world-
wide energy demand, which will stimulate EOR operations
as reserves decline (124,125). Indeed, the large strategic
value of xanthan still remains in EOR operations, whose
worldwide production at the beginning of 1996 was esti-
mated to be around 2.2 million barrels/day (126).

The large economic value of xanthan in the EOR market
can be assessed, as suggested by Moses (127), by looking
at the amount of oil that remains in the earth’s crust (Table
7). Thus, it becomes clear that the EOR markets are very
large indeed. They are, however, low-price markets that
could be developed only through the use of much improved
technologies with low production costs. To improve the
competitive advantage of xanthan in EOR, more efficient
fermentation processes and better control of the polymer
quality are required.

Relatively high xanthan costs, some technical draw-
backs and the (relatively) low oil price have prevented mar-
ket entry in recent years. Xanthan usage in EOR is typi-
cally 0.4% w/w (about 0.5 kg per barrel of oil), which
represents about 25% of the estimated equilibrium oil
price ($20 per barrel)—a value that is evidently too high
for the oil industry.

A recent survey of EOR shows that polymer flooding is
achieving commercial success (126). In this operation, up
to 35% of original oil in place has been recovered in the
Junggar basin (China). Polymer flooding is being used in
several projects in France, Germany, China, India, and Ro-
mania. For example, polymer flooding accounts for about
50% of the total EOR operations in China. Even when it is
not exactly clear what percentage xanthan is responsible
for, the fact that the largest xanthan gum production plant
has been brought onstream for oil applications is an indi-
cation that xanthan use in EOR is not far away. Analysts
in marketing research are convinced that the use of xan-
than as well as other microbial gums in EOR will become
more prevalent as increasing worldwide energy demand
results in rising oil prices.

NOMENCLATURE

a (m�1) Interfacial area per unit volume of
liquid

A Impeller-related factor
b (m) Height of stirrer blade
CP (kg m�3) Product concentration
d (m) Stirrer diameter
D (m) Reactor diameter
g (m s�2) Gravitational acceleration
k (mPa sn) Consistency index
kL (m s�1) Liquid-side mass transfer coefficient
M (kg kmol�1) Weight-mean molecular weight
N (s�1) Stirring speed
n Flow behavior index
OTR (g L�1 h�1) Oxygen transfer rate
P (W) Total power input
pO2 (%) Partial oxygen pressure

(g L�1 h�1)QO2
Microbial oxygen demand

ub (m s�1) Bubble rise velocity
uG (m s�1) Volumetric gas flow rate
V (m3) Dispersion volume
VG (k mol�1) Mole volume of ideal gas
x Molar fraction

Greek Symbols

c• (s�1) Shear rate
g (mPa s) Viscosity
s (Pa) Shear stress
q (kg m3) Density
k (s) Relaxation time
r (N m�1) Surface tension
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Subscripts or
Superscripts

L Liquid phase
eff Effective
w Water
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INTRODUCTION

Baker’s yeast consists of microorganisms selected for the
production of bread. The history of the baker’s yeast in-
dustry for breadmaking was briefly described in Encyclo-
pedia of Food Science and Technology (1). In the modern
baker’s yeast industry, specially selected strains of Sac-
charomyces cerevisiae are used. Baker’s yeast is able to me-
tabolize the commonly available sugars, such as D-glucose,
D-mannose, sucrose, and maltose, very readily under both
aerobic and anaerobic conditions.

In 1874, the reducing action of fermenting Saccharo-
myces cerevisiae was observed in which hydrogen sulfide

was liberated on addition of finely powdered sulfur to a
suspension of fresh baker’s yeast in sugar solution. The
reduction of furfural to furfuryl alcohol, the first transfor-
mation of an organic molecule, was then reported. Since
the beginning of the 20th century, numerous biotransfor-
mations, biodegradations, and fermentations using other
microorganisms (or microbial enzymes) in addition to
baker’s yeast have been studied by biotechnologists and
organic chemists (2–6). Organic synthetic chemists have
applied the microbial (or enzymatic) transformation to the
synthesis of chiral molecules in enantiomerically pure
form, and they have used baker’s yeast among microor-
ganisms and lipases among enzymes by preference. The
reasons for these choices are that baker’s yeast is versatile
and inexpensive, and its growth does not require the as-
sistance of a microbiologist. In addition, hydrolytic en-
zymes do not require cofactor regeneration and are easy to
use. Thus, a large number of references to scientific studies
in this area have been reported to date.

Microbial transformation of unnatural molecules has
been used in industry to prepare optically pure compounds.
For example, optical resolution by enantioselective hydro-
lysis with lipase is used in the synthetic process of a med-
icine such as diltiazem hydrochloride. Conversely, the
baker’s yeast-mediated transformation is not industrially
applied. However, metabolisms including cofactor regen-
eration in baker’s yeast have been thoroughly investigated
in the 1990s. Therefore, the baker’s yeast-mediated reduc-
tion now has the potential for industrial use.

TYPE OF TRANSFORMATIONS

The scientific studies devoted to baker’s yeast-mediated
transformation have gradually grown since the 1950s. The
transformations of various classes of synthetic organic
molecules were examined using baker’s yeast as a reagent
in organic synthesis, and the number of the papers is now
more than 500. Those transformations were reviewed from
the viewpoint of chemical reaction in three excellent arti-
cles published in 1990, 1991, and 1992, respectively (7–9).
In these reviews, the uses of baker’s yeast in synthetic or-
ganic chemistry are fully covered.

The baker’s yeast-mediated transformations are mainly
classified into four types as follows.

1. Carbon–carbon bond formation
2. Reduction of ketones and carbon–carbon double

bonds
3. Oxidation
4. Hydrolysis of esters

The general goal of these transformations mediated by
baker’s yeast is considered to be the preparation of chiral
molecules in enantiomerically pure form, because the cat-
alytic synthesis of optically pure compounds is one of the
most exciting chapters in organic chemistry.
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Figure 1. Production of L-ephedrine through baker’s yeast-mediated reduction.

Among the reports on baker’s yeast-mediated transfor-
mations, more than half of the studies are devoted to the
asymmetric reduction of prochiral carbonyl compounds,
such as cycloalkanones, aliphatic alkanones, sulfur-
containing alkanones, cyclic diketones, acyclic diketones,
keto esters, and so on. Chiral alcohols are easily obtained
using baker’s yeast under mild conditions on a laboratory
scale. Asymmetric C–C bond-forming reactions have been
investigated by many chemists because of their impor-
tance as a fundamental reaction and as an attractive
method from a synthetic point in organic chemistry.

Organic chemists sometimes use active dry yeast (cer-
tain strains of S. cerevisiae having higher resistance to dry-
ing with good baking activity [10]) instead of baker’s yeast
(compressed). Biotransformation mediated by active dry
yeast also proceeds in the same manner as that by baker’s
yeast (compressed); therefore, both biocatalysts are not
distinguished in this article.

C–C BOND FORMATION

In 1921, the process for the stereospecific preparation of D-
ephedrine was developed using baker’s yeast (11). This
was the first example of the successful combination of
chemical and enzymatic reactions. The key intermediate,
L-1-hydroxy-1-phenyl-2-propanone, was produced by treat-
ing benzaldehyde under fermenting conditions of baker’s
yeast in the presence of glucose (Fig. 1). In this reaction,
benzaldehyde is stereospecifically condensed with a
CH3CO unit to give the �-hydroxy ketone. The unit comes
from decarboxylation of pyruvate through the EMP path-
way of glucose and reacts with aldehyde. Hitherto, this is
only the industrial use of the baker’s yeast-mediated trans-
formation in synthetic organic chemistry.

This acyloin-type condensation with baker’s yeast has
been applied to other aldehydes and �,b-unsaturated al-
dehydes. Furthermore, unnatural �-keto acids instead of
pyruvic acid were used in this condensation reaction with
aldehyde. The �-hydroxy ketones obtained in these reac-
tions were further reduced to afford the erythro-diols in
more than 95% enantiomeric excess (ee).

Another C–C bond formation mediated by baker’s yeast
is a Michael-type addition. The reaction of �,b-unsaturated
ketones with 2,2,2-trifluoroethanol under fermentative
conditions afforded the corresponding trifluoromethyl
methyl carbinols with more than 90% ee.

ASYMMETRIC REDUCTION OF PROCHIRAL KETONES

The baker’s yeast-mediated reduction of prochiral ketones
with varying substituents (Me, Et, n-Pr, n-Bu, Bz) was sys-

tematically investigated in the 1960s. The prochiral ke-
tone, with RL representing a large substituent and RS a
small substituent adjacent to the carbonyl group, was
transformed to the secondary alcohol with an S configu-
ration. Therefore, it was judged that a hydrogen transfer
to the re-face would preferably occur in the baker’s yeast
cells (Fig. 2). However, it was pointed out that this rule,
the Prelog rule (12), should be cautiously applied to baker’s
yeast-mediated reduction, because exceptions to this rule
were found.

In asymmetric reduction, its stereoselectivity is practi-
cally most important. Unsatisfactory stereoselectivity
would be the consequence of two situations (7). The first
case is that a single enzyme, catalyzing the reduction of
each substrate, cannot recognize its structural features.
The second case is that two or more oxidoreductases for
each substrate act simultaneously with opposite stereo-
chemical preferences. Although each of the oxidoreduc-
tases catalyzes the enantioselective reduction with high
enantioselectivity, stereoselectivity of the transformation
and the optical purity of the product are the consequence
of the activities of those enzymes. This second case was
recently found in baker’s yeast-mediated reduction. By
characterizing oxidoreductases in baker’s yeast followed
by modifying the structures or procedures, improvement
in the enantiomeric excess of the product was accom-
plished in some reactions. In this article, the successful
result for production of (S)-ethyl 3-hydroxybutanoate with
high ee is described.

Method

Compared with the chemistry of the baker’s yeast-
mediated reduction, the method, especially for large-scale
production, has hardly been investigated. In the 1990s, re-
generation systems for nicotinamide coenzymes in the
baker’s yeast-mediated reduction were extensively inves-
tigated, and consequently, an effective method for large-
scale production has been developed (13).

The details of the use of baker’s yeast in an asymmetric
reduction of prochiral ketones were described on a labo-
ratory scale in Organic Syntheses. Reductions of acetol
(AC) to (R)-propylene glycol (PG) (14), of ethyl acetoacetate
(EA) to (S)-ethyl 3-hydroxybutanoate (E3-HB) (15), and of
2,2-dimethylcyclohexanone-1,3-dione to (S)-3-hydroxy-2,2-
dimethylcyclohexanone (16) were fully reported (Fig. 3).
Thus, asymmetric reduction mediated by baker’s yeast
was recognized as a useful technique by synthetic chem-
ists.
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Figure 4. Outline of the reaction mechanism using carbohydrate
as the energy source.

These three bioreductions, and other many similar
ones, were done in an aqueous solution containing carbo-
hydrate with stirring, as chemical reactions. Under these
conditions, reductions successively proceed consuming car-
bohydrate, the energy source for coenzyme regeneration.
Reduction by carbonyl reductases is coupled with regen-
eration systems of the reduced form of nicotinamide co-
enzymes NADPH from the oxidized form NADP� through
glucose oxidation, as shown in Figure 4. However, the use
of carbohydrate as the energy source for NADPH regen-
eration was thought to be inadequate, because the amount
of carbohydrate is quite excessive compared with that of
the substrate, and the metabolism of the carbohydrate is
accompanied by the production of a vigorous foam of car-
bon dioxide, ethanol, and smelly by-products.

Recently, an efficient method for a baker’s yeast-
mediated reduction was developed (13). It uses ethanol
and oxygen instead of carbohydrate as the energy source
for NADPH regeneration. NADPH is regenerated from
NADP� through ethanol oxidation to carbon dioxide, as

shown in Figure 5. The asymmetric reduction of several
carbonyl compounds by this new method afforded similar
results in the chemical yield and optical purity of the prod-
uct. The method, operating in about 100 mM EtOH under
aerobic conditions, is clean and efficient, because no by-
product except carbon dioxide was detected, and the en-
ergy source can be efficiently used for coenzyme regener-
ation.

NADPH Regeneration System

In the baker’s yeast-mediated reduction, NADPH, which
is the hydrogen donor in the reduction, must be succes-
sively regenerated from the corresponding oxidized form
in the cells. The system responsible for the coenzyme re-
generation must be then coupled with reduction of a sub-
strate. Recently, Yamada et al. characterized the enzymes
responsible for the NADPH regeneration system using car-
bohydrate as the energy source with some microorganisms
(17). With S. cerevisiae, the enzymes were shown to be D-
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Figure 5. Outline of the reaction mechanism using EtOH as the
energy source.

Table 1. Comparison between EtOH Procedure and the
Conventional Procedure Described in Organic Synethese

EtOH procedure
(EA reduction)

Conventional
(Acetol reductin)

Water 1,000 mL 1,000 mL
Baker’s yeast 112 g (77 g) 112 g (100 g)
Energy source 104 g of EtOH 18 g of EtOH

(192 g of sucrose) (100 g of sucrose)
Substrate 60 g (15.3 g) 40 g (10 g)
Air 25 L/min 3 L/min
Reaction time 62 h (74 h) 38 h (72 h)
Temperature 30 � (r.t.) 30 �C (32 �C)
Recovery 40.5 g (10.6 g) 22 g (5.5 g)
Optical rotation �44.3� (�37.2�) �17.3� (�15.0�)
ee 99.3% (85%) 98.2% (90%)

glucose-6-phosphate dehydrogenase and 6-phospho-D-
gluconate dehydrogenase in the hexose monophosphate
pathway.

In the method using ethanol as the energy source,
NADPH is regenerated from NADP� through the oxida-
tive pathway of ethanol to carbon dioxide, and the system
is also efficiently coupled with reduction of a ketone. The
enzyme system responsible for NADPH regeneration was
investigated by studying the reduction of AC and EA, cat-
alyzed by NADH- and NADPH-dependent carbonyl reduc-
tases, respectively. NAD� formed during the reduction of
AC is reduced to NADH through the oxidative pathway of
ethanol to acetate, catalyzed by alcohol dehydrogenase and
aldehyde dehydrogenase. On the other hand, NADP�

formed in the reduction of EA is reduced to NADPH
through the oxidative pathway of acetate to carbon diox-
ide. The enzyme responsible for NADPH regeneration
must be malate dehydrogenation (decarboxylating) in leav-
ing the TCA cycle into pyruvate.

Asymmetric Reduction of Ethyl Acetoacetate

Reduction of EA by baker’s yeast is the most extensively
studied transformation, leading to an important chiral
building block, (S)-ethyl 3-hydroxybutanoate (E3-HB), for
the syntheses of the carbapenem thienamycin, (S)-(�)-
sulcatol, nystatin, and so on. However, the methods de-
scribed in the literature have been considered to be unac-
ceptable for large-scale production of (S)-E3-HB. The
reasons are as follows: (1) a relatively low concentration,
(2) tedious isolation and purification processes, and (3) a
relatively low optical purity. Fortunately, these disadvan-
tages have recently been overcome in developing an effi-
cient system for the baker’s yeast-mediated reduction of
EA suitable for actual large-scale production.

The first and second disadvantages were simply solved
by applying a method using ethanol as the energy source
for NADPH regeneration. Because the amount of by-
products inactivating baker’s yeast cells was considerably
diminished as described, they were active longer and, as a
result, the product could accumulate in high concentration.

Regarding the third disadvantage, the reported ee val-
ues of the product vary from 70 to more than 95%. To re-
alize those results and improve the ee values, purification
and characterization of EA reductases in the baker’s yeast
cells were very helpful. In 1988, two NADPH-dependent
oxidoreductases responsible for the reduction of EA in bak-
ers’ yeast were purified and characterized (18). One en-
zyme, with a Km value for EA of 0.9 mM, catalyzes the

reduction to give (S)-E3-HB, and the other, with a Km value
for EA of 17.0 mM, to give (R)-E3-HB. Therefore, it was
supposed that the ee values might easily vary because of
the condition of the initial concentration of EA. The former
enzyme would mainly participate in the reduction at a low
EA concentration, affording high optical purity. Actually,
the optical purity was dramatically improved by applying
a fed-batch operation of EA to afford more than 99% ee (S)-
E3-HB (13).

Bubble-Column Reactor

The baker’s yeast-mediated reduction of EA and AC were
effectively achieved on a large scale using a bubble-column
reactor, which had advantages such as decreasing the op-
erating costs due to low energy requirements. Because the
aeration rate is the most important factor in this reactor,
its effect on the reduction rate was examined. In the case
of EA, the specific reduction rate increased according to the
increase in the aeration rate, then became constant. Con-
versely, the specific reduction rate of AC was almost con-
stant regardless of the aeration rate. These results were
consistent with coenzyme requirements and their de-
scribed regeneration mechanisms.

The large-scale production of (S)-E-3HB and (R)-PG
was performed by applying the fed-batch operation for the
addition of the substrates and ethanol in a bubble-column
reactor containing 10 L of medium (Table 1) (13). Com-
pared with the results by the conventional procedure de-
scribed in Organic Syntheses, the yield and the optical pu-
rity were markedly improved, and the procedure could be
applied on an industrial scale (14,15). (R)-PG is actually
used as a chiral building block for preparation of (S)-
ofloxacin, although it is now industrially produced by cat-
alytic hydrogenation using a chiral Ru complex.

Diltiazem Synthesis

Diltiazem hydrochloride, (2S,3S)-3-acetoxy-5-[2-(dimeth-
ylamino)ethyl]-2,3-dihydro-2-(4-methoxyphenyl)-1,5-ben-
zothiazepin-4(5H)-one hydrochloride, is a representative
calcium channel blocker that has been clinically used as
an antianginal and antihypertensive agent in more than
100 countries. In the synthetic process, the key step is the
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Figure 6. Production of diltiazem hydrochloride through baker’s yeast-mediated reduction.

introduction of two chiral centers. Optical resolution of a
racemic intermediate, lipase-catalyzed enantioselective
hydrolysis of methyl 3-phenylglycidate, is now industrially
used. Recently, a new efficient synthetic process involving
asymmetric reduction by baker’s yeast as a key step was
reported. The transformation of a racemic ketone, (RS)-2-
(4-methoxyphenyl)-1,5-benzothiazepin-3,4(2H,5H)-dione
afforded only the desired (2S,3S)-2,3-dihydro-3-hydroxy-2-
(4-methoxyphenyl)-1,5-benzothiazepin-4(5H)-one (Fig. 6).
The difficulty in the industrial application because of its
low productivity, caused by low solubility of the substrate
in water, was also overcome by changing its physical prop-
erty. The crystalline substrate was first converted to an
amorphous-like solid aggregate by pouring a DMF solution
of the substrate into water. After separation, the aggregate
was used for the reduction under the usual conditions.
Thus, 100 g of the substrate in 1 L of a reaction medium
was reduced to produce the chiral intermediate with more
than 99% ee in 80% yield (19).

ENANTIOSELECTIVE OXIDATION

Baker’s yeast is widely used as a reducing agent in organic
synthesis for preparing enantiomerically pure chiral alco-
hols. One enantiomer can be conveniently prepared by this
method, but the other is essentially impossible to prepare
with the same system. Several methods for controlling the
enantioselectivity of the baker’s yeast-mediated reduction
have been reported; modifying the structure of the sub-
strate, the reaction conditions, and adding a third reagent.
These methods are very interesting but not convenient for
large-scale production. Therefore, baker’s yeast-mediated
oxidation was developed to prepare the antipode of the re-
duction product on a large scale.

(R)-1,2-Alkanediols were found to be easily oxidized to
1-hydroxy-2-alkanones with baker’s yeast under aerobic
conditions, and (S)-1,2-alkanediols, conversely, could not
be oxidized under the same conditions. Thus, treatment of
racemic 1,2-alkanediols with baker’s yeast to oxidize (R)-
1,2-alkanediols to 1-hydroxy-2-alkanones followed by sep-
aration of the 1-hydroxy-2-alkanones afforded the (S)-1,2-
alkanediols (Fig. 7) (13).

NAD� Regeneration

In this biooxidation, NADH-dependent oxidoreductases
participating in the asymmetric reduction of 1-hydroxy-2-
alkanone catalyze the contrary enantioselective oxidation,

and NAD� is regenerated from NADH in the yeast cells
for the successive oxidation. A preliminary experiment
showed that the oxidation did not proceed under anaerobic
conditions. Thus, an outline of the oxidation, especially in
relation to the condition of oxygen supply, was examined
by analyzing the transformation of (R)-PG to AC (13). The
amounts of oxygen consumed and AC produced increased
with increasing kLa, and the ratio was about 1.7 (AC mmol/
O2 mmol). Because 2 mol (R)-PG would be theoretically
oxidized using 1 mol of oxygen, as shown in Figure 8, this
result suggests that oxygen is effectively used during the
biooxidation (85% efficiency).

Optical Resolution of 1,2-Alkanediols

Treatment of racemic 1,2-alkanediols with baker’s yeast
affords (S)-1,2-alkanediols and 1-hydroxy-2-alkanones
that are easily separated because of a considerable differ-
ence in their volatilities. The asymmetric reduction of 1-
hydroxy-2-alkanones with baker’s yeast affords (R)-1,2-
alkanediols (13). Thus, the optical resolution of racemic
1,2-alkanediols was conveniently accomplished using only
baker’s yeast, as summarized in Figure 9.

The oxidative resolution and the asymmetric reduction
have been achieved using the bubble-column reactor on a
large scale. The specific oxidation rate is sufficiently fast
and reaches equilibrium within 24 h, affording the (S)-1,2-
alkanediols with 79% ee. The aqueous layers after removal
of (S)-1,2-alkanediols are directly used for baker’s yeast-
mediated reduction, affording the (R)-1,2-alkanediols with
over 98% ee.

CHARACTERIZATION OF OXIDOREDUCTASES

There have been several reports on purification and char-
acterization of enzymes from baker’s yeast that catalyze
the reductions of unnatural substrates. The purposes are
to understand the mechanism of the stereochemistry of
baker’s yeast-mediated transformation and, as a result, to
improve the ee of the reduction product by some modifi-
cations. Furthermore, some purified reductases would be
useful for synthetic purposes.

First, Sih et al. isolated three oxidoreductases that cat-
alyze the reduction of alkyl 4-chloroacetoacetate (20). They
reported that stereochemical control by modification of the
substrate stems from the difference in relative activities of
the D- and L-enzymes depending on the length of the car-
bon chain in the substrate. Furuichi et al. purified 2-
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Figure 7. Baker’s yeast-mediated oxi-
dation of 1,2-alkanediols.
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Figure 9. Oxidative resolution of racemic, 1,2-alkanediols with
baker’s yeast.

methyl-3-oxobutanoate reductase (21) and Heidlas et al.
purified two oxidoreductases that catalyze b-, c-, and d-keto
esters (18). The latter report was very useful for improve-
ment of the ee of the product by baker’s yeast-mediated
reduction of EA as described. Nakamura et al. isolated four
enzymes that catalyze b-keto- and �-alkyl-b-ketoesters and
three �-ketoester reductases (22).

IMMOBILIZATION

Immobilized baker’s yeast, using polyurethane, calcium al-
ginate, or j-carrageenan, has been applied to change the
reaction conditions (8). Some marked differences have
been reported in the stereochemistry, mostly due to a
change in the concentration of the substrates. In some
cases, immobilization of baker’s yeast improved the ee of
the products. The immobilized baker’s yeast was shown to
be active for several weeks, longer than free baker’s yeast.
However, reductions using immobilized baker’s yeast gave
lower yields as compared with the analogous reduction

with free baker’s yeast. Thus, the immobilization did not
improve the efficiency of the baker’s yeast-mediated trans-
formation for large-scale production.
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